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Dedication


To Laya Naomi and Shayla Dee, my beautiful youngest granddaughters; Freya Louise, their beautiful older cousin and sister respectively; Tanya and Jo, their respective beautiful mothers; and Jan, my beautiful wife, who’s had to wait so long for this huge project to finally reach a conclusion. I love you all.





PREFACE


When I completed the first edition of this text (in 1986, with publication in 1987), I wouldn’t have believed that five more editions would follow over the next 23 years. Nor could I have imagined that so many eminent psychologists – the researchers whose theories and research findings form the basis of this very book – would actually be contributing to this sixth edition. I’m flattered that they wished to ‘participate’ and also delighted that they have revealed themselves as ‘real’ human beings, who happen to have taken a psychological path (rather than ‘mere’ names in a textbook or a student essay). What could be more appropriate in a textbook of psychology!


What their contributions also show is that there’s always a ‘story’ behind a theory or chosen research area. Research doesn’t appear out of nowhere: as with everything else in life, a huge number of interacting variables contribute to what we do, when and where we do it, who we may do it with, how it turns out, and so on. Psychologists are no exception! So, every time you read about a particular study, psychological concept or construct, or full-blown theory, remember that behind it are one or more human beings, like yourself in many respects.


Something that you as, a student having to write essays, dissertations, seminar papers, and so on, and I, as a textbook author, have in common, is the challenge of deciding what is best to include and exclude within what are always finite resources – time, money, words, and so on. We decided from the outset that this sixth edition should be lighter (both literally and in word count) than the previous edition, which meant something had to go. Users of my book are (mainly) students new to psychology, who need to know something of its own ‘story’ in order to appreciate where it is now. But the greater the coverage of past theory and research, the less room is left for more recent and current theory and research. My solution was to reduce the detailed coverage of the older (but never redundant) material, which left relatively more room for updating, complemented by the ‘Meet the Researcher’ features. Some of the older material appears alongside some very recent studies and discussion in the SC section of the Dynamic Learning. I believe that the outcome is a better balance between the old and the new, within a more manageable, but still broad, detailed and thorough treatment of the discipline of psychology.


Part of the appeal of previous editions was that they catered for the needs of students on a wide variety of courses, without being written specifically or exclusively for any one group. I hope – and trust – that the same can be said of this sixth edition. As before, please let me know what you think of my efforts (via the publisher) – it’s not just students who need feedback!




CHAPTER 1


WHAT IS THIS THING CALLED PSYCHOLOGY?
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INTRODUCTION and OVERVIEW


When a psychologist meets someone for the first time at, say, a party and replies truthfully to the standard opening line, ‘What do you do for a living?’, the reaction of the newly-made acquaintance is likely to fall into one of the following categories:




•  ‘Oh, I’d better be careful what I say from now on’ (partly defensive, partly amused)


•  ‘I bet you meet some right weirdos in your work’ (partly intrigued, partly sympathetic)


•  ‘What exactly is psychology?’ (partly inquisitive, partly puzzled).
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Ask Yourself





•  If you’re completely new to psychology, how might you react?


•  If you’ve studied it before, how would you define it and what’s the range of topics/subjects it covers?


•  How does it differ from other disciplines, such as physiology, sociology and anthropology?
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The first response seems to imply that psychologists are mind-readers and have access to other people’s thoughts (they don’t), while the second seems to imply that psychologists work only or largely with people who are ‘mentally ill’ or ‘mad’ (again, they don’t, although many do). The third reaction perhaps implies that the boundaries between psychology and other subject disciplines aren’t clearly drawn (they aren’t), and what this chapter aims to do is make them sufficiently clear to enable you, the reader, who may be ‘visiting’ psychology for the first time, to find your way around this book – and the subject – relatively easily.


The opening chapter in any textbook is intended to ‘set the scene’ for what follows, and this normally involves defining the subject or discipline. In the case of psychology this isn’t as straightforward as you might expect. Definitions of psychology have changed frequently during its relatively short history as a separate field of study. This reflects different, and sometimes conflicting, theoretical views regarding the nature of human beings and the most appropriate methods for investigating them.
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A BRIEF HISTORY


The word ‘psychology’ is derived from the Greek psyche (mind, soul or spirit) and logos (knowledge, discourse or study). Literally, then, psychology is the ‘study of the mind’. The emergence of psychology as a separate discipline is generally dated at 1879, when Wilhelm Wundt opened the first psychological laboratory at the University of Leipzig in Germany. Wundt and his co-workers were attempting to investigate ‘the mind’ through introspection (observing and analysing the structure of their own conscious mental processes). Introspection’s aim was to analyse conscious thought into its basic elements and perception into its constituent sensations, much as chemists analyse compounds into elements. This attempt to identify the structure of conscious thought is called structuralism.


Wundt and his co-workers recorded and measured the results of their introspections under controlled conditions, using the same physical surroundings, the same ‘stimulus’ (such as a clicking metronome), the same verbal instructions to each participant, and so on. This emphasis on measurement and control marked the separation of the ‘new psychology’ from its parent discipline of philosophy.


Philosophers had discussed ‘the mind’ for thousands of years. For the first time, scientists (Wundt was a physiologist by training) applied some of scientific investigation’s basic methods to the study of mental processes. This was reflected in James’s (1890) definition of psychology as:
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the Science of Mental Life, both of its phenomena and of their conditions… The Phenomena are such things as we call feelings, desires, cognition, reasoning, decisions and the like.
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However, by the early twentieth century, the validity and usefulness of introspection were being seriously questioned, particularly by an American psychologist, John B. Watson. Watson believed that the results of introspection could never be proved or disproved: if two people produce different introspective accounts, how can we ever decide whose is correct? Objectively, of course, we cannot, since it is impossible to ‘get behind’ an introspective report to check its accuracy. Introspection is subjective, and only the individual can observe his/her own mental processes.


Consequently, Watson (1913) proposed that psychologists should confine themselves to studying behaviour, since only this is measurable and observable by more than one person. Watson’s form of psychology was known as behaviourism. It largely replaced introspectionism and advocated that people should be regarded as complex animals and studied using the same scientific methods as those used in chemistry and physics. For Watson, the only way psychology could make any claim to being scientific was to emulate the natural sciences and adopt its own objective methods. He defined psychology as:
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that division of Natural Science which takes human behaviour – the doings and sayings, both learned and unlearned – as its subject matter. (Watson, 1919)
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The study of inaccessible, private, mental processes was to have no place in a truly scientific psychology.
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Box 1.1


Psychoanalytic theory and Gestalt psychology




•  In 1900, Sigmund Freud, a neurologist living in Vienna, first published his psychoanalytic theory of personality in which the unconscious mind played a crucial role. In parallel with this theory, he developed a form of psychotherapy called psychoanalysis. Freud’s theory (which forms the basis of the psychodynamic approach) represented a challenge and a major alternative to behaviourism (see Chapter 2).


•  A reaction against both structuralism and behaviourism came from the Gestalt school of psychology, which emerged in the 1920s in Austria and Germany. Gestalt psychologists were mainly interested in perception, and believed that perceptions couldn’t be broken down in the way that Wundt proposed (see Chapter 3) and behaviourists advocated for behaviour (see Chapters 3 and 11). Gestalt psychologists identified several ‘laws’ or principles of perceptual organisation (such as ‘the whole is greater than the sum of its parts’), which have made a lasting contribution to our understanding of the perceptual process (see Chapter 15 for a detailed discussion).
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Especially in America, behaviourism (in one form or another) remained the dominant force in psychology for the next 40 years or so. The emphasis on the role of learning (in the form of conditioning) was to make that topic one of the central areas of psychological research as a whole (see Chapter 2 and Chapter 11).


In the late 1950s, many British and American psychologists began looking to the work of computer scientists to try to understand more complex behaviours which, they felt, had been either neglected altogether or greatly oversimplified by learning theory (conditioning). These complex behaviours were what Wundt, James and other early scientific psychologists had called mind or mental processes. They were now called cognition or cognitive processes, and refer to all the ways in which we come to know the world around us, how we attain, retain and regain information, through the processes of perception, attention, memory, problem-solving, decision-making, language and thinking in general.


Cognitive psychologists see people as information-processors, and cognitive psychology has been heavily influenced by computer science, with human cognitive processes being compared to the operation of computer programs (the computer analogy). Cognitive psychology now forms part of cognitive science, which emerged in the late 1970s (see Figure 1.2). The events which together constitute the ‘cognitive revolution’ are described in Box 3.3.
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Although mental or cognitive processes can only be inferred from what a person does (they cannot be observed literally or directly), mental processes are now accepted as being valid subject matter for psychology, provided they can be made ‘public’ (as in memory tests or problem-solving tasks). Consequently, what people say and do are perfectly acceptable sources of information about their cognitive processes, although the processes themselves remain inaccessible to the observer, who can study them only indirectly.


The influence of both behaviourism and cognitive psychology is reflected in Clark and Miller’s (1970) definition of psychology as:
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the scientific study of behaviour. Its subject matter includes behavioural processes that are observable, such as gestures, speech and physiological changes, and processes that can only be inferred, such as thoughts and dreams.
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According to the British Psychological Society (BPS; www.bps.org.uk), psychology is:
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the scientific study of people, the mind and behaviour. It is both a thriving academic discipline and a vital professional practice.
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CLASSIFYING THE WORK OF PSYCHOLOGISTS


Despite behaviourist and cognitive psychology’s influence on psychology’s general direction in the last 90 years or so, much more goes on within psychology than has been outlined so far. There are other theoretical approaches or orientations, other aspects of human (and non-human) activity that constitute the special focus of study, and different kinds of work that different psychologists do.


The BPS’s distinction between the academic and professional (i.e. applied) branches of psychology is reflected in Figure 1.4. Academic psychologists carry out research and are attached to a university or research establishment, where they also teach undergraduates and supervise the research of postgraduates. Research is both pure (done for its own sake and intended, primarily, to increase our knowledge and understanding) and applied (aimed at solving a particular problem). Applied research is usually funded by a government institution such as the Home Office, National Health Service (NHS) or the Department for Children, Schools and Families (DCSF), or by some commercial or industrial institution. The range of topics that may be investigated is as wide as psychology itself, but they can be classified as focusing either on the processes or mechanisms underlying various aspects of behaviour, or more directly on people (Legge, 1975).
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The process approach


This is divided into three main areas: physiological, cognitive and comparative psychology.


Physiological (or bio-)psychology (Chapters 4–12)


Physiological (or bio-)psychologists are interested in the physical basis of behaviour, how the functions of the nervous system (in particular the brain) and the endocrine (hormonal) system are related to and influence behaviour and mental processes. For example, are there parts of the brain specifically concerned with particular behaviours and abilities (localisation of brain function)? What role do hormones play in the experience of emotion and how are these linked to brain processes? What is the relationship between brain activity and different states of consciousness (including sleep)?


A fundamentally important biological process with important implications for psychology is genetic transmission. The heredity and environment (or nature–nurture) issue draws on what geneticists have discovered about the characteristics that can be passed from parents to offspring, how this takes place, and how genetic factors interact with environmental ones (see Chapters 41, 44 and 50). Other topics within physiological psychology include motivation and stress (an important topic within health psychology: see Chapter 12), and sensory processes, which are closely connected with perception (see Chapter 15).


Cognitive psychology (Chapters 13–21)


As we saw earlier, cognitive (or mental) processes include attention, memory, perception, language, thinking, problem-solving, decision-making, reasoning and concept-formation (‘higher-order’ mental activities). Although these are often studied for their own sake, they may also have important practical implications, such as understanding the memory processes involved in eyewitness testimony (see Chapter 21). Social psychology (classified here as belonging to the person approach) is heavily cognitive in flavour: many social psychologists study the mental processes we use when trying to explain people’s behaviour, for example (social cognition). Also, Piaget’s theory (again, belonging to the person approach) is concerned with cognitive development.


Comparative psychology


Comparative psychology is the study of the behaviour of non-human animals, aimed at identifying similarities and differences between species. It also involves studying non-human animal behaviour to gain a better understanding of human behaviour. The basis of comparative psychology is evolutionary theory. Research areas include classical and operant conditioning (see Chapter 11), animal communication, language and memory (see Gross et al., 2000), and evolutionary explanations of human behaviour (see, for example, Chapter 2). Teaching language to non-humans is discussed in relation to language development (Chapter 19).


The person approach


Social psychology (Chapters 22–31)


Some psychologists would claim that ‘all psychology is social psychology’, because all behaviour takes place within a social context and, even when we’re alone, our behaviour continues to be influenced by others. However, other people usually have a more immediate and direct influence upon us when we’re actually in their presence (as in conformity and obedience: see Chapters 26 and 27).


Social psychology is also concerned with social (or interpersonal) perception (forming impressions of others), interpersonal relationships, prejudice and discrimination, and pro- and antisocial behaviour (especially aggression). Chapter 31 looks at the social psychology of sport.


Developmental psychology (Chapters 32–40)


Developmental psychologists study the biological, cognitive, social and emotional changes that occur in people over time. One significant change within developmental psychology during the past 30 years or so is the recognition that development isn’t confined to childhood and adolescence, but is a lifelong process (the lifespan approach). It’s now generally accepted that development continues beyond childhood and adolescence into adulthood and old age.


Developmental psychology isn’t an isolated or independent field, and advances in it depend on progress within psychology as a whole, such as behaviour genetics, (neuro)physiological psychology, learning, perception and motivation. Although Piaget’s theory of cognitive development was meant to map the changes that take place up to about 15 years of age, he’s considered to have made a major contribution to psychology as a whole (see Chapter 34). While the focus is on normal development, Chapter 40 is concerned with exceptional/atypical development.
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Individual differences (Chapters 41–46)


This is concerned with the ways in which people can differ from one another, including personality, intelligence and psychological abnormality. Major mental disorders include schizophrenia, depression, anxiety disorders and eating disorders. Abnormal psychology is closely linked with clinical psychology, one of the major applied areas of psychology (see below). Each major theoretical approach has contributed to both the explanation and the treatment of mental disorders (see Chapters 2 and 45).
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Box 1.2


Some important differences between the process and person approaches




•  The process approach is typically confined to the laboratory (where experiments are the method of choice). It makes far greater experimental use of non-human animals and assumes that psychological processes (particularly learning) are essentially the same in all species, and that any differences between species are only quantitative (differences of degree).


•  The person approach makes much greater use of field studies (such as observing behaviour in its natural environment) and of non-experimental methods (e.g. correlational studies: see Coolican, 2004). Typically, human participants are studied, and it’s assumed that there are qualitative differences (differences in kind) between humans and non-humans.
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Another source of individual differences is criminal behaviour, which is discussed in Chapter 46.


Areas of applied psychology


Discussion of the person/process approaches has been largely concerned with the academic branch of psychology. Since the various areas of applied psychology are all concerned with people, they can be thought of as the applied aspects of the person approach.


According to Hartley and Branthwaite (1997), most applied psychologists work in four main areas: clinical, educational and occupational psychology, and government service (such as forensic or criminological psychologists). In addition, Coolican et al. (2007) identify counselling, sport and exercise, health, and environmental psychologists.


Each of these eight areas of applied psychology is represented by a division within the BPS. Other divisions are (a) Teachers and Researchers and (b) Neuropsychology. Neuropsychologists investigate the relationship between the brain and cognitive or physiological processes; like clinical psychologists, they may also help to assess and rehabilitate brain-injured people and those with neurological disorders (such as strokes, dementia, tumours and degenerative brain diseases).


Hartley and Branthwaite (1997) argue that the work psychologists do in these different areas has much in common: it’s the subject matter of their jobs that differs, rather than the skills they employ. Consequently, they consider an applied psychologist to be a person who can deploy specialised skills appropriately in different situations.
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Box 1.3


Seven major skills (or roles) used by applied psychologists




•  The psychologist as counsellor: helping people to talk openly, express their feelings, explore problems more deeply, and see these problems from different perspectives. Problems may include school phobia, marriage crises and traumatic experiences (such as being the victim of a hijacking), and the counsellor can adopt a more or less directive approach (see Chapter 2 and Chapter 45).


•  The psychologist as colleague: working as a member of a team and bringing a particular perspective to a task, namely drawing attention to the human issues, such as the point of view of the individual end-user (be it a product or a service of some kind).


•  The psychologist as expert: drawing upon psychologists’ specialised knowledge, ideas, theories and practical knowledge to advise on issues ranging from incentive schemes in industry to appearing as an ‘expert witness’ in a court case.


•  The psychologist as toolmaker: using and developing appropriate measures and techniques to help in the analysis and assessment of problems. These include questionnaire and interview schedules, computer-based ability and aptitude tests, and other psychometric tests (see Chapters 41 and 42).


•  The psychologist as detached investigator: many applied psychologists carry out evaluation studies to assess the evidence for and against a particular point of view. This reflects the view of psychology as an objective science, which should use controlled experimentation whenever possible. The validity of this view is a recurrent theme throughout psychology (see, in particular, Chapter 3).


•  The psychologist as theoretician: theories try to explain observed phenomena, suggesting possible underlying mechanisms or processes. They can suggest where to look for causes and how to design specific studies that will produce evidence for or against a particular point of view. Results from applied psychology can influence theoretical psychology, and vice versa.


•  The psychologist as agent for change: applied psychologists are involved in helping people, institutions and organisations, based on the belief that their work will change people and society for the better. However, some changes are much more controversial than others, such as the use of psychometric tests to determine educational and occupational opportunities, and the use of behaviour therapy and modification techniques to change abnormal behaviour (see Chapters 41, 45, 47 and 48).





(based on Hartley and Branthwaite, 2000)
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Clinical psychology


Clinical psychology represents the largest single division within the BPS (Coolican et al., 2007) and the USA (Atkinson et al., 1990).
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Box 1.4


The major functions of the clinical psychologist


A clinical psychologist has had work experience as an assistant psychologist/research assistant, plus three years’ postgraduate training (Doctorate in Clinical Psychology) (BPS, 2004). The clinical psychologist’s functions include:




•  Assessing people with learning difficulties (LDs), administering psychological tests to brain-damaged patients, devising rehabilitation programmes for long-term psychiatric patients and assessing the elderly for their fitness to live independently.


•  Planning and carrying out programmes of therapy, usually behaviour therapy/modification (both derived from learning theory principles) or psychotherapy (group or individual) in preference to, or in addition to, behavioural techniques (see Chapter 45).


•  Carrying out research into abnormal psychology, including the effectiveness of different treatment methods (‘outcome’ studies); patients are usually adults, many of whom will be elderly, in psychiatric hospitals, psychiatric wards in general hospitals, and psychiatric clinics.


•  Involvement in community care, as psychiatric care in general moves out of the large psychiatric hospitals.


•  Teaching other groups of professionals, such as nurses, psychiatrists and social workers.
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Clinical psychologists work largely in health and social care settings, including hospitals, health centres, community mental health teams, child and adolescent mental health services and social services. They usually work as part of a team with, for example, social workers, medical practitioners and other health professionals. In the UK, most work in the NHS, but some work in private practice.


Psychotherapy is usually carried out by psychiatrists (medically qualified doctors specialising in psychological medicine) or psychotherapists (who’ve undergone special training, including their own psychotherapy). In all its various forms, psychotherapy is derived from Freud’s psychoanalysis (see Chapters 2 and 45), and is distinguished from both behavioural treatments and physical (somatic) treatments (those based on the medical model: see Chapters 43 and 45).


Counselling psychology


Counselling psychologists have either (a) an accredited MSc or Diploma or Doctorate in Counselling Psychology (three years’ full-time or equivalent part-time), or (b) the BPS’s Qualification in Counselling Psychology (three years’ full-time independent study and practice).


They work within the NHS (in general and psychiatric hospitals and GP surgeries), in private hospitals and in private practice, in schools, colleges and universities, within the prison service, in industry and in public and private corporate institutions. They may work directly with individuals, couples, families and groups, or act as consultants (see Chapter 45).


Forensic psychology


Forensic psychology is the application of psychological principles and methods to the criminal justice system. It is rooted in empirical research and draws on cognitive, developmental, social and clinical psychology. One main focus is the study of criminal behaviour and its management, but in recent years research interests have expanded to include other areas, most notably those with a high media profile (such as stalking: see Chapter 46).


Forensic psychologists have either (a) an accredited MSc (one year full-time) in Forensic Psychology plus Stage 2 of the BPS’s Diploma in Forensic Psychology, or (b) Stages 1 and 2 of the BPS’s Diploma in Forensic Psychology (BPS, 2004). Like clinical psychologists, a crucial part of their work involves research and evaluation of what constitutes successful treatment.


The largest single employer of forensic psychologists in the UK is HM Prison Service (which includes the Home Office Research and Development Unit as well as prisons). Forensic (formerly ‘criminological’) psychologists also work in the health service (including rehabilitation units and special/secure hospitals for the criminally insane, such as Broadmoor and Rampton), the police service, young offender units and the probation service. Some work in university departments or in private consultancy.
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Box 1.5


Some recent areas of research interest among forensic psychologists




•  Jury selection


•  The presentation of evidence


•  Eyewitness testimony (see Chapter 21)


•  Improving the recall of child witnesses


•  False memory syndrome and recovered memory (see Chapter 21)


•  Offender profiling (see Chapter 46)


•  Crime prevention (see Chapter 46)


•  Devising treatment programmes (such as anger management)


•  Assessing the risk of releasing prisoners (see Chapter 46)





(from Coolican et al., 1996)
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Educational psychology


Before 2006, people wanting to train as educational psychologists were required to have a teaching qualification and experience. Now, all that’s required is a three-year postgraduate training in educational psychology (see Figure 1.4) (Frederickson and Miller, 2008).


Educational psychologists are mostly employed by local education authorities (LEAs), working in schools, colleges, child and family centre teams (previously called ‘child guidance’), the Schools Psychological Service, hospitals, day nurseries, nursery schools, special schools (day and residential), and residential children’s homes. Clients are aged up to 18 years, but most fall into the 5–16 age group. They regularly liaise with other professionals from the departments of education, health and social services. A growing number work as independent or private consultants (BPS, 2004).


In the USA, educational psychology is concerned with theory, methodology and applications to a broad range of teaching, training and learning issues; school psychology refers to the delivery of psychological services to children, adolescents and families in schools and other applied settings (Frederickson and Miller, 2008).
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Box 1.6


Some of the responsibilities of the educational psychologist




•  Administering psychometric tests, particularly intelligence (or IQ) tests, as part of the assessment of LDs (see Chapters 40 and 41).


•  Planning and supervising remedial teaching; research into teaching methods, the curriculum (subjects taught), interviewing and counselling methods and techniques.


•  Planning educational programmes for those with mental and physical impairments (including visually impairments and autism), and other groups of children and adolescents who aren’t attending ordinary schools (special educational needs: see Chapter 40).


•  Advising parents and teachers on how to deal with children and adolescents with physical impairments, behaviour problems or LDs.


•  Teacher training.
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Occupational (work or organisational) psychology


Occupational psychologists are involved in the selection and training of individuals for jobs and vocational guidance, including administration of aptitude tests and tests of interest. (This overlaps with the work of those trained in personnel management.)
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Box 1.7


Other responsibilities of the occupational psychologist




•  Helping people who, for reasons of illness, accident or redundancy, need to choose and retrain for a new career (industrial rehabilitation).


•  Designing training schemes, as part of ‘fitting the person to the job’; teaching machines and simulators (such as an aeroplane cockpit) often feature prominently in these schemes.


•  ‘Fitting the job to the person’ (human engineering/engineering psychology or ergonomics) – findings from experimental psychology are applied to the design of equipment and machinery in order to make the best use of human resources and to minimise accidents and fatigue; examples include telephone dialling codes (memory and attention) and the design of decimal coinage (tactile and visual discrimination).


•  Advising on working conditions in order to maximise productivity (another facet of ergonomics – the study of people’s efficiency in their working environments); occupational groups involved include computer/VDU operators, production line workers and air-traffic controllers.


•  Helping the flow of communication between departments in government institutions, or ‘industrial relations’ in commerce and industry (organisational psychology); the emphasis is on the social, rather than the physical or practical, aspects of the working environment.


•  Helping to sell products and services through advertising and promotions; many psychologists are employed in the advertising industry, where they draw on what experimental psychologists have discovered about human motivation, attitudes and cognition (see Chapter 24).
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Health psychology


Health psychology, which involves the use of psychological principles to promote changes in people’s attitudes and behaviour about health and illness, is one of the newer fields of applied psychology.
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Box 1.8


The breadth of health psychology




•  The use of psychological theories and interventions to prevent damaging behaviours (such as smoking, drug abuse and poor diet), and to change health-related behaviour in community and workplace settings.


•  Promoting and protecting health by encouraging behaviours such as exercise, healthy diet, teeth brushing, health checks/self-examination.


•  Health-related cognitions: investigating the processes that can explain, predict and change health and illness behaviours.


•  Processes influencing health care delivery: the nature and effects of communication between health care practitioners and patients, including interventions to improve communication, facilitate adherence (such as taking medication), prepare for stressful medical procedures, and so on.


•  Psychological aspects of illness: looking at the psychological impact of acute and chronic illness on individuals, carers and families.
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Health psychologists work in a variety of settings, such as hospitals, academic health research units, health authorities and university departments. They may deal with problems identified by health care agencies, including NHS Trusts and health authorities, health professionals (such as GPs, nurses and rehabilitation therapists) and employers outside the health care system.
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Chartered psychologists


The BPS is the representative body for psychology and psychologists in the UK and the only professional body for British psychologists incorporated by Royal Charter. It has national responsibility for the development, promotion and application of psychology for the public good, and promotes the efficiency and usefulness of its members by maintaining a high standard of professional education and knowledge.
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Since 1987, the BPS has been authorised under its Charter to keep a Register of Chartered Psychologists. Entry to the Register is restricted to members of the Society who have applied for registration and who have the necessary qualifications or experience to have reached a standard sufficient for professional practice in psychology without supervision (Gale, 1990).


All the applied areas described above (clinical, counselling, forensic, educational, occupational and health), plus sport and exercise psychology, lead to chartered status. This is also true of Teaching and Research, which requires either (a) a PhD in Psychology or (b), for teachers, at least three years’ full-time experience as a teacher of psychology, including the BPS’s Diploma in the Applied Psychology of Teaching. As yet, psychotherapy doesn’t grant chartered status (BPS, 2004).
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Ask Yourself




•  What, if anything, has come as a surprise to you regarding what goes on in the name of ‘psychology’?
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The language of psychology




•  As in all sciences, there’s a special set of technical terms (jargon) to get used to, and this is generally accepted as an unavoidable feature of studying the subject. But over and above this jargon, psychologists use words that are familiar to us from everyday speech in a technical way, and it’s in these instances that ‘doing psychology’ can become a little confusing.


•  Some examples of this are ‘behaviour’ and ‘personality’. For a parent to tell a child to ‘behave yourself’ is meaningless to a psychologist’s ears: behaving is something we’re all doing all the time (even when we’re asleep). Similarly, to say that someone ‘has no personality’ is meaningless because, as personality refers to what makes a person unique and different from others, you cannot help but have one!


•  Other terms that denote large portions of the research of experimental psychology, such as memory, learning and intelligence, are hypothetical constructs – that is, they don’t refer to anything that can be directly observed but only inferred from observable behaviour. They’re necessary for explaining the behaviour being observed, but there’s a danger of thinking of them as ‘things’ or ‘entities’ (reification), rather than as a way of trying to make sense of behaviour.


•  Another way in which psychologists try to make sense of something is by comparing it with something else using an analogy. Often something complex is compared with something more simple. Since the 1950s and the development of computer science, the computer analogy has become very popular as a way of trying to understand how the mind works. As we saw earlier, the language of computer science has permeated the cognitive view of human beings as information processors (see Chapter 2).


•  A model is a kind of metaphor, involving a single, fundamental idea or image; this makes it less complex than a theory (although sometimes the terms are used interchangeably). A theory is a complex set of interrelated statements that attempt to explain certain observed phenomena. But in practice, when we refer to a particular theory (for example, Freud’s or Piaget’s), we often include description as well. Thomas (1985) defines a theory as ‘an explanation of how the facts fit together’, and he likens a theory to a lens through which to view the subject matter, filtering out certain facts and giving a particular pattern to those it lets in. A hypothesis is a testable statement about the relationship between two or more variables, usually derived from a model or theory (see Chapter 3).





Psychology and common sense
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Ask Yourself




•  What do you understand by the term ‘common sense’?


•  In what ways are we all psychologists?


•  How might a ‘common-sense’ understanding of human behaviour and experience differ from that of professional psychologists?
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We all consider we know something about people and why they behave as they do, and so there’s a sense in which we’re all psychologists (see Chapters 22 and 23). This is a theme explored at length by Joynson in Psychology and Common Sense (1974). He begins by stating that human beings aren’t like the objects of natural science – we understand ourselves and can already predict and control our behaviour to a remarkable extent. This creates for the psychologist a paradoxical task: what kind of understanding can you seek of a creature that already understands itself?
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For Joynson, the fundamental question is: ‘If the psychologist did not exist, would it be necessary to invent him?’ Conversely, for Skinner (1971), ‘it is science or nothing’, and Broadbent (1961) also rejects the validity of our everyday understanding of ourselves and others (Joynson calls this ‘the behaviourists’ prejudice’). Yet we cannot help but try to make sense of our own and other people’s behaviour (by virtue of our cognitive abilities and the nature of social interaction), and, to this extent, we’re all psychologists. Heather (1976) points to ordinary language as embodying our ‘natural’ understanding of human behaviour: as long as human beings have lived they’ve been psychologists, and language gives us an ‘elaborate and highly refined conceptual tool, developed over thousands of years of talking to each other’.


Formal vs informal psychology


Legge (1975) and others resolve this dilemma by distinguishing between formal and informal psychology (or professional versus amateur, scientific versus non-scientific).


Our common-sense, intuitive or ‘natural’ understanding is unsystematic and doesn’t constitute a body of knowledge. This makes it very difficult to ‘check’ an individual’s ‘theory’ about human nature, as does the fact that each individual has to learn from his/her own experience. So part of the aim of formal psychology is to provide such a systematic body of knowledge, which represents the unobservable basis of our ‘gut reactions’.


Yet it could be argued that informal psychology does provide a ‘body of knowledge’ in the form of proverbs or sayings or folk wisdom, handed down from generation to generation (for example, ‘Birds of a feather flock together’, ‘Too many cooks spoil the broth’ and ‘Don’t cross your bridges before you come to them’). While these may contain at least a grain of truth, for each one there’s another proverb that states the opposite (‘Opposites attract’, ‘Many hands make light work’ and ‘Time and tide wait for no man’ or ‘Nothing ventured, nothing gained’) (Rolls, 2007).


However, formal psychology may help us to reconcile these contradictory statements. For example, there’s evidence to support both proverbs in the first pair (see Chapter 28). Formal psychology tries to identify the conditions under which each statement applies, and they appear contradictory if we assume that only one or the other can be true! In this way, scientific psychology throws light on our everyday, informal understanding, rather than negating or invalidating it.


Legge (1975) believes that most psychological research should indeed be aimed at demonstrating ‘what we know already’, but that it should also aim to go one step further. Only the methods of science, he believes, can provide us with the public, communicable body of knowledge that we’re seeking. According to Allport (1947), the aim of science is ‘Understanding, prediction and control above the levels achieved by unaided common sense’, and this is meant to apply to psychology as much as to the natural sciences (see Chapters 3 and 42).


CONCLUSIONS


Psychology is a diverse discipline. Psychologists investigate a huge range of behaviours and mental or cognitive processes. There is a growing number of applied areas, in which theory and research findings are brought to bear in trying to improve people’s lives in a variety of ways. During the course of its life as a separate discipline, definitions of psychology have changed quite fundamentally, reflecting the influence of different theoretical approaches. Rather than having to choose between our common-sense understanding of people and the ‘scientific’ version, psychology as a scientific discipline can be seen as complementing and illuminating our ‘everyday’ psychological knowledge.


CHAPTER SUMMARY




•  Early psychologists, such as Wundt, attempted to study the mind through introspection under controlled conditions, aiming to analyse conscious thought into its basic elements (structuralism).


•  Watson rejected introspectionism’s subjectivity and replaced it with behaviourism. Only by regarding people as complex animals, using the methods of natural science and studying observable behaviour, could psychology become a true science.


•  Gestalt psychologists criticised both structuralism and behaviourism, advocating that ‘the whole is greater than the sum of its parts’. Freud’s psychoanalytic theory was another major alternative to behaviourism.


•  Following the cognitive revolution, people came to be seen as information-processors, based on the computer analogy. Cognitive processes, such as perception and memory, became an acceptable part of psychology’s subject matter.


•  Academic psychologists are mainly concerned with conducting research (pure or applied), which may focus on underlying processes/mechanisms or on the person.


•  The process approach consists of physiological psychology, cognitive processes and comparative psychology, while the person approach covers developmental and social psychology and individual differences.


•  While the process approach is largely confined to laboratory experiments using non-humans, the person approach makes greater use of field studies and non-experimental methods involving humans. The two approaches see species differences as quantitative or qualitative respectively.


•  Most applied psychologists work in clinical, counselling, forensic, educational or occupational psychology. Newer fields include health and sport and exercise psychology.


•  There’s a sense in which we’re all psychologists, creating a dilemma for psychologists: are they necessary? One solution is to distinguish between informal/common-sense and formal/scientific psychology. The latter aims to go beyond common-sense understanding and to provide a public, communicable body of knowledge.
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DYNAMIC LEARNING RESOURCES



Student resources




•  Revision schema: what is psychology?


•  Weblinks & further reading: subjects such as the history of psychology & the BPS





Tutor resources




•  Multiple-choice questions: the scope & nature of psychology


•  PowerPoint presentation: subjects such as definitions of psychology







CHAPTER 2


THEORETICAL APPROACHES TO PSYCHOLOGY
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INTRODUCTION and OVERVIEW


Different psychologists make different assumptions about what particular aspects of a person are worthy of study, and this helps to determine an underlying model or image of what people are like. In turn, this model or image determines a view of psychological normality, the nature of development, preferred methods of study, the major cause(s) of abnormality, and the preferred methods and goals of treatment.


An approach is a perspective that isn’t as clearly outlined as a theory and that:


[image: image]


provides a general orientation to a view of humankind. It says, in effect, we see people as operating according to these basic principles and we therefore see explanations of human behaviour as needing to be set within these limits and with these or those principles understood.
(Coolican et al., 1996)
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As we shall see, all the major approaches include two or more distinguishable theories, but within an approach they share certain basic principles and assumptions that give them a distinct ‘flavour’ or identity. The focus here is on the behaviourist, psychodynamic, humanistic, cognitive, social constructionist and evolutionary approaches.


THE BEHAVIOURIST APPROACH


Basic principles and assumptions


As we saw in Chapter 1, Watson (1913) revolutionised psychology by rejecting the introspectionist approach and advocating the study of observable behaviour. Only by modelling itself on the natural sciences could psychology legitimately call itself a science. Watson was seeking to transform the very subject matter of psychology (from ‘mind’ to ‘behaviour’) and this is often called methodological behaviourism. According to Skinner (1987):
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‘Methodological’ behaviourists often accept the existence of feelings and states of mind, but do not deal with them because they are not public and hence statements about them are not subject to confirmation by more than one person.
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In this sense, what was revolutionary when Watson (1913) first delivered his ‘behaviourist manifesto’ (see Box 3.2) has become almost taken for granted, ‘orthodox’ psychology. It could be argued that all psychologists are methodological behaviourists (Blackman, 1980). Belief in the importance of empirical methods, especially the experiment, as a way of collecting data about humans (and non-humans), which can be quantified and statistically analysed, is a major feature of mainstream psychology (see Chapter 3). By contrast, as Skinner (1987) asserts:
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‘Radical’ behaviourists … recognise the role of private events (accessible in varying degrees to self-observation and physiological research), but contend that so-called mental activities are metaphors or explanatory fictions and that behaviour attributed to them can be more effectively explained in other ways.
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For Skinner, these more effective explanations of behaviour come in the form of the principles of reinforcement derived from his experimental work with rats and pigeons. What’s ‘radical’ about Skinner’s radical behaviourism is the claim that feelings, sensations and other private events cannot be used to explain behaviour but are to be explained in an analysis of behaviour. Methodological behaviourism proposes to ignore such inner states (they’re inaccessible). But Skinner rejects them as variables that can explain behaviour (they’re irrelevant) and argues that they can be translated into the language of reinforcement theory (Garrett, 1996).


Given this important distinction between methodological and radical behaviourism, we need to consider some principles and assumptions that apply to behaviourism in general.
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Box 2.1


Basic principles and assumptions made by the behaviourist approach




•  Behaviourists emphasise the role of environmental factors in influencing behaviour, to the near exclusion of innate or inherited factors (see Chapter 50). This amounts essentially to a focus on learning. The key form of learning is conditioning, either classical (Pavlovian or respondent), which formed the basis of Watson’s behaviourism, or operant (instrumental), which is at the centre of Skinner’s radical behaviourism. Classical and operant conditioning are often referred to (collectively) as learning theory, as opposed to ‘theories of learning’, which usually imply theories other than conditioning theories (that is, non-behaviourist theories) (see Chapter 11).
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•  Behaviourism is often referred to as ‘S–R’ psychology (‘S’ standing for ‘stimulus’ and ‘R’ for ‘response’). Both classical and operant conditioning explain observable behaviour (responses) in terms of environmental events (stimuli), but they define the stimulus and response relationship in fundamentally different ways. Only in classical conditioning is the stimulus seen as triggering a response in a predictable, automatic way, and this is what’s conveyed by ‘S–R’ psychology. It is, therefore, a mistake to describe operant conditioning as an ‘S–R’ approach (see Chapter 11).


•  Both types of conditioning are forms of associative learning, whereby associations or connections are formed between stimuli and responses that didn’t exist before learning takes place.


•  Part of Watson’s rejection of introspectionism was his belief that it invoked too many vague concepts that are difficult, if not impossible, to define and measure. According to the law of parsimony (or ‘Occam’s razor’), the fewer assumptions a theory makes, the better (more ‘economical’ explanations are superior).


•  The mechanisms proposed by a theory should be as simple as possible. Behaviourists stress the use of operational definitions (defining concepts in terms of observable, measurable, events).


•  The aim of a science of behaviour is to predict and control behaviour.
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Theoretical contributions


Behaviourism made a massive contribution to psychology, at least up to the 1950s, and explanations of behaviour in conditioning terms recur throughout this book. For example, apart from a whole chapter on learning and conditioning (Chapter 11), imagery as a form of organisation in memory and as a memory aid is based on the principle of association, and the interference theory of forgetting is largely couched in stimulus–response terms (Chapter 17). Language, moral and gender development (Chapters 19, 35 and 36) have all been explained in terms of conditioning, and some influential theories of the formation and maintenance of relationships focus on the concept of reinforcement (Chapter 28). The behaviourist approach also offers one of the major models of abnormal behaviour (Chapter 45). Finally, Skinner’s notorious views on free will are discussed in detail in Chapter 49.


Theorists and researchers critical of the original, ‘orthodox’ theories have modified and built on them, making a huge contribution in the process. Noteworthy examples are Tolman’s (1948) cognitive behaviourism (see Chapter 11) and social learning theory (see Chapters 29, 35 and 36).
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Ask Yourself





•  Dip into some of these chapters, just to familiarise yourself with the range of topic areas to which the behaviourist approach has been applied (and to help you find your way round the book).
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Practical contributions


Methodological behaviourism, with its emphasis on experimentation, operational definitions and the measurement of observable events (see Box 2.1) has been a major influence on the practice of scientific psychology in general (what Skinner, 1974, called the ‘science of behaviour’). This is quite unrelated to any views about the nature and role of mental events. Other, more ‘tangible’ contributions include:




•  Behaviour therapy and behaviour modification (based on classical and operant conditioning, respectively) as major approaches to the treatment of abnormal behaviour (see Chapter 45) and one of the main tools in the clinical psychologist’s ‘kit bag’ (see Box 1.4).


•  Behavioural neuroscience is an interdisciplinary field of study, using behavioural techniques to understand brain function and neuroscientific techniques to throw light on behavioural processes; while many believe that behaviour can be explained by (reduced to) brain processes (see Chapter 49), the evidence shows that each is dependent on the other (Leslie, 2002).


•  Behavioural pharmacology involves the use of schedules of reinforcement (see Chapter 11) to assess the behavioural effects of new drugs that modify brain activity; most importantly, the research has illustrated how many behavioural effects of drugs are determined as much by the current behaviour and reinforcement contingencies as by the effects of the drug on the brain (Leslie, 2002; see Chapter 8).


•  Biofeedback as a non-medical treatment for stress-related symptoms, derived from attempts to change rats’ autonomic physiological functions through the use of operant techniques (see Chapter 12).


•  Teaching machines and programmed learning, which now commonly take the form of computer-assisted learning (CAL).





An evaluation of behaviourism


In addition to the criticisms – both general and specific – that occur in the particular chapters where behaviourist explanations are presented, two evaluative points will be made here:





1. The ‘Skinner box’ is an ‘auto-environmental chamber’, in which rats’ and pigeons’ environments can be totally controlled by the experimenter (see Chapter 11). This is central to Skinner’s analysis of behaviour. A rat pressing a lever was intended to be equivalent to a cat operating an escape latch in Thorndike’s puzzle box (1898), so counting the number of lever presses (the response rate) became the standard measure of operant learning. Despite Skinner’s claim that he doesn’t have a theory, ‘the response’ in operant conditioning has largely considered only the frequency of behaviour, ignoring intensity, duration and quality. As Glassman (1995) observes:
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While the focus on frequency was a practical consideration, it eventually became part of the overall conceptual framework as well – a case of research methods directing theory.
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But in everyday life, frequency isn’t always the most meaningful aspect of behaviour. For example, should we judge an author’s worth by how many books s/he publishes, rather than their content?
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Ask Yourself


Do you agree with Skinner’s claim that thoughts and other ‘covert behaviours’ don’t explain our behaviour (because they cannot determine what we do)?
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2. Skinner’s claim that human behaviour can be predicted and controlled in the same way as the behaviour of non-humans is usually accepted only by other behaviour analysts. Possessing language allows us to communicate with each other and to think about ‘things’ that have never been observed (and may not even exist), including rules, laws and principles (Garrett, 1996). While these can only be expressed or thought about in words, much of our behaviour is governed by them. According to Garrett, when this happens:
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behaviour is now shaped by what goes on inside their [people’s] heads … and not simply by what goes on in the external environment.
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So, what people think is among the important variables determining what they do and say, the very opposite of what Skinner’s radical behaviourism claims.


However, behaviour analysts recognise the limitations of their approach. For example, Leslie (2002) admits that operant conditioning cannot provide a complete account of psychology from a behavioural perspective, even in principle. Similarly, O’Donohue and Ferguson (2001) acknowledge that the science of behaviour cannot account for creativity, as in music, literature and science.
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THE PSYCHODYNAMIC APPROACH


The term ‘psychodynamic’ denotes the active forces within the personality that motivate behaviour, and the inner causes of behaviour (in particular the unconscious conflict between the different structures that compose the whole personality). While Freud’s was the original psychodynamic theory, the approach includes all those theories based on his ideas, such as those of Jung (1964), Adler (1927) and Erikson (1950). Freud’s psychoanalytic theory is psychodynamic, but the psychodynamic theories of Adler, Jung and Erikson aren’t psychoanalytic. So the two terms aren’t synonymous. However, because of their enormous influence, Freud’s ideas will be emphasised in the rest of this section.


Basic principles and assumptions


Freud’s concepts are closely interwoven, making it difficult to know where a description of them should begin (Jacobs, 1992). Fortunately, Freud himself stressed the acceptance of certain key theories as essential to the practice of psychoanalysis, the form of psychotherapy he pioneered and from which most others are derived (see here).
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Box 2.2


The major principles and assumptions of psychoanalytic theory




•  Much of our behaviour is determined by unconscious thoughts, wishes, memories, and so on. What we’re consciously aware of at any one time represents the tip of an iceberg: most of our thoughts and ideas are either not accessible at that moment (preconscious) or are totally inaccessible (unconscious). These unconscious thoughts and ideas can become conscious through the use of special techniques, such as free association, dream interpretation and transference, the cornerstones of psychoanalysis (see Chapter 45).


•  Much of what’s unconscious has been made so through repression, whereby threatening or unpleasant experiences are ‘forgotten’ (see Chapter 21). They become inaccessible, locked away from our conscious awareness. This is a major form of ego defence (see Chapter 42). Freud singled out repression as a special cornerstone ‘on which the whole structure of psychoanalysis rests. It is the most essential part of it’ (Freud, 1914). Repression is closely related to resistance, interpretation of which is another key technique used in psychoanalysis (see Chapter 45).


•  According to the theory of infantile sexuality, the sexual instinct or drive is active from birth and develops through a series of five psychosexual stages. The most important of these is the phallic stage (spanning the ages 3–5/6), during which all children experience the Oedipus complex (see Chapter 35). In fact, Freud used the German word Trieb, which translates as ‘drive’, rather than Instinkt, which was meant to imply that experience played a crucial role in determining the ‘fate’ of sexual (and aggressive) energy (see Box 50.2).


•  Related to infantile sexuality is the general impact of early experience on later personality (see Chapter 32). According to Freud (1949):
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It seems that the neuroses are only acquired during early childhood (up to the age of six), even though their symptoms may not make their appearance until much later … the child is psychologically father of the man and … the events of its first years are of paramount importance for its whole subsequent life.
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Theoretical contributions


As with behaviourist accounts of conditioning, many of Freud’s ideas and concepts have become part of mainstream psychology’s vocabulary. You don’t have to be a ‘Freudian’ to use concepts such as ‘repression’, ‘unconscious’, and so on, and many of the vast number of studies of different aspects of the theory have been conducted by critics hoping to discredit it (such as Eysenck, 1985; Eysenck and Wilson, 1973).


Like behaviourist theories, Freud’s can also be found throughout psychology as a whole. His contribution is extremely rich and diverse, offering theories of motivation (see Chapter 9), dreams and the relationship between sleep and dreams (Chapter 7), forgetting (Chapter 21), attachment and the effects of early experience (Chapter 32), moral and gender development (Chapters 35 and 36), aggression (Chapter 29) and abnormality (Chapter 45). Psychoanalytic theory has also influenced Gould’s (1978, 1980) theory of the evolution of adult consciousness (Chapter 38) and Adorno et al.’s (1950) theory of the authoritarian personality (a major account of prejudice; see Chapter 25).


Finally, and as noted earlier, Freud’s theories have stimulated the development of alternative theories, often resulting from the rejection of some of his fundamental principles and assumptions, but reflecting his influence enough for them to be described as psychodynamic. Some major alternative psychodynamic theories include:




•  ego psychology (e.g. Freud’s daughter, Anna Freud, 1936)


•  psychosocial theory (Erikson, 1950, 1968)


•  analytical psychology (Jung, 1964)


•  individual psychology (Adler, 1927)


•  object relations school (Fairbairn, 1952; Klein, 1932; Mahler, 1975; Winnicott, 1965).
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Ask Yourself




•  Repeat the exercise suggested for the behaviourist approach (see here).
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Practical contributions


The current psychotherapy scene is highly diverse, with only a minority using Freudian techniques (see Chapter 45), but, as Fancher (1996) points out:
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Most modern therapists use techniques that were developed either by Freud and his followers or by dissidents in explicit reaction against his theories. Freud remains a dominating figure, for or against whom virtually all therapists feel compelled to take a stand.
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Both Rogers, the major humanistic therapist (see below) and Wolpe, who developed systematic desensitisation (a major form of behaviour therapy; see Chapter 45), were originally trained in Freudian techniques. Perls, the founder of Gestalt therapy; Ellis, the founder of rational emotive therapy (RET; see Chapter 45) and Berne, who devised transactional analysis (TA) were also trained psychoanalysts.


Even Freud’s fiercest critics concede his influence, not just within world psychiatry but in philosophy, literary criticism, history, theology, sociology, and art and literature generally. Freudian terminology is commonly used in conversations between therapists well beyond Freudian circles, and his influence is brought daily to therapy sessions as part of the cultural background and experience of nearly every client (Jacobs, 1992).


Many mental-health practitioners (including psychotherapists, counsellors and social workers), although not formally trained as psychoanalysts, have incorporated elements of Freudian thought and technique into their approaches to helping their patients (Nye, 2000).


An evaluation of the psychodynamic approach




•  A criticism repeatedly made of Freudian (and other psychodynamic) theories is that they’re unscientific because they’re unfalsifiable (incapable of being disproved). For example, if the Freudian prediction that ‘dependent’ men will prefer big-breasted women is confirmed, then the theory is supported. However, if such men actually prefer small-breasted women (Scodel, 1957), Freudians can use the concept of reaction formation (an ego-defence mechanism: see Table 42.6) to argue that an unconscious fixation with big breasts may manifest itself as a conscious preference for the opposite, a clear case of ‘heads I win, tails you lose’ (Eysenck, 1985; Popper, 1959).
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•  However, it’s probably a mistake to see reaction formation as typical of Freudian theory as a whole. According to Kline (1984, 1989), for example, the theory comprises a collection of hypotheses, some of which are more easily tested than others, some of which are more central to the theory than others, and some of which have more supporting evidence than others. Also, different parts of the theory have been tested using different methods (see Chapter 42).


•  According to Zeldow (1995), the history of science reveals that those theories that are the richest in explanatory power have proved the most difficult to test empirically. For example, Newton’s Second Law couldn’t be demonstrated in a reliable, quantitative way for 100 years, and Einstein’s general theory of relativity is still untestable. Eysenck, Popper and others have criticised psychoanalytic theory for being untestable. But even if this were true:
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the same thing could (and should) be said about any psychological hypotheses involving complex phenomena and worthy of being tested … psychoanalytic theories have inspired more empirical research in the social and behavioural sciences than any other group of theories. (Zeldow, 1995)
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•  While a strictly Freudian interpretation of ‘the unconscious’ may be rejected by most psychologists, a basic assumption of cognitive psychology is that consciousness is just the tip of an iceberg: most of what goes on in our minds is hidden from us. As Beyerstein (2007) says:
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For modern cognitive psychologists, who overwhelmingly reject Freud’s conjectures about the exact nature of unconscious processes, there is still ample evidence to suggest that much of our mental processing goes on outside of our immediate awareness and even beyond our introspective ability to reveal it …
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   Consequently, our conscious experience can mislead us into believing that we know much more about why we behave and think than we really do. Much of this can be explained in terms of what the brain does independently of our minds (see Chapters 4 and 7) (‘sometimes we’re the last to know’), but much of the relevant research has traditionally been conducted by those who’d call themselves cognitive psychologists (see especially Chapters 13 and 15).







•  Freud’s theory provides methods and concepts that enable us to interpret and ‘unpack’ underlying meanings (it has great hermeneutic strength). Popper’s and Eysenck’s criticism above helps to underline the fact that these meanings (both conscious and unconscious) cannot be measured in any precise way. Freud offers a way of understanding that’s different from theories that are easily testable, and it may actually be more appropriate for capturing the nature of human experience and action (Stevens, 1995; see Chapter 3). According to Fancher (1996):
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Although always controversial, Freud struck a responsive chord with his basic image of human beings as creatures in conflict, beset by irreconcilable and often unconscious demands from within as well as without. His ideas about repression, the importance of early experience and sexuality, and the inaccessibility of much of human nature to ordinary conscious introspection have become part of the standard Western intellectual currency.
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•  Reason (2000) believes it’s time to re-acknowledge Freud’s greatness as a psychologist. Like James, he had a rare gift for describing and analysing the phenomenology of mental life. Perhaps Freud’s greatest contribution was in recognising that apparent trivia we now commonly call ‘Freudian slips’ are ‘windows on the mind’. According to Kline (1998):
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after 100 years, Freudian theory cannot be uncritically accepted just as it cannot be totally rejected. However … Freudian theory contains some profound observations and understanding of human behaviour. These must be incorporated into any adequate human psychology, not only its theory but also its methods.
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THE HUMANISTIC APPROACH


Basic principles and assumptions


As we noted earlier, Rogers, a leading humanistic psychologist (and therapist), was trained as a psychoanalyst. Although the term ‘humanistic psychology’ was coined by Cohen (1958), a British psychologist, this approach emerged mainly in the USA during the 1950s. Maslow (1968), in particular, gave wide currency to the term ‘humanistic’ in America, calling it a ‘third force’ (the other two being behaviourism and Freudianism). However, Maslow didn’t reject these approaches, but hoped to unify them, thus integrating both subjective and objective, the private and public aspects of the person, and providing a complete, holistic psychology.
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Box 2.3


Some basic principles and assumptions of the humanistic approach




•  Both the psychoanalytic and behaviourist approaches are deterministic. People are driven by forces beyond their control, either unconscious forces from within (Freud) or reinforcements from outside (Skinner). Humanistic psychologists believe in free will and people’s ability to choose how they act (see Chapter 49).


•  A truly scientific psychology must treat its subject matter as fully human, which means acknowledging individuals as interpreters of themselves and their world. Behaviour, therefore, must be understood in terms of the individual’s subjective experience, from the perspective of the actor (a phenomenological approach, which explains why this is sometimes called the ‘humanistic-phenomenological’ approach). This contrasts with the positivist approach of the natural sciences, which tries to study people from the position of a detached observer. Only the individual can explain the meaning of a particular behaviour and is the ‘expert’ – not the investigator or therapist.


•  Maslow argued that Freud supplied the ‘sick half’ of psychology, through his belief in the inevitability of conflict, neurosis, innate self-destructiveness, and so on, while he (and Rogers) stressed the ‘healthy half’. Maslow saw self-actualisation at the peak of a hierarchy of needs (see below and Chapter 9), while Rogers talked about the actualising tendency, an intrinsic property of life, reflecting the desire to grow, develop and enhance our capacities. A fully functioning person is the ideal of growth. Personality development naturally moves towards healthy growth (unless it’s blocked by external factors) and should be considered the norm (see Chapter 42).


•  Maslow’s contacts with Wertheimer and other Gestalt psychologists (see Chapter 15) led him to stress the importance of understanding the whole person, rather than separate ‘bits’ of behaviour.





(based on Glassman, 1995)
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Theoretical contributions


Maslow’s hierarchy of needs (see Chapter 9) distinguishes between motives shared by both humans and non-humans and those that are uniquely human, and can be seen as an extension of the psychodynamic approach. Freud’s ideas would represent physiological needs (at the hierarchy’s base), Horney (a major critic of the male bias in Freud’s theory: see Chapter 35) focused on the need for safety and love (corresponding to the next two levels), and Adler (see above) stressed esteem needs (at the fourth level). Maslow added self-actualisation to the peak of the hierarchy (Glassman, 1995).


According to Rogers (1951), while awareness of being alive is the most basic of human experiences, we each fundamentally live in a world of our own creation and have a unique perception of the world (the phenomenal field). It’s our perception of external reality that shapes our lives (not external reality itself). Within our phenomenal field, the most significant element is our sense of self, ‘an organised consistent gestalt, constantly in the process of forming and reforming’ (Rogers, 1959; see Chapter 42). This view contrasts with those of many other self-theorists, who see it as a central, unchanging core of personality (see Chapter 33).
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Ask Yourself




•  Repeat the exercise as for the behaviourist and psychodynamic approaches.
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Practical contributions


By far the most significant practical influence of any humanistic psychologist is Rogers’ form of psychotherapy: originally (in the 1950s) called client-centred therapy (CCT), since the mid-1970s it has been known as person-centred therapy (PCT) (see Chapter 45). According to Rogers (1959):
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psychotherapy is the releasing of an already existing capacity in a potentially competent individual.
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The change in name was meant to reflect more strongly that the person, in his/her full complexity, is the centre of focus. Also, Rogers wanted to convey that his assumptions were meant to apply broadly to almost all aspects of human behaviour – not just to therapeutic settings. For example, he saw many parallels between therapists and teachers: they’re both ‘facilitators’ of an atmosphere of freedom and support for individual pursuits (Nye, 2000). For Nye:
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At the level at which Rogers’ ideas were developed originally, in therapy and counselling situations, his impact certainly has been significant and far-reaching. A wide range of individuals – psychotherapists, counsellors, social workers, clergy and others – have been influenced by Rogers’ assumptions that, if one can be a careful and accurate listener, while showing acceptance and honesty, one can be of help to troubled persons.
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Less well known is the prolific research that Rogers undertook during the 1940s, 1950s and 1960s into this form of therapy. According to Thorne (1992):
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This body of research constituted the most intensive investigation of psychotherapy attempted anywhere in the world up to that time … The major achievement of these studies was to establish beyond all question that psychotherapy could and should be subjected to the rigours of scientific enquiry.


[image: image]


Rogers helped develop research designs (such as Q-sorts) which enable objective measurement of the self-concept, ideal self and their relationship over the course of therapy, as well as methodologies (such as rating scales and the use of external ‘consultants’) for exploring the importance of therapist qualities. These innovations continue to influence therapeutic practice, and many therapists are now concerned that their work should be subjected to research scrutiny. Research findings are now more likely than ever before to affect training procedures and clinical practice across many different therapeutic orientations (Thorne, 1992; see Chapter 45).


By emphasising the therapist’s personal qualities, Rogers opened up psychotherapy to psychologists and contributed to the development of therapy provided by non-medically qualified therapists (lay therapy). This is especially significant in the USA, where (until recently) psychoanalysts had to be psychiatrists (medically qualified). Rogers originally used the term ‘counselling’ as a strategy for silencing psychiatrists who objected to psychologists practising ‘psychotherapy’. In the UK, the outcome of Rogers’ campaign has been the evolution of a counselling profession whose practitioners are drawn from a wide variety of disciplines, with neither psychiatrists nor psychologists dominating. Counselling skills are used in a variety of settings throughout education, the health professions, social work, industry and commerce, the armed services, and international organisations (Thorne, 1992).
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An evaluation of the humanistic approach





•  According to Wilson et al. (1996), the humanistic approach isn’t an elaborate or comprehensive theory of personality, but should be seen as a set of uniquely personal theories of living created by humane people optimistic about human potential. It has wide appeal to those who seek an alternative to the more mechanistic, deterministic theories.


•  However, like Freud’s theory, many of its concepts are difficult to test empirically (such as self-actualisation), and it cannot account for the origins of personality. Since it describes but doesn’t explain personality, it’s subject to the nominal fallacy (Carlson and Buskist, 1997).


•  Nevertheless, for all its shortcomings, the humanistic approach represents a counterbalance to the psychodynamic (especially Freud) and the behaviourist approaches, and has helped to bring the ‘person’ back into psychology. Crucially, it recognises that people help determine their own behaviour and aren’t simply slaves to environmental contingencies or to their past. The self, personal responsibility and agency, choice and free will are now legitimate issues for psychological investigation.





THE COGNITIVE APPROACH


Basic principles and assumptions


Despite its undoubted influence within psychology as a whole (see below and Chapter 3), it’s more difficult to define the boundaries of cognitive psychology compared with the other major approaches. Its identity isn’t as clearly established, and it cannot be considered to be a specific, integrated set of assumptions and concepts. It has several contemporary forms, with many theories, research programmes and forms of psychotherapy having a ‘cognitive tilt’ (Nye, 2000).


Also, there’s no specific figure who can be identified as being central to its development in the same way as Watson, Freud and Rogers can with their respective approaches. As Wade and Tavris (1990) say:
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Cognitive psychology does not yet have a unifying theory, and unlike other ‘brands’ of psychology … it lacks an acknowledged spokesperson.
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Box 2.4


Some basic principles and assumptions of the cognitive approach




•  According to Parkin (2000), psychologists in general, and cognitive psychologists in particular, face a problem not faced by other scientists:
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The human brain is not like other organs of the body in that looking at its structure does not reveal anything about how it functions. We can see that the wall of the small intestine acts as an absorptive surface, the heart as a pump, and the kidney as a filter. The brain, however, is a large mass of cells and fibres which, no matter how clearly we look at it, gives no indication of how we think, speak and remember …
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    For these reasons, cognitive psychologists are forced to seek analogies and metaphors when trying to describe a construct within the brain – that is, how the brain works is compared with the operation of something we already understand. As we saw in Chapter 1, by far the most dominant is that internal mental abilities are information-processing systems (drawing on ideas from telecommunications and computer science: the computer analogy). Included within this overall analogy are several central ideas or concepts, such as coding, channel capacity and serial/parallel processing (see Chapter 20).


•  Every telecommunication system uses some form of coding. For example, a telephone receives and translates our voice into an electromagnetic code, which is then decoded back into our voice at the other end. Cognitive psychologists realised that the concept of coding was central to understanding the representations used by the brain. When we see a picture, for example, we extract information from it that forms a code, which is, therefore, a symbol of the original stimulus (see Chapters 5 and 15).


•  Channel capacity is the idea that any transmission system has a finite limit to the amount of information it can hold. Nowadays, with the advent of optic fibres, channel capacity can be huge – but it’s still limited. This is also true of human beings: most of our mental activities are capacity-constrained, such as our attentional processes (see Chapter 13). But compared with physical communication devices, human coding is more flexible and can take account of the form of the input in order to reduce the amount and nature of information that’s actually formed into a code (as demonstrated in span of apprehension experiments and chunking (see Chapter 17). Unlike humans, physical systems reduce all information to fundamental units (‘bits’), which in turn allows the absolute capacity of the system to be defined (which is impossible for human information-processing).





(based on Parkin, 2000)
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Theoretical contributions


We noted earlier that two major modifications to ‘orthodox’ learning theory are Tolman’s cognitive behaviourism and social learning theory (associated primarily with Bandura). Both these theories stress the central role of cognitive processes in the learning process. The influence of the information-processing approach is obvious in relation to attention, pattern recognition and memory (see Box 2.5), but it has permeated many other areas of psychology. As we noted in Chapter 1, social cognition is now a commonly used term to refer to many aspects of the perception of people (see Chapter 22), attribution (see Chapter 23), attitudes and attitude change (including prejudice: see Chapters 24 and 25), and other areas of social psychology.


The information-processing approach also represents an increasingly influential view of cognitive development (see Chapter 34) and of the nature of intelligence (see Chapter 41). Cognitive behaviour therapy also represents a major approach to the treatment of mental disorders (see Chapter 45 and Practical contributions below).


According to the website of the Center for Evolutionary Psychology:
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the human brain consists of a large collection of functionally specialised computational devices that evolved to solve the adaptive problems regularly encountered by our hunter-gatherer ancestors. (www.psych.ucsb.edu/research/cep/primer.html)
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Evolution by natural selection has endowed all human beings with a set of psychological adaptations, or ‘mental organs’. These include psychological mechanisms (or ‘functionally specialised computational devices’) for language (see Chapter 19), face recognition (see Chapter 14) and spatial perception (see Chapters 14–16). (Others include tool use, mate attraction and retention, and parental care – see Chapters 28 and 32). (See discussion of evolutionary psychology below.)
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Ask Yourself




•  Repeat the exercise as for the behaviourist, psychodynamic and humanistic approaches.
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Practical contributions


In relation to counselling and psychotherapy, Ellis’s rational emotive behaviour therapy (REBT: previously just called rational emotive therapy or RET) deserves special attention (Nye, 2000). According to Rorer (1998, in Nye 2000), ‘the cognitive revolution in psychotherapy began with the publication of [Ellis’s 1962 book] Reason and Emotion in Psychotherapy’. REBT is the predecessor of the current cognitive and cognitive-behaviour therapies (see Chapter 45), and continues to evolve and gain in popularity. His emphasis on the primacy of cognition in psychopathology is at the forefront of practice and research in clinical psychology (Nye, 2000).


REBT attempts directly and actively to get clients to dispute their irrational and unscientific beliefs, and replace them with rational beliefs, which are less likely to be associated with extremely negative emotional states or maladaptive behaviours. The key concept underlying REBT (and other cognitive approaches) is that people are disturbed not by events themselves but by their perception of them. (This is similar to Rogers’ phenomenal field: see above.)


Although Ellis (1987) believes that people have a biological tendency to think irrationally, REBT is an optimistic approach. It emphasises that:
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people have enormous power to think about their thinking, to use rationality and the scientific method, and to radically control and change their emotional destiny – providing they really work at doing so. (Ellis, 1987)
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Another practical contribution is helping children who experience difficulties in learning to read, based on research into working memory (see Chapter 17).


An evaluation of the cognitive approach




•  The parallels between human beings and computers are compelling (Parkin, 2000). According to Lachman et al. (1979):
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Computers take a symbolic input, recode it, make decisions about the recoded input, make new expressions from it, store some or all of the input, and give back a symbolic input. By analogy that is what most cognitive psychology is about. It is about how people take in information … recode and remember it, how they make decisions, how they transform their internal knowledge states, and how they translate these states into behavioural outputs.
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Ask Yourself




•  Try to identify some of the similarities between computers and humans as information-processors.


•  Can you think of some limitations of the computer analogy? (See Chapter 20.) One issue you may wish to focus on is the role of emotion in human information-processing.
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Box 2.5


Some other similarities between computers and humans as information-processors




•  Computers operate in terms of information streams, which flow between different components of the system. This is conceptually similar to how we assume symbolic information flows through human information channels (for example, see Atkinson and Shiffrin’s multi-store model (MSM) of memory, Chapter 17).


•  All computers have a central processing unit, which carries out the manipulation of information. At the simplest level, a central processor might take a sequence of numbers and combine them according to a particular rule in order to compute an average. Many cognitive psychologists saw this as comparable to how people would perform the same operation.


•  Computers have databases and information stores, which are permanent representations of knowledge the computer has acquired. In many ways this is comparable to our permanent (long-term) memory.


•  Information sometimes needs to be held for a period of time while some other operation is performed. This is the job of the information buffer, which is a feature of computers and information-processing models of human attention (see Chapter 13) and memory (again, see the section on the MSM in Chapter 17).





(based on Parkin, 2000)
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• Information-processing accounts invariably address some specific aspect of mental processing, rather than being all-embracing accounts of cognition. A good example (in addition to those given in Box 2.5) is Bruce and Young’s (1986) model of face recognition (see Chapter 14, Meet the Researcher). A model is more than a mere analogy (see Chapter 1): the proposed information-processing system is specified in sufficient detail to enable clear predictions to be made about how humans would behave in certain situations.


•  Cognitive psychologists implicitly adopted, at least initially, a strong nomothetic view of human mental processes – that is, they assumed that any information-processing model would apply equally to everyone (see Chapter 42). But the influence of individual differences soon became apparent. The general rule is that the more complex the cognitive process, the more likely there are to be individual differences (Parkin, 2000).


•  Until the mid-1980s, mainstream cognitive psychologists took little interest in the study of how brain damage affects subsequent cognitive and behavioural functioning. Cognitive neuropsychologists now study people with acquired cognitive deficits in order to learn about the nature and organisation of cognitive functioning in normal people (the cognitive architecture of mental processes: see Chapter 4).





THE SOCIAL CONSTRUCTIONIST APPROACH


Basic principles and assumptions


Social constructionism (SC) has played a central role in the various challenges that have been made to mainstream, academic psychology (see Chapter 3) during the last 30 years or so. The emergence of SC is usually dated from Gergen’s (1973) paper ‘Social psychology as history’. In this, he argued that all knowledge, including psychological knowledge, is historically and culturally specific, and that we therefore must extend our enquiries beyond the individual into social, political and economic realms for a proper understanding of the evolution of present-day psychology and social life. Since the only constant feature of social life is that it’s continually changing, psychology in general – and social psychology in particular – becomes a form of historical undertaking: all we can ever do is try to understand and account for how the world appears to be at the present time.


Gergen’s paper was written at the time of ‘the crisis in social psychology’. Starting in the late 1960s and early 1970s, some social psychologists were becoming increasingly concerned that the ‘voice’ of ordinary people was being omitted from social psychological research. By concentrating on decontextualised laboratory behaviour, it was ignoring the real-world contexts that give human action its meaning. Several books were published, each proposing an alternative to positivist science and focusing on the accounts of ordinary people (e.g. Harré and Secord, 1972). These concerns are clearly seen today in SC.
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Ask Yourself




•  Try to formulate some arguments for and against the view that people are basically the same, regardless of culture and historical period (the universalist assumption).
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While there’s no single definition of SC that would be accepted by all those who might be included under its umbrella, we could categorise as social constructionist any approach that is based on one or more of the following key attitudes (as proposed by Gergen, 1985). Burr (2003) suggests we might think of these as ‘things you would absolutely have to believe in order to be a social constructionist’.




•  A critical stance towards taken-for-granted knowledge: our observations of the world don’t reveal in any simple way the true nature of the world, and conventional knowledge isn’t based on objective, unbiased ‘sampling’ of the world (see Table 3.1). The categories with which we understand the world don’t necessarily correspond to natural or ‘real’ categories/distinctions. Belief in such natural categories is called essentialism, so social constructionists are anti-essentialism.


•  Historical and cultural specificity: how we commonly understand the world, and the categories and concepts we use, are historically and culturally relative. Not only are they specific to particular cultures and historical periods, they’re seen as products of that culture and history, and this must include the knowledge generated by the social sciences. The theories and explanations of psychology thus become time- and culture-bound, and cannot be taken as once-and-for-all descriptions of human nature:
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The disciplines of psychology and social psychology can therefore no longer be aimed at discovering the ‘true’ nature of people and social life. (Burr, 2003)
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•  Knowledge is sustained by social processes: our current accepted way of understanding the world (‘truth’) doesn’t reflect the world as it really is (objective reality), but is constructed by people through their everyday interactions. Social interaction of all kinds, and particularly language, is of central importance for social constructionists: it’s other people, both past and present, who are the sources of knowledge.
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We are born into a world where the conceptual frameworks and categories used by the people of our culture already exist … Concepts and categories are acquired by each person as they develop the use of language and are thus reproduced every day by everyone who shares a culture and language. This means that the way a person thinks, the very categories and concepts that provide a framework of meaning for them, are provided by the language that they use. Language therefore is a necessary pre-condition for thought as we know it. (Burr, 2003)
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If knowledge is culturally created, then we shouldn’t assume that our ways of understanding are necessarily any better (closer to ‘the truth’) than other ways. Yet this is precisely what mainstream (social) psychology has done. According to Much (1995), a new (trans)cultural psychology has emerged in North America (e.g. Bruner, 1990; Cole, 1990; Shweder, 1990) as an attempt to overcome the bias of ethnocentrism that has too often limited the scope of understanding in the social sciences (see Chapter 47).


   By giving a central role to social interactions and seeing these as actively producing taken-for-granted knowledge of the world, it follows that language itself is more than simply a way of expressing our thoughts and feelings (as typically assumed by mainstream psychology). When people talk to each other, they (help to) construct the world, such that language use is a form of action (it has a ‘performative’ role: see Chapter 18).




•  Knowledge and social action go together: these ‘negotiated’ understandings could take a wide variety of forms, so that there are many possible ‘social constructions’ of the world. But each different construction also brings with it, or invites, a different kind of action: how we account for a particular behaviour (what caused it) will dictate how we react to and treat the person whose behaviour it is (see Chapter 23).





Mainstream psychology looks for explanations of social phenomena inside the person – for example, by hypothesising the existence of attitudes, motives, cognitions, and so on (individualism: see Box 47.1). This can also be seen as reductionist (see Chapter 49). Social constructionists reject this view: explanations are to be found neither inside the individual psyche, nor in social structures or institutions (as advocated by sociologists), but in the interactive processes that take place routinely between people. For Burr (2003):
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Knowledge is therefore seen not as something that a person has or doesn’t have, but as something that people do together.
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Meet the Researcher
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Constructions of the family in popular culture: the case of Buffy the Vampire Slayer


Contrary to how it appears in many psychology books, I believe that the research psychologists (and other scientists) undertake often arises from a strong personal interest rather than a disinterested concern to build on previous research findings. This is exactly how I began my recent research and writing on the TV show Buffy the Vampire Slayer (BtVS). To me, BtVS seemed to offer the opportunity to become drawn into an alternative world which nevertheless addressed real-life issues. As a psychologist, my own and others’ interest in the programme was itself intriguing; much of what is interesting about people lies not in abnormal or unusual behaviour but in the experiences that make up our mundane lives. Today, popular culture, especially television, is very much a part of this experience, and so I became interested in BtVS for my research.


QUESTIONING ‘COMMON SENSE’ DISCOURSES


For many years, my theoretical framework and epistemological perspective has been informed by social constructionism and critical psychology. These argue that the phenomena of our social world are constructed through the language and images used by people in daily life (sometimes referred to as ‘discourses’), and that certain constructions or discourses become predominant; they become our ‘common sense’. But our common-sense ways of thinking about the world sometimes need to be questioned. We should be ‘critical’ of them because they can support practices that are oppressive. For example, a few decades ago it was commonplace for gay people to be constructed as ‘sick’ or ‘evil’, and these constructions supported social practices limiting their freedom and opportunities. So my approach to BtVS was intuitively a constructionist one: I was interested in the constructions of people and social phenomena it offered.


IMAGES OF THE FAMILY ON TELEVISION


Of course, psychologists have been interested in television for a long time and there is a large body of research on ‘media effects’. This literature focuses upon measuring the effects of watching certain kinds of television, often violence. But the constructionist perspective is doubtful about identifying ‘causes’ and ‘effects’ when trying to understand human behaviour; rather, it focuses on the social constructions that people build and share, and on how people engage with these constructions to understand their own lives. My approach to this research in fact bore more similarity to recent trends in the fields of cultural studies and media studies. Here, audiences are seen not as passive recipients of ‘messages’ or ‘influences’ present in popular culture but as actively engaged in making sense of media texts, reflecting upon their content and making their own ‘reading’ of the text. This was significant because BtVS had been heavily criticised, particularly in the USA, for its violent content and for its positive portrayal of non-normative sexuality. But my constructionist and critical perspective led me to view these criticisms as driven less by worries that viewers may unthinkingly imitate dangerous behaviour and more by the fact that viewers may conclude non-normative lifestyles can be a defensible personal choice.
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The focus for the research was influenced by a chance meeting with a colleague, also a fan of BtVS, who worked in the University of Huddersfield’s School of Education and Professional Development, and we decided to work on a joint research project (later published as Jarvis and Burr, 2005 and Burr and Jarvis, 2007). After some discussion, we agreed that ‘constructions of the family’ would be an appropriate focus. It is often the conventional, nuclear family that is portrayed on TV, despite the fact that there is an increasing diversity of living arrangements in modern western societies. Families and households today include single parents, stepfamilies and unrelated people cohabiting. Among other things, these changes indicate that people today do not stay in unsatisfactory relationships as they often did a few decades ago. Rather than performing family roles through obligation, people are giving their own personal needs for happiness and fulfilment higher priority, and are continually renegotiating their relationship commitments; there is an increasing tendency in contemporary society to feel that relationships within the family should be based on mutual care, respect and equality rather than obligation and obedience. But it is not surprising that what people may think of as the ‘normal’ family is a construction that we regularly see portrayed positively in television shows; people who have rejected traditional relationship and family forms may be happier for doing so, but non-normative family forms can also be seen as problematic because of the difficulties they then create for the state in terms of housing shortages, childcare needs, care of the elderly, and so on.


It seemed to us that BtVS offered constructions of family life that were not limited to the conventional nuclear family (and that were indeed critical of it) and so were more likely to reflect the experiences of many young people today. In addition, we felt that its representation of non-normative family forms offered its audience the opportunity to reflect upon the advantages and disadvantages of different family arrangements, and we saw this as potentially beneficial rather than problematic. So we set about analysing and documenting the various portrayals of families as they occur throughout the series (at the time this research was carried out, BtVS was in its sixth, penultimate, season on terrestrial TV in the UK).
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IDENTIFYING FAMILY FORMS IN BTVS


Through our analysis we identified representations of three different family forms: the ‘feudal’ family structure of vampires; the conventional ‘nuclear’ family; and the alternative ‘chosen’ family of friends. However, these were not necessarily portrayed as wholly good or bad. The vampire ‘families’ were constructed as unhealthy; they offered their members a strong sense of belonging, but appeared feudal in their emphasis upon obedience, servitude and punishment for pursuing individual desires. By contrast, the values of the conventional nuclear family were often endorsed: care, strong emotional bonds and tolerance of individual differences. However, BtVS also portrays the conventional family as often failing to live up to its ideal: parents leave or are emotionally distant or violent; potential step-parents can fail to relate to their acquired offspring; parents may fail to understand their children’s problems or try to exert too much control over their choices. The alternative presented in BtVS is the ‘chosen’ family, the friendship group. BtVS explores how a family can function without traditional compulsions and expectations, where belonging is based on choice and free will. Together, Buffy and her friends care for the child of this ‘family’ – Buffy’s sister, Dawn. Belonging to this family is based on voluntary choice and commitment. But this too is shown to bring dangers, as people leave unexpectedly when their own needs become pressing; the family provides love and care, but inconsistently and unpredictably. However, the benefits for Dawn are also shown: she is involved in decision-making; she is exposed to multiple perspectives on matters; and there is (usually) someone there who can help her. The viewer is given the opportunity of weighing up the advantages of this more ‘democratic’ family style against its potential dangers.


CONCLUSIONS


Popular culture may be a very ordinary aspect of our daily lives, but I see it as a rich source of ‘constructions’ of the social world that deserve psychologists’ attention. My research on BtVS also includes constructions of sexuality, and I am currently looking at how individuals engage with this ‘text’ by analysing interviews with a sample of viewers.


Dr Viv Burr is a Reader in Psychology at the University of Huddersfield, UK. She has published over 35 peer reviewed articles and is author of Social Constructionism (2003) 2nd edition. London: Routledge.
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Theoretical contributions and an evaluation of social constructionism



Social constructionism and social representation theory




•  According to social representation theory (SRT), people come to understand their social world by way of images and social representations (SRs) shared by members of a social group. These representations act like a map that makes a baffling or novel terrain familiar and passable, thereby providing evaluations of good and bad areas. Attitudes are secondary phenomena, underpinned by SRs. SRT tries to provide a historical account of people’s understanding of the world (Potter, 1996).


•  During the 1950s, the French psychologist, Moscovici, conducted one of the classic pieces of research on SRs. He was interested in how the ideas/concepts of psychoanalytic theory could be absorbed within a culture (post-Second World War France), based on women’s magazines, church publications and interviews. He concluded that psychoanalytic theory had trickled down from the analytic couch and learned journals into both ‘high’ culture and popular common sense: people ‘think’ with psychoanalytic concepts, without it seeming as if they are doing anything theoretical at all. But rather than the general population of Paris being conversant with/conversing with psychoanalytic theory in all its complexities, they were working with a simplified image of it, with some concepts having a wide currency (such as repression) and others not (such as libido) (Potter, 1996).


•  SRT is a constructionist theory: instead of portraying people as simply perceiving (or misperceiving) their social worlds, it regards these worlds as constructed, and an SR is a device for doing this construction. It allows someone to make sense of something potentially unfamiliar and to evaluate it. For Moscovici, all thought and understanding are based on the working of SRs, each of which consists of a mixture of concepts, ideas and images; these are both in people’s minds and circulating in society.


•  SRT wasn’t published in English until the early 1980s. Since then research has snowballed, especially in Europe, Australia and South America (though it’s been largely ignored by mainstream North American social psychologists in the experimental cognitive tradition). Potter (1996) suggests that one reason for this may be that the latter’s pursuit of general laws and processes is directly challenged by SRT’s emphasis on the specific content of a culture’s or group’s SR as the main object of analysis.
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THE EVOLUTIONARY APPROACH


Basic principles and assumptions


Sociobiology, ‘the systematic study of the biological basis of all social behaviour’ (Wilson, 1975), grew out of the work of evolutionary biologists in the 1960s. Wilson set out to explain all non-human and human social behaviour in terms of evolution and other biological principles. It concentrated on the evolutionary origins of behaviour and tended to imply rigid genetic control (Archer, 1996). Since then, many of these principles have been used to study topics covered by the social sciences – including psychology.


Evolutionary psychology (Buss, 1995) is a development of sociobiology (and is often referred to as ‘neo- or modern Darwinism’). Unlike sociobiologists, evolutionary psychologists try to explain human behaviour in terms of the underlying computations that occur within the mind. This was an important addition: as well as studying phenomena, which sociobiologists studied (such as mate choice and parental-offspring conflict), evolutionary psychology (EP) now embraced phenomena that formed part of cognitive psychology (such as memory, reasoning and perception). This put EP squarely in the centre ground of psychology (Workman and Reader, 2008).
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Box 2.6


Some basic principles and assumptions of evolutionary psychology (EP)




•  According to Workman and Reader (2008), the fundamental assumption of EP is that the human mind is the product of evolution just like any other bodily organ, and that we can gain a better understanding of the mind by examining evolutionary pressures that shaped it. This occurred in the Environment of Evolutionary Adaptedness/Adaptation (EEA), thought to be the African savannah (Rose, 2000) during the Pleistocene period between 10,000 and 1 million years ago (Tooby and Cosmides, 1997).


•  While acknowledging their debt to sociobiology, evolutionary psychologists contend that it often ignored the role of mind in mediating links between genes and behaviour. According to Barkow, Cosmides and Tooby (1992), the mind consists of a collection of specialised, independent mechanisms or modules, designed by natural selection to solve problems that faced our hunter-gatherer ancestors, such as acquiring a mate, raising children and dealing with rivals. The solutions often involve such emotions as lust, fear, affection, jealousy and anger. Together, these modules and the related emotions constitute human nature.


•  Traditionally, psychology has tried to identify proximate mechanisms, that is, causes that relate to the goals, knowledge, disposition or life history of the individual. By contrast, EP asks ultimate questions, that is, what was the advantage of, say, being racially/ethnically prejudiced to our ancestors. In other words, instead of psychology’s ‘Why are some people more prejudiced than others’ (e.g. Adorno et al., 1950; see Chapter 25), EP asks ‘Why is prejudice present in human beings at all?’ (Workman and Reader, 2008). Again, instead of regarding young males’ proneness to violence in terms of social learning (modelling) or frustration (Berkowitz, 1993), EP views it as the result of its past contributions to obtaining resources, status and access to women (Daly and Wilson, 1988a, 1988b; see Chapter 29).


•  EP rejects the Standard Social Science Model (SSSM), which makes several broad assumptions about human beings (Workman and Reader, 2008):







   (a) Humans are born as blank slates: knowledge, personality traits and cultural values are acquired from the cultural environment; there’s no such thing as ‘human nature’.


   (b) Human behaviour is infinitely malleable: there are no biological constraints as to how people develop.


   (c) Culture is an autonomous force and exists independently of people.


   (d) Human behaviour is determined by a process of learning, socialisation or indoctrination.


   (e) Learning processes are general: they can be applied to a variety of phenomena.







•  EP is, in general, about universal features of the mind. In so far as individual differences exist, the default assumption is that they’re expressions of the same universal human nature as it encounters different environments. Gender is the crucial exception to this rule. Natural selection has constructed the mental modules of men and women in very different ways as a result of their divergent reproductive roles (sexual dimorphism).
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Theoretical contributions


As indicated in Box 2.6, EP (and sociobiological) explanations can be found throughout psychology. For example, fear is commonly regarded as an adaptive response to threatening stimuli and events, while anxiety is an ‘aberration’ (see Chapter 44). Similarly, the harmful effects of stress have been explained in evolutionary terms. While the body’s stress response evolved to help us cope with life-threatening situations (emergencies), most ‘modern-day’ stressors aren’t like this. Consequently, our bodies react in an inappropriate, and potentially life-threatening, way to ‘chronic’ stress (see Chapter 12).


Because men can never be sure that a child is theirs, their jealousy tends to be triggered by fears of a mate’s sexual infidelity. Women, on the other hand, become more upset at the thought of losing a mate’s emotional commitment – and thus his resources. In turn, women make greater ‘parental investment’ in their children than men do (see Chapter 32).


Perhaps the best-known, and also one of the most controversial, claims of sociobiology is Dawkins’s (1976) ‘selfish-gene’ theory (see Chapter 30).
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Ask Yourself




•  Repeat the exercise as for the other approaches.


•  Look at the arguments you formulated for and against the universalist assumption (in relation to social constructionism). Are any of these relevant in evaluating EP?
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Meet the Researcher


[image: image]


Evolutionary psychology: lateralisation, mate choice and the social brain


My particular brand of psychology treats humans as a species of animal where both physical and psychological traits are regarded as the products of evolution. I began my career researching how the left and right sides of a bird’s brain respond differentially to visual stimuli and how this changes with age in an adaptive (evolved) manner. Working first with Richard Andrew at the University of Sussex and then with Lesley Rogers at the University of New England, we uncovered evidence that, in the domestic chick, the right hemisphere is very much involved in processing visuospatial information to allow for topographical learning about the environment, while the left hemisphere is adapted to undertake food discrimination tasks (Workman and Andrew, 1989). It has also been shown by Andrew and his co-workers that the right hemisphere is important in controlling emotional-type responses such as fear of novelty (Rogers and Andrew, 2002). This broad distribution of abilities between the two hemispheres of the forebrain – known as lateralisation of function – seemed to me to show remarkable parallels with human lateralisation. We know that in humans the right hemisphere is particularly good at processing visuospatial information (e.g. when reading a map) and emotional responses; the left is good at discrimination tasks and language. If there is this broad similarity between chicks and humans in the pattern of lateralisation, then it seemed feasible that it is evolutionarily very ancient and might predate the evolution of birds and mammals. In fact, other researchers working on lateralisation in a wide range of vertebrate species, from frogs to apes, have subsequently shown that this broad pattern of lateralisation is quite widespread – hence adding support to the notion that it is an evolutionarily ancient adaptation (Rogers and Andrew, 2002; and below).


LATERALISATION IN HUMANS


In recent years I have shifted my attention to lateralisation in humans, with regard to both language and emotional processing, in order to determine whether this fits in with findings from other species. Looking at the ability to recognise emotional faces, I and my colleagues uncovered evidence that this ability is related to development of the right hemisphere that mirrors the time course for the development of language in the left hemisphere (Workman et al., 2006). It appears that these developments during early childhood are adaptive as children grow and begin to engage with others outside their families. As this occurs they need to understand both the linguistic and emotional signals others give off. Clearly for our early hominid (ape-like) ancestors, being able to communicate and pick up on emotional states is likely to have had positive repercussions for survival.
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ADAPTATION


My work on lateralisation is informed by knowledge of evolution, but also illustrates difficulties faced by evolutionary psychologists. Both the strengths and weaknesses of our field are related to the Darwinian concept of ‘adaptation’. Evolutionary psychologists seek to determine how various states of mind and behavioural responses might have come about due to their ability to aid survival and reproduction during our evolutionary past. Behaviours that evolved to aid survival and reproduction are often said to be ‘adaptive’. Critics of evolutionary psychology see the concept of adaptations when applied to human behaviour as problematic, caricaturing them as a series of post hoc ‘just so’ stories (like Rudyard Kipling’s tales of how, for example, the elephant got its trunk – it was stretched by a crocodile’s jaws). The problem is that although we can formulate reasonable hypotheses about how and why various human traits evolved, we cannot go back in a time machine and observe their evolution (Workman and Reader, 2008). This makes testing evolutionary hypotheses difficult, but not impossible. One way is to observe human behaviours across different cultures. Common responses or preferences across these cultures might suggest they have come about through evolution via a common ancestor rather than as the products of culture itself. David Buss has used this cross-cultural approach to study sex differences in mate choice behaviour, uncovering evidence from 37 different cultures that males rate attractiveness more highly than females, and females rate status and wealth more highly than males (Buss, 1989). He also discovered that, across these cultures, males prefer younger females and females prefer older males. These findings suggest that, since females have a relatively short period of fertility (typically ages 13–50), then ancestral males who found indicators of youth and fertility attractive in females would have left more surviving offspring than those who did not. Hence this evolved tendency is still with us today. Likewise, Buss argues that since males have an extended period of fertility (age 13 potentially to end of life!), and because it is often older men who have accumulated wealth and status, the tendency to favour such males would have helped our female ancestors to produce and support more surviving offspring. Hence Buss has accumulated evidence that this sex difference in mate preferences is an adaptation in our species (see Chapter 28).


[image: image]


SOCIAL BRAIN HYPOTHESIS


Comparing across cultures can help us understand which responses are likely to be adaptive and it has been relatively successful when studying mate choice. But this does have limitations when attempting to test some other evolutionary-based theories. Another evolutionary theory, Robin Dunbar’s ‘social brain hypothesis’, uses the comparative method (i.e. comparing between species). The social brain hypothesis suggests that we evolved a particularly large forebrain in order to use language to solve the complexities of living in such large social groups (Dunbar, 1993). Dunbar suggests that when our hominid ancestors came down from the trees and began to live on the open savannah, they formed larger groups in order to fight off the big cats they encountered there. This increase in group size – from approximately 20 to 150 – led to a huge increase in time spent grooming and getting around the group. Dunbar suggests that our ancestors solved this by evolving language (and a large brain to support this), allowing us vocally to ‘groom’ more than one individual at a time. The social brain theory is supported by the fact that there is a strong positive correlation between the group size of a particular species of primate and its forebrain size. This method of comparing across species is important. Because we are dealing with an entity that does not vary between cultures (forebrain size) we have to make use of this comparative method to test the social brain hypothesis. In fact, today it is known that the relationship between brain size and social group size extends beyond the primates and is also true for birds (Emery and Clayton, 2004). This is powerful evidence of what drove us to evolve such a large brain because we observe the same pattern of a positive correlation between brain size and social group size in a wide range of species. This suggests a general evolutionary explanation for increases in brain size for social species. Of course, how this fits in with my own less high-profile work on lateralisation of the brain and how my work might relate to human mate choice preferences is still to be determined. But I am pleased to see that evolutionary psychologists have returned to testing birds to help us understand the evolution of human brain and behaviour – which is, after all, where I came in!


Dr Lance Workman is Head of Psychology at the School of Social Sciences at Bath Spa University and Head of the Biopsychology Research Unit (BPU). He has published a large number of articles on biological psychology and on animal behaviour. His book Evolutionary Psychology (Workman and Reader) was published by Cambridge University Press in 2004.
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An evaluation of EP


Some common misconceptions of EP


Workman and Reader (2008) identify four major misrepresentations of EP:





1. Everything is an adaptation. While it’s true that thinking of the adaptive consequences of heritable traits and behaviours is a central part of EP, there are many traits and behaviours which aren’t taken as adaptations. For example, Pinker (1997a) argues that although music and art are cultural universals, they aren’t adaptations; rather, they’re the side effects of language and habitat selection, respectively, which are adaptive.
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Ask Yourself





•  Is culture unique to human beings?


•  You may first want to define (human) culture, before consulting Chapter 47.
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2. EP is deterministic. Many critics have accused EP (and sociobiology) of genetic determinism, but this is simply not the case. Like most modern biologists and social scientists, evolutionary psychologists argue that ‘nature or nurture’ is a false dichotomy, and they distinguish themselves from behaviour geneticists (see Chapter 50). When evolutionary psychologists discuss the effects of genes on behaviour, they talk in terms of predispositions – not causes (see Chapter 49). As well as genes, environmental (including cultural) influences figure large in evolutionary psychological explanations.



3. EP is reductionist. Dennett (1995) distinguishes between (a) ‘good’ (or ‘hierarchical’) determinism, in which phenomena are explained in terms of simpler, more basic mechanisms, but these don’t replace the higher-level phenomena; and (b) ‘greedy’ reductionism, which tries to explain everything in terms of the lowest possible level. EP’s recognition of the role of genetic, environmental and cultural, individual and social influences on behaviour means that its approach is ‘good’, not ‘nasty’; researchers from different disciplines need to work in a complementary way to produce a ‘big picture’.



4. EP is politically incorrect (see Workman and Reader, 2008).





Four fallacies of EP


Buller (2009) identifies four fallacies of what he calls ‘Pop EP’, best represented by Buss, Pinker, Tooby and Cosmides (see above).





1. Analysis of Pleistocene adaptive problems provides clues to the mind’s design. As we’ve seen, EP is based on the belief that the human mind is adapted to cope with life as a Pleistocene hunter-gatherer (which we were for about two million years before the ancient Chinese, Indian, Egyptian and Sumerian civilisations: Abdulla, 1996). Forms of behaviour and social organisation that evolved adaptively over many generations in human hunter-gatherer society may or may not be adaptive in modern industrialised society; but they have become, to a degree, fixed by humanity’s evolutionary experience in the Palaeolithic EEA (Rose, 2000). The story of our human hunter-gatherer ancestors is, inevitably, partly a work of fiction (Turney, 1999). According to Rose (2000), the descriptions offered by EP of what hunter-gatherer societies were like read little better than ‘just so’ accounts.


There’s a circularity about reading this version of the present into the past, and then claiming that this imagined past explains the present (Rose, 2000): based on what human beings are capable of now, evolutionary psychologists imagine how these abilities may have evolved, then propose this constructed past as the cause of these current abilities. As Buller (2009) puts it:
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To know how a solution to an adaptive problem evolved … it is necessary to know something about the pre-existing trait that was recruited and modified to solve the problem. Without knowledge of our ancestors’ psychological traits – which we don’t have – we can’t know how selection tinkered with them to create the minds we now possess.
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2. We know, or can discover, why distinctively human traits evolved. The comparative method attempts to address the problem of adaptation quite directly. Like other species, humans need to find and consume food, find a mate, reproduce, and so on. It’s likely, therefore, that similarities exist between humans and our closest relatives, the apes, regarding how they solve these particular problems. Testing whether particular behaviours are adaptive is easier to do for non-humans: we can assume that they’re living under similar conditions to those of their ancestors (Workman and Reader, 2008).


        While Pinker (1994) is probably correct in claiming that language is an adaptation (see above), discovering why it evolved, what it is an adaptation for, requires identifying the adaptive functions that language served among early language users. To use the comparative method to answer such questions, we need to compare human language in species with which we share a common ancestor. This is tricky! Our closest living relatives, chimpanzees and bonobos, don’t spontaneously use language (although, arguably, they can be taught it: see Chapter 19). So, we cannot identify the environmental conditions that may have influenced the appearance of language as an adaptive trait. The species in the genus Homo are, of course, all extinct, and dead hominims tell us (almost) nothing about their evolutionary histories (Buller, 2009).
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3. Our modern skulls house a Stone Age mind. Evolutionary psychologists claim that the timescale of human history has been too short for evolutionary selection pressures to have produced significant change. Buller (2009) believes that the claim is mistaken at both ends of the scale: (a) some human psychological mechanisms emerged in a more ancient evolutionary past. For example, Panskepp (in Buller, 2009) claims that the emotional systems that he calls Care, Panic and Play date back to early primate evolutionary history, while Fear, Rage, Seeking and Lust have even earlier, pre-mammalian origins; (b) the idea that we’re stuck with a Pleistocene-adapted psychology greatly underestimates the rate at which natural and sexual selection can drive evolutionary change. Selection can radically alter the life-history of a population in as few as 18 generations (for humans, roughly 450 years). Environmental changes since the Pleistocene (both natural, such as climate change [McKie, 2002] and human-made, such as the agricultural and industrial revolutions) have unquestionably altered the selection pressures on human psychology. If, as evolutionary psychologists maintain, human psychological characteristics are the product of an interaction between genes and the environment, then even with negligible genetic evolution since the Pleistocene, such environmental changes would have produced traits that are likely to differ in important ways from those of our Pleistocene ancestors.



4. The psychological data provide clear support for EP. Some of these data will be discussed at various points in the chapters that follow. One example will be given here, which produces a criticism usually reserved for Freud’s theories (see above). According to Daly and Wilson (1988a, 1988b), children under the age of two were at least 60 times more likely to be killed by a step-parent – and almost always a stepfather – than by a natural parent. This is exactly what evolutionary theory would predict, since step-parents and step children are genetically unrelated, while a child inherits half its genes from each biological parent. However, most stepfathers don’t kill or abuse, and a minority of biological fathers do; these findings are difficult to square with any explanation based on shared/non-shared genes. More seriously, in discussing women who kill their newborn babies, Pinker (1997) claimed that when such an act takes place in conditions of poverty, it could be regarded as an adaptationist response. The psychological module that normally induces protectiveness in mothers of newborns is switched off by the challenge of an impoverished environment. This means that both killing and protecting are explained by evolutionary selection. As Hilary Rose (2000) says, this explains everything and, therefore, nothing.





CONCLUSIONS


The focus of this discussion of various theoretical approaches within psychology has been on how each conceptualises human beings. Freud’s ‘tension-reducing person’, Skinner’s ‘environmentally controlled person’ and Rogers’ ‘growth-motivated person’ really are quite different from each other (Nye, 2000). The person-as-information-processor and the person-as-shaped-by-our-evolutionary-past are different again – both from each other and from the first three approaches. SC’s image of the person is rather less concrete and more elusive: what people are like and what they do is relative to their culture, historical period, and so on.


However, we’ve also noted some important similarities between different approaches, such as the deterministic nature of Freud’s and Skinner’s theories, and the influence of the information-processing approach on EP. As we shall see throughout this book, each approach has something of value to contribute to our understanding of ourselves - even if it is only to reject the particular explanation it offers. The diversity of approaches reflects the complexity of the subject matter, so, usually, there’s room for a diversity of explanations.

CHAPTER SUMMARY




•  Different theoretical approaches/perspectives are based on different models/images of the nature of human beings.


•  Methodological behaviourism focuses on what can be quantified and observed by different researchers. Skinner’s radical behaviourism regards mental processes as both inaccessible and irrelevant for explaining behaviour.


•  The behaviourist approach stresses the role of environmental influences (learning), especially classical and operant conditioning. Psychology’s aim is to predict and control behaviour.


•  Tolman’s cognitive behaviourism and social learning theory represent modifications of ‘orthodox’ learning (conditioning) theory.


•  Methodological behaviourism has influenced the practice of scientific psychology in general. Other practical contributions include behaviour therapy and modification, behavioural neuroscience and pharmacology, and biofeedback.


•  The psychodynamic approach is based on Freud’s psychoanalytic theory. Central aspects are the unconscious (especially repression), infantile sexuality and the impact of early experience.


•  Freud’s ideas have become part of mainstream psychology, contributing to our understanding of motivation, sleep and dreams, forgetting, attachment, aggression and abnormality.


•  Major modifications/alternatives to Freudian theory include ego psychology, Erikson’s psychosocial theory, Adler’s individual psychology, Jung’s analytical psychology, and the object relations school.


•  All forms of psychotherapy stem directly or indirectly from psychoanalysis. Many trained psychoanalysts have been responsible for developing radically different therapeutic approaches, including Rogers, Perls and Wolpe.


•  Maslow called the humanistic approach the ‘third force’ in psychology. It believes in free will, adopts a phenomenological perspective, and stresses the positive aspects of human personality.


•  Rogers was a prolific researcher into the effectiveness of his client/person-centred therapy, opened up psychotherapy to psychologists and other non-medically qualified practitioners, and created a counselling profession that operates within a wide diversity of settings.


•  The cognitive approach lacks both a central figure and a unifying theory. It uses analogies and metaphors when trying to describe what’s going on inside the brain, in particular the computer analogy and the view of people as information-processors.


•  Other important features of the cognitive approach include the concepts of coding, channel capacity and serial/parallel processing.


•  A major application of the cognitive approach has been cognitive behaviour therapy, as in Ellis’s rational emotive behaviour therapy (REBT).


•  While the computer analogy is a useful way of understanding cognitive processes, there are also some important differences between how computers and people process information.


•  One of the goals of social constructionism (SC) is to correct the tendency of mainstream psychology to decontextualise behaviour. Related to this is the universalist assumption, which is challenged by (trans)cultural (as distinct from cross-cultural) psychology.


•  Social representation theory (SRT) is a social constructionist theory, and many feminist psychologists adopt a social constructionist approach in challenging mainstream psychology.


•  Evolutionary psychology (EP) grew out of sociobiology. Unlike the latter, EP puts the mind centre stage, identifying several independent mental mechanisms or modules. These form the core of human nature.


•  A major assumption of EP is that these mental modules have become fixed by our hunter-gatherer ancestors’ experience in the Palaeolithic Environment of Evolutionary Adaptedness/Adaption (EEA). But knowledge of the EEA is largely speculative, and there’s good reason to believe that human traits have changed since that time.






LINKS WITH OTHER TOPICS/CHAPTERS



Chapter 3


The description of classical and operant conditioning as forms of associative learning reflects the philosophical roots of behaviourism, namely the empiricist philosophy of John Locke


Chapter 3


Defining the aims of a science of behaviour as prediction and control raises conceptual questions (about the nature of science, in particular the role of theory)


Chapter 48


Defining the aims of a science of behaviour as prediction and control raises ethical questions (for example, about power and the role of psychologists as agents of change)


Chapter 45
Chapter 48


The ethics of some forms of behaviour modification (such as the token economy) and certain aspects of applied behaviour analysis (especially the use of punishment with vulnerable individuals) have been seriously questioned


Chapter 7


Many psychologists would agree that there are degrees or levels of consciousness, but most wouldn’t share Freud’s distinction between the conscious, preconscious and unconscious mind


Chapter 47


The distinction between cultural psychology and cross-cultural psychology corresponds to the emic–etic distinction


Chapter 18


Social constructionism is consistent with Whorf’s linguistic relativity hypothesis and the more general theory of linguistic determinism (language determines thought)


Chapter 24


Discursive psychology (a social constructionist approach) finds nothing odd about the common finding that attitudes are often poor predictors of behaviour


Chapter 22


Social representations are an important part of social cognition and social perception
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DYNAMIC LEARNING RESOURCES


Student resources




•  Revision schema: theoretical approaches to psychology


•  Weblinks & further reading: six different approaches to psychology





Tutor resources




•  Extension activities: subjects such as Freudian theory, sociobiology & computers and emotion


•  Multiple-choice questions: theoretical approaches to psychology


•  Exam commentary & sample essay: theoretical approaches within psychology


•  PowerPoint presentation: six different approaches to psychology







CHAPTER 3


PSYCHOLOGY AS A SCIENCE
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Introduction and overview


Some philosophical roots of science and psychology


Empiricism and psychology


Wundt’s contribution


James’s contribution


Watson’s behaviourist revolution


The cognitive revolution


Science, scientism and mainstream psychology


What do we mean by science?


The major features of science


What is ‘scientific method’?


Can psychology be a science if psychologists cannot agree what psychology is?


Does psychology have a paradigm?


The scientific study of human behaviour


The social nature of science: the problem of objectivity


The psychology experiment as a social situation


Experimenters are people too: the problem of experimenter bias


Participants are psychologists too: demand characteristics


The problem of representativeness


The problem of artificiality


The problem of internal vs external validity


Conclusions


Chapter summary


Links with other topics/chapters


Dynamic Learning Resources
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INTRODUCTION and OVERVIEW


As we saw in Chapter 1, psychology is commonly defined as the scientific study of behaviour and cognitive processes (or mind or experience). In effect, this book as a whole looks at how different psychologists have put this definition into practice, through their use of various investigative methods to study a wide variety of behaviours and cognitive processes.


This chapter turns the spotlight once more on the definition of psychology given above. It does this by examining the nature of science (including the major features of scientific method), and by tracing some of the major developments in psychology’s history as a scientific discipline. This enables us to address the question of how appropriate it is to use scientific method to study human behaviour and cognitive processes, and to assess the validity of this widely accepted definition.



SOME PHILOSOPHICAL ROOTS OF SCIENCE AND PSYCHOLOGY



The seventeenth-century French philosopher Descartes was the first person to distinguish formally between mind and matter (philosophical dualism: see Chapter 49), which had an enormous impact on the development of both psychology as a science and science in general. Dualism allowed scientists to treat matter as inert and completely distinct from human beings, which meant that the world could be described objectively, without reference to the human observer. Objectivity became the ideal of science, and was extended to the study of human behaviour and social institutions in the mid-1800s by Comte, who called it positivism.


Descartes also promoted mechanism, the view that the material world comprises objects that are assembled like a huge machine and operated by mechanical laws. He extended this view to living organisms, including, eventually, humans. Because the mind (unlike the physical world) is non-material, Descartes believed that it can be investigated only through introspection (observing one’s own thoughts and feelings: see Chapter 1). He was also one of the first advocates of reductionism (see Chapter 49).
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Empiricism refers to the ideas of the seventeenth- and eighteenth-century British philosophers, Locke, Hume and Berkeley. They believed that the only source of true knowledge about the world is sensory experience (what reaches us through our senses or can be inferred about the relationship between such sensory facts). Empiricism is usually contrasted with nativism (or rationalism), according to which knowledge of the world is largely innate or inborn.


The word ‘empirical’ (‘through the senses’) is often used to mean ‘scientific’, implying that what scientists do, and what distinguishes them from non-scientists, is carry out experiments and observations as ways of collecting data or ‘facts’ about the world (hence, ‘empirical methods’ for ‘scientific methods’). Empiricism proved to be one of the central influences on the development of physics and chemistry.


Empiricism and psychology


Prior to the 1870s, there were no laboratories devoted specifically to psychological research, and the early scientific psychologists had trained mainly as physiologists, doctors, philosophers or some combination of these. The two professors who set up the first two psychological laboratories deserve much of the credit for the development of academic psychology. They were Wundt (1832–1920) in Germany, and James (1842– 1910) in the USA (Fancher, 1979).


Wundt’s contribution


A physiologist by training, Wundt is generally regarded as the ‘founder’ of the new science of experimental psychology, or what he called ‘a new domain of science’. Having worked as Helmholtz’s assistant (see Chapter 15), Wundt eventually became professor of ‘scientific philosophy’ at Leipzig University in 1875, illustrating the lack of distinct boundaries between the various disciplines that combined to bring about psychology’s development (Fancher, 1979).
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In 1879, Wundt converted his ‘laboratory’ at Leipzig into a ‘private institute’ of experimental psychology. For the first time, a place had been set aside for the explicit purpose of conducting psychological research, and hence 1879 is widely accepted as the ‘birth date’ of psychology as a discipline in its own right. From its modest beginnings, the institute began to attract people from all over the world, who returned to their own countries to establish laboratories modelled on Wundt’s.
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Box 3.1



Wundt’s study of the conscious mind: introspective psychology and structuralism




•  Wundt believed that conscious mental states could be scientifically studied through the systematic manipulation of antecedent variables (those that occur before some other event), and analysed by carefully controlled techniques of introspection.



•  Introspection was a rigorous and highly disciplined technique for analysing conscious experience into its most basic elements (sensations and feelings). Participants were always advanced psychology students, who’d been carefully trained to introspect properly.


•  Sensations are the raw sensory content of consciousness, devoid of all ‘meaning’ or interpretation, and all conscious thoughts, ideas and perceptions were assumed to be combinations of sensations. Based on his experiment in which he listened to a metronome beating at varying rates, Wundt concluded that feelings could be analysed in terms of pleasantness–unpleasantness, tension–relaxation and activity–passivity.


•  Wundt believed that introspection made it possible to cut through the learned categories and concepts that define our everyday experience of the world, and so expose the ‘building blocks’ of experience.


•  Because of introspection’s central role, Wundt’s early brand of psychology was called introspective psychology (or introspectionism), and his attempt to analyse consciousness into its elementary sensations and feelings is known as structuralism.






(based on Fancher, 1979)
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Ask Yourself




•  Consider the difficulties that might be involved in relying on introspection to formulate an account of the nature of conscious experience (i.e. an account that applies to people in general).


•  In what ways is structuralism reductionist? (See Chapter 49.)


•  Which major theory of perception rejects this structuralist approach, and what are its principal features? (See Chapter 15.)
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James’s contribution


James taught anatomy and physiology at Harvard University in 1872, and by 1875 was calling his course ‘The Relations Between Physiology and Psychology’. In the same year, he established a small laboratory, used mainly for teaching purposes. In 1878, he dropped anatomy and physiology, and for several years taught ‘pure psychology’.


His view of psychology is summarised in The Principles of Psychology (1890), which includes discussion of instinct, brain function, habit, the stream of consciousness, the self (see Chapter 33), attention (Chapter 13), memory (Chapter 17), perception (Chapters 15 and 16), free will (Chapter 49) and emotion (Chapter 10).
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The Principles of Psychology provided the famous definition of psychology as ‘the science of mental life’ (see Chapter 1). But, ironically, James was very critical both of his book and of what psychology could offer as a science. He became increasingly interested in philosophy and lost interest in psychology, although in 1894 he became the first American to call favourable attention to the recent work of the then little-known Viennese neurologist, Sigmund Freud (Fancher, 1979).


James proposed a point of view (rather than a theory) that directly inspired functionalism, which emphasises the purpose and utility of behaviour (Fancher, 1979). Functionalism, in turn, helped to stimulate interest in individual differences, since they determine how well or poorly individuals adapt to their environments. These attitudes made Americans especially receptive to Darwin’s (1859) ideas about individual variation, evolution by natural selection, and the ‘survival of the fittest’ (see Chapters 2, 28 and 30).
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Watson’s behaviourist revolution


Watson took over the psychology department at


Johns Hopkins University in 1909, and immediately began cutting psychology’s ties with philosophy and strengthening those with biology. At that time, Wundt’s and James’s studies of consciousness were still the ‘real’ psychology, but Watson was doing research on non-human animals and became increasingly critical of the use of introspection.
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In particular, Watson argued that introspective reports were unreliable and difficult to verify. It’s impossible to check the accuracy of such reports, because they’re based on purely private experience, which is inaccessible to the investigator. As a result, Watson redefined psychology in his famous ‘behaviourist manifesto’ of 1913.
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Box 3.2


Watson’s (1913) ‘behaviourist manifesto’




•  Watson’s article ‘Psychology as the behaviourist views it’ is often referred to as the ‘behaviourist manifesto’, a charter for a truly scientific psychology. It was behaviourism that was to represent a rigorous empiricist approach within psychology for the first time. According to Watson:
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psychology as the behaviourist views it is a purely objective natural science. Its theoretical goal is the prediction and control of behaviour. Introspection forms no essential part of its methods, nor is the scientific value of its data dependent upon the readiness with which they lend themselves to interpretation in terms of consciousness. The behaviourist … recognises no dividing line between man and brute. The behaviour of a man … forms only a part of the behaviourist’s total scheme of investigation.
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•  Three features of this ‘manifesto’ deserve special mention:







   1. Psychology must be purely objective, excluding all subjective data or interpretations in terms of conscious experience. This redefines psychology as the ‘science of behaviour’ (rather than the ‘science of mental life’).


   2. The goals of psychology should be to predict and control behaviour (as opposed to describing and explaining conscious mental states), a goal later endorsed by Skinner’s radical behaviourism (see Chapter 2).


   3. There’s no fundamental (qualitative) distinction between human and non-human behaviour. If, as Darwin had shown, humans evolved from more simple species, then it follows that human behaviour is just a more complex form of the behaviour of other species (the difference is merely quantitative – one of degree). Consequently, rats, cats, dogs and pigeons became the major source of psychological data. Since ‘psychological’ now meant ‘behaviour’ rather than ‘consciousness’, non-humans that were convenient to study, and whose environments could be easily controlled, could replace people as experimental subjects.





(based on Fancher, 1979; Watson, 1913)
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Ask Yourself




•  Try to formulate arguments for and against Watson’s claim that there’s only a quantitative difference between the behaviour of humans and non-humans.
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In his 1915 presidential address to the American Psychological Association, Watson talked about his recent ‘discovery’ of Pavlov’s work on conditioned reflexes in dogs. He proposed that the conditioned reflex could become the foundation for a full-scale human psychology.


The extreme environmentalism of Locke’s empiricism (see above) lent itself well to the behaviourist emphasis on learning (through the process of Pavlovian or classical conditioning). While Locke had described the mind at birth as a tabula rasa (‘blank slate’) on which experience writes, Watson, in rejecting the mind as suitable for a scientific psychology, simply swapped mind for behaviour: it’s now behaviour that’s shaped by the environment.


According to Miller (1962), empiricism provided psychology with both (a) a methodology (stressing the role of observation and measurement) and (b) a theory, including analysis into elements (such as stimulus–response units) and associationism (which explains how simple elements can be combined to form more complex ones).


Behaviourism also embodied positivism, in particular the emphasis on the need for scientific rigour and objectivity. Humans were now conceptualised and studied as ‘natural phenomena’, with subjective experience, consciousness and other characteristics (traditionally regarded as distinctive human qualities) no longer having a place in the behaviourist world.


The cognitive revolution


Academic psychology in the USA and the UK was dominated by behaviourism for the next 40 years. However, criticism and dissatisfaction with it culminated in a number of ‘events’, all taking place in 1956, which, collectively, are referred to as the ‘cognitive revolution’.
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Box 3.3


The 1956 ‘cognitive revolution’




•  At a meeting at the Massachusetts Institute of Technology (MIT), Chomsky introduced his theory of language (see Chapter 19), Miller presented a paper on the ‘magical number seven’ in short-term memory (see Chapter 17), and Newell and Simon presented a paper on the logical theory machine (or logic theorist), with a further paper by Newell et al. (1958), which Newell and Simon (1972) extended into the general problem-solver (GPS; see Chapter 20).


•  The first systematic attempt to investigate concept formation (in adults) from a cognitive psychological perspective was reported (Bruner et al., 1956).


•  At Dartmouth College, New Hampshire (the ‘Dartmouth Conference’), ten academics met to discuss the possibility of producing computer programs that could ‘behave’ or ‘think’ intelligently. These academics included McCarthy (generally attributed with having coined the term ‘artificial intelligence’), Minsky, Simon, Newell, Chomsky and Miller (see Chapter 20).





(based on Eysenck and Keane, 1995)
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This new way of thinking about and investigating people was called the information-processing approach. At its centre is the computer analogy, the view that human cognition can be understood by comparing it with the functioning of a digital computer. It was now acceptable to study the mind again, although its conceptualisation was very different from that of Wundt, James and the other pioneers of the ‘new psychology’ prior to Watson’s ‘behaviourist revolution’.


Science, scientism and mainstream psychology


Despite this major change in psychology after 1956, certain central assumptions and practices within the discipline have remained essentially the same, and these are referred to as mainstream psychology. Harré (1989) refers to the mainstream as the ‘old paradigm’, which he believes continues to be haunted by certain ‘unexamined presuppositions’. One of these is scientism, defined by Van Langenhove (1995) as:
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the borrowing of methods and a characteristic vocabulary from the natural sciences in order to discover causal mechanisms that explain psychological phenomena.
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Scientism maintains that all aspects of human behaviour can and should be studied using the methods of natural science, which claims to be the sole means of establishing ‘objective truth’. This can be achieved by studying phenomena removed from any particular context (context-stripping exposes them in their ‘pure’ form) and in a value-free way (there’s no bias on the investigator’s part). The most reliable way of doing this is through the laboratory experiment, the method providing the greatest degree of control over relevant variables (see Box 3.6). As noted earlier, these beliefs and assumptions add up to the traditional view of science known as positivism.
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Ask Yourself




•  Try to find examples of experimental studies of human behaviour that fit the definition of ‘context-stripping’ given above. Probably the ‘best’ examples will come from social psychology, which in itself should suggest criticisms of this approach to studying behaviour. (See also Chapter 47.)
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Although much research has moved beyond the confines of the laboratory experiment, the same positivist logic is still central to how psychological enquiry is conceived and conducted. Method and measurement still have a privileged status:
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Whether concerned with mind or behaviour (and whether conducted inside or outside the laboratory), research tends to be constructed in terms of the separation (or reduction) of entities into independent and dependent variables and the measurement of hypothesised relationships between them. (Smith et al., 1995)
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Despite the fact that since the mid-1970s the natural sciences model has become the subject of vigorous attacks, psychology is still to a large extent dominated by it. The most prominent effect of this is the dominance of experiments (Van Langenhove, 1995). This has far-reaching effects on the way psychology pictures people as more or less passive and mechanical information-processing devices, whose behaviour can be split up into variables. It also affects the way psychology deals with people. In experiments, people aren’t treated as single individuals, but as interchangeable ‘subjects’. There’s no room for individualised observations.


WHAT DO WE MEAN BY SCIENCE?


The major features of science


Most psychologists and philosophers of science would probably agree that for a discipline to be cal led a science, it must possess certain characteristics. These are summarised in Box 3.4 and Figure 3.7.
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Box 3.4


The major features of science




•  A definable subject matter. This changed from conscious human thought to human and non-human behaviour, then to cog nitive processes, within psychology’s first 80 years as a separate discipline.


•  Theory construction. This repres ents an attempt to explain observed phenomena, such as Watson’s attempt to account for (almost all) human and no n-human behaviour in terms of classical conditioning, and Skinner’s subsequent attempt to do the same with opera nt conditioning (see Chapters 2 and 11).


•  Hypothesis testing. This involves making specific predictions about behaviour under certain conditions (for example, predicting that by combining the sight of a rat with the sound of a hammer crashing down on a steel bar just behind his head, a small child will learn to fear the rat, as in the case of Little Albert: see Key Study 11.1).


•  Empirical methods. These are used to collect data (evidence) relevant to the hypothesis being tested.
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What is ‘scientific method’?


The account given in Box 3.4 and Figure 3.7 of what constitutes a science is non-controversial. However, it fails to tell us how the scientific process takes place, the sequence of ‘events’ involved (such as where the theory comes from in the first place, and how it’s related to observation of the subject matter), or the exact relationship between theory construction, hypothesis testing and data collection.


Collectively, these ‘events’ and relationships are referred to as (the) scientific method. Table 3.1 summarises some common beliefs about both science and scientific method, together with some alternative views.


As a result of the first two beliefs identified in Table 3.1, Popper (1972) has revised the stages of the scientific process as proposed by the classical view (the inductive method). This, together with Popper’s revised version, is shown in Table 3.2.


Can psychology be a science if psychologists cannot agree what psychology is?


As we noted earlier, definitions of psychology have changed during its lifetime, largely reflecting the influence and contributions of its major theoretical approaches or orientations. In this chapter (and Chapter 2) we’ve seen that each approach rests upon a different image of what people are like. This, in turn, determines what’s considered worthy of investigation, as well as the methods of study that can and should be used to investigate it. Consequently, different approaches can be seen as self-contained disciplines, as well as different facets of the same discipline (Kline, 1988; Kuhn, 1962).
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Ask Yourself




•  What is the underlying image of the person associated with each of the major theoretical approaches within psychology?


•  Which of these do you consider captures your own experience, and your experience of others, most accurately, and why? (You might find it helpful to refer to Chapters 2 and 45.)
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Does psychology have a paradigm?


Kuhn (a philosopher of science) argues that a field of study can only legitimately be considered a science if a majority of its workers subscribe to a common, global perspective or paradigm. This means that psychology is pre-paradigmatic: it lacks a paradigm, without which it’s still in a state (or stage) of pre-science. Whether psychology has, or has ever had, a paradigm, is hotly debated. As Table 3.3 shows, some psychologists agree with Kuhn’s view of psychology as pre-scientific. Others believe that psychology has already undergone at least two revolutions, and is in a stage of normal science, with cognitive psychology the current paradigm. A third view, which represents a blend of the first two, is that psychology currently, and simultaneously, has a number of paradigms.
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For example, Smith et al. (1998) identify psychoanalysis, behaviourism, sociobiology, and the information-processing and cognitive developmental approaches as paradigms, with the last being the most important as far as child development is concerned (see Chapters 34 and 35). For Davison et al. (2004) the current paradigms in psychopathology and therapy are the biological, psychoanalytic, humanistic and existential, learning (behaviourist) and cognitive (see Chapter 45).


Lambie (1991) believes it’s a mistake to equate ‘paradigm’ with ‘approach’. As noted in Table 3.2, while theory is an essential part of a paradigm, there’s much more involved than this. For example, different theories can coexist within the same overall approach, such as classical and operant conditioning within ‘learning theory’ (the behaviourist approach), and Freud’s and Erikson’s theories within the psychodynamic approach.


One of the ‘ingredients’ that makes a paradigm different from an approach is its social psychological dimension. Paradigms refer to assumptions and beliefs held in common by most, if not all, the members of a given scientific community. This issue is discussed further in the following section.
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THE SCIENTIFIC STUDY OF HUMAN BEHAVIOUR


The social nature of science: the problem of objectivity


‘Doing science’ is part of human behaviour. When psychologists study what people do, they’re engaging in some of the very same behaviours they’re trying to understand (such as thinking, perceiving, problem-solving and explaining). This is what’s meant by the statement that psychologists are part of their own subject matter, which makes it even more difficult for them to be objective than other scientists. According to Richards (1996b):
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Whereas in orthodox sciences there is always some external object of enquiry – rocks, electrons, DNA, chemicals – existing essentially unchanging in the non-human world (even if never finally knowable ‘as it really is’ beyond human conceptions), this is not so for psychology. ‘Doing psychology’ is the human activity of studying human activity; it is human psychology examining itself – and what it produces by way of new theories, ideas and beliefs about itself is also part of our psychology!
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Knowable ‘as it really is’ refers to objectivity, and Richards is claiming that it may be impossible for any scientist to achieve complete objectivity. One reason for this relates to the social nature of scientific activity. As Rose (1997) says:
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How biologists – or any scientists – perceive the world is not the result of simply holding a true reflecting mirror up to nature: it is shaped by the history of our subject, by dominant social expectations and by the patterns of research funding.
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Does this mean that ‘the truth’ only exists ‘by agreement’? Does science not tell us about what things are ‘really’ like, but only what scientists happen to believe is the truth at any particular time?
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Ask Yourself




•  Given the sometimes very intense feelings aroused in individual scientists during the course of their work, in what ways do you think science can be described as a social activity? (It might be useful to think about why you do practical work/labs – other than because you have to!)
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According to Richardson (1991), whatever the logical aspects of scientific method may be (deriving hypotheses from theories, the importance of refutability, and so on), science is a very social business. Research must be qualified and quantified to enable others to replicate it, and in this way the procedures, instruments and measures become standardised, so that scientists anywhere in the world can check the truth of reported observations and findings. This implies the need for universally agreed conventions for reporting these observations and findings (Richardson, 1991).


Collins (1994) takes a more extreme view, arguing that the results of experiments are more ambiguous than is usually assumed, while theory is more flexible than most people imagine:
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This means that science can progress only within communities that can reach consensus about what counts as plausible. Plausibility is a matter of social context so science is a ‘social construct’. (Collins, 1994)
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Kuhn’s concept of a paradigm also stresses the role of agreement or consensus among scientists working within a particular discipline. Accordingly, ‘truth’ has more to do with the popularity and widespread acceptance of a particular framework within the scientific community than with its ‘truth value’. The fact that revolutions do occur (paradigm shifts: see Table 3.3) demonstrates that ‘the truth’ can and does change.


For example, the change from Newtonian to Einsteinian physics reflected the changing popularity of these two accounts. For Planck (in Kuhn, 1970), who helped to shape the ‘Einsteinian revolution’:
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A new scientific theory does not triumph by convincing its opponents and making them see the light, but rather because its opponents eventually die, and a new generation grows up that is familiar with it.
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The popularity or acceptability of a theory, however, must be at least partly determined by how well it explains and predicts the phenomena in question. In other words, both social and ‘purely’ scientific or rational criteria are relevant.


However, even if there are widely accepted ways of ‘doing science’, ‘good science’ doesn’t necessarily mean ‘good psychology’. Is it valid to study human behaviour and experience as part of the natural world, or is a different kind of approach needed altogether? After all, it isn’t just psychologists who observe, experiment and theorise (Heather, 1976).


The psychology experiment as a social situation


To regard empirical research in general, and the experiment in particular, as objective involves two related assumptions:





1. Researchers only influence the participants’ behaviour (the outcome of the experiment) to the extent that they decide what hypothesis to test, how the variables are to be operationalised, what design to use, and so on.



2. The only factors influencing the participants’ performance are the objectively defined variables manipulated by the experimenter.
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Ask Yourself




•  Try to formulate some arguments against these two assumptions.


•  What do the experimenter and participant bring with them to the experimental situation that isn’t directly related to the experiment, and how may this (and other factors) influence what goes on in the experimental situation? (See Chapter 47.)





[image: image]






Experimenters are people too: the problem of experimenter bias


According to Rosenthal (1966), what the experimenter is like is correlated with what s/he does, as well as influencing the participant’s perception of, and response to, the experimenter. This is related to experimenter bias.
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Box 3.5


Some examples of experimenter bias




•  According to Valentine (1992), experimenter bias has been demonstrated in a variety of experiments, including reaction time, psychophysics, animal learning, verbal conditioning, personality assessment, person perception, learning and ability, as well as in everyday life situations.


•  What these experiments consistently show is that if one group of experimenters has one hypothesis about what it expects to find and another group has the opposite hypothesis, both groups will obtain results that support their respective hypotheses. The results aren’t due to the mishandling of data by biased experimenters, but the experimenter’s bias somehow creates a changed environment, in which participants actually behave differently.


•  When experimenters were informed that rats learning mazes had been specially bred for this ability (‘maze-bright’), they obtained better learning from their rats than did experimenters who believed their rats were ‘maze-dull’ (Rosenthal and Fode, 1963; Rosenthal and Lawson, 1964). In fact, both groups of rats were drawn from the same population and were randomly allocated to the ‘bright’ or ‘dull’ condition. The crucial point is that the ‘bright’ rats did actually learn faster. The experimenters’ expectations in some way concretely changed the situation, although how this happened is far less clear.


•  In a natural classroom situation, children whose teachers were told they’d show academic ‘promise’ during the next academic year showed significantly greater IQ gains than children for whom such predictions weren’t made (although this latter group also made substantial improvements). In fact, the children were randomly allocated to the two conditions. But the teachers’ expectations actually produced the predicted improvements in the ‘academic promise’ group – that is, there was a self-fulfilling prophecy (Rosenthal and Jacobson, 1968).





(based on Valentine, 1992; Weisstein, 1993)
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Ask Yourself




•  How could you explain the findings from the studies described in Box 3.5?


•  How could experimenter expectations actually bring about the different performances of the two groups of rats and children?
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Participants are psychologists too: demand characteristics


Instead of seeing the person being studied as a passive responder to whom things are done (‘subject’), Orne (1962) stresses what the person does, implying a far more active role. Participants’ performance in an experiment could be thought of as a form of problem-solving behaviour. At some level, they see the task as working out the true purpose of the experiment and responding in a way that will support (or not support, in the case of the unhelpful participant) the hypothesis being tested.


In this context, the cues that convey the experimental hypothesis to participants represent important influences on their behaviour, and the sum total of those cues are called the demand characteristics of the experimental situation. These cues include:
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the rumours or campus scuttlebutt [gossip] about the research, the information conveyed during the original situation, the person of the experimenter, and the setting of the laboratory, as well as all explicit and implicit communications during the experiment proper. (Orne, 1962)


[image: image]


This tendency to identify the demand characteristics is related to the tendency to play the role of a ‘good’ (or ‘bad’) experimental participant.
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Key Study 3.1


The lengths some people will go to please the experimenter (Orne, 1962)




•  Orne points out that if people are asked to do five push-ups as a favour, they’ll ask ‘Why?’, but if the request comes from an experimenter, they’ll ask ‘Where?’


•  Similarly, he reports an experiment in which people were asked to add sheets of random numbers, then tear them up into at least 32 pieces. Five-and-a-half hours later, they were still doing it, and the experimenter had to tell them to stop!


•  This demonstrates very clearly the strong tendency of people to want to please the experimenter, and not to ‘upset the experiment’. It’s mainly in this sense that Orne sees the experiment as a social situation, in which the people involved play different but complementary roles. In order for this interaction to proceed fairly smoothly, each must have some idea of what the other expects of him or her.
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The expectations referred to in Key Study 3.1 are part of the culturally shared understandings of what science in general, and psychology in particular, involves, and without which the experiment couldn’t ‘happen’ (Moghaddam et al., 1993). So, not only is the experiment a social situation, but science itself is a culture-related phenomenon. This represents another respect in which science cannot claim complete objectivity.



The problem of representativeness



Traditional, mainstream experimental psychology adopts a nomothetic (‘law-like’) approach. This involves generalisation from limited samples of participants to ‘people in general’, as part of the attempt to establish general ‘laws’ or principles of behaviour (see Figure 3.1 and Chapter 42).
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Ask Yourself




•  Figure 3.10 captures a fairly typical scene as far as participant characteristics in mainstream psychological research are concerned.


•  In this photograph of one of Asch’s famous conformity experiments (see Chapter 26), what are the most apparent characteristics of the experimental participants, and how are they similar to/different from those of Asch (who’s pictured furthest right)?
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Despite the fact that Asch’s experiments were carried out in the early 1950s, very little has changed as far as participant samples are concerned. In American psychology, at least, the typical participant is a psychology undergraduate, who’s obliged to take part in a certain number of studies as a course requirement, and who receives ‘course credits’ for so doing (Krupat and Garonzik, 1994).


Mainstream British and American psychology has implicitly equated ‘human being’ with ‘member of western culture’. Despite the fact that the vast majority of research participants are members of western societies, the resulting findings and theories have been applied to ‘human beings’, as if culture made no difference (they are ‘culture-bound and culture-blind’: Sinha, 1997). This Anglocentric or Eurocentric bias (a form of ethnocentrism) is matched by the androcentric or masculinist bias (a form of sexism), according to which the behaviours and experiences of men are taken as the standard against which women are judged (see Chapter 47).


In both cases, while the bias remains implicit and goes unrecognised (and is reinforced by psychology’s claim to be objective and value-free), research findings are taken as providing us with an objective, scientifically valid account of what ‘women/people in general are like’. Once we realise that scientists, like all human beings, have prejudices, biases and values, their research and theories begin to look less objective, reliable and valid than they did before.


The problem of artificiality


Criticisms of traditional empirical methods (especially the laboratory experiment) have focused on their artificiality, including the often unusual and bizarre tasks that people are asked to perform in the name of science (see Key Study 3.1). Yet we cannot be sure that the way people behave in the laboratory is an accurate indication of how they’re likely to behave outside it (Heather, 1976).


What makes the laboratory experiment such an unnatural and artificial situation is the fact that it’s almost totally structured by one ‘participant’ – the experimenter. This relates to power differences between experimenters and their ‘subjects’, which is as much an ethical as a practical issue (see Chapter 48).


Traditionally, participants have been referred to as ‘subjects’, implying something less than a person, a dehumanised and depersonalised ‘object’. According to Heather (1976), it’s a small step from reducing the person to a mere thing or object (or experimental ‘subject’), to seeing people as machines or machine-like (‘mechanism’ = ‘machine-ism’ = mechanistic view of people). This way of thinking about people is reflected in the popular definition of psychology as the study of ‘what makes people tick’ (see Chapter 1).


The problem of internal vs external validity


If the experimental setting (and task) is seen as similar or relevant enough to everyday situations to allow us to generalise the results, we say that the study has high external or ecological validity. But what about internal validity? Modelling itself on natural science, psychology attempts to overcome the problem of the complexity of human behaviour by using experimental control. This involves isolating an independent variable (IV) and ensuring that extraneous variables (variables other than the IV likely to affect the dependent variable) don’t affect the outcome (see Coolican, 2004). But this begs the crucial question ‘How do we know when all the relevant extraneous variables have been controlled?’
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Box 3.6


Some difficulties with the notion of experimental control




•  While it’s relatively easy to control the more obvious situational variables, this is more difficult with participant variables (such as age, gender and culture), either for practical reasons (such as the availability of these groups) or because it isn’t always obvious exactly what the relevant variables are. Ultimately, it’s down to the experimenter’s judgement and intuition: what s/he believes is important (and possible) to control (Deese, 1972).


•  If judgement and intuition are involved, then control and objectivity are matters of degree, whether in psychology or physics (see Table 3.1).


•  It’s the variability/heterogeneity of human beings that makes them so much more difficult to study than, say, chemicals. Chemists don’t usually have to worry about how two samples of a particular chemical might differ from each other, but psychologists need to allow for individual differences between participants.


•  We cannot just assume that the IV (or ‘stimulus’ or ‘input’) is identical for every participant, definable in some objective way, independent of the participant, and exerting a standard effect on everyone. The attempt to define IVs (and DVs) in this way can be regarded as a form of reductionism (see Chapter 49).


•  Complete control would mean that the IV alone was responsible for the DV, so that experimenter bias and the effect of demand characteristics were irrelevant. But even if complete control were possible (in other words, if we could guarantee the internal validity of the experiment), a fundamental dilemma would remain. The greater the degree of control over the experimental situation, the more different it becomes from real-life situations (the more artificial it gets and the lower its external validity).
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As Box 3.6 indicates, in order to discover the relationships between variables (necessary for understanding human behaviour in natural, real-life situations), psychologists must ‘bring’ the behaviour into a specially created environment (the laboratory), where the relevant variables can be controlled in a way that’s impossible in naturally occurring settings. However, in doing so, psychologists have constructed an artificial environment and the resulting behaviour is similarly artificial. It’s no longer the behaviour they were trying to understand!


CONCLUSIONS


Psychology as a separate field of study grew out of several other disciplines, both scientific (such as physiology) and non-scientific (in particular philosophy). For much of its life as an independent discipline, and through what some call revolutions and paradigm shifts, it has taken the natural sciences as its model (scientism). This chapter has highlighted some of the major implications of adopting methods of investigating the natural world and applying them to the study of human behaviour and experience. In doing this, the chapter has also examined what are fast becoming outdated and inaccurate views about the nature of science. Ultimately, whatever a particular science may claim to have discovered about the phenomena it studies, scientific activity remains just one more aspect of human behaviour.


CHAPTER SUMMARY




•  Philosophical dualism enabled scientists to describe the world objectively, which became the ideal of science. Its extension by Comte to the study of human behaviour and social institutions is called positivism.


•  Descartes extended mechanism to the human body, but the mind remained accessible only through introspection.


•  Empiricism emphasises the importance of sensory experience, as opposed to nativism’s claim that knowledge is innate. ‘Empirical’ implies that the essence of science is collecting data/facts through experiments and observations.


•  Wundt is generally regarded as the founder of the new science of experimental psychology. He used introspection to study conscious experience, analysing it into its basic elements (structuralism).


•  James is the other pioneer of scientific psychology. As well as helping to make Freud’s ideas popular in America, he influenced functionalism which, in turn, stimulated interest in individual differences.


•  Watson argued that for psychology to be objective, it must study behaviour rather than mental life, its goals should be prediction and control, and there are only quantitative differences between human and animal behaviour.


•  Dissatisfaction with behaviourism culminated in the 1956 ‘cognitive revolution’. At the centre of this new information-processing approach lay the computer analogy.


•  Scientism maintains that all aspects of human behaviour can and should be studied using the methods of natural science. It involves ‘context-stripping’ and the value-free, objective use of laboratory experiments in particular.


•  A science must possess a definable subject matter, involve theory construction and hypothesis-testing, and use empirical methods for data collection. However, these characteristics fail to describe the scientific process/scientific method.


•  While the classical view of science is built around the inductive method, Popper’s revised view stresses the hypothetico-deductive method. The two methods are complementary.


•  Different theoretical approaches can be seen as self-contained disciplines, making psychology pre-paradigmatic and so still in a stage of pre-science.


•  Only when a discipline possesses a paradigm has it reached the stage of normal science, after which paradigm shifts result in revolution (and a return to normal science).


•  Science is a very social activity. Consensus among the scientific community is paramount, as shown by the fact that revolutions involve redefining ‘the truth’.


•  Environmental changes are somehow produced by experimenters’ expectations (experimenter bias), and demand characteristics influence participants’ behaviours by helping to convey the experimental hypothesis. The experiment is a social situation and science itself is culture-related.


•  The artificiality of laboratory experiments is largely due to their being totally structured by experimenters. Also, the higher an experiment’s internal validity, the lower its external validity becomes.





LINKS WITH OTHER TOPICS/CHAPTERS


Chapter 50


Empiricism and nativism lie at the heart of the nature–nurture debate (or the heredity and environment issue).


Sometimes, this concerns the causes of universal abilities or behaviours, such as:


Chapter 16


• Perception


Chapter 19


• Language


Chapter 29


• Aggression


Chapter 32


• Attachment


Chapter 36


• Development of gender


Chapter 41,
Chapter 44


Most controversially, the debate focuses on individual differences, in particular intelligence and mental disorders (such as schizophrenia and depression)


Chapter 47


Feminist psychologists are highly critical of the scientific method in general and context-stripping in particular. They also argue that sexism and androcentrism demonstrate how psychology is far from being objective and value-free


Chapter 48


The treatment of people as ‘subjects’ in psychology experiments has both methodological and ethical implications


Chapter 42


Treating subjects as interchangeable (group data are all-important) represents a nomothetic approach to studying people


Chapter 49


Rose (1997) calls experimental control reductionism as methodology
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DYNAMIC LEARNING RESOURCES


Student resources




•  Revision schema: psychology as a science


•  Weblinks & further reading: subjects such as the philosophical roots of science & psychology





Tutor resources




•  Extension activities: the inner world of scientists


•  Multiple-choice questions: psychology as a science


•  Exam commentary & sample essay: is psychology a science?


•  PowerPoint presentation: psychology as a science







CHAPTER 4


THE NERVOUS SYSTEM
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Introduction and overview


An overview of the human nervous system (NS): structure and function


Neurons


Communication between neurons


The central nervous system (CNS)


Methods of studying the brain


Clinical/anatomical methods


Invasive methods


Non-invasive methods


The major structures and functions of the brain


The forebrain


The cerebral hemispheres (or cerebrum)


The cortex and body image


Association areas in the cortex


The thalamus (‘deep chamber’)


The hypothalamus (‘under the thalamus’)


Basal ganglia (‘nerve knots’)


The limbic system (‘bordering’)


The midbrain


The hindbrain


Cerebellum (‘little brain’)


The pons (‘bridge’)


The medulla oblongata (‘rather long marrow’)


The spinal cord


The localisation and lateralisation of brain function


Lateralisation, language and handedness


Split-brain patients


One brain or two? One mind or two?


The autonomic nervous system (ANS)


The endocrine system


Chapter summary


Links with other topics/chapters


Dynamic Learning Resources
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INTRODUCTION and OVERVIEW


Biopsychology is the study of the biological bases, or the physiological correlates, of behaviour and is a branch of neuroscience (or the ‘brain sciences’), the study of the nervous system. Biopsychology is also sometimes referred to as ‘psychobiology’, ‘behavioural neuroscience’ and ‘physiological psychology’. But Pinel (1993) prefers the term ‘biopsychology’, because it denotes a biological approach to the study of psychology, where psychology ‘commands centre stage’. According to Pinel:
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biopsychology’s unique contribution to neuroscientific research is a knowledge of behaviour and of the methods of behavioural research … the ultimate purpose of the nervous system is to produce and control behaviour.
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In other words, biopsychologists aren’t interested in biology for its own sake, but for what it can tell them about behaviour and mental processes. In general terms:




•  The kind of behaviour an animal is capable of depends very much on the kind of body it possesses; for example, humans can flap their arms as much as they like but they’ll never fly (unaided) – arms are simply not designed for flying, while wings are; however, we’re very skilled at manipulating objects (especially small ones), because that’s how our hands and fingers have developed during the course of evolution.


•  The possession of a specialised body is of very little use unless the nervous system is able to control it; of course, evolution of the one usually mirrors evolution of the other.


•  The kind of nervous system also determines the extent and nature of the learning a species is capable of. As you move along the phylogenetic (evolutionary) scale, from simple, one-celled amoebae, through insects, birds and mammals, to primates (including Homo sapiens), the nervous system gradually becomes more complex. At the same time, behaviour becomes increasingly the product of learning and environmental influence, rather than instinct and other innate, genetically determined factors.





AN OVERVIEW OF THE HUMAN NERVOUS SYSTEM (NS): STRUCTURE AND FUNCTION


As Figure 4.1 shows, the NS involves a number of subdivisions. Before looking at these in detail, we need to look at some of the general characteristics of the NS.
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Neurons



The NS as a whole comprises approximately 100 billion (100,000,000,000) neurons, the basic structural units, or building blocks, of the NS. About 80 per cent of all neurons are found in the brain, particularly in the cerebral cortex, the topmost outer layer. Information is passed from neuron to neuron in the form of electrochemical impulses, which constitute the ‘language’ of the NS. There are three main kinds of neuron:




•  sensory (or afferent), which carry information from the sense organs to the central nervous system (CNS)


•  motor (or efferent), which carry information from the CNS to the muscles and glands


•  interneurons (or connector), which connect neurons to other neurons and integrate the activities of sensory and motor neurons; interneurons are the most numerous and constitute about 97 per cent of the total number of neurons in the CNS.





Although no two neurons are identical, most share the same basic structure, and they work in essentially the same way. Figure 4.2 shows a typical motor neuron.
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The cell body (or soma) houses the nucleus (which contains the genetic code), the cytoplasm (which feeds the nucleus) and the other structures common to all living cells. The dendrites branch out from the cell body, and it’s through the dendrites that the neuron makes electrochemical contact with other neurons, by receiving incoming signals from neighbouring neurons.


The axon is a thin cylinder of protoplasm, which projects away from the cell body and carries the signals received by the dendrites to other neurons. The myelin sheath is a white, fatty substance, which insulates the axon and speeds up the rate of conduction of signals down the axon and towards the terminal buttons (or synaptic knobs). The myelin sheath isn’t continuous but is interrupted by the nodes of Ranvier.


A nerve is a bundle of elongated axons belonging to hundreds or thousands of neurons. Twelve pairs of cranial nerves leave the brain through holes in the skull, and 31 pairs of spinal nerves leave the spinal cord through the vertebrae. Together, they constitute the nerves of the peripheral nervous system (PNS: see Figure 4.1).


Communication between neurons


As Figure 4.3 (below) shows, the terminal buttons house a number of tiny sacs, or synaptic vesicles, which contain between 10 and 100,000 molecules of a chemical messenger called a neurotransmitter. When an electrochemical impulse has passed down the axon, it arrives at a terminal button and stimulates the vesicles to discharge their contents into the minute gap between the end of the terminal button (the presynaptic membrane) and the dendrite of the receiving neuron (the post-synaptic membrane) called the synaptic cleft (or gap).
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The neurotransmitter molecules cross the synaptic gap and combine with special receptor sites in the post-synaptic membrane of the dendrite of the receiving neuron. So, the term ‘synapse’ refers to the junction between neurons (although there’s no actual physical contact between them), at which signals are passed from a sending to a receiving neuron through the release of neurotransmitters.


Although this synaptic transmission is the most common form of communication between neurons (Iversen, 1979), 20 per cent of the brain is completely devoid of neurons. Instead of forming a solid mass, the neurons are interspersed with a convoluted network of fluid-filled spaces or cavities. According to Mitchell (1999), there’s a growing body of opinion that neurons can communicate with large regions of the brain by releasing chemicals into these watery spaces. This is called volume transmission, which is seen as complementary to synaptic transmission.


Electrochemical impulses


The electrochemical signal that passes down the axon is called an action potential. Before the action potential occurs, an inactive neuron contains positively charged potassium (K+) ions (electrically charged potassium atoms) and large, negatively charged protein molecules. Outside the neuron, in the surrounding fluid, there are concentrations of positively charged sodium ions (Na+) and negatively charged chloride ions (Cl–). The large, negatively charged protein ions are trapped inside the neuron, while the positively charged sodium ions are kept out by the action of the sodium–potassium pumps in the cell membrane, which allow potassium (and chloride) ions to move in and out fairly freely.


The overall effect of this uneven distribution of ions is that the inside of the cell is electrically negative relative to the outside (by about 70 millivolts). The neuron is said to be impermeable to the positively charged sodium ions (its resting state or resting potential). When an action potential occurs, the inside of the neuron momentarily changes from negative to positive (+40 millivolts), the sodium channels are opened (for one millisecond) and sodium ions flood into the neuron (it’s now permeable to sodium ions). This sets off a chain reaction, whereby the sodium channels open at adjacent membrane sites all the way down the axon. But almost as soon as the sodium channels are opened, they close again: potassium channels are opened instead, allowing potassium ions out through the membrane and restoring the negative resting potential.


Because the myelin sheath isn’t continuous, but is segmented (the axon is actually exposed at the nodes of Ranvier: see Figure 4.2), the action potential jumps from one node to another down the axon. This is called saltatory conduction, which is actually faster than if the sheaths were continuous.


Different types of synapse


Some synapses are excitatory (they ‘instruct’ the receiving neuron to ‘fire’ – that is, to conduct an action potential), while others are inhibitory (they ‘instruct’ the receiving neuron not to ‘fire’). Because each neuron may have between 1000 and 10,000 synapses, some of which will be excitatory and some inhibitory, the ‘decision’ to fire or not will depend on the combined effect of all its receiving synapses. If enough excitatory synapses are active, their combined effect may add up to exceed the threshold for firing of the receiving neuron (this is called summation).


Inhibitory synapses are important because they help control the spread of excitation through the highly interconnected NS, keeping activity channelled in appropriate networks or ‘circuits’. Epileptic seizures (fits), for example, may be caused by excitation of many different brain circuits at the same time, and if it weren’t for inhibition, we might all be having seizures much of the time.


Different types of neurotransmitter


What makes a synapse either excitatory or inhibitory is the particular neurotransmitter(s) contained within the vesicles of the synaptic button. A region on the surface of the receptor site is precisely tailored to match the shape of the transmitter molecule (in a lock-and-key fashion). The effect of the transmitter is brought to an end either by deactivation (where it’s destroyed by special enzymes) or by reuptake (where it’s pumped back into the presynaptic axon, either for destruction or recycling).


According to Iversen (1979), there are at least 30 different neurotransmitters in the brain, each with its specific excitatory or inhibitory effect on certain neurons. Neurotransmitters aren’t randomly distributed throughout the brain, but are localised in specific groups of neurons and pathways. Some of the major transmitters and their effects are shown in Table 4.1.


As a general rule, a single neuron will store and release the same neurotransmitter in all its axon terminals. So, cholinergic, noradrenergic, dopaminergic and serotonergic neurons use ACh, noradrenaline, dopamine and serotonin, respectively. Neurotransmitters have a fairly direct influence on receiving neurons. But neuromodulators ‘tune’ or ‘prime’ neurons, enabling them to respond in a particular way to later stimulation by a neurotransmitter. Neuromodulators include certain neuropeptides (see Table 4.1), notably the enkephalins (‘in the head’) and the endorphins (‘morphine within’).


Other neuropeptides are found as hormones, including:




•  vasopressin, which is thought to play a role in memory (see Chapter 17)


•  corticosteroids (‘stress hormones’) and adrenocorticotrophic hormone (ACTH), which are involved in stress reactions (see Chapter 12) and emotional arousal (see Chapter 10)


•  androgens (male sex hormones), which regulate sex drive in both sexes (see Table 4.3 and Box 36.1).
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Box 4.1


Opioids: the brain’s natural painkillers?




•  The enkephalins and endorphins are also known as opioids, because functionally they resemble the opium drugs morphine, heroin and opium itself (see Chapter 8). Morphine is commonly used for the relief of severe, intractable pain, and the discovery of ‘opiate receptors’ in the neurons strongly suggested that the brain creates its own powerful painkiller.


•  Enkephalins and endorphins seemed to fit the bill, and they may work by interfering with the release of transmitters from the presynaptic membrane of neurons that transmit information about pain.


•  It’s thought that they’re released during acupuncture and hypnosis, producing a reduction in perceived pain, although pain information probably still reaches the brain (as it’s not the pain receptors that are directly influenced: see Chapter 12).


•  It’s also believed that placebos (‘dummy drugs’) work by influencing the release of endorphins in response to the belief that an active drug was given (Hamilton and Timmons, 1995: see Chapters 12 and 45).
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THE CENTRAL NERVOUS SYSTEM (CNS)


Methods of studying the brain


Clinical/anatomical methods


One of the earliest methods used to study the CNS was the study of patients who’d suffered brain damage following an accident, or a stroke or tumour. A famous and early example is Paul Broca’s discovery of a specialised area of the brain for speech. In 1869, Broca, a French physician, reviewed evidence from a number of cases of brain damage. He concluded that injury to a certain part of the left cerebral hemisphere (the left half of the brain) caused the patient’s speech to become slow and laboured, but that the ability to understand speech was almost completely unaffected. What’s now called Broca’s area seems to control the ability to produce speech, and damage to it causes motor (or expressive) aphasia. In 1874, Carl Wernicke reported that injury to a different part of the left hemisphere caused receptive aphasia, the inability to understand speech (one’s own or someone else’s).


These clinical studies of the brain have normally been conducted in parallel with anatomical studies, usually during the course of post-mortem examinations. Studying structure and function in a complementary way is essential for an adequate understanding of such a complex organ as the brain. Split-brain patients have undergone surgery for epilepsy when all other treatments have failed. The surgery (commissurotomy) involves cutting the tissue which connects the two halves of the brain (the corpus callosum). Roger Sperry and his colleagues in the 1960s and 1970s made full use of the unique opportunity to study these ‘split brains’. Their work is discussed in detail later in the chapter (see here).


Invasive methods


Parts of the brain may be surgically removed (ablation) or an area of the brain may be damaged (rather than removed: the lesion method). An early user of the first method was Karl Lashley, working with rats in the 1920s, and it has been used extensively to study the role of the brain in eating (see Chapter 9).


Psychologists are usually interested in destroying areas or structures located deep within the brain. To do this, a stereotaxic apparatus is used, which allows the researcher to operate on brain structures that are hidden from view. While the subjects are exclusively non-human animals, stereotaxic surgery is also used with humans, including psychiatric patients (see Chapter 45).


Instead of surgically removing or damaging the brain, it can be stimulated. This can be done either (a) chemically (using micropipettes to drop drugs known to either increase or decrease the activity of particular neurotransmitters on to specific areas of the brain) or, more commonly, (b) electrically, using microelectrodes, whereby precise locations can be stimulated. Again, it’s usually non-human animals that are involved (see Figure 4.4 and Chapter 9), but sometimes patients already undergoing surgery for a brain tumour or some other abnormality (such as epilepsy) are studied. Here, the neurosurgeon takes advantage of the fact that the patient is conscious, alert and able to report memories, sensations, and so on, produced by the stimulation. Wilder Penfield pioneered this kind of research in the 1950s (and through it discovered the ‘Penfield homunculus’: see Figure 4.10).


Microelectrodes are also used to record the electrical activity in individual neurons when the subject (usually a cat or monkey) is presented with various kinds of stimuli. This method was used by Hubel and Wiesel in the 1960s to study visual feature detectors (see Chapters 5 and 14).
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Research Update 4.1



Glial cells: the other half of the brain; and spindle cells: the cells that make us human




•  Glial cells (or glia) are mostly smaller than neurons and nine to ten times more numerous. They come in different forms, the most important being astrocytes and oligodendrocytes.


•  It used to be thought that they merely ‘fill in the space’ between neurons, and serve just a maintenance role (bringing nutrients from the blood vessels to neurons, maintaining a healthy balance of ions in the brain, and warding off pathogens that evaded the immune system see Figure 12.10)


•  However, imaging studies have shown that neurons and glial cells engage in a two-way dialogue, beginning in the embryo and continuing through to old age. Astrocytes modify the connections between neurons (through regulating signals across the synapse); this is one way in which the brain revises its responses to stimuli as it accumulates experience (in other words, how it learns and remembers). They influence the formation of synapses, and oligodendrocytes provide the insulating myelin sheath around the axon of the neuron.


•  The proportion of glial cells to neurons increases considerably as animals move up the evolutionary ladder Extensive connectivity among astrocytes might contribute to greater learning capacity. It could be that what distinguishes geniuses (such as Einstein) from ‘mere mortals’ is a higher concentration of glial cells, or a more potent type of glia.


•  According to Fields (2004), neuroscientists ‘are excited by the prospect that more than half the brain has gone largely unexplored and may contain a trove of information about how the mind works’.


•  Allman (in Phillips, 2004a) is also excited at the discovery of a recently evolved type of brain cell, spindle cells, which are unique to higher primates (including chimpanzees and gorillas). These strikingly large cells, with unusually long spindle-shaped bodies, are found only in the front (anterior) part of the cingulated cortex (the ACC: see below). While normal brains have very few (100,000 at most), patients with Alzheimer’s disease have about 75 per cent fewer.


•  Allman believes that spindle cells help regulate a brain system that controls intuitive behaviour during social interactions. Our emotional response to others, especially those we love (‘social emotions’) are precisely those which people with autism fail to display or understand (see Chapter 40). Allman believes that during the development of autistic brains, the spindle cells might fail to migrate to their normal positions. The spindle cells of patients with schizophrenia also appear to be abnormal (see Chapter 44).





(Source: based on Fields, 2004; Phillips, 2004a).
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Ask Yourself




•  Is it ethically acceptable to use invasive methods with non-human animals?


•  How could you justify their use?





(See Chapter 48.)
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Non-invasive methods


The electroencephalogram (EEG)


The electrical activity of the brain can also be recorded from the outside, by fitting electrodes (passive sensors) to the scalp. The activity can be traced on paper, and typical brainwave patterns associated with various states of arousal have been found. The EEG records action potentials for large groups of neurons and has been used extensively in the study of states of consciousness, including sleep. Related to this is the electromyogram (EMG), which records the electrical activity of muscles, and the electro-oculogram (EOG), which records eye movements, both of which are, like the EEG, used in sleep research (see Chapter 7).


Average evoked potentials (AEPs)


A brief change in the EEG may be produced by the presentation of a single stimulus, but the effect may well be lost (or obscured) in the overall pattern of waves. However, if the stimulus is presented repeatedly and the results averaged by a computer, other waves cancel out and the evoked response can be detected. This technique has shown that an identical visual stimulus yields different AEPs according to the meaning the participant attaches to it.


EEG imaging and the geodesic net


While the EEG involves a small number of electrodes, EEG imaging records the brain’s electrical activity using 32 electrodes. This is fed to a computer, which translates it into coloured moving images on a TV monitor. While originally developed for investigating convulsive seizures, it has been adapted for studying brain development in babies and adults in the form of a geodesic net. This consists of 64 or 132 electrodes, whose combined output produces a map of the active regions across the head. The computer then calculates the likely brain areas that generated the voltages observed on the scalp. The geodesic net is unlikely to rival the spatial accuracy of adult scanning methods (see below), but its resolution over time is far superior, allowing the study of brain events ‘at the speed of thought’ (Johnson, 2000). One area of research that has made use of the geodesic net is infants’ perception of faces (see Chapter 16).
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Radioactive labelling


This takes advantage of the brain’s flexible use of blood-borne oxygen. A radioactive isotope is added to the blood, causing low levels of radioactivity, which increase as greater blood flow occurs in more active areas of the brain. A scanner next to the head feeds radiation readings to a computer, which produces a coloured map of the most and least active brain regions: different regions change colour as the person attempts a variety of tasks or is presented with a variety of stimuli.


Computerised axial tomography (CAT)


A moving X-ray beam takes pictures from different positions around the head, and these are converted by the computer into ‘brain slices’ (apparent cross sections of the brain). CAT scanning is used primarily for the detection and diagnosis of brain injury and disease.


Positron emission tomography (PET)


This uses the same computer-calculation approach as CAT, but uses radiation for the information from which the brain slices are computed. A radioactive tracer is added to a substance used by the body (such as oxygen or glucose). As the marked substance is metabolised, PET shows the pattern of how it’s being used. For example, more or less use of glucose could indicate a tumour, and changes are revealed when the eyes are opened or closed. PET diagnoses brain abnormalities more efficiently than CAT.


Magnetic resonance imaging (MRI)


This is like a CAT scan but, instead of using radiation, it passes an extremely strong magnetic field through the head and measures its effects on the rotation of atomic nuclei of some element in the body. Again, a computerised cross-sectional image is produced. So far only hydrogen nuclei have been used. Because hydrogen molecules are present in substantially different concentrations in different brain structures, the MRI can use the information to prepare pictures of brain slices that are much clearer (higher resolution) than CAT pictures.
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Functional MRI (fMRI)


MRI can identify the smallest tumour, or the slightest reduction in blood flow in a vein or artery. But it shares with CAT the limitation of only providing still images of brain slices. This tells us very little about brain function. To remedy this, fMRI monitors blood flow in the brain over time as people perform different kinds of tasks, so it’s used as much to study the normal as the damaged/diseased brain.


SPECT and SQUID


The most recent imaging techniques are single-photon/positron emission computerised tomography (SPECT) (which, like PET, tracks blood flow through the brain), and superconducting quantum imaging/interference device (SQUID) (which detects tiny changes in magnetic fields). Their main advantage is that they can focus on tiny areas of the brain. SPECT has revealed that there is significant loss of functioning in the front part of the brain in patients with Korsakoff’s syndrome, caused by prolonged and heavy use of alcohol (see Chapter 8).
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Ask Yourself




•  What would you say are the main advantages of using scanning/imaging techniques compared with other methods?
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THE MAJOR STRUCTURES AND FUNCTIONS OF THE BRAIN


As Figure 4.8 shows, during the first five weeks of foetal life, the neural tube changes its shape to produce five bulbous enlargements. These are generally accepted as the basic divisions of the brain, namely the myelencephalon (the medulla oblongata), the metencephalon (the pons and cerebellum), the mesencephalon (the tectum and tegmentum), the diencephalon (thalamus and hypothalamus) and the telencephalon (the cerebral hemispheres or cerebrum, basal ganglia and limbic system). ‘Encephalon’ means ‘within the head’.
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As shown in Figure 4.1, the myelencephalon and metencephalon together make up the hindbrain; the mesencephalon constitutes the midbrain; and the diencephalon and telencephalon make up the forebrain.




The forebrain


The cerebral hemispheres (or cerebrum)


The cerebral hemispheres are the two largest structures at the top of the brain, which enfold (and, therefore, conceal from view) most other brain structures. If you removed an intact brain, its appearance would be dominated by the massive hemispheres, with just the cerebellum showing at the back (see Figure 4.9).
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The top layer of the cerebrum (about 1 cm at its deepest) is the cerebral cortex (usually just called ‘cortex’, which means ‘bark’). The cortex is pinkish-grey in colour (hence ‘grey matter’), but below it the cerebrum consists of much thicker white matter, composed of myelinated axons (the cortex consists of cell bodies).


There’s a large crevice running along the cerebrum from front to back (the longitudinal fissure/sulcus), which divides the two hemispheres. But they’re connected further down by a dense mass of commissurial (‘joining’) fibres called the corpus callosum (or ‘hard body’).


There are two other natural dividing lines in each hemisphere: the lateral fissure (or fissure of Sylvius) and the central fissure (or fissure of Rolando). The lateral fissure separates the temporal lobe from the frontal lobe (anteriorly: towards the front) and from the parietal lobe (posteriorly: from the back), while the central fissure separates the frontal and parietal lobes. The occipital lobe is situated behind the parietal lobe and is at the back of the head. This division of the cortex into four lobes – named after the bones beneath which they lie – is a feature of both hemispheres, which are mirror images of each other.


The primary visual cortex is found in the occipital lobe, the primary auditory cortex in the temporal lobe, the primary somatosensory (or body-sense) cortex in the parietal lobe, and the primary motor cortex in the frontal lobe (see Chapter 5). The somatosensory cortex and motor cortex are perhaps the most well-defined areas, both showing contralateral control: areas in the right hemisphere receive information from, and are concerned with the activities of, the left side of the body, and vice versa. The crossing over (corticospinal decussation) takes place in the medulla (part of the brainstem). These areas represent the body in an upside-down fashion, so information from the feet, for example, is received by neurons at the top of the area.


Furthermore, the amount of cortex devoted to different parts of the body is related to the sensitivity and importance of that part of the body – not to its size. For example, fingers have much more cortex devoted to them than the trunk in the motor cortex, and the lips have a very large representation in the somatosensory cortex (see Figure 4.10). Broca’s area is found in the frontal lobe and Wernicke’s area borders the temporal and parietal lobes, but only in the left hemisphere. (See the section on The localisation and lateralisation of brain function.)
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Research Update 4.2



What shape is your brain in?




•  As can be seen in Figure 4.8, during foetal development the outside of the brain gradually becomes more folded/wrinkled (or convoluted); this is necessary if its 2500-square-centimetre surface area is going to fit inside the relatively small skull.


•  According to Hilgetag and Barbas (2009), new research indicates that a network of nerve fibres physically pulls the pliable cortex into shape during development and holds it in place throughout life. Disturbances to this network during development or later (through a stroke or injury) can have far-reaching consequences for brain shape and neural communication.


•  As the axons grow more and more taught, stretching like rubber bands, folds begin to appear in the cortex. But these mechanical forces are also affecting its layered structure: the cortex comprises horizontal tiers of cells, stacked like a multilayered cake. Most areas have six layers, and individual layers in those areas vary in thickness and composition. Folding changes the relative thickness of the layers.


•  The brains of schizophrenic patients show reduced cortical folding overall (and, hence, a different shape) compared with those of non-schizophrenics (see Chapter 44).


•  Similarly, people with autism have abnormal cortical convolutions; specifically, some of their sulci (the fissure of Sylvius is a sulcus: see Figure 4.9) appear to be deeper and slightly out of place compared with those of normal people. This has led to the recent suggestion that autism arises from the miswiring of the brain (see Research Update 4.1). The finding that communication between brain areas close to each other increases, while it decreases between more distant areas, may explain the difficulties in ignoring irrelevant stimuli and shifting attention appropriately that many people with autism experience (Hilgetag and Barbas, 2009) (see Chapter 40).
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The cortex and body image
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Ask Yourself




•  What do you understand by the term ‘body image’?


•  Do you have a sense of being ‘in’ your body, or is your body just a part or extension of you’?
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The homunculus (‘little man’) in Figure 4.10 depicts how the body is represented by the brain. We each have a ‘body image’, which forms a fundamental part of our overall sense of ourselves as a stable, embodied ‘self’ (see Chapter 33). Usually, we just ‘know’ what our arms and legs are doing without having to look: they do what we ‘ask’ them to. The ‘body map’ represented by the homunculus may appear to be ‘hard-wired’ into our brain. But our body image can become distorted and, when it does, the disability it causes can be every bit as devastating as injuring the equivalent part of the body. If a stroke or accident damages the brain region housing the body map, patients may lose the use of a perfectly healthy limb – even though the brain areas that directly control movement remain intact (Phillips, 2000). Conversely, amputees can continue to experience their missing arm or leg as if it were still attached: this is the phantom limb phenomenon.
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Case study 4.1


The case of the phantom hand


Tom Sorenson lost a hand in a car accident, after which his arm was amputated just above the elbow. When his face was touched in various places, he experienced sensations in his phantom thumb, index finger, little finger and so on. The whole surface of his hand was mapped out beautifully on his cheek. As Figure 4.11 shows, Tom also had a second ‘map’ of the missing hand, tucked into his left upper arm a few inches above the amputation line. Stroking the skin surface on this second map also produced precisely localised sensations on individual fingers.


How can we explain this apparently bizarre phenomenon? Ramachandran and Blakeslee (1998) believe the secret lies in the peculiar mapping of body parts in the brain. On the Penfield map, the hand area in the brain is flanked below by the face area and above by the upper arm/shoulder area. Sensory fibres originating from Tom’s face (which normally activate only the face area in the cortex) invaded space left vacant by the amputated hand. The same happened with fibres originating in the upper arm/shoulder. The brain generated the feeling of the hand from the signals coming from another part of the body.
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As Ramachandran and Blakeslee (1998) point out, the Penfield ‘map’ doesn’t represent precisely the body’s basic organisation. For example, the face isn’t near the neck, where it ‘should be’, but is below the hand. The genitals, instead of being between the thighs, are located below the foot (they cite the case of a female leg amputee, who had strange sensations in her phantom foot after sex!). This lack of a perfect match can help explain at least some cases of phantom limbs.


According to Frith (2007), most phantom limbs occur because a limb has been amputated; in such cases, there’s no brain damage involved. But phantom limbs can also occur after brain damage, as described in Case Study 4.2.
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Case study 4.2



The woman with three arms (Hari et al., 1998, in Frith, 2007)



E.P. is a Finnish woman who went into hospital with a severe headache and paralysis on the left side of her body. The cause was found to be a burst blood vessel at the front of her brain, and she underwent surgery to repair it. However, E.P. was left with permanent damage in a small region at the front of her brain concerned with the control of movements. Several years later, while fully recovered, she frequently experiences an extra ‘ghost’ arm on the left side of her body. This phantom arm appears in the same position that her real left arm was in a minute or two before. When the phantom is present, it feels to her as if she has three arms. The phantom left arm disappears if she looks at her real left arm. The perception of an extra arm is so strong that she sometimes worries that she’ll bump into people when shopping – it feels as if she’s carting a large bag in each of her three hands.
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Aplasic phantoms are phantoms of limbs that are missing since birth. This raises the possibility that the body schema is innate (inborn) or acquired in the womb. According to Brugger and Funk (2007):
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there’s extensive limb use during foetal life, and the possibility that a representation of a physically absent limb may be formed in utero by use of the contralateral limb cannot be dismissed.
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According to Ramachandran and Blakeslee (1998), just as an amputee might experience a phantom limb, so our entire body image is a phantom – something the brain constructs for convenience.
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Association areas in the cortex


The primary motor and sensory areas account for only about 25 per cent of the cortex’s surface area, leaving about 75 per cent without an obvious sensory or motor function. This association cortex is where the ‘higher mental functions’ (thinking, reasoning, planning and deciding, and so on) probably ‘occur’. However, much less is known about where these functions are localised, compared with certain aspects of memory, perception and language.


What is clear is that cortex isn’t necessary for biological survival (which is controlled by various subcortical structures). Some species (birds, for example) don’t have one to begin with and, in those that do, surgical removal doesn’t prevent the animal from displaying a wide range of behaviour (although it becomes much more automatic and stereotyped). The human brain has a greater proportion of association cortex than any other species.


The thalamus (‘deep chamber’)


There are actually two thalami, situated deep in the forebrain (between the brainstem and the cerebral hemispheres). Each is an egg-shaped mass of grey matter and represents a crucial link between the cerebrum and the sense organs. All sensory signals pass through the thalamus, which serves as a relay station or major integrator of information flowing in from the sense organs to the cortex. Each contains nuclei that are specialised to handle particular types of signal:




•  The ventrobasal complex takes information fed in from the body via the spinal cord.


•  The lateral geniculate (‘bent’) body (LGB) processes visual information (see Chapter 5).


•  The medial geniculate body (MGB) processes auditory information.





The thalamus also receives information from the cortex, mainly dealing with complex limb movements, which are directed to the cerebellum. Another part of the thalamus plays a part in sleep and waking (see Chapter 7).
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Ask Yourself




•  What role does the thalamus play in theories of emotion? (See Chapter 10.)
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The hypothalamus (‘under the thalamus’)


For its size (about equal to the tip of your index finger), the hypothalamus is a remarkable and extremely important part of the brain. It plays a major part in homoeostasis (control of the body’s internal environment) and motivation, including eating and drinking (see Chapter 9), sexual behaviour, emotional arousal and stress (see Chapter 12). Seven areas can be identified, each with its own special function: posterior (sex drive); anterior (water balance); supraoptic (also water balance); pre-supraoptic (heat control); ventromedial (hunger); dorsomedial (aggression); and dorsal (pleasure).


The hypothalamus works basically in two ways:





1. By sending electrochemical signals to the entire ANS (see Figure 4.1), so that it represents a major link between the CNS and the ANS



2. By influencing the pituitary gland, to which it’s connected by a network of blood vessels and neurons.





The pituitary gland is situated in the brain, just below and to one side of the hypothalamus. However, it’s actually part of the endocrine (hormonal) system (see here).


Basal ganglia (‘nerve knots’)


These are embedded in the mass of white matter of each cerebral hemisphere. They are themselves small areas of grey matter, comprising a number of smaller structures:




•  the corpus striatum (‘striped body’), composed of the lentiform nucleus and caudate nucleus


•  the amygdala (‘almond’)


•  the substantia nigra (which is also part of the tegmentum, usually classified as part of the midbrain).





These structures are closely linked to the thalamus. They seem to play a part in muscle tone and posture by integrating and coordinating the main voluntary muscle movements, which are the concern of the great descending motor pathway (the pyramidal system). Information from the cortex is relayed to the brainstem and cerebellum.


The limbic system (‘bordering’)


This isn’t a separate structure, but comprises a number of highly interrelated structures which, when seen from the side, seem to nest inside each other, encircling the brainstem in a ‘wishbone’ (see Figure 4.13). The major structures are: (i) the thalami bodies; (ii) hypothalamus; (iii) mammillary bodies; (iv) septum pellucidum; (v) cingulate gyrus; (vi) hippocampus; (vii) amygdala; (viii) fornix; and (ix) olfactory bulbs.
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The human limbic system is very similar to that of primitive mammals, and so is often called ‘the old mammalian brain’. It’s also sometimes called the ‘nose brain’, because much of its development seems to have been related to the olfactory sense (and, of course, the olfactory bulb, which is concerned with the sense of smell, is one of its components). It’s closely involved with behaviours that satisfy certain motivational and emotional needs, including feeding, fighting, escape and mating.


The midbrain


This is really an extension of the brainstem connecting the forebrain to the spinal cord. The main structure is the reticular activating system (RAS) or reticular formation (RF). This ascends from the spinal cord to the forebrain carrying mainly sensory information (the ARAS), and descends from the forebrain to the spinal cord carrying mainly motor information. Since it begins in the spinal cord and passes through the brainstem, it’s often classified as part of the hindbrain in addition to the midbrain.


The midbrain also contains important centres for visual and auditory reflexes, including the orienting reflex, a general response to a novel stimulus. Other structures include the locus coeruleus (see Chapter 7), the raphe nuclei, the tectum and the tegmentum.
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Box 4.2


Major functions of the ARAS




•  The ARAS is vitally important in maintaining our general level of arousal or alertness (it’s often called the ‘consciousness switch’) and plays an important part (but by no means the only one) in the sleep–wake cycle (see Chapter 7).


•  It also plays a part in selective attention. Although it responds unselectively to all kinds of stimulation, it helps to screen extraneous sensory information by, for example, controlling habituation to constant sources of stimulation, and making us alert and responsive mainly to changes in stimulation (see Chapter 7).


•  Sleeping parents who keep ‘one ear open’ for the baby who might start to cry are relying on their ARAS to let only very important sensory signals through. So, it acts as a kind of sentry for the cortex. Damage can induce a coma-like state of sleep.
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The hindbrain


Cerebellum (‘little brain’)


Like the cerebrum, the cerebellum (which accounts for about 11 per cent of the brain’s entire weight) consists of two halves or hemispheres, and is even more convoluted than the cortex. It plays a vital role in the coordination of voluntary (skeletal) muscle activity, balance and fine movements (such as reaching for things). Motor commands that originate in higher brain centres are processed here before transmission to the muscles. Damage to the cerebellum can cause hand tremors, drunken movements and loss of balance.


Once learned, complex movements like those involved in picking up a glass, walking and talking seem to be ‘programmed’ into the cerebellum. This allows us do them ‘automatically’, without having to think consciously about what we’re doing (it acts as an ‘automatic pilot’ inside the brain).


The pons (‘bridge’)


This is a bulge of white matter that connects the two halves of the cerebellum. It’s an important connection between the midbrain and the medulla, and is vital in integrating the movements of the two sides of the body. Four of the 12 cranial nerves (which originate in the brain) have their nuclei (‘relay stations’) here, including the large trigeminal nerve. It’s the middle portion of the brainstem.


The medulla oblongata (‘rather long marrow’)


This is a fibrous section of the lower brainstem (about 2 cm long), and is really a thick extension of the spinal cord. In evolutionary terms, it’s the oldest part of the brain and is the site of the crossing over of the major nerve tracts coming up from the spinal cord and coming down from the brain. It contains vital reflex centres, which control breathing, cardiac function, swallowing, vomiting, coughing, chewing, salivation and facial movements. The midbrain, pons and medulla together make up the brainstem.


THE SPINAL CORD


The spinal cord (about the thickness of a little finger) passes from the brainstem down the whole length of the back and is encased in the vertebrae of the spine; it represents the main communication ‘cable’ between the brain (CNS) and the peripheral nervous system (PNS), providing the pathway between body and brain.


Each of the 31 pairs of spinal nerves innervates a different and fairly specific part of the body and are ‘mixed nerves’: they contain both motor neurons (carrying information from the NS to the muscles) and sensory neurons (carrying information from the sensory receptors to the NS) for most of their length. But at the junction with the cord itself, the nerves divide into two roots – the dorsal root (towards the back of the body), which contains sensory neurons, and the ventral root (towards the front of the body), which contains motor neurons.


The basic functional unit of the NS is the spinal reflex arc, such as the knee-jerk reflex. This involves just two kinds of neuron: a sensory neuron conveys information about stimulation of the patella tendon (kneecap) to the spinal cord, and this information crosses a single synapse within the grey ‘butterfly’ (which runs inside the centre of the cord). This causes a motor neuron to stimulate the appropriate muscle groups in the leg, which causes the leg to shoot up in the air.


However, most spinal reflexes are more complex than this. For example, withdrawing your hand from a hot plate will involve an interneuron (as well as a sensory and motor neuron) and two synapses. Commonly, the experience of pain follows one to two seconds after you have withdrawn your hand – this is how long it takes for sensory information to reach the cortex.


THE LOCALISATION AND LATERALISATION OF BRAIN FUNCTION


When describing the cortex earlier, we saw that different functions, such as vision, hearing, movement and sensation, are located in different lobes (occipital, temporal, parietal and frontal, respectively). Remember also that all four lobes are found in both cerebral hemispheres, so, in this respect, the hemispheres can be regarded as mirror images of each other. We also noted that there are distinct areas dealing with speech production and comprehension (Broca’s area and Wernicke’s area, respectively), again illustrating functional localisation. However, these are found only in the left hemisphere, illustrating functional lateralisation (or hemispheric asymmetry).




[image: image]


Ask Yourself




•  What do you understand by ‘localisation’ and ‘lateralisation’?


•  How are they different?





[image: image]





Lateralisation, language and handedness


Much of the discussion of lateralisaton has focused on language. From studies of stroke victims in particular, it’s generally agreed that for the majority of right-handed people, their left hemisphere is dominant for speech (and language ability in general). People paralysed down their right side must have suffered damage to the left hemisphere and, if they’ve also suffered aphasia (see here), we can infer that language is normally controlled by the left hemisphere.


But this needs to be qualified, since it applies mainly to higher-order cognitive processes relating to language. For example, split-brain studies (see below) have shown that basic language processes (such as vocabulary) are present in both hemispheres. However, only the left has the specialised neural processes needed to carry out the complex linguistic functions of everyday life (Gazzaniga, 2000). In the vast majority of intact brains, only the left hemisphere retains the ability to speak, enabling verbal report of conscious experience (Colvin and Gazzaniga, 2007).


Some people seem to have much more lateralised brains than others, while some have language more or less equally represented on both sides (bilateral representation: Beaumont, 1988). The left hemisphere seems to be dominant for language for 95 per cent of right-handed patients, while only 5 per cent had their right hemisphere dominant. But with left-handers, things are much less clear-cut: 75 per cent had their left hemisphere dominant, none had the right dominant, but 25 per cent showed bilateral representation (based on a review by Satz (1979) of all studies between 1935 and 1975; cited in Beaumont, 1988).


Split-brain patients


Remember that split-brain patients have undergone surgery (normally in the treatment of epilepsy) to cut their corpus callosum, which joins the two hemispheres and allows them to exchange information. While the surgery may relieve the epilepsy, it has a major side effect: the two hemispheres become functionally separate (they act as two separate, independent brains). Sperry (based on a number of studies in the 1960s and 1970s, for which he was awarded the Nobel Prize for Medicine in 1981) and Ornstein (1975) believe that split-brain studies reveal the ‘true’ nature of the two hemispheres, and that each embodies a different kind of consciousness (see below and Chapter 7). A typical split-brain experiment is described in Key Study 4.1.
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Ask Yourself





•  What do the examples given in Key Study 4.1 suggest regarding the right hemisphere’s linguistic abilities?
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Key Study 4.1


When the left brain literally doesn’t know what the left hand is doing (Sperry, 1968)




•  Participants sit in front of a screen, their hands free to handle objects that are behind the screen but which are obscured from sight. While fixating on a spot in the middle of the screen, a word (for example, ‘key’) is flashed on to the left side of the screen for a tenth of a second (this ensures that the word is only ‘seen’ by the right hemisphere).


•  If asked to select the key from a pile of objects with the left hand (still controlled by the right hemisphere), this can be done quite easily. However, the participant is unable to say what word appeared on the screen (because the left hemisphere doesn’t receive the information from the right as it normally would), and literally doesn’t know why s/he chose the key.


•  This time, a word (for example, ‘heart’) is flashed on the screen, with ‘he’ to the left and ‘art’ to the right of the fixation point. If asked to name the word, participants will say ‘art’, because this is the portion of the word projected to the left hemisphere. However, when asked to point with the left hand to one of two cards on which ‘he’ and ‘art’ are written, the left hand will point to ‘he’, because this is the portion projected to the right hemisphere.
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These examples show that the right hemisphere doesn’t completely lack language ability – otherwise participants couldn’t successfully point or select. However, it clearly lacks the left hemisphere’s ability to name and articulate what has been experienced. In the second example, both hemispheres are handicapped if information isn’t conveyed from one to the other – the whole word (‘heart’) isn’t perceived by either!


A similar, but perhaps more dramatic, example involved sets of photographs of different faces. Each photo was cut down the middle and halves of two different faces were pasted together. They were then presented in such a way that the left side of the photo would only be visible to the right hemisphere, and vice versa.
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Ask Yourself




•  If a picture of an elderly man were presented to the left hemisphere and a young boy to the right, and participants were asked to describe what they’d seen (the left hemisphere responding), what would they have said?


•  If asked to point with their left hand to the complete photo of the person they’d seen (the right hemisphere responding), which picture would they have pointed to?
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In the first case, they said ‘an elderly man’, and in the second case, they pointed to the young boy. It seems that two completely separate visual worlds can exist within the same head!
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One brain or two? One mind or two?


These and many more equally dramatic experiments led Sperry, Ornstein and others to conclude that each of the separated hemispheres constitutes a separate mind, a separate sphere of consciousness (Sperry, 1964). Levy-Agresti and Sperry (1968) concluded that the:
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mute, minor hemisphere is specialised for Gestalt perception, being primarily a synthesist in dealing with information input. The speaking, major hemisphere, in contrast, seems to operate in a more logical, analytic, computer-like fashion
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Ask Yourself




•  Should we generalise about hemispheric differences from studies of split-brain patients?
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Cohen (1975) argues that long-standing presurgical pathology might have caused an abnormal reorganisation of the brains of these split-brain patients, so that generalising to normal people might not be valid. Several attempts have been made to move beyond the simplistic left hemisphere/right hemisphere, verbal/non-verbal distinction, both in normal participants and in split-brain patients. In a review of research, Annett (1991) says that ‘it is evident that each hemisphere has some role in the functions assigned to the other’. For example, the right hemisphere has a considerable understanding of language and it’s been suggested that it might be responsible for semantic errors made by deep dyslexics. Similarly, the left hemisphere is almost certainly responsible for the production of imagery, ‘which is likely to be required in much spatial thinking’.


[image: image]


Box 4.3


The major differences between the left and right hemispheres


Ornstein (1986) summarises the differences as follows:




•  The left is specialised for analytic and logical thinking (breaking things down into their component parts), especially in verbal and mathematical functions; it processes information sequentially (one item at a time) and its mode of operation is primarily linear (straight line).


•  The right is specialised for synthetic thinking (bringing different things together to form a whole), particularly in the area of spatial tasks, artistic activities, crafts, body image and face recognition; it processes information more diffusely (several items at once) and its mode of operation is much less linear (more holistic).
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According to Gazzaniga (1985), the brain is organised in a modular fashion – that is, organised into relatively independent functioning units, which work in parallel. Many of the modules operate at a non-conscious level, in parallel to our conscious thought, with the left hemisphere interpreting the processing of these modules.


Sternberg (1990) believes that Gazzaniga’s view isn’t widely accepted by neuropsychologists; but many would also reject the degree of separation between the hemispheres suggested by Sperry and his co-workers. An alternative view is one of integration: the two hemispheres should be seen as playing different parts in an integrated performance (Broadbent, 1985, cited in Sternberg, 1990). Most everyday tasks involve a mixture of ‘left’ and ‘right’ skills. For example, in listening to speech, we analyse both the words and the intonation pattern, and when reading we analyse visual shapes and draw on our linguistic knowledge. Far from doing their own thing, the two hemispheres work very much together (Cohen, 1975).


McCrone (1999) concludes that researchers have come to see the distinction between the two hemispheres as a subtle one of processing style, with every mental faculty shared across the brain, and each side contributing in a complementary, not exclusive, fashion. Evidence from imaging studies suggests that the left hemisphere ‘prefers’ (or pays more attention to) detail (such as grammar and specific word production), while the right prefers the overall meaning of what’s being said (as conveyed by intonation and emphasis). This is consistent with the finding that people with right-hemisphere stroke damage become much more literal in their interpretation of language. However, a ‘smart’ brain is one that responds in both ways.


THE AUTONOMIC NERVOUS SYSTEM (ANS)


As shown in Figure 4.1, the ANS is the part of the PNS that controls the body’s internal organs and glands over which we have little (or no) voluntary control. It comprises two branches:





1. The sympathetic, which takes over whenever the body needs to use its energy (as in emergencies: the ‘fight or flight’ syndrome), and



2. The parasympathetic, which is dominant when the body is at ‘rest’ and energy is being built up.





Although the two branches work in essentially opposite ways, they’re both equally necessary for the maintenance of the delicately balanced internal state of homoeostasis (see Chapter 9). Sometimes, a sequence of sympathetic and parasympathetic activity is required. For example, in sexual arousal in men, erection is primarily parasympathetic, while ejaculation is primarily sympathetic.


The ANS produces its effects in two ways:





1. By direct neural stimulation of body organs



2. By stimulating the release of hormones from the endocrine glands (see below).





In both cases, the hypothalamus is the orchestrator. The ANS is discussed further in Chapter 10, in relation to emotion, and in Chapter 12, in relation to stress.
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THE ENDOCRINE SYSTEM



Endocrine glands secrete hormones (chemical messengers) which, unlike neurotransmitters, are released directly into the bloodstream and are carried throughout the body. While an electrochemical impulse can convey a message in a matter of milliseconds, it may take several seconds for a hormone to be stimulated, released and reach its destination. Consequently, where an immediate behavioural reaction is required (for example, a reflex action), the NS plays a major role. Hormones are better suited to communicating steady, relatively unchanging messages over prolonged periods of time (for example, the body changes associated with puberty: see Chapter 37).


Other important endocrine glands are the adrenals (situated just above the kidneys), each of which comprises the adrenal medulla (inner core) and the adrenal cortex (outer layer). As Table 4.3 shows, the medulla secretes adrenaline and noradrenaline, which are the transmitter substances for the sympathetic branch of the ANS.
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Box 4.4


The pituitary gland




•  This is the major endocrine gland, which is physically (but not functionally) part of the brain (situated just below the hypothalamus).


•  It’s often called the ‘master gland’, because it produces the largest number of different hormones, and also because it controls the secretion of several other endocrine glands.


•  The pituitary comprises two independently functioning parts: the posterior pituitary transmits hormones that are thought to be manufactured in the hypothalamus, while the anterior is stimulated by the hypothalamus to produce its own hormones.


•  The major hormones of the posterior and anterior lobes of the pituitary are shown, along with their effects, in Table 4.3.
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CHAPTER SUMMARY




•  Biopsychology is the branch of neuroscience that studies the biological bases of behaviour. Biopsychologists are only interested in biology for what it can tell them about behaviour and mental processes.


•  The nervous system (NS) comprises 10–12 billion neurons, 80 per cent of which are found in the brain, mainly in the cerebral cortex. There are nine to ten times as many glial cells. Other, recently discovered, brain cells are spindle cells.


•  Neurons are either sensory/afferent, motor/efferent or interneurons/connector. They vary enormously in length, but share a basic structure.


•  A nerve is a bundle of elongated axons. Twelve pairs of cranial nerves leave the brain through holes in the skull, while 31 pairs of spinal nerves leave the spinal cord through the vertebrae. Together, they constitute the nerves of the peripheral nervous system (PNS).


•  When an electrochemical signal/action potential occurs, the inside of the neuron momentarily changes from negative to positive. The resting potential is almost immediately restored.


•  Synapses are either excitatory or inhibitory, depending on the particular neurotransmitter contained within the synaptic button. Whether or not a particular neuron will fire depends on the combined effect of all its receiving synapses (summation). Once the transmitter molecules have crossed into the post-synaptic membrane, their effect is ended either by deactivation or reuptake.


•  Neuromodulators ‘prime’ receiving neurons for later stimulation by a neurotransmitter. Neuromodulators include neuropeptides, in particular the enkephalins and endorphins/opioids.


•  Clinical/anatomical methods of studying the brain involve patients who’ve suffered accidental brain damage or disease, or split-brain patients.


•  Invasive methods include ablation, stimulating the brain (either electrically or chemically) and microelectrode recording.


•  Non-invasive methods include the electroencephalogram (EEG), electromyogram (EMG), electro-oculogram (EOG) and average evoked potentials (AEPs).


•  Computers are also used in a number of scanning/imaging devices. These include computerised axial tomography (CAT), positron emission tomography (PET) and magnetic resonance imaging (MRI). These techniques provide access to processes associated with mental activity, inside the healthy living brain as they happen.


•  The cerebral hemispheres/cerebrum enfold and conceal most other brain structures. The top layer is the highly convoluted cortex. Each hemisphere is naturally divided into the occipital lobe (which houses the visual cortex), the temporal lobe (auditory cortex), the parietal lobe (somatosensory/body-sense cortex), and the frontal lobe (motor cortex).


•  Highly sensitive parts of the body and those over which we have precise motor control have much more cortex devoted to them than other parts. The whole body is represented on the surface of the cortex as a ‘body map’ (homunculus).


•  The association cortex is where higher mental processes ‘occur’. The cortex isn’t necessary for biological survival, which is controlled by various subcortical structures.


•  The cerebral hemispheres are part of the forebrain, together with the thalamus, hypothalamus, basal ganglia and the limbic system.


•  The midbrain is an extension of the brainstem and connects the forebrain to the spinal cord. The reticular activating system (RAS) begins in the spinal cord and passes through the brainstem.


•  The hindbrain consists of the medulla oblongata, the pons and the cerebellum.


•  The spinal cord is encased in the vertebrae and is the main communication cable between the CNS and the PNS. Messages enter and leave via 31 pairs of spinal nerves. At the junction with the cord itself, the nerve divides into the dorsal root (sensory neurons) and the ventral root (motor neurons).


•  There’s considerable evidence for both functional localisation and functional lateralisation. The left hemisphere is dominant for language in most right-handed people, but some people seem to have much more lateralised brains than others, while others display bilateral representation.


•  The phantom limb phenomenon suggests that the adult brain is also very malleable.


•  The findings from split-brain studies have led to the view that each hemisphere constitutes a separate mind or sphere of consciousness. An alternative interpretation is that the brain is organised in the form of modules, which work in parallel and often non-consciously. A third view is that the two hemispheres differ in their processing styles, yet represent a highly integrated system.


•  The autonomic nervous system (ANS) comprises the sympathetic and parasympathetic branches. It works either by direct neural stimulation of body organs, or by stimulating the release of hormones from the endocrine system.


•  The pituitary gland produces the largest number of different hormones and controls the secretion of several other endocrine glands, such as the adrenal glands.





[image: image]


LINKS WITH OTHER TOPICS/CHAPTERS


Chapter 8


Both neuropharmacology and psychopharmacology are relevant to understanding addictive behaviour


Chapter 44


Several neurotransmitters are thought to be involved in major mental disorders, such as schizophrenia and depression


Chapter 45


Some of the most important evidence for their role in causing these disorders comes from what’s known about how drugs used to treat them affect these neurotransmitters


Some neuropeptides occur as hormones, including those that are involved in:


Chapter 10


• Emotional arousal


Chapter 12


• Stress reactions


Chapter 36


• Sex drive


One of the ways the ANS produces its effects is by stimulating the release of hormones from the endocrine glands. The ANS is relevant to understanding:


Chapter 10


• Emotion


Chapter 12


• Stress


Chapter 48


Much of the ethical controversy surrounding the use of non-human animals in experiments focuses on the invasive methods used to study the brain.


These methods have been used in relation to:


Chapter 5


• Sensory processes


Chapter 9


• Eating


Chapter 12


• Stress


Chapter 14


• Pattern recognition


Chapter 16


• Perceptual development


Chapter 7


Non-invasive methods (in particular, the EEG, EMG and EOG) have been used extensively in relation to sleep


Chapter 33


Body image is one important component of the self-concept


Chapter 44


Distorted body image is a feature of body dysmorphia and eating disorders (in particular, anorexia nervosa and bulimia nervosa)


Chapter 49


The study of split-brain patients raises fundamental issues regarding the relationship between the brain and mind/consciousness
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DYNAMIC LEARNING RESOURCES


Student resources




•  Revision schema: the nervous system


•  Weblinks & further reading: subjects such as the autonomic nervous system & endocrine system





Tutor resources




•  Extension activities: subjects such as spindle cells & vegetative states


•  Multiple-choice questions: the nervous system


•  Exam commentary & sample essay: the cerebral cortex


•  PowerPoint presentation: studying the brain & the nervous system







CHAPTER 5


SENSORY PROCESSES
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Introduction and overview


The senses: providing the raw material of perception


The nature of light


Classifying sensory systems


Characteristics of sensory systems


Sensory thresholds


The visual system


The sense organ: the eye


Eye movements


Is the eye a camera?


The receptors: rods and cones


What do rods and cones do?


Rods, cones and adaptation


Rods, cones and ganglion cells


Ganglion cells and receptive fields


Visual pathways: from eye to brain


Hubel and Wiesel’s studies of cortical cells


The extrastriate (prestriate) cortex


The hierarchical processing of colour and number


Synaesthesia


Colour vision and colour blindness


Theories of colour vision


The Young–Helmholtz trichromatic theory


The opponent process theory


Colour constancy


Chapter summary


Links with other topics/chapters


Dynamic Learning Resources
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INTRODUCTION and OVERVIEW


When we move our eyes or our heads, the objects we see around us remain stable. Similarly, when we follow a moving object, we attribute the movement to the object and not to ourselves. When we walk towards someone in the street, we don’t experience them as gradually growing ‘before our eyes’, and we recognise objects seen from various angles.


These examples of how we experience the world may seem mundane and obvious, until we realise what’s actually taking place physically. If we compare what we experience (a world of objects that remain stable and constant) with what our sense organs receive in the form of physical stimulation (a world in an almost continuous state of flux), it’s almost as if there were two entirely different worlds involved. The one we are aware of is a world of objects and people (perception), and the one we’re not aware of is a world of sense data (sensation).


While perception cannot occur without sensation (the physical stimulation of the sense organs), the sense data constitute only the ‘raw material’ from which our awareness of objects is constructed. Although we feel we’re in direct and immediate contact with the world as it really is, in fact our awareness of things is the end-product of a long and complex process. According to Durie (2005), perception is the ‘added value’ that the organised brain gives to raw sensory data; it goes way beyond the ‘palette of sensations’ and involves memory, past experience and higher-level processing. The process begins with physical energy stimulating the sense organs (light in the case of vision, sound waves in the case of hearing), and ends with the brain interpreting the information received from the sense organs.


This chapter concentrates on sensation, the physical processes necessary for the psychological process of perception (see Chapters 15 and 16). However, when we talk about vision, for example, we’re referring not just to the eyes, but to the whole visual system. The system also includes pathways between the eyes and the brain, as well as the brain itself.


THE SENSES: PROVIDING THE RAW MATERIAL OF PERCEPTION


According to Ornstein (1975), we don’t perceive objective reality but, rather, our construction of reality. Our sense organs gather information, which the brain modifies and sorts, and this ‘heavily filtered input’ is compared with memories, expectancies, and so on until, finally, our consciousness is constructed as a ‘best guess’ about reality.


In a similar vein, James (1902) maintained that ‘the mind, in short, works on the data it receives much as the sculptor works on his block of stone’. However, different artists use different materials and, similarly, different sensory systems provide different kinds of sense data for the perceiver-sculptor to ‘model’. Each of our various sensory systems is designed to respond only to a particular kind of stimulation.


The nature of light


Light is one form of electromagnetic radiation, which includes radio waves, microwaves, infrared and ultraviolet light, as well as the visible spectrum. Although the entire spectrum ranges from less than 1 billionth of a metre to more than 100 metres, the human eye, by design, responds only to the tiny portion between 380 and 780 billionths of a metre (nanometres) which we call light (Bruce and Green, 1990). (Although pressure on the eyeball produces sensations of light, it’s external sources of light that normally produce the sensation: see Figure 5.1.)
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Box 5.1


Sensation and evolution


A related and equally important point (often overlooked) is that our sensory systems also function as data reduction systems (Ornstein, 1975). If something cannot be sensed (because our senses aren’t responsive or sensitive to it), it doesn’t exist for us. While we normally regard our senses as the ‘windows’ to the world, a major job they perform is to discard ‘irrelevant’ information and to register only what’s likely to be of practical value (clearly, something that has occurred as a result of evolutionary forces). We’d be overwhelmed if we responded to the world as it is: different forms of energy are so diverse they’re still being discovered. Each species has developed particular sensitivity to certain of these different forms of energy, which have aided their survival. According to Bruce and Green (1990):
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Sensitivity to diffusing chemicals and to mechanical energy gives an animal considerable perceptual abilities but leaves it unable to obtain information rapidly about either its inanimate world or about silent animals at a distance from itself … The form of energy that can provide these kinds of information is light, and consequently most animals have some ability to perceive their surroundings through vision
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CLASSIFYING SENSORY SYSTEMS



The senses have been classified in several ways. For example, Sherrington (1906) identified three kinds of receptor:





1. Exteroceptors, which tell us about the external environment



2. Interoceptors, which tell us about the internal environment



3. Proprioceptors, which deal with the position of our body in space and its movement through space.





Exteroception includes the five ‘traditional’ senses of sight (vision), hearing (audition), smell (olfaction), taste (gustation) and touch (cutaneous or skin senses). Interoception includes the internal receptors for oxygen, carbon dioxide, blood glucose, and so on. Proprioception is usually subdivided into: (i) the kinaesthetic sense, which monitors movements of the limbs, joints and muscles; and (ii) the vestibular sense, which responds to gravity and the movements of the head.


Gibson (1966) rejected proprioception as a distinct sensory system (and saw taste and smell as representing the same system), and Legge (1975) includes proprioception under the general heading of interoception.


CHARACTERISTICS OF SENSORY SYSTEMS


However we classify them, all sensory systems (or modalities) share certain characteristics.




•  They each respond to particular forms of energy or information.


•  They each have a sense organ (or accessory structure), which is the first ‘point of entry’ for the information that will be processed by the system (the sense organ ‘catches’ the information).


•  They each have sense receptors (or transducers), specialised cells that are sensitive to particular kinds of energy, and which then convert it into electrical nerve impulses, the only form in which this physical energy can be dealt with by the brain (see Chapter 4).


•  They each involve a specialised part of the brain that interprets the messages received from the sense receptors and (usually) results in perception of an object, a person, a word, a taste, and so on.


•  A certain minimum stimulation of the sense receptors is necessary before any sensory experience will occur (the absolute threshold). In practice, instead of finding a single intensity value below which people never detect the stimulus and above which they always detect it, a range of values is found and the absolute threshold is taken to be the value at which the stimulus is detected 50 per cent of the time.





These characteristics for the six major sense modalities are described in Table 5.1.
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Sensory thresholds


Not only does the absolute threshold vary from individual to individual, but it varies for the same individual at different times, depending on physical state, motivation, physical conditions of presentation, and so on.





The difference threshold is the minimum amount of stimulation necessary to discriminate between two stimuli (also known as the just noticeable difference (jnd)). Weber’s law states that the jnd is a constant value, but this, of course, will differ from one sense modality to another. For example, 1/133 is the value needed to tell apart the pitch of two different tones, and 1/5 for discriminating between saline solutions.
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Box 5.2


Psychophysics and the Weber–Fechner law




•  Fechner (1860) reformulated Weber’s law: the Weber–Fechner law (as it’s come to be known) states that large increases in the intensity of a stimulus produce smaller, proportional increases in the perceived intensity.


•  Fechner’s was one of the first attempts to express a psychological phenomenon mathematically, and was an important contribution to psychophysics. This studies the relationship between physical stimuli and how they’re subjectively experienced.


•  Psychophysics is of enormous historical importance in the development of psychology as a science (see Chapter 3).
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The Weber–Fechner law holds only approximately through the middle ranges of stimulus intensities. An alternative approach is signal detection theory, which rejects the notion of thresholds altogether. Each sensory channel always carries noise (any activity that interferes with the detection of a signal): the stronger the stimulus, the higher the signal-to-noise ratio and the easier it is to detect the stimulus. The detection of a stimulus, therefore, then becomes a statistical matter (a question of probabilities).


THE VISUAL SYSTEM


The fundamental job of a single-chambered eye (such as the human eye) is to map the spatial pattern in the optic array onto the retina by forming an image. The optic array is the pattern of light reaching a point in space from all directions (Gibson, 1966: see Chapter 15). All light rays striking the eye from one point in space are brought to a focus at one point on the retina (Bruce and Green, 1990). Visual acuity is a way of describing the efficiency with which the eye does this. Pinel (1993) defines acuity as ‘the ability to see the details of objects’. Acuity is limited by several processes, in particular:




•  the efficiency with which the optical apparatus of the eye maps the spatial pattern of the optic array on to the retina


•  the efficiency with which the receptor cells convert that pattern into a pattern of electrical activity


•  the extent to which information available in the pattern of receptor cells activity is detected by the neural apparatus of the retina and the brain.





We’ll now look at each of these aspects of acuity in turn.


The sense organ: the eye




[image: image]


Ask Yourself




•  Why do you think vision is considered to be the most important of the human sense modalities?
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Ornstein (1975) describes the eye as ‘the most important avenue of personal consciousness’, and it’s estimated that 80 per cent of the information we receive about the external world reaches us through vision (Dodwell, 1995). Research interest has focused largely on vision, as both a sensory system and a perceptual system. The sense organ of vision is the eye and its major structures are shown in Figure 5.2.
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Box 5.3


The pupil and the ANS




•  The pupil (the hole in the iris) regulates the amount of light entering the eye via the iris (the coloured part of the eye), which has tiny sets of muscles that dilate and contract the pupil. (Pupil size is also regulated by the ciliary muscles.)


•  In bright light, the pupil contracts to shut out some of the light rays; when light is dim or we’re looking at distant objects, the pupils dilate to let more light in. Sensitivity rather than acuity is what’s crucial.


•  Ultimately, pupil size is controlled by the autonomic nervous system (ANS), and so is outside conscious control. The parasympathetic branch of the ANS controls change in pupil size as a function of change in illumination. The sympathetic branch dilates the pupils under conditions of strong emotional arousal, as in an ‘emergency’ situation when we need to see ‘better’ (see Chapters 9, 10 and 12).
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The cornea is a transparent membrane that protects the lens and through which light enters the eye. The lens, situated just behind the iris, is enclosed in a capsule held firmly in place by the suspensory ligaments. It focuses light on the retina as an inverted (upside-down) image, and its shape is regulated by the ciliary muscles. As with certain reptiles, birds and other mammals, the lens of the human eye thickens and increases its curvature (and the ciliary muscles contract) when focusing on nearby objects. When viewing more distant objects, it becomes flatter (and the ciliary muscles are fully relaxed). This process is called accommodation.


Between the cornea and the lens is the anterior chamber filled with aqueous humour, a clear, watery fluid; behind the lens is the larger posterior chamber filled with vitreous humour, a jelly-like substance. Both fluids give the eyeball its shape and help to keep it firm.


The sclerotic coat is the thickest layer of the eyeball and forms the outer, white part of the eye. It consists of a strong, fibrous membrane, except in the front where it bulges to form the cornea. The choroid coat is a dark layer containing black-coloured matter, which darkens the chamber of the eye and prevents reflection of light inside the eye. In front, it becomes the iris, which is seen through the transparent cornea.


Eye movements


Primates’ eyes make the largest, most rapid and most precisely controlled eye movements of all animals except the chameleon. The human eye is held in position by a dynamic balance between three pairs of antagonistic muscles, and instability in this balance produces a continuous, small-amplitude tremor, which means that the retinal image is in constant motion.
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Box 5.4


Different types of eye movement




1. Our eyes constantly dart about, fixating for a fraction of a second, then moving on. These jerky, sudden, intermittent jumps of eye position are called saccades, each lasting between 20 and 200 microseconds; they occur when we try to fixate an object when looking directly at it (foveal vision). Even when we think we’re looking steadily at something, or when we read or look at a picture, our eyes make several saccades each second to scan it.


2. Once an object has been fixated, smooth and continuous pursuit movements keep it in foveal vision as the object or the observer moves.


3. If the distance of the object from the observer changes, smooth and continuous convergence movements keep it fixated by the foveas of both eyes.





(Source: based on Bruce and Green, 1990)
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Is the eye a camera?
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Ask Yourself




•  In what ways can the eye be thought of as a camera?


•  What are some of the major similarities and differences?
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In a camera, light striking each light-sensitive grain in the film comes from a narrow segment of the optic array, and this is also true of the retinal image (Bruce and Green, 1990). Both also have a lens that projects the image on to the film or the retina. So the camera is a useful analogy for understanding the optics of the eye.


However, Bruce and Green point out a number of important differences.




•  If judged by the same standards as a camera, even the most sophisticated eye forms an image of an extremely poor quality. Optical aberrations produce blur, aberrations of the lens and cornea cause distortions in the image, and the curvature of the retina means that images of straight lines are curved and metrical relations in the image don’t correspond to those in the world.


•  A camera that moved as much as the eye would produce blurred pictures.


•  The retinal image has a yellowish cast, particularly in the macular region, and contains shadows of the blood vessels that lie in front of the receptor cells in the retina.


•  While the purpose of a camera is to produce a static picture for people to look at, the purpose of the eye and brain is to extract the information from the changing optic array needed to guide a person’s actions or to specify important objects or events. The optic nerve doesn’t transmit a stream of pictures to the brain (as a TV camera does to a TV set), but instead transmits information about the pattern of light reaching the eyes. The brain then has to interpret that information.





The retina is the innermost layer of the eyeball, formed by the expansion of the optic nerve, which enters at the back and a little to the nasal side of the eye.
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Box 5.5


The three layers of the retina




1. Rods and cones, photosensitive cells that convert light energy into electrical nerve impulses (and form the rear layer of the retina).


2. Bipolar cells, connected to the rods, cones and ganglion cells.


3. Ganglion cells, whose fibres (axons) form the beginning of the optic nerve leading to the brain.
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The receptors: rods and cones


Gregory (1966) has estimated that only about 10 per cent of the light entering the eye actually reaches the transducers (rods and cones), the rest being absorbed by the accessory structures (the rest of the eye).


What do rods and cones do?


The rods are specialised for vision in dim light (including night-time vision) and contain a photosensitive chemical (rhodopsin), which changes structure in response to low levels of illumination. They help us see black, white and intermediate greys (achromatic colour), and this is referred to as scotopic vision. The cones are specialised for bright-light vision (including daylight) and contain iodopsin. They help us see chromatic colour (red, green, blue, and so on) and provide photopic vision (from ‘photon’, the smallest particle of light that travels in a straight line).


This chemical difference between the rods and cones explains the phenomenon of dark adaptation. If you go into a dark cinema from bright sunlight, you’ll experience near blindness for a few seconds. This is because the rods need a little time to take over from the cones, which were responding outside. The rhodopsin in the rods is being regenerated (resynthesised), having been ‘bleached’ by the bright sunlight. It takes 30 minutes for the rods to reach their maximum level of responding.
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Box 5.6


The distribution of rods and cones




•  The rods are 1000 times more sensitive than the cones – that is, they’re far more likely to respond to low levels of illumination.


•  They’re also far more numerous: in each retina there are 120 million rods and 7 million cones.


•  Their distribution around the retina also differs. Cones are much more numerous towards the centre of the retina. The fovea, a pit-like depression, is part of a cone-rich area (the macula lutea), where there’s a concentration of about 50,000 cones. By contrast, the rods are distributed fairly evenly around the periphery (but aren’t found in the fovea).
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Rods, cones and adaptation


Human vision, like that of most species, must be adapted to operate in a range of light intensities, and this is reflected in the structure of the retina. Rods have a deeper stack of pigment-filled layers of folded membrane in the outer segment than cones; this means that a photon passing through a rod is less likely to come out the other end, making rods far more sensitive than cones (see Box 5.7).
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Box 5.7


What’s the best way of looking at an object?




•  When focusing on objects in bright light, the most sharply defined image is obtained by looking directly at them, thereby projecting the light on to the fovea (which, remember, is packed with cones).


•  In night light, however, the sharpest image is actually produced by looking slightly to one side of the object (for example, a star in the sky), thereby stimulating the rods (which are found in the periphery of the retina).


•  The dense packing of cones helps explain acuity: the more densely packed the receptors, the finer the details of a pattern of light intensity that can be transformed into differences in electrical activity. The difference between a human’s acuity and, say, a falcon’s is the result of a difference in receptor packing: receptors are three times more densely packed in the falcon (Bruce and Green, 1990).
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According to Bruce and Green (1990), this difference explains the correlation between the rod:cone ratio in an animal’s retina and its ecology. Diurnal animals (which are active by day and sleep at night) have a higher proportion of cones than nocturnals (which are active by night and sleep by day: see Chapter 7). Pure-cone retinas are rare (mostly confined to lizards and snakes), as are pure-rod retinas (confined to bats and deep-sea fish, which never leave their dark habitats).
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Rods, cones and ganglion cells


The 127 million rods and cones are ‘reduced’ to 1 million ganglion cells, which make up the optic nerve. This means that information reaching the brain has already been ‘refined’ to some extent compared with the relatively ‘raw’ information received from other sensory nerves. However, the degree of reduction (or summation) differs considerably for different areas of the retina. In the periphery, up to 1200 rods may combine to form a single ganglion cell, and so connect to a single axon in the optic nerve. This provides only very general visual information. At the fovea, only 10–12 cones may be summed for each ganglion cell, providing much more detailed information.


Two other kinds of cell, horizontal and amacrine, interconnect with groups of the other cells. This further increases the degree of information-processing that takes place in the retina itself. Horizontal cells connect receptors and bipolar cells, while amacrine cells connect bipolar and ganglion cells (see Figure 5.3).


Ganglion cells and receptive fields


Each ganglion cell has a receptive field, a (usually) roughly circular region of the retina, in which stimulation affects the ganglion cell’s firing rate. There are (at least) three kinds of ganglion cell, each with a different kind of receptive field:





1. On-centre cells are more neurally active when light falls in the centre of the receptive field, but less active when it falls on the edge.



2. Off-centre cells work in the opposite way.



3. Transient cells have larger receptive fields and seem to respond to movements, especially sudden ones.





The combined activity of on-centre and off-centre cells provides a clear definition of contours (‘edges’), where there’s a sudden change in brightness. These contours are essential in defining the shape of objects to be perceived (Beaumont, 1988). Further analysis of contours takes place in the striate cortex by simple, complex and hypercomplex cells (see below).
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Box 5.8


Is the retina back to front?




•  As Beaumont (1988) points out, the retina appears to be built back to front: the receptors don’t point to the source of the light but towards the supporting cells at the back of the eye. Before it arrives at the receptors, light must pass through the layers of retinal cells and blood vessels inside the eye (see Figure 5.3). In view of this, it’s surprising that such high-quality vision can still be achieved.


•  If you’ve ever looked directly at a flash of lightning, you may well have experienced a tree-like after-image, which is the shadows of the blood vessels thrown upon the retina. Or when you look up at the sky, especially a cloudless blue sky, you see small transparent bubbles floating in front of you: these are red blood cells.
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Visual pathways: from eye to brain


As Figure 5.5 shows, the pathways from the half of each retina closest to the nose cross at the optic chiasma (or chasm) and travel to the opposite hemisphere (crossed pathways). The pathways from the half of each retina furthest from the nose (uncrossed pathways) travel to the hemisphere on the same side as the eye. So, when you fixate on a point straight ahead (such that the eyes converge), the image of an object to the right of fixation falls on the left half of each retina, and information about it passes along the crossed pathway from the right eye to the left hemisphere and along the uncrossed pathway from the left eye to the left hemisphere. No information is passed directly to the right hemisphere.


All these relationships are reversed for an object to the left of the fixation point, so that information is passed directly only to the right hemisphere. It follows that any damage to the visual area of just one hemisphere will produce blind areas in both eyes; however, the crossed pathway ensures that complete blindness in either eye won’t occur.


Before reaching the cortex, the optic nerve travels through the lateral geniculate nucleus (LGN), which is part of the thalamus (see Chapter 4). Optic nerve fibres terminate at synapses with LGN cells arranged in layers (laminae), each lamina containing a retino-optic map of half the visual field.


LGN cells have concentric receptive fields similar to those of retinal ganglion cells, and the axons of LGN cells project to the occipital lobe. In monkeys, all LGN cells project to area 17, which is the visual or striate cortex (called the geniculostriate path).
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Case study 5.1


D.F. and blindsight (Goodale & Milner, 2004)




•  D.F. suffered carbon monoxide poisoning (as the result of a faulty water heater), which damages part of the visual system concerned with shape recognition. She has a vague impression of light, shade and colour, but cannot recognise anything because she cannot see what shape it is. She seemed to be able to walk around and pick things up far better than would be expected given that she was almost blind. Several experiments, over a period of years, confirmed that there’s a big discrepancy between what she could see and what she could do.


•  In one experiment, you hold up a rod and ask D.F. about its orientation. She’s unable to say whether it’s horizontal or vertical or at an angle. It’s as if she cannot see the rod and is just guessing. Then you ask. her to reach out and grasp the rod. She does this normally: she rotates her hand so that her fingers have the same orientation as the rod, she grasps it smoothly whatever its angle


•  This shows that D.F.’s brain ‘knows’ about the angle of the rod and can use this information to control the movements of her hand. Her brain knows something about the physical world, while her conscious mind doesn’t (Frith, 2007).


•  In humans, the geniculostriate path must be intact for conscious experience of vision to be possible. People with damage to their visual cortex will report complete blindness in part or all of the visual field. Even so, they’ll show some ability to locate or even identify objects that they cannot consciously see; Weiskrantz (1986) called this blindsight. This was based originally on intensive study of D.B., who had an operation meant to reduce the number of severe migraines he suffered. Despite being left with an area of subjective blindness, he could detect whether or not a visual stimulus had been presented to the blind area and also identify its location. However, he seemed to possess only a rudimentary ability to discriminate shapes.


•  This suggests that, while most visual functions rely on the ‘primary’ geniculostriate path, the ‘secondary’ retinotectal path (some ganglion cells are projected to the paired superior colliculi structures in the midbrain) carries enough information to guide some actions in an unconscious way. In the intact brain, these two paths function interdependently: the corticotectal path provides the superior colliculi with input from the cortex.
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Hubel and Wiesel’s studies of cortical cells


The first recordings from single cells in the striate cortex of cats and monkeys were made by Hubel and Wiesel (1959, 1962, 1968). They identified three kinds of cortical cell.
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Box 5.9


Simple, complex and hypercomplex cells




•  Simple cells respond only to particular features of a stimulus (such as straight lines, edges and slits) in particular orientations and in particular locations in the animal’s visual field. For example, a bar presented vertically may cause a cell to ‘fire’, but if the bar is moved to one side or out of vertical, the cell will not respond.


•  Complex cells also respond to lines of particular orientation, but location is no longer important. For example, a vertical line detector will respond wherever it is in the visual field. It seems that complex cells receive inputs from larger numbers of simple cells sharing the same orientation sensitivity.


•  Hypercomplex cells are ‘fed’ by large numbers of complex cells and are similar to complex cells, except that they take length into account too (that is, they are most responsive to a bar or edge not extending beyond their receptive field).
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Some researchers have questioned the existence of hypercomplex cells as a distinct class of cell (Bruce and Green, 1990). However, Hubel and Wiesel’s research demonstrates that the visual cortex isn’t a homogeneous mass of tissue, with randomly scattered cells of different kinds. Rather, it shows an astonishingly precise and regular arrangement of different cell types, which Hubel and Wiesel (1962) called the functional architecture of the visual cortex.


The six main layers of the striate cortex can be recognised under the microscope. The cortical area devoted to the central part of the visual field is proportionately larger than that devoted to the periphery. Hubel and Wiesel (1977) suggest that the cortex is divided into roughly square blocks of tissue (about 1 mm square), extending from the surface down to the white matter (hypercolumns).


The extrastriate (prestriate) cortex


Single-cell recordings have revealed many regions of the extrastriate (or prestriate) cortex, to the front of the striate, which can be considered ‘visual areas’. However, it’s proved more difficult to map these, compared with the striate cortex.


Maunsell and Newsome (1987) reviewed studies involving macaque monkeys. They concluded that there are 19 visual areas, covering large areas of the occipital, temporal and parietal lobes. The deep folding of the cortex means that some areas, lying within folds (sulci), aren’t visible from the exterior.


Each area sends output to several others and most, if not all, connections are matched by reciprocal connections running in the opposite direction. Van Essen (1985) lists 92 pathways linking the visual areas. Most can be classified as either ascending or descending. When the pathways are classified in this way, a consistently hierarchical pattern emerges, with areas placed at different levels.


The hierarchical processing of colour and number


According to Ramachandran and Hubbard (2003), neural signals from the retina initially travel to area 17 in the occipital lobe. The image is processed further within local clusters or blobs into such simple attributes as colour, motion, form and depth. The information about these separate features is then sent forward and distributed to several far-flung regions in the temporal and parietal lobes.


In the case of colour, information is sent to the fusiform gyrus of the temporal lobe. It’s then passed to areas lying further up in the hierarchy of colour centres, including a region near a patch of cortex called TPO (standing for the junction of the temporal, parietal and occipital lobes). These areas may be concerned with more sophisticated aspects of colour processing, such as colour constancy (see below).


Numerical computation also occurs in stages. An early step also occurs in the fusiform gyrus, where the actual shapes of numbers are represented. A later stage occurs in the angular gyrus, a part of the TPO concerned with numerical concepts such as ordinality (sequence) and cardinality (quantity).


The way in which colour and number are processed could help explain the fascinating phenomenon of synaesthesia (see below).


Synaesthesia
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Ask Yourself




•  Does it make sense to say that we can taste shapes, see sounds or hear colours?


•  Have you ever associated particular numbers with particular colours?


•  Could the way that different kinds of visual information (colour, motion, form and depth) are processed help explain these phenomena (see above)?
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A small number of otherwise ‘normal’ people experience the ordinary world in extraordinary ways, and:
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seem to inhabit a mysterious no-man’s land between fantasy and reality. For them, the senses – touch, hearing, vision and smell – get mixed up instead of remaining separate. (Ramachandran and Hubbard, 2003)
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Examples include associating letters of the alphabet, or musical notes played on the piano, with colours, and numbers and shapes with tastes. Synaesthesia is commonly defined as a joining of the senses, where sensations in one modality (e.g. hearing) produce sensations in another (e.g. colour vision). But this is an oversimplification, because synaesthetic experiences are often driven by symbolic rather than sensory representations (as the examples above involving letters and numbers demonstrate) (Ward, 2003).


How does synaesthesia happen?


According to Ramachandran and Hubbard (2003), recent research has begun to uncover brain processes that could account for this phenomenon. One possibility is cross-wiring. As we noted earlier, both colours and numbers are initially processed in the fusiform gyrus, and subsequently near the angular gyrus. Number–colour synaesthesia might be caused by (a) cross-wiring between the colour and the number-appearance area (both located within the fusiform gyrus), or (b) between higher-colour areas and the number-concept area (both located within the TPO). The hearing centre in the temporal lobes is also close to the higher brain area that receives colour signals. This could explain sound–colour synaesthesia.
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Ask Yourself




•  Look at Figure 5.6 below.


•  Which of these is a ‘bouba’ and which a ‘kiki’?
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Are we all ‘closet synaesthetes’?


According to Ramachandran and Hubbard, 98 per cent of people pick the inkblot as ‘bouba’. Why? Perhaps the gentle curves of the amoeba-like figure metaphorically mimic the gentle undulations of the sound ‘bouba’ as represented in the brain’s hearing centres, as well as the gradual inflections of the lips as they produce the curved ‘bouba’ sound. The sharp inflection of the tongue on the palate when saying ‘kiki’ mimics the sudden changes in the jagged visual shape. People with damage to their angular gyrus fail to make the bouba/kiki distinction. Ramachandran and Hubbard suggest that the angular gyrus (which is disproportionately large in humans compared with apes and monkeys) evolved originally for cross-modal associations – but then was taken over for other, more abstract functions, such as metaphor. Significantly, synaesthesia is seven times more common among creative people, many of whom share the skill of using metaphor (in some form or another). It’s as if their brains are set to make links between seemingly unrelated conceptual domains.


COLOUR VISION AND COLOUR BLINDNESS


Light can be described physically by its energy spectrum (intensities at different wavelengths) or phenomenologically by three dimensions:





1. Brightness (perceived intensity)



2. Hue (perceived colour)



3. Saturation (the purity of hue: how much colour or how much white).





Although both hue and saturation are aspects of ‘colour’, hue is what theories of colour vision and discussion of colour vision defects are concerned with.


As we’ve seen, cones are the photoreceptors responsible for chromatic vision, and rods and cones contain photosensitive pigments (which change their chemical constitution on exposure to light, namely rhodopsin and iodopsin, respectively).


Rushton and Campbell (1954, cited by Rushton, 1987) were the first to measure the visual pigments in the living human eye, applying the familiar observation that a cat’s eye will reflect back light shone in its eye. Instead of the cat’s shining tapetum lucidium, we have a very black surface behind the retina – the choroid coat – which reflects very faint light. Rushton and Campbell identified rhodopsin, plus red and green pigments. However, insufficient blue light is reflected to measure the blue cone pigment (Rushton, 1987).


Later, Marks et al. (1964, cited by Rushton, 1987) used fresh retinas from monkeys and human eyes removed during surgery to measure visual pigments in single cones. They found the blue-green and red-sensitive cones, thus supporting the Young–Helmholtz trichromatic theory (see below). Rushton and Campbell’s findings were also confirmed using living colour-blind participants, who possessed only one of the two pigments they measured.


Theories of colour vision


The Young–Helmholtz trichromatic theory


The trichromatic theory (Young, 1801) claims that colour is mediated by three different kinds of cone, each responding to light from a different part of the visible spectrum. Blue-sensitive, green-sensitive and red-sensitive cones are maximally responsive to short, medium and long wavelengths, respectively. While the sum of the three wavelengths (B + G + R) determines brightness, their ratio or pattern (B:G:R) determines colour. This is essentially what’s believed today (Rushton, 1987).


This explains the painter’s experience that mixing a few paints will produce a whole range of colours. It also implies that every colour (including white) should excite B, G and R cones in a characteristic set of ratios, so that a mixture of red and green and blue lights, adjusted to produce this same set of ratios, should appear white or whatever the initial colour was. This was systematically tested by Maxwell (1854, in Rushton, 1987), who found that every colour can be matched by a suitable mixture of blue, green and red ‘primaries’ (the trichromacy of colour). This was later confirmed by Helmholtz (Rushton, 1987). Hence, this is often called the Young–Helmholtz trichromatic theory.


The opponent process theory


While the Young–Helmholtz theory can explain the effects of mixing colours of different wavelengths, it has difficulty explaining colour blindness (see Box 5.10) and the phenomenon of negative after-images. Both of these can be explained more easily by the major alternative to the trichromatic theory, namely the opponent process (tetrachromatic) theory (Hering, 1878). This claims that colour analysis depends on the action of two types of detector, each having two modes of response. One signals red or green, the other signals yellow or blue. A third type of detector, black–white, contributes to the perception of brightness and saturation.


Evidence for the opponent process theory




•  If you stare at a coloured surface (for example, red) and then look at a plain surface, you’ll perceive an after-image that is coloured in the ‘opposite direction’ (i.e. green). This is called a complementary (or negative) after-image.


•  The retina encodes in terms of three constituent components (a blue-green-red ‘component’ system: stage one of colour vision). But output through the bipolar and ganglion cells and on to the LGN (stage two) becomes recoded in terms of opponent processes (DeValois and Jacobs, 1984). There seem to be four kinds of LGN cell: those that increase activity to red light but decrease with green (R + G –); those that increase activity to green light but decrease with red (G + R –); and similarly for blue and yellow (B + Y –) and yellow and blue (Y + B –). Still other LGN cells simply respond to black and white (Beaumont, 1988).
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Box 5.10


Colour blindness




•  People with defective colour vision (usually called colour-blind) generally fail to distinguish between red and green. This is the most common form of defect, caused by a recessive sex-linked gene that affects more males (about 8 per cent) than females (about 0.4 per cent).


•  Sufferers have dichromatic vision (normal vision is trichromatic): they possess only red- or green-sensitive cone pigments, but they can match every colour of the rainbow exactly with a suitable mix of only two coloured lights (for example, red and blue). Most people need the green primary as well if every colour is to be matched.


•  Next most common is true colour blindness, which involves an absence of any cones at all (monochromatic vision).


•  Least common of all is yellow-blue blindness. These findings are clearly consistent with the opponent colour theory.


•  Men’s greater susceptibility to colour blindness (of any kind) is due to their possessing only one X chromosome. Women possess two X chromosomes, so they carry the normal genes, plus (sometimes) one or more variant genes. This makes them potentially tetrachromatic (‘super-sighted’), able to distinguish, for example, between two apparently identical shades of green (Hollingham, 2004).
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Must we choose between the two theories?


The generally held view is that a complete theory of colour vision must draw on elements from both theories. Indeed, Helmholtz himself showed that the two theories aren’t incompatible, as a simple transformation could change the three receptor outputs to two different signals, plus one additive signal (Troscianko, 1987). According to Harris (1998), both theories are compatible, and neurophysiological evidence exists for both.


Colour constancy


Any chromatic light hitting the retina is composed of different amounts of the three primary colours (for example, turquoise might be 70 per cent blue, 30 per cent green). So, blue-sensitive cones would ‘fire’ quite quickly, and green-sensitive ones quite slowly (and red-sensitive wouldn’t fire at all). However, perceived colour isn’t solely determined by the wavelength composition of the light reflected from the object (the spectral reflectance of the object).
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Box 5.11


Factors influencing the perception of colour




•  The relative proportions of different wavelengths in the light falling on the object (the spectral composition of the illumination)


•  Prior stimulation of the retina (as shown by complementary or negative after-images)


•  The nature of the surroundings, such as the simultaneous contrast created by adjacent areas of different colour or brightness; for example, a grey square will look brighter set against a black background than against a white background)
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•  Our familiarity with, and knowledge of, an object’s colour, which is part of the psychological phenomenon of colour constancy.
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According to McCann (1987), our visual system is built to tell us about the permanent colours of objects, as opposed to the spectral composition of the light falling on a local area of the retina.


CHAPTER SUMMARY




•  Sensation is necessary for perception, since sense data represent the ‘raw material’ from which conscious awareness of the world is constructed.


•  Each sensory system or modality is sensitive to a particular form of physical energy, but each also acts as a data reduction system. Being able to detect information rapidly about the inanimate world or other animals is very important for survival, which is why most species have evolved visual abilities.


•  Light is one form of electromagnetic radiation. The human eye responds to only a tiny fraction of the visible electromagnetic spectrum.


•  Exteroceptors include the five traditional senses of sight, hearing, smell, taste and touch; interoceptors include receptors for the internal environment; proprioceptors are usually subdivided into the kinaesthetic and vestibular senses.


•  Every sense modality comprises a sense organ/accessory structure, sense receptors/transducers, a specialised brain area that processes the sensory messages, and an absolute threshold.


•  The Weber–Fechner law is an attempt to predict difference threshold/jnd and is an important part of psychophysics, which studies the relationship between physical stimuli and subjective experience.


•  Signal detection theory rejects the notion of thresholds, and instead uses the concept of signal-to-noise ratio.


•  The fundamental job of the human eye is to focus an image of the optic array on to the retina with maximum acuity. About 80 per cent of our information about the world comes through vision.


•  The pupil regulates the amount of light entering the eye by contracting or dilating. Pupil size is controlled by the ciliary muscles and by the ANS.


•  The lens focuses light on the retina as an inverted image, and its shape is regulated through accommodation. The retinal image is continuously moving, and other kinds of movement include saccades, pursuit movements and convergence.


•  Although the camera is a useful analogy for understanding the optics of the eye, a particularly important difference is that what’s sent to the brain isn’t a picture, but information about the pattern of light reaching the eyes. This information must then be interpreted.


•  The retina contains 120 million rods and 7 million cones, the photosensitive cells that convert light energy into electrical nerve impulses. It also comprises bipolar and ganglion cells.


•  The rods help us see achromatic colour (scotopic vision), and the cones help us see chromatic colour (photopic vision). When focusing on objects in bright light, the sharpest image is obtained by projecting the image on to the fovea, which is densely packed with cones.


•  The rods and cones are ‘reduced’ to 1 million ganglion cells (summation), but this varies according to which part of the retina is involved. There are (at least) three kinds of ganglion cell, each with a different kind of receptive field.


•  The pathways from the half of each retina closest to the nose cross at the optic chiasma/chasm, through the LGN, then on to the visual/striate cortex in the occipital lobe. This is called the geniculostriate path. Cases of blindsight suggest that the retinotectal path carries enough information to allow some ‘unconscious’ vision. Normally, these two paths work together.


•  Simple, complex and hypercomplex cells in the striate cortex of cats and monkeys respond to particular stimulus features. These cells are arranged in hypercolumns.


•  Research with monkeys has shown that large areas of the occipital, temporal and parietal lobes are involved in vision.


•  Synaesthesia may result from the cross-wiring between parts of the brain that normally process different types of information separately.


•  The Young–Helmholtz trichromatic theory of colour vision stresses the ratio or pattern of the three wavelengths of light, while the opponent process/tetrachromatic theory is based on the two modes of response of two types of detector.


•  Some of the evidence supporting the opponent process theory comes from the study of colour-blind people. Both theories are seen as valid and complementary.






LINKS WITH OTHER TOPICS/CHAPTERS



Chapters 15 and 16


Sensation provides the ‘raw material’ for perception


Chapter 4


Sensory information is fed to the CNS via the SNS (part of the PNS); it is processed in various parts of the brain; ‘vision’ denotes the sense organ, sense receptor and specialised area of the brain working as a system


Chapters 1 and 3


Psychophysics was a significant development in psychology’s emergence as a discipline in its own right
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DYNAMIC LEARNING RESOURCES


Student resources




•  Revision schema: sensory processes


•  Weblinks & further reading: subjects such as classifying sensory systems & colour blindness





Tutor resources




•  Extension activities: subjects such as colour vision & the man who can see with his tongue


•  Multiple-choice questions: sensory processes


•  Exam commentary & sample essay: nature of visual information-processing


•  PowerPoint presentation: subjects such as sensory systems, visual pathways & colour vision







CHAPTER 6


PARAPSYCHOLOGY
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Introduction and overview


The historical roots of parapsychology (PP)


Spiritualistic research/spiritualism


Psychical research


Modern PP


Parapsychology (PP) and anomalistic psychology (AP): defining the field


Apparitional phenomena


Anomalous or exceptional experience


Methods used to study psychic ability


ESP and Zener cards


What were the Rhines’s findings?


Free-response ESP


Meet the Researcher: Susan Blackmore


The ‘Ganzfeld debate’


Some recurring issues in parapsychological research


The question of the ‘conclusive’ experiment


The replication problem


Publication bias (or the ‘file-drawer’ problem)


The inadequacy of controls


Experimenter effects


How should we interpret these findings?


Conclusions: the controversy goes on


Chapter summary
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INTRODUCTION and OVERVIEW


Most psychologists believe that the sensory systems or modalities described in Chapter 5 are the only means by which we can acquire information about our environment (both physical objects and other people). However, there are some phenomena that seem to involve meaningful exchanges of information between organisms and their environment, and yet at the same time appear somehow to exceed the capacities of the sensory and motor systems as they are currently understood (Rao and Palmer, 1987). For these reasons, such phenomena are considered to be anomalous; they include what’s commonly referred to as paranormal phenomena (or psi, short for ‘psychic ability’), the subject matter of parapsychology.


Such phenomena include extrasensory perception (ESP). The term unambiguously implies that there are ways of acquiring information about the world that don’t depend on vision, hearing and so on. Similarly, psychokinesis (PK) refers to the influence of physical events by purely mental means. So, ‘anomalous’ or ‘paranormal’ is used for phenomena apparently lying outside the range of normal scientific explanations and investigations. However, most anomalistic and parapsychologists consider themselves to be scientists applying the usual rules of scientific enquiry to admittedly unusual phenomena. Indeed, the term ‘parapsychology’ was first introduced in the 1930s to refer to the scientific investigation of paranormal phenomena (Evans, 1987a).


THE HISTORICAL ROOTS OF PARAPSYCHOLOGY (PP)


According to Evans (1987a), the history of PP can be conveniently divided into three overlapping phases or periods: spiritualistic research/spiritualism, psychical research and modern PP.


Spiritualistic research/spiritualism


Most Victorian scientists brought up as orthodox Christians were expected to believe in the reality of an immortal, non-physical soul. So a substantial number of them became involved in the minority religion of spiritualism: if souls or spirits survived the death of the physical body, they must exist somewhere in the universe and should, in principle, be contactable (for example, through mediums). Some of the outstanding brains of the time, including physicists, biologists and anthropologists, solemnly tried to induce spirit forms to materialise in their laboratories. The Society for Psychical Research was founded in London in 1882 and, soon after, the Journal of the Society for Psychical Research.


Other, more critical or sceptical colleagues conducted their own experiments. Medium after medium was exposed as fraudulent, and the pioneers were shown to be gullible, incompetent, or both. By 1900, scientific interest was moving away from seances and towards ‘more plausible’ aspects of the paranormal.


Psychical research


This was the era of the ‘ghost hunter’. Scientists and affluent amateurs turned to phenomena such as manifestations in haunted houses, poltergeist activity, demonic possession, apparitions and premonitions. There was also a growing number of casual studies of telepathy and precognitive dreams.


Modern PP


According to Blackmore (1995), a British parapsychologist, credit for the founding of PP (in the 1930s) was almost entirely due to J.B. Rhine and Louisa Rhine (although Louisa is often not mentioned, as in Evans’s, 1987a, account). They were biologists who wanted to find evidence against a purely materialist view of human nature. Despite sharing the same objectives, they wanted to dissociate themselves from spiritualism and bring their new science firmly into the laboratory. They renamed their research ‘parapsychology’, established a department of PP at Duke University in the USA, began to develop new experimental methods, and defined their terms operationally.


PARAPSYCHOLOGY (PP) AND ANOMALISTIC PSYCHOLOGY (AP): DEFINING THE FIELD
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Ask Yourself




•  What do you understand parapsychological/paranormal phenomena to be?


•  Do you believe they exist as real phenomena (regardless of how you might explain them)?
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According to Henry (2005), parapsychology is the study of psychic phenomena, that is:
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the exchange of information or some other interaction between an organism and its environment, without the mediation of the senses


[image: image]


For these reasons, such phenomena are considered to be anomalous (or exceptional).


J.B. Rhine introduced the term ‘extrasensory perception’ (ESP) in 1934. This was a general term used to cover three types of communication that supposedly occur without the use of the senses, namely telepathy, clairvoyance and precognition. These, and other commonly researched phenomena in PP, are defined in Box 6.1.


Apparitional phenomena


Apparitions are experienced as outside the person and perceived as external to the self, the classic example being a ghost. Sometimes the apparition appears to be fairly solid, at other times less obviously person-like. In previous centuries, reports of demon visitations were quite common. In the latter half of the twentieth century, reflecting technological developments, similar experiences have often been interpreted as visits by aliens. (This has parallels in the kind of ‘thought-insertion’ symptoms commonly reported by patients with schizophrenia: see Chapter 44.) In non-western cultures, experiences of spirits of some kind are often accepted as part of life, but in the west such reports are rare (though there are some well-known cases of visions of the Virgin Mary) (Henry, 2005).


Anomalous or exceptional experience


In contrast to apparitions, anomalous experiences (such as out-of-body experiences (OBEs), near-death experiences (NDEs), past-life experiences (PLEs) and coincidence experiences (CEs) are felt as happening to the individual him/herself. There are other anomalous experiences (such as UFOs) and (other) exceptional experiences (such as altered states of consciousness and mystical experiences) that are traditionally studied by researchers other than parapsychologists. This is seen as a reason for categorising anomalous and exceptional experiences together.
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Box 6.1


The four types of psi




•  Telepathy: ‘the transmission of information from one mind to another, without the use of language, body movements, or any of the known senses’ (Evans, 1987b). It was previously called ‘thought transference’.


•  Clairvoyance: ‘the acquisition by a mind or brain of information which is not available to it by the known senses, and, most important, which is not known at the time to any other mind or brain’ (Evans, 1987b).


•  Precognition: ‘the apparent ability to access information about future events before they happen’ (Morris, 1989).





These are all forms of extrasensory perception (ESP). In all cases, the direction of influence is from environment to person.




•  Psychokinesis (PK) (movement by the psyche): ‘the supposed power of the mind to manipulate matter at a distance without any known physical means’ (Evans, 1987b), or the apparent ability to ‘influence events simply by a direct volitional act of some sort, by wanting the event to happen in a certain way’ (Morris, 1989).





A distinction is made between (a) macro-PK, where solid objects are affected and the result can be seen by the naked eye (such as spoon-bending, apports (‘gifts’ that ‘materialise’ from non-physical to physical reality) or moving an object purely via intention); and (b) micro-PK, where ultra-sensitive instruments (such as strain gauges and random number generators [RNGs]; see below) are apparently affected by intention and the significance of the results is assessed statistically.


Macro-PK is still highly controversial; it’s an area where experimenters have to take particular care to guard against fraud (Wiseman, 2001; see text below)


Naturally occurring PK (recurrent spontaneous PK; RSPK) is associated with phenomena such as poltergeists. Direct mental interaction with a living system (DMILS) refers to PK on a live organism where physiology, such as electrodermal (skin conductance) activity, or blood pressure, is altered purely by intention. Another example is distant and non-contact healing (Henry, 2005; see Gross and Rolls, 2009).


For PK, the direction of influence is from person to environment (the reverse of ESP).
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For example, White (1993, in Henry, 2005), offers a classification of exceptional experiences which brings together phenomena traditionally studied by parapsychologists and others interested in anomalous and exceptional experiences. These are:




•  mystical experiences (including peak experiences, stigmata, transformational experience)


•  psychic experiences (including apports – see above – synchronicity, telepathy, PK and OBEs – see below)


•  encounter-type experiences (including apparitions, angels, UFO encounters, sense of presence)


•  death-related experiences (such as NDEs – see below – and PLEs)


•  exceptional normal experiences (such as déjà vu and hypnagogia).





Hypnosis, hallucinations and lucid dreams used to be considered part of PP, until psychologists made progress in understanding them. As Boring (1966) said, a scientific success is a failure for psychical research; in other words, PP is concerned with those phenomena that ‘mainstream’ or ‘regular’ psychology cannot explain with its currently available models and theories (see above).


METHODS USED TO STUDY PSI


ESP and Zener cards


The Rhines were convinced that the supposedly paranormal powers of the mind were essentially psychological phenomena, and so should be investigated with the tools of traditional psychological research. Throughout the 1930s, they conducted a lengthy series of telepathy experiments, in which a receiver had to guess the identity of a target being looked at by an agent. To make the task as easy as possible, a set of simple symbols was developed and made into Zener cards (named after their designer) or ‘ESP cards’. They come as a pack of 25 cards, consisting of five circles, five squares, five crosses, five stars and five wavy lines.
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The rationale for these studies was that they allowed the experimenter to compare the results achieved with what would be expected by chance. So, in a pack of 25 cards comprising five of each of five distinct symbols, we’d expect, on average, five to be guessed correctly (i.e. by chance alone). If receivers repeatedly scored above chance over long series of trials, this would suggest that they were ‘receiving’ some information about the cards. This in turn, would, imply that, if the experiments had been sufficiently tightly controlled as to exclude all normal or known sensory cues, then the information must be coming via ESP (Evans, 1987a). In clairvoyance experiments, the cards were randomised out of sight of anyone; in precognition experiments, the card order was decided only after the receiver had made his/her guesses.


The order was determined initially by shuffling, and later by the use of random number tables. It’s extremely important for targets in ESP experiments to be properly randomised, so that results cannot be affected by any kind of systematic biases: shuffling isn’t adequate (Blackmore, 1995).


What were the Rhines’s findings?


The technique seemed to be successful, and the Rhines reported results that were way beyond what could be expected by chance (Blackmore, 1995). They claimed that they’d established the existence of ESP. However, these claims produced considerable opposition from the psychological establishment.


For example, were the Rhines’s receivers physically completely isolated from the experimenter, so that information couldn’t be passed unwittingly (for example, by unconsciously whispering or other non-deliberate cues)? Were checks on the data records precise enough to ensure minor errors weren’t made (unconsciously or deliberately) to bias the results in a pro-ESP direction?


The Rhines tightened up their procedures on both counts by (a) separating receiver and experimenter in different buildings, and (b) arranging independent verification and analysis of the results. As a consequence, the above-chance results became more rare, although they remained sufficiently common to constitute apparently indisputable evidence for ESP. However, then came another, more fundamental criticism. When psychologists not committed to a belief in ESP tried to replicate the Rhines’s findings in their own laboratories, they simply failed to produce any positive results.


In response to this potentially fatal blow, the parapsychologists argued that a significant factor in ESP might be the experimenter’s attitude to the phenomenon under investigation: sceptical or dismissive experimenters (‘goats’) might have a ‘negative effect’ on the results (the Rhines, and other believers, being ‘sheep’). This argument seems to imply that only believers are fit to investigate ESP, which is contrary to the spirit of scientific research (Evans, 1987a: see Chapter 3). The director of research at the Duke University Laboratory (the Rhines themselves had retired) was later caught flagrantly modifying some experimental data in a pro-ESP direction. Fortunately, or unfortunately (depending on whether you’re a goat or a sheep), this wasn’t an isolated example. (We’ll return to this issue later in the chapter: see Research Update 6.1.)
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Ask Yourself




•  Are you a sheep or a goat?
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Box 6.2


The problem of fraud




•  According to Colman (1987), the history of PP is ‘disfigured by numerous cases of fraud involving some of the most “highly respected scientists”, their colleagues and participants’.


•  For example, Soal (Soal and Bateman, 1954), a mathematician at Queen Mary College, London, tried to replicate some of the Rhines’s telepathy experiments using Zener cards. Despite his rigid controls and the involvement of other scientists as observers throughout, accusations of fraud resulted in a series of reanalyses of the data.


•  Marwick, a member of the Society for Psychical Research in London, finally proved (in 1978) that Soal had cheated (Blackmore, 1995).


•  Against this, it’s misleading to suggest that experimenter fraud is rife in PP, or even that it’s more common here than in other disciplines. According to Roe (personal communication), books such as Betrayers of the Truth (Broad and Wade, 1982) show that fraud is more likely when the rewards are high and the chances of being caught (publicly exposed) are low. This characterises mainstream science (especially medicine), and is certainly not characteristic of PP.
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Free-response ESP


One drawback of the early Rhine research was that guessing long series of cards is extremely boring. By contrast, reports of psychic dreams, premonitions and other cases of spontaneous psi abounded; the challenge was to capture these under laboratory conditions (Blackmore, 1995). Free-response ESP represents the most important attempts to meet this challenge. Free-response methods include remote viewing (RV) studies (Targ and Puthoff, 1974, 1977: see Gross and Rolls, 2009). By far the most successful free-response method has been the Ganzfeld (ganz = ‘whole’; feld = ‘field’), first used for psi research by Honorton in 1974. He argued that why ESP occurs in dreams, meditation and reverie is that they’re all states of reduced sensory input and increased internal attention. He tried to find a way of producing such a ‘psi-conducive’ state without the expense of a dream laboratory (see Chapter 7).
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Meet the Researcher
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Why I had to change my mind


It was 1970, the tail end of the hippy era, when I arrived in Oxford as an enthusiastic young fresher. I was thrilled by the intellectual atmosphere, and threw myself into late nights, early lectures, New Age theories, crazy clothes and mind-opening cannabis.


I joined the Oxford University Society for Psychical Research and blundered into occultism, mediumship and the paranormal – ideas that clashed tantalisingly with everything I was learning for my degree in physiology and psychology. Then, late one evening, something very strange happened. I was sitting around with friends, smoking, listening to music and enjoying the vivid imagery of rushing down a dark tunnel of leaves towards a bright light, when my friend spoke and I couldn’t reply.


‘Where are you Sue?’ he asked, and suddenly I seemed to be on the ceiling looking down.


‘Astral projection!’ I thought and I (or some imagined flying ‘I’) set off across Oxford, over the country and way beyond. For more than two hours I explored strange scenes, entered mystical states beyond space and time, and ultimately lost my self.


It was an extraordinary and life-changing experience. Everything seemed brighter and more real than ordinary life; something seemed to tell me that this mattered more than anything else. I could not understand; yet I longed to.


Perhaps understandably I jumped to obvious but wrong conclusions – that my spirit had left my body and that this must prove phenomena that most scientists reject, like telepathy, clairvoyance and life after death. I decided, with youthful overconfidence, that I was going to become a parapsychologist and prove all those ‘closed-minded’ scientists wrong.


RESEARCH INTO ESP AND MEMORY


My tutors said I’d never have a future in research if I did parapsychology, but I did not care. Somehow I got a PhD place to test what I thought was my brilliant and original ‘memory theory of ESP’ (extrasensory perception), and funded myself by part-time teaching. I believed that all minds were connected through a psychic field and that memory was a special case of telepathy. So I set to work on a long series of experiments comparing ESP and memory.


The results were a shock. Whether I looked for telepathy or precognition or clairvoyance, I got only chance results. I trained fellow students in imagery; chance results. I tested twins in pairs; chance results. I worked in playgroups with very young children; chance results. I trained as a Tarot reader; chance results.
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Occasionally I got a significant result. Oh, the excitement! Then, as a scientist must, I repeated the experiment, checked for errors, redid the statistics, varied the conditions, and every time either I found the error or got chance results again. Sometimes my enthusiasm waned and I began to doubt. But there was always another beckoning claim, always another ‘X’ to try. By the end of my PhD I had run out of ‘X’s.


TURNING POINT


At some point something snapped. Instead of struggling to fit my chance results into yet another doomed theory of the paranormal, I faced up to the awful possibility that I might have been wrong from the start – that perhaps there were no paranormal phenomena at all. I had to change my mind.


At first this was terribly hard because my whole persona was based on my beliefs – from my New Age clothes to training as a witch, visiting Spiritualist churches, using the Tarot, I-Ching and crystal balls, and hunting ghosts. My friends couldn’t understand how I could join the ‘sceptics’. But deep down I was a scientist and always have been. These results were telling me something very loud and clear. I was wrong! I had to reassess the way I saw the world and that is what I did.



BECOMING A ‘RENT-A-SCEPTIC’



On the one hand I became what I called ‘rent-a-sceptic’, appearing on TV programmes to counter psychic claims with rational explanations (a task that brought much hate mail as well as enjoyment). On the other I began research trying to understand why people have near-death and out-of-body experiences (OBEs) if nothing actually leaves the body.
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There is no question that they do. In surveys, between 10 and 20 per cent of people claim to have had an OBE, and the experiences are similar across ages and cultures. But why? The answer is not that we all have a spirit or soul but that our brains are similar. In certain states induced by drugs, shock, deep relaxation or special techniques, random excitation of neurons causes odd consequences. Activation in visual cortex produces tunnels and spirals, activation in temporal lobe arouses memories as though one’s whole life is flashing past and – most interestingly – a certain spot near the right temporo-parietal junction produces body image distortions and OBEs. So the experiences are real enough but do not prove life after death or the existence of souls.


I also wondered why so many people believe in paranormal phenomena if they do not exist. I did experiments showing that people who are worst at judging the likelihood of chance events are more likely to be believers, along with my husband, Tom Troscianko. I studied lucid dreams (in which you know you are dreaming) and sleep paralysis (in which you wake up paralysed, hearing strange noises and convinced there is someone else in the room). This was especially helpful when I came to investigate alien abductions, because many turn out to be unrecognised sleep paralysis. Once again, people try truthfully to report what happened to them, but their explanations are wrong – just as I had done, they jump to obvious but false conclusions.


RETURN TO ACADEMIA


After many years of working on my own, with little money and no job, I became a senior lecturer, and then reader, at the University of the West of England in Bristol. So my tutors were finally proved wrong – though it took a long time. I got tired of being the hated sceptic, battling against people’s hopes of worlds beyond and paranormal phenomena, and having mediums, psychics and believers tell me that I didn’t have an open mind. ‘Do you know what it means to have an open mind?’ I wanted to shout sometimes. ‘It means being able to change your mind when the evidence shows you are wrong.’ That is what science is all about. That is how we learn the truth about human nature rather than clinging to what we want to be true – like telepathy and life after death.


Perhaps I will always get involved in controversial topics. I became fascinated by the concept of memes – the cultural analogue of genes. I took up Zen meditation in my twenties and eventually wrote a book about Zen questioning in my fifties. I got involved in debates about free will, drugs and the harmful effects of religion. Eventually I realised that the common thread in all of this, beginning with that original experience, is the mystery of consciousness. As we learn more and more about the brain, it seems ever more peculiar that a vast number of neurons all connected together in complex patterns can bring about an experience of a world with me in it. How can this be? I don’t think I will ever get bored of exploring the mystery of consciousness.


Professor Susan Blackmore is a psychologist and writer researching consciousness, memes, and anomalous experiences, and a Visiting Professor at the University of Plymouth. She blogs for the Guardian and Psychology Today, and often appears on radio and television. Her book The Meme Machine (1999) has been translated into 15 other languages.
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Box 6.3


The Ganzfeld




•  Halved ping-pong balls are taped over the receiver’s eyes, and red light is shone into them, so all that can be seen is a pinkish glow. Soothing sea sounds or hissing ‘white noise’ (like a radio that’s not properly tuned in) are played through headphones while the participant lies on a comfortable couch or reclining chair. While this doesn’t constitute total sensory deprivation (see Chapter 9), the Ganzfeld deprives receivers of patterned input and encourages internal imagery. They typically report a pleasant sensation of being immersed in a ‘sea of light’.


•  The sender (an experimenter acting as an agent) is situated in a separate, acoustically isolated room. A visual stimulus (a picture, slide or brief video sequence) is randomly selected from a large pool of similar stimuli to serve as the target. While the sender concentrates on the target (for about 15 minutes), the receiver tries to describe it by providing a continuous verbal report of his/her ongoing imagery and free associations.


•  The sender stays in the room for another 10 minutes. From a separate room, the experimenter can both hear (via a microphone) and see (via a one-way mirror) the receiver, and is blind to the target (doesn’t know what the target is).


•  At the end of the experimental session, the receiver is presented with four stimuli (one of which is the target), and is asked to rate the degree to which each one matches the imagery and associations experienced during the session. A ‘direct hit’ is recorded if the receiver assigns the highest rating to the target.


•  The sender is then called in and reveals the target. A typical experiment involves about 30 sessions.
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The ‘Ganzfeld debate’


Honorton (1985) analysed 28 studies using the Ganzfeld procedure (totalling 835 sessions, conducted in ten different laboratories). He reported a 38 per cent correct selection of the target, which compares with a 25 per cent success rate by chance alone (i.e. by guessing). Statistically, this is highly significant: the chances of obtaining a 38 per cent success rate by chance alone is less than one in a billion (Honorton, 1985).


However, a critical review by Hyman (in the Journal of Parapsychology, 1985) pointed out discrepancies in the scoring systems used, and procedural flaws (such as the failure to use proper randomisation for selecting the targets). Hyman also claimed to have found correlations between the quality ratings for studies and outcome, with the sloppier studies giving the ‘better’ results. However, in the same journal, Honorton claimed to have found no such evidence. Rosenthal provided a commentary on the debate, generally regarded as favouring Honorton’s interpretation (Blackmore, 1995).


Hyman and Honorton issued a joint communiqué (Hyman and Honorton, 1986) in which they agreed that the studies as a whole fell short of ideal, but that something beyond selective reporting, or inflated significance levels, seemed to be producing the non-chance outcomes. They also agreed that the significant outcomes had been produced by several different researchers. Further replication would decide which of their interpretations was correct.


This debate, which Morris (1989) describes as ‘an outstanding example of productive interaction between critic and researcher’, brought parapsychologists and sceptics together to try to agree what would constitute an acceptable experiment. As a consequence, Honorton designed a fully automated Ganzfeld experiment, leaving little scope for human error or deliberate fraud. Several experiments produced significant results, which were published in the Psychological Bulletin in 1994. This is one of the world’s most prestigious psychology journals, and meant that ‘The Ganzfeld had achieved respectability’ (Blackmore, 1997). In practice, in this and other free-response experiments, the image the receiver draws or describes is rarely identical to the target – but it often has many striking similarities; for example, the shape or colour may be right but the scale or function may be wrong (a cone rather than a pyramid, or the sun rather than an orange beach ball) (Henry, 2005). Despite many parapsychologists believing that the Ganzfeld is a genuinely repeatable experiment, most other scientists seem to reject the evidence.
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Box 6.4


Meta-analysis (MA): a better way of analysing Ganzfeld results?


Meta-analysis (MA) refers to the use of statistical methods to synthesise and describe experiments and their outcomes. MA focuses on studies not just in terms of their statistical significance levels (the traditional approach), but also allows diverse studies to be compared on a single measure, called an averaged effect size. When MA is used to assess the effectiveness of treatments for mental disorder, effect size refers to ‘an index of the magnitude of the effects of a treatment … averaged across all studies’ (Lilienfeld, 1995: see Chapter 45).


By 1997, over 2500 Ganzfeld sessions had been conducted around the world with an average success rate of 33 per cent. This appeared to provide impressive evidence for a psi effect. However, a MA of 30 subsequent Ganzfeld studies (Milton and Wiseman, 1999) found an effect near chance; Milton (1999, in Milton 2005) found a significant but lower effect size. Henry (2005) cites Bem et al.’s (2001) reanalysis of 40 subsequent studies, including Milton and Wiseman’s 30; this suggested that those studies that followed the classic Ganzfeld procedure closely (such as using similar visual targets) did come very close to replicating the original effect size, whereas those trying something different (such as using musical targets) didn’t (Henry, 2005). These mixed results suggest that the next step in the search for strong evidence of psi will involve more systematic research to identify what, if any, variables affect performance in Ganzfeld ESP studies – if ESP is, indeed, a genuine phenomenon (Milton, 2005).


[image: image]


CRITICAL DISCUSSION 6.1


Parapsychology and science


Parapsychologists who apply ‘normal’ scientific methods are following a long tradition of scientists who investigated phenomena that, at the time, seemed mysterious (Utts and Josephson, 1996) or were given what we’d now consider bizarre, ‘unscientific’ explanations. ‘Paranormal’ is a convenient label for certain aspects of human behaviour and experience that can be investigated scientifically and are subject to ‘scientific’ explanation. Once they’ve been accounted for scientifically, they’ll no longer be called ‘paranormal’:
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Yet the phenomena of psi are so extraordinary and so similar to what are widely regarded as superstitions that some scientists declare psi to be an impossibility and reject the legitimacy of parapsychological inquiry (Atkinson et al., 1990)
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Sometimes, ‘extraordinary’ (or ‘anomalous’) can be construed as ‘not real’, and the history of parapsychology is littered with accusations of fraud referred to above. However, if psi ‘really exists’, what does this imply for many of our fundamental scientific beliefs about the world? While strong opposition to PP is understandable, prejudgements about the impossibility of psi are inappropriate in science. Many psychologists who aren’t yet convinced that psi has been demonstrated are nevertheless open to the possibility that new evidence may emerge that would be more compelling.
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SOME RECURRING ISSUES IN PARAPSYCHOLOGICAL RESEARCH


We’ve seen above just how divided opinion is between those who believe in the reality of ESP (‘sheep’) and those who don’t (‘goats’). We’ve also seen that accusations of fraud – the deliberate invention or modification of procedures or results – have been a feature of the history of parapsychological research in general. Arguably, this makes the study of psi unique as an area of psychological enquiry. At least as far as goats are concerned, parapsychologists are guilty unless proven innocent. In other words, if psi doesn’t exist (as goats maintain), then any claims by sheep that it does must be based on fraudulent (or, at best, unreliable and/or invalid) data. So, rather than simply trying to produce evidence that supports the existence of psi, parapsychologists are constantly having to show that they’re not cheating! But how can you prove a negative?


The history of PP also seems to highlight a number of methodological issues that, while they recur throughout all areas of psychological research, assume a more exaggerated or extreme form in relation to psi. These include:




•  the question of the ‘conclusive’ experiment


•  the replication problem


•  publication bias (or the ‘file-drawer’ problem)


•  the inadequacy of controls


•  experimenter effects.





The question of the ‘conclusive’ experiment


According to Abelson (1978), then editor of Science, ‘extraordinary claims require extraordinary evidence’ (quoted in Rao and Palmer, 1987). This implies that the strength of evidence needed to establish a new phenomenon is directly proportional to how incompatible the phenomenon is with our current beliefs about the world. If we reject the possibility of this new phenomenon (its subjective probability is zero), then no amount of empirical evidence will be sufficient to establish the claim. However, as Rao and Palmer point out:
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In serious scientific discourse … few would be expected to take a zero-probability stance because such a stance could be seen to be sheer dogmatism, and the very antithesis of the basic assumption of science’s open-endedness.
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Abelson’s ‘extraordinary evidence’ sometimes means, in practice, demands for a ‘foolproof’ experiment that would control for all conceivable kinds of error, including experimenter fraud. This assumes that at any given time, one can identify all possible sources of error and how to control for them (see Chapter 3).
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Ask Yourself




•  Is this assumption valid? (See Box 3.6.)
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According to Rao and Palmer (1987):
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The concept of a ‘conclusive’ experiment, totally free of any possible error or fraud and immune to all skeptical doubt, is a practical impossibility for empirical phenomena. In reality, evidence in science is a matter of degree … a ‘conclusive’ experiment [should] be defined more modestly as one in which it is highly improbable that the result is artifactual
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In other words, there are no absolutes in science (no certainty, no once-and-for-all ‘proof ’), only probabilities (see Chapter 3); in this latter sense, Rao and Palmer believe that a case can be made for ‘conclusive’ experiments in PP.
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Box 6.5


Schmidt’s (1969) random event generator (REG)




•  Schmidt, a physicist at the Boeing Scientific Research Laboratories in the USA, designed a test for the possibility of ESP.


•  A specially built machine seemed to rule out all artefacts arising from recording errors, sensory cues or receiver cheating. The machine randomly selected targets with equal probability, and recorded both target selections and receivers’ responses. The receiver’s task was to guess which of four lamps would light and press the corresponding button if aiming for high scores (or avoid pressing if aiming for low scores).


•  Random lighting of the lamps was achieved by a sophisticated electronic random event generator (REG), which was tested extensively in control trials and found not to deviate significantly from chance.
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The REG experiments:




•  represent one of the major experimental paradigms in contemporary PP


•  are regarded by most parapsychologists as providing good evidence for psi


•  have been subjected to detailed scrutiny by critics.





Despite this, and almost inevitably, they have been criticised. For example, Hansel (1980) claimed that Schmidt’s highly significant results haven’t been replicated by other researchers (see below), and these criticisms are routinely taken as valid by most sceptics (such as Alcock, 1981).


The replication problem


Rao and Palmer (1987) argue that science is concerned with establishing general laws, not unique events (this relates to the idiographic–nomothetic debate: see Chapter 42). The ability to repeat an experiment would seem to be a reasonable thing to demand of a field aiming to achieve scientific respectability (New Scientist, 2004: see Chapter 3).


However, many sceptics argue that only ‘replication on demand’ (i.e. absolute replication) can produce conclusive proof of psi. According to Rao and Palmer (1987), an experiment isn’t either replicable or not replicable, but rather it’s on a continuum:
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In this sense of statistical replication, an experiment or an effect may be considered replicated if a series of replication attempts provides statistically significant evidence for the original effect when analysed as a series.
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In other words, does the evidence overall support the existence of the effect being investigated? On balance, does the accumulated evidence, based on a large number of replication attempts, point towards the existence of psi, or not? But while this is fine in principle, in practice it’s proved impossible to reach any kind of consensus.


Meta-analysis (MA) provides a precise estimate of how unlikely it is that the results of the entire group of studies being examined arose by chance alone (cumulative probability). In order to make this calculation, the probability associated with each study’s outcome is calculated and the probabilities are combined to reflect the overall outcome. In most PP meta-analyses, the results have been significantly above chance. In large groups of studies, the results go well beyond mere statistical significance and have astronomical odds against having arisen by chance (a ‘fluke’) (Milton, 2005).


However, between 1995 and 1999, 30 Ganzfeld experiments were conducted. Four different meta-analytic studies of these experiments were also performed: two concluded that the findings were significant, while the other two concluded that they weren’t! The biggest discrepancy between them was the inclusion (or not) of a hugely successful study by Dalton (1997) carried out at Edinburgh University. It was omitted from two of the MAs on the grounds that it was an ‘outlier’: because its results were so much better than any others, it should be discounted (an accepted practice in MA). But another accepted practice is that MAs must use all available data. So, the other two included Dalton’s study (New Scientist, 2004). So much for scientific objectivity!


Also, many parapsychologists argue that any failure to replicate should be taken as a positive result: it confirms what they knew all along, namely that paranormal phenomena are inherently elusive. You cannot expect to pin them down in the laboratory (New Scientist, 2004).


Publication bias (or the ‘file-drawer’ problem)


A recurring issue within science in general, and PP in particular, is the concern that only successful studies tend to be published (i.e. those that produce significant results), while those that find no effect, or an effect in the opposite direction from the one predicted, are more often left in researchers’ file drawers (and so don’t get published). This is the so-called file-drawer problem. This would mean that those that are published (the database of known studies) may not accurately reflect the true state of affairs: there will be a strong bias in favour of psi.


With the usual cut-off point for statistical significance being set at 0.05, on average, one in 20 studies will be apparently successful by chance alone. This makes it necessary to know how many studies have been conducted in total (Milton, 2005).


But how is it possible to establish how many studies may have been ‘binned’?
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Box 6.6


Solving the file-drawer problem




•  Parapsychologists are more sensitive to the possible impact of unreported negative results than most other scientists. In the USA, the Parapsychological Association (PA) has advocated publishing all methodologically sound experiments, regardless of the outcome. Since 1976, this policy has been reflected in publications of all affiliated journals (such as the Journal of Parapsychology) and in papers accepted for presentation at annual PA conventions.


•  There are relatively few parapsychologists, and most are aware of ongoing work in the various laboratories around the world. When conducting a MA, parapsychologists actively seek out unpublished negative studies at conventions and through personal networks.


•  MA allows the calculation of the number of studies with an average zero effect that would have to be in the research ‘file drawer’ to bring the observed overall result in a MA down to the point at which it became statistically non-significant. In most MAs carried out in PP so far, the file drawer estimates are so large that selective publication doesn’t appear to be a reasonable counter-explanation for the observed results.





(Source: based on Atkinson et al., 1990; Milton, 2005; Rao and Palmer, 1987)
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The inadequacy of controls


According to Alcock (1981), replication of an experimental result by other experimenters:
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does not assure that experimental artifacts were not responsible for the results in the replication as well as in the original experiment.


[image: image]


This is perhaps like saying that ‘two wrongs don’t make a right’. While it’s true that replicating an effect implies nothing directly about its cause, it’s also a basic premise of experimental science that replication reduces the probability of some causal explanations, particularly those related to the honesty or competence of individual experimenters (Rao and Palmer, 1987). As Alcock (1981) himself says in another context:
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It is not enough for a researcher to report his observations with respect to a phenomenon; he could be mistaken, or even dishonest. But if other people, using his methodology, can independently produce the same results, it is much more likely that error and dishonesty are not responsible for them.
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Some more specific criticisms of ESP research relating to inadequacy of controls were discussed in the section on Methods used to study psi, above (see here).


In a MA used in PP research, each study is typically assessed on a number of quality criteria, such as whether an adequately tested source of randomness was used in a PK experiment, whether there was adequate sensory shielding between receiver and target in an ESP study, and so on. Each study does or doesn’t receive a full point for each criterion it passes and the points are added up to reflect its overall quality (Milton, 2005).


If psi experiment results were due to poor methodological controls rather than to genuine phenomena, we might expect each study’s quality to be negatively related to its effect size; in other words, the better controlled the study, the smaller its outcome. However, in almost all PP MAs, no statistically significant relationships have been demonstrated between overall quality and effect size (Milton, 1995, in Milton, 2005).


Experimenter effects


Alcock (1981) and others have argued that replications must be conducted by investigators unsympathetic to psi (goats). This would exclude most – but not all – parapsychologists (Blackmore being a good example of one who would ‘qualify’). Researchers’ personal beliefs are rarely reported and may often be difficult to determine reliably. Rao and Palmer (1987) believe that if such a criterion were to be applied retrospectively to published research in psychology as a whole, there wouldn’t be much left. Why should parapsychologists be singled out in this way, and why have critics not suggested that negative results from ‘disbelievers’ in psi also be rejected?


However, one of the most consistent findings in parapsychological research is that some experimenters, using well-controlled methods, repeatedly produce significant results, while others, using exactly the same methods, consistently produce non-significant results. As we saw in Chapter 3 (Box 3.5), experimenters can affect the outcome of experiments unwittingly. These experimenter effects have long been explicitly recognised and discussed in PP.


How should we interpret these findings?


The experimenter effect (EE) is one of parapsychology’s longest-standing controversies. This is largely due to the ‘heads I win, tails you lose’ interpretation that many parapsychologists (sheep) place on the findings described in Box 6.7. In other words, the fact that positive results are obtained by researchers with psi abilities – but not by those without – ‘proves’ that psi exists. Rather than being a confounding variable, as sceptics would claim (see Chapter 3), believers argue that experimenter effects in the context of parapsychological research actually demonstrate the phenomena under investigation.
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Box 6.7


Psi-permissive, psi-inhibitory and psi-conducive experimenters




•  Some experimenters seem capable of creating a climate in which participants’ psi abilities are allowed to express themselves (psi-permissive experimenters), while others have the opposite effect and produce consistently negative results (psi-inhibitory results). These differences seem to be related to:







   (i) the pleasantness/unpleasantness of the experimental setting for the participant – a relaxed participant is more likely to display psi abilities (Crandall, 1985)


   (ii) the experimenter’s expectations – participants are more likely to display psi abilities if the experimenter expects positive results (Taddonio, 1976).







•  According to Schmiedler (1997), some experimenters have produced particularly high levels of positive results with participants who fail to repeat their performance later. This could be explained in terms of a highly motivated experimenter, who has strong psi abilities him/herself. S/he may somehow transfer these abilities to participants during the course of the experiments (but not beyond). These are referred to as psi-conducive experimenters. This transfer can distort the experimental findings.
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According to Palmer, of the Rhine Research Centre (in McCrone, 2004), ‘the strongest predictor of ESP results generally is the identity of the experimenter’. The EE itself is now the object of intense research. New explanations for it are also emerging. For example, some parapsychologists claim that it arises not through experimenters’ influence over mind or matter, but because they use their extrasensory powers to pick the right moments to sample a fluctuating process and catch any ‘fluky’, but natural, departures from randomness (McCrone, 2004).


[image: image]


Box 6.8


Evolution, individual differences and the paranormal


Sheep, compared with goats, are more likely to display transliminality – the tendency for information to pass between our subconscious and conscious mind (Thalbourne, in Wilson, 2006). Several studies have shown that the better you are at tuning in to your subconscious, the more likely you are to be a sheep.


But sheep are also better at perceiving meaningful patterns in apparently random ‘noise’. The classic example of this trait, known as pareidolia, is when people claim to see images of the Virgin Mary, say, on the wall of a building or a tortilla. Pareidolia can also be auditory, as shown by the current craze for detecting electronic voice phenomena (EVP), supposed messages from the dead buried in the random noise of audio recordings.


According to Brugger (in Wilson 2006), seeing patterns that aren’t there (a type 1 error) is, from an evolutionary perspective, the price we pay for protection from type 2 errors (failing to spot the tiger hiding in the grass). At least if you always see tigers and always run away, you’re not dead! (Wilson, 2006).
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Research Update 6.1



Investigating the experimenter effect




•  Ongoing research into the experimenter effect is being conducted jointly by Wiseman (University of Hertfordshire, UK) and Schlitz (Institute of Noetic Sciences, California, USA). This is a classic sceptic (Wiseman) versus believer (Schlitz) experiment.


•  The experiment is an example of direct mental interaction with living systems (DMILS) – that is, attempts to use mental connection to influence distant biological systems. This can take the form of remote staring (as in the Wiseman–Schlitz research), and affecting the growth rates of seedlings and yeast cultures.


•  Participants sit in an isolated room, wired up to electrodes that measure arousal levels through slight changes in sweating of the hands (galvanic skin response/GSR: see Chapter 4).


•  In another room, the experimenter can see the participant on CCTV.


•  The experimenter has either to stare at the participant or look away, according to a random 16-minute schedule divided into 30-second blocks.


•  The hypothesis being tested is that if participants know they’re being stared at, they should show detectable shifts in arousal while they’re under surveillance.


•  Schlitz and others have been claiming small but statistically significant results for more than a decade. In the mid-1990s, Wiseman (a professional magician before he trained as a psychologist) tried the same experiment and found no effect. The collaboration between them began in 1996; they published two joint articles, in 1997 and 1999. They’ve swapped laboratories and shared participant pools. According to Wiseman, Schlitz’s results are on ‘the very knife-edge of significance’.


•  These first two collaborations obtained evidence of ‘experimenter effects’, that is, experiments conducted by Schlitz (the sheep) obtained significant results, but those conducted by Wiseman (the goat) didn’t. So, does the experimenter effect come from somewhere other than the experimenter’s psychic powers?


•  In the most recent study (Schlitz et al., 2006), the ‘meet and greet’ part of the experiment was split from the experimental phase. On some trials, the experimenter carried out both; on others, these jobs were shared with another experimenter. Interactions between experimenters and participants were videotaped and independently rated for factors such as warmth. They failed to replicate the findings of the earlier studies. This could be because (a) some aspect of the study disrupted the production of a genuine psychic effect; (b) the results of the earlier experiments were actually a fluke and there’s really no remote detection of staring effect.
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(Source: based on McCrone, 2004; Schlitz et al., 2006)
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CONCLUSIONS: THE CONTROVERSY GOES ON


Eysenck and Sargent (1993), two psychologists known for being hard-nosed scientists, who demand rigorous, objective standards of experimentation, conclude that:
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Human beings do seem to use sensory abilities beyond their ‘conventional’ senses. They do seem to influence distant events and objects through will alone.
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Some parapsychologists and physicists are working actively on possible meeting points between PP and the ‘new physics’ (quantum theory/mechanics). For example, there’s evidence that the conscious act of making an experimental observation can directly influence the random events in the apparatus (Simpson, 2000). The new physics represents a major revolution in science since the beginning of the twentieth century. According to Morgan (2000), it


[image: image]


has challenged the very basis of classical materialism and caused a fundamental re-examination of the traditional division between mind and matter
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Perhaps the real significance of psi and of PP as areas of research is that they force us to question some of our basic beliefs and assumptions about the world and ourselves. Both scientists and non-scientists are capable of prejudice and closed-mindedness, and PP can be seen as a case study in ‘doing science’, which isn’t the unbiased, objective activity many scientists take it to be (see Chapters 3 and 47).


Matthews (2004) believes that parapsychological studies are often better designed, and their results more impressive, than clinical drug trials:
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by all the normal rules for assessing scientific evidence, the case for ESP has been made. And yet most scientists still refuse to believe the findings, maintaining that ESP simply does not exist
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Matthews concludes that science alone cannot give us what we seek – an objective view of reality. As he says:
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More than any other scientific discipline, parapsychology pushes the scientific process to its limits and reveals where its faults lie. In particular, it has highlighted that, contrary to the insistence of many scientists, data alone can never settle this or any other issue. (Matthews, 2004)
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CHAPTER SUMMARY




•  Parapsychology (PP) is the scientific study of paranormal phenomena (or ‘psi’), which appear to exceed the sensory means by which we normally acquire information about the environment. For this reason, they’re considered anomalous (exceptional or unusual).


•  Anomalistic psychology (AP) is the scientific study of all exceptional experiences (including psi, apparitions/ghosts, UFO encounters, near-death experiences (NDEs), out-of-body experiences (OBEs), and mystical experiences).


•  Many psychologists have denied the possibility of the existence of such experiences, and the history of PP is littered with accusations of fraud.


•  Modern PP was founded in the 1930s by the Rhines, and grew out of spiritualistic research/spiritualism and psychical research dating back to the 1880s.


•  Extrasensory perception (ESP) consists of telepathy, clairvoyance and precognition. The direction of influence is from environment to person. The other major type of psi is psychokinesis (PK, macro or micro) in which the influence is from person to environment.


•  Early ESP research used Zener cards, which allowed the experimenter to compare the results with what would be expected by chance (i.e. guessing). In telepathy experiments, a receiver had to guess the identity of a target symbol being looked at by an agent/sender. In clairvoyance experiments, the cards were randomised out of sight of everyone, and in precognition experiments, card order was determined only after the receiver had made his/her guesses.


•  Free-response methods include remote-viewing and the Ganzfeld. The so-called Ganzfeld debate between Honorton and Hyman, resulting in their joint statement identifying areas of agreement between them, brought parapsychologists and sceptics together in an effort to define an acceptable experiment. This resulted in a fully automated Ganzfeld, but the dispute between ‘sheep’ and ‘goats’ continues.


•  In addition to parapsychologists continually having to prove they’re not cheating, several methodological issues, while not unique to PP, assume a more extreme form in relation to psi. These include the ‘conclusive’ experiment, the replication problem, publication bias (or the file-drawer problem), the inadequacy of controls and experimenter effects.


•  Schmidt’s random event generator (REG) is regarded by many parapsychologists as constituting a ‘conclusive’ experiment, but critics disagree. The safest conclusion is that there’s no such thing as a fraud-proof experiment.


•  Parapsychologists are more sensitive to the file-drawer problem than most other scientists, and they’ve taken a number of steps to get round it. These include the use of meta-analysis (MA) to calculate the number of studies with negative results needed to cancel out a series of positive results.


•  One of the most consistent findings in parapsychological research concerns the consistency with which different experimenters produce positive or negative results. These experimenter differences have been classified as psi-permissive, psi-inhibitory and psi-conducive. Important individual differences between participants relevant to psi abilities have also been identified.


•  Quantum theory/mechanics in physics, which challenges the traditional division between mind and matter, may offer a revolutionary way of thinking about the world that could accommodate paranormal phenomena.
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LINKS WITH OTHER TOPICS/CHAPTERS


Chapter 3


 Parapsychology raises fundamental questions regarding the nature of science – in particular, its objectivity


Chapter 47


 This is related to the biases and prejudices of scientists themselves


Chapters 4 and 49


The reality of psi has fundamental implications for theories of the mind–brain relationship


Chapter 49


 It also has implications for the free will and determinism debate


Chapter 42


There’s evidence that people with particular personality characteristics (such as extroverts: Honorton et al., 990) may be more likely to display psi abilities
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DYNAMIC LEARNING RESOURCES


Student resources




•  Revision schema: what is parapsychology?


•  Weblinks & further reading: subjects such as parapsychology & out-of-body experiences





Tutor resources




•  Extension activities: subjects such as probability and coincidence & OBEs


•  Multiple-choice questions: parapsychology


•  Exam commentary & sample essay: issues in parapsychological research


•  PowerPoint presentation: subjects such as psychic ability & extrasensory perception research







CHAPTER 7


STATES OF CONSCIOUSNESS AND BODILY RHYTHMS
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Introduction and overview


What is ‘consciousness’?


Are only human beings ‘conscious’?


Some other definitions


Freud’s theory of consciousness


Consciousness, arousal and alertness


Tonic alertness


Phasic alertness


Consciousness and attention


Focal attention


Consciousness and brain activity


How might the brain generate consciousness?


The functions of consciousness: what is it for?


Two kinds of consciousness


Consciousness and the electroencephalogram (EEG)


Sleep


Sleep and the circadian rhythm


The internal or biological clock


The effects of disrupting the biological clock


The physiology of sleep


Varieties of sleep and the ultradian rhythm


Sleep and dreaming


Rapid eye movements and dreams


The effects of sleep deprivation


Theories of sleep


The restoration theory


Evolutionary theory


Hobson’s levels


Dreaming


Theories of dreaming


Reorganisation of mental structures


Activation-synthesis model (Hobson & McCarley, 1977; McCarley, 1983)


Conclusions: integrating neurobiological, evolutionary and psychological accounts of dreaming


Chapter summary


Links with other topics/chapters


Dynamic Learning Resources
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INTRODUCTION and OVERVIEW



For the first 30 or so years of its life as a separate discipline, pioneered by figures such as James and Wundt, psychology took conscious human experience as its subject matter. As we saw in Chapter 1, introspection – the observation of one’s own mind – was the primary method used to study it. This interest in consciousness shouldn’t come as a surprise, given how fundamental it is to everything we do (Rubin and McNeill, 1983).


Yet it’s the very subjectivity of our experience that led Watson to reject introspectionism in favour of a truly scientific (i.e. objective) approach to the study of psychology, namely behaviourism. Writing from the perspective of a modern neuroscientist, Greenfield (1998) states that:
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Any scientific explanation of consciousness must be objective and embrace physical properties of the brain: but at the same time it must, nonetheless, somehow take account of the subjective. This is why consciousness has been such an anathema to scientists, because the whole essence of science is objectivity. And yet we are going to deal with a phenomenon that is subjective
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However, as part of the ‘cognitive revolution’ in the 1950s (which removed behaviourism from its dominant position within psychology), ‘the mind’ once more became an acceptable focus of psychological research. Reflecting the current interest in consciousness among neuroscientists, philosophers and psychologists, one of the questions we’ll be asking is: How might the brain generate consciousness?


Since the 1950s, there’s been a considerable amount of research into sleep as a state of consciousness, much of which involves trying to find correlations between objective measures of physiological activity and subjective experience, in particular dreaming. Sleep is being discussed more and more in relation to bodily rhythms; disruption of these through our modern lifestyle is increasingly being seen as a risk to health. According to Hobson (1995), the rhythm of rest and activity, ‘the primordia of sleeping and waking’, represents one of the most universal and basic features of life. So, the study of sleep is of interest to biologists as well as to psychologists.


WHAT IS ‘CONSCIOUSNESS’?


Are only human beings ‘conscious’?
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Ask Yourself




•  In what sense could non-human animals be described as conscious?
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If being conscious means having sensations of pain, cold, hunger, fear, and so on, then most species can be said to be conscious (although ‘sentient’ might be a better term than ‘conscious’: see Chapter 48).


If by conscious we mean having self-consciousness, then humans may be unique (with the possible exception of some higher primates: see Chapters 19 and 33). According to Singer (1998), self-awareness (normally used synonymously with ‘self-consciousness’) is the experience of one’s own individuality, the ability to experience oneself as an autonomous individual with subjective feelings. It’s considered to be ‘the result of social interactions, and hence of cultural evolution’. This suggests that it’s a rather human thing to have.


Singer also claims that when we say we’re conscious, we usually mean that we perceive and remember in a way that makes it possible to report about the perceived and remembered content, or to make it the object of intentional deliberations. Given the crucial role of language in these processes, and given that language is regarded by many as unique to humans (but see Chapter 19), the rest of this chapter will focus on consciousness as a characteristic of human beings.
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Ask Yourself




•  Can you think of some other ways in which we use the term ‘(un)conscious/consciousness’ in everyday conversation?
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Some other definitions




•  When we’re awake we are conscious, but when we’re asleep, in a coma or have been ‘knocked out’ by a punch to the head, we’re unconscious. The term ‘unconscious’ is often reserved for the last two examples but, as we shall see, when we fall asleep, we do ‘lose consciousness’.


•  When we do something consciously, we do it deliberately or knowingly, but to do something unconsciously means doing it automatically or without having to think about it (for example, an experienced driver or typist: see Chapter 13).


•  Public health campaigns (such as those promoting safe sex) are aimed at increasing public consciousness or awareness of the dangers of certain types of behaviour (see Chapters 12 and 24).





Freud’s theory of consciousness


Freud saw consciousness as a whole comprising three levels:





1.  The conscious – what we’re fully aware of at any one time



2.  The preconscious – what we could become aware of quite easily if we switched our attention to it



3.  The unconscious – what we’ve pushed out of our conscious minds, through repression, making it inaccessible, although it continues to exert an influence on our thoughts, feelings and behaviour (see Chapters 2 and 42).





Most psychologists would agree that thoughts, feelings, memories, and so on, differ in their degree of accessibility. But most wouldn’t accept Freud’s formulation of the unconscious (based on repression). Indeed, other psychodynamic theorists, in particular Jung, disagreed fundamentally with Freud’s view of the unconscious (see Chapter 42).


Rubin and McNeil (1983) define consciousness as ‘our subjective awareness of our actions and of the world around us’. So, consciousness points inwards, towards our thoughts, feelings, actions, and so on, and outwards, towards external, environmental events (including other people). This mirrors the ‘mental’ orientation of Wundt and James, and cognitive psychologists since the mid-1950s, and Watson’s (and Skinner’s) behaviourist orientation, respectively.
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Figure 5.3 A diagrammatic section through the eye and a
section through the retina at the edge of the blind spot (from
Atkinson et al, 1983)
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igure 5.1 The spectrum of electromagnetic radiation.
Wavelengths are given in nanometres (I nm = 10~*m). The
visible part of the spectrum Is shown on the left, with the
colours of different wavelengths of ight (redrawn from
Bruce & Green, 1990).
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Figure 4.11 Points on the body surface that produced
referred sensations In the phantom hand (Reprinted by
permission of HarperCollins Publishers Ltd © 1998,
Ramachandran and Blackeslee)
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Figure 2.12 Can we use ‘images’ like these of our hunter-
ancestors to explain how our current human abilities
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Figure 6.3 The Wiseman-Schlitz experiment tests whether
articipants can tell If they're being watched via a CCTV link
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igure 4.5 Photograph taken during surgery carried out by
Penfleld. The numbers refer to the parts of the cortex stimulated
(from PenfieldW. (1947) Some observations on the cortex of
man. Proceedings of the Royal Society, 134, (876) 349)
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Figure 4.14 Apparatus for studying lateralisation of visual,
tactll, ngual and associated functions in the surgically separated
hemispheres (from Sperry, 1968)
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\oure 2.6 Abraham H. Maslow (1908-70)
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Figure 4.15 Responses given by the left and right hemispheres
to a chimeric
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Susan doing a trot reading for a student at Surrey University
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igure 4.10 Animuncull and homuncull showing how much
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use our hands for sensing,although we normally rely more on
vision.The large face of the homunculus reflects the large
cortical areas necessary for the control of speech. This Is
sometimes called the Penfield homunculus, after Wilder Penfield
who discovered it
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Figure 2.10 Serge Moscovici (born 1925)





OEBPS/OEBPS/images/28-2.jpg





OEBPS/OEBPS/images/43-1.jpg
AR o8, SIgR Ex Su ISPRPINE & SCMOR §h) S Tea.
spplication to psychology (W)

A [ prescence:No paradign has evolved,and thers are
several schools of thought or thecretical crientatons.

W | Lke Kun, Joynson (1980) and Boden (1980) argue that
poychology s pre-paradigmatic Kine (1986) sees its
various approaches as imohing diferent paracgs.

A | Normal science:A paradigm has emerged, dctatng the kind
of research thats carred out and providing a framework
for iterpreting resuls The detais o the theory are filed
inand workers explore ts lmits Disagreements can
usually be rescived wihin the lmits alowed by the
paradgm.

B | According to\Valentin (1982), behavicurism comes a5
close as anything coud to a paradigm. t provides:(3) 2
clear defition of the sbject mater (behaviour as opposed
0'the mind:(b) findamental assumptins, i the form of
the central roe of earing (especialy condtioning), and
the analsis of behaviour into stimulus-response unts,
‘which allow predicton and controt (¢) 2 methodobogy, ith
the cortrolled experiment at it core

A | Revlution: A point s reached in most establihed sciences
‘where the conficting evdenice becomes 5o overwhelming
it the oid paradign has o be sbandoned and is
replaced by 3 new one (parodgm ). For xampk
Newtonian physics was replaced by Ensteins theary of
relativty. When this paracig st occurs, there's a return
to nomal scence

W | Palermo (1971) and LeFrancois (1983) argue that
psychology has aready undengone several paradign shts.
“The fst paracign was stcuraism, represénted by
‘Windts introspectionim.This was replaced by Watsoris
behavourism, Frally cogitve psycholog largely replaced
behaviourism, based on the computer analogy and the
concept of information processig, Glssman (1995)
isagrees, daiming that there’s never been 3 compte
reorgarisation of the discipline, a5 has happened in physic.






OEBPS/OEBPS/images/66-1.jpg
e s S S S

Endocrine
eland or organ
Fimuiated

[r—

Effects

R — L L ——
oy | somtotrophin) ks ke
o s sy o s prsm
Gonsdorrophic hormones
1 Cuteining hormone (LH) Orstpmer otz || O )
Gorats = oy} S o
[
e b ~Prosicioncses | Owtegnnd
Tomeoss et (o)
-
2 Falltesimting s Proucion of s vy dg ntn
hocmone F54)
Thyrtropic hormone Ty grd_ Sewion of o i ol el e o e
any o vy dpresion 6 i s hprsoty
iy
[rT— o T proten 3o s
Erociny
Adrenocorseotopnic A g
Roemone (ACTH) 1 Ko ety Secrtionof i st
2 A oo S ofsnocartkd mores KRS
g corton nyroctons (mporon i copeg wth
res) e ot 12
posrir [ Gopocin Ut (o) Coes convacions g e 0 ik s e
oy esteing
Vasopresin aho s Hoodveseh  Caes conracion of e mac i vl of he oot
neortrarmitry P pipeihintjon
e hormone (ADH) _Yirar e e o of e et e e
Ger eron g o

() Tymus — statd nth chst nctons urknowr, bt hought o obe prodbcton of nbodes (e Chaptr 12)
() Pacreas - serets e s abetic hoons), e  therestmertof dabates.Corirls th brfs iy 1 absr e 20 it
() Pinaal bodnd — shuated near comus clloum, fancions unieown but tay plsy  fole in sleepwaking e (see Chanter 7).





OEBPS/OEBPS/images/43-2.jpg
Thomas Kuhn (1922-96)





OEBPS/OEBPS/images/38-2.jpg
Figure 3.4 Charles Darwin (1809-82)
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igure 1.8 A forensic psychologist presenting evidence In court
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Figure 2.1 B.E Skinner (1904-90)
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igure 3.3 Willam James (1842-1910)
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Figure 4.13 The major structures of he lmblc system:the halami bodies, the hypothalamus, the mammillry bodies, he
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Albert Ellis (1913-2007)
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Figure 3.10
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Figure 4.7 Non-invasive techniques (a). (<) and (¢) used to
study detalled sections of the living human brain (b), (d) and (f)
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2.13 Steven Pinker (born 1954)
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