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PROLOGUE



The Power and Potential of Voice Technology


Though I work with companies throughout the world, there is one story about the transformative power of voice technology that never ceases to inspire me. It began in May 2018 when a student at the University of North Carolina named Anastasia Soule—a music lover and an avid runner—was in New Orleans to celebrate her twenty-first birthday with her family. With no warning, she began to feel odd symptoms—weakness and poor coordination. Within hours, they got worse: her fingers and toes tingled, and her body felt numb.


Soule tried to shake off the problem. As planned, she and her mother began seeing the sights of New Orleans—but she found herself asking her mom to stop every few minutes so she could sit and rest. This was not the Anastasia everyone had come to know—the vigorous woman friends described as “the picture of health,” who’d recently qualified for that fall’s Boston Marathon.


A few days later, Soule found herself in Tulane Medical Center, almost completely paralyzed from her shoulders down. She had contracted Guillain-Barré syndrome (GBS), a neurological disorder that affects approximately one person in 100,000. GBS causes the body’s immune system to attack the nervous system, stripping the nerves of their protective myelin sheath. Little by little, the brain loses control of the electrical signals that normally connect the mind to the body. The individual who suffers with GBS becomes physically helpless and sometimes dies.


Luckily for her, Soule was surrounded by family and friends who cared about her deeply. One of these was Matt Kubota, her boyfriend at the time, who was a product designer at WillowTree, the company I cofounded. Anastasia’s illness was Matt’s first experience with someone suffering from an extreme physical disability. Shocked by her plight, Matt discovered the extent to which people with paralysis are cut off from the world, unable even to speak with those they love.


The ability to communicate is a fundamental human function. When a person is seriously ill, lack of that ability can make medical treatment extremely difficult by limiting access to basic information about the patient’s condition—Does she have any feeling in her limbs? Is she too hot or too cold, hungry or thirsty?


To deal with this problem, Soule’s caregivers used a standard tool for such circumstances—a chart with letters of the alphabet. Her caregivers would hold up the chart and point to the letters one at a time. Soule would use head movements—a nod or a shake—to indicate which letter was correct, gradually spelling out the words that would express her meaning. After a few grueling hours like this, Matt hit on the idea of improving the system by listing the letters of the alphabet in order of frequency—E, T, A, O, I, N, and so on—rather than in alphabetical order. This made it possible for Soule to spell most words a little more easily. But the process was still agonizingly slow and frustrating.


Naturally, Matt searched for a technological fix. But he found that there was no accessible, easy-to-use, voice-based tool that could enable victims of paralysis to communicate with others. A small industry had grown up around building custom-made devices that could allow people with little or no mobility to communicate, either in writing or through artificially generated speech. However, these devices were complicated, unwieldy, and extremely expensive, requiring an investment of $10,000 or more. One example was the voice-generating system used by scientist Stephen Hawking, who suffered from amyotrophic lateral sclerosis (ALS), often called Lou Gehrig’s disease, which involved a specially programmed laptop computer attached to a customized set of switches. This kind of support was inaccessible for the vast majority of people who needed it.


Kubota decided, “There ought to be an app for that.” He convinced his colleagues at WillowTree to join him in launching a pro bono project to develop a communication tool that people with disabilities could access easily, anytime, anywhere, and without having to spend thousands of dollars. The result was a voice-technology tool they ultimately dubbed Vocable AAC. (The acronym stands for augmentative and alternative communication, and it defines an entire category of voice tools and devices that can help people who have limited ability to communicate verbally with others.)1


Vocable enables even a person with acute paralysis to quickly and easily select words or phrases from a screen. Using speech-generating technology, those words or phrases are then spoken out loud to a caregiver or anyone else in the room. An additional software tool captures the words of the caregiver, converts them into written text, and makes them the basis of a continuing exchange. Thus, Vocable allows a paralyzed person to have close-to-normal conversations, communicating practical information—the presence or absence of pain, or the need for an extra blanket or a glass of water—that may be vitally important to caregivers, family, and friends, as well as allowing them to have conversations about feelings and emotions just as all of us do.


The service Vocable provides seems marvelously simple, almost miraculous. But creating it wasn’t easy. It took Kubota, senior project manager Andrew (Drew) Miller, and a team of twenty contributors—four engineers, two designers, a researcher, a product architect, and several others—some eighteen months to build a smartphone app that could address the communication challenge faced by the seriously disabled.


One key to a solution lay in the fact that Soule, like many people who are otherwise paralyzed or have motor deficits, was still able to control the movement of her head. This meant that a software tool capable of tracking such movements should theoretically be able to convert that information into letters, words, or phrases selected from those presented on a screen—and then into speech, making conversational communication possible.


Kubota discovered a way to make this happen during one of Apple’s annual Developers Conferences, where new technology tools are presented for adoption by outside software companies. At the 2018 conference, Kubota and a colleague heard about an update to Apple’s year-old Face ID system, which uses twin cameras in a smartphone to create two complementary images of a face. More than 30,000 invisible infrared dots are then projected onto the image to create an ultra-detailed 3D map of the face that can be used to reliably identify a user, speeding and simplifying log-ins.


“When I saw that,” Kubota recalls, “I slapped my coworker on the shoulder and said, ‘Hey, we can use that data—and not just to unlock a phone.’”


Back at WillowTree headquarters, Kubota and his colleague Duncan Lewis analyzed how the Face ID technology was able to precisely track the movements of an individual’s head and eyes. They found a way to use Apple’s image-mapping system to model beams of light—“almost like twin lasers,” Kubota says—as if they are projecting from an individual’s eyes onto the smartphone or tablet screen in front of her face. The movements of those beams can be captured as they jump from one letter, one word, or one phrase to another. Within seconds, a message can be pieced together and then articulated using speech-generating technology, thereby giving a paralyzed person a voice.


This was a huge breakthrough. (It’s an example of the multimodal thinking that I will explore in depth, illustrating how voice connects with other capabilities, such as sight, touch, and, in this case, head and eye movement, and often serves as a crucial tool for making the impossible possible.) But it was only the first step in crafting Vocable. Just as important—and complex—was developing the social and intellectual context that would make Vocable a practical communication tool for those living with paralysis or other communication disabilities. It required months of research, experimentation, feedback, and revision in collaboration with potential users of the app, medical professionals—doctors, nurses, therapists—and caregivers, family, and friends of those who are communication-impaired. Speech-language pathologists from Duke University offered their expertise to help guide the work of the WillowTree team.2 Additional help was provided by other professionals, such as Adina Bradshaw, a speech-language pathologist at the Shepherd Center in Atlanta, where Anastasia Soule had moved to continue her recovery in June 2018.


These early tests and experiments helped define parameters such as the kinds of words and phrases that needed to be made available in the app. As a result, several categories of phrases were built into the program, grouped under headings like Basic Needs, Personal Care, Conversation, Environment, and Feelings.


However, it quickly became apparent that no one-size-fits-all set of words would serve the needs of every potential user. One member of the WillowTree team, product architect Kylie Kalik, happened to have a master’s degree in health behavior and education, making her particularly sensitive to the social challenges involved in health care. She recalls, “We spoke with one therapist about using Vocable, and she told us she needs a different selection of words for every patient. Some just want to get straight to discussing their medical condition and the next steps in treatment. But one loves to start his session by talking about his favorite topic—race cars. And another always wants to take a few minutes to chat about his love of bourbon.”3


Differences like these make us human—and make communication a deeply personal activity. To serve the wide range of emotional and intellectual needs that humans convey through voice, the development team made it possible for the list of phrases available to be augmented and customized over time to suit the needs of a particular user. Matt Kubota remembers hearing about one patient who was a die-hard fan of the Buffalo Bills NFL team. The patient’s brother worked with the team at the hospital to develop a personalized list of words and phrases for Vocable that would allow the two men to share their reactions as they watched the games together—including a handful of choice expletives for use when necessary.4


Other forms of customization also proved to be essential. From conversations with users and caregivers, Kylie Kalik learned that it was important for patients to be able to adjust the speed and responsiveness of the head-tracking tool.


Someone who is recovering from a motor accident may have cognition and motor skills that are changing from week to week. The same with someone who has ALS. Depending on how their abilities evolve, Vocable may need to change over time to move more quickly or more slowly. Otherwise, the app may select a letter or word that the user didn’t intend, or it may lose a word or phrase because it takes the user longer than expected to settle on it.


Through these kinds of iterative learning and steady improvements, the WillowTree team gradually transformed Vocable from a great idea into a practical, working tool. In March 2020, Vocable became available free of charge for use on a number of iOS and Android smartphones and tablets, largely eliminating the giant cost hurdles that once locked too many paralyzed individuals into spaces of isolation and silence. By mid-2021, the app was being used by thousands of individuals in forty-nine countries.5


Anastasia Soule has since recovered from GBS and has even begun to run again.6 But a significant number of people around the world continue to need the kind of communication support that Vocable AAC provides. They include people who’ve experienced a stroke, those with conditions like ALS or multiple sclerosis, and those who’ve suffered spinal cord injuries (the last-named group estimated at around 17,500 annually in the United States alone).


Vocable is a powerful example of one way in which voice technology is transforming our world—in this case, by giving a voice to those who’ve been deprived of one. In the pages of this book, you’ll discover many of the other dramatic changes being driven by voice tech, and you’ll learn about how you and any organization you work for can participate in this revolution.
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INTRODUCTION



Unmistakable Signs of the Impending Voice-Technology Wave


It may be hard to imagine now, but for some fifty years, one of the largest media businesses in the United States was the Yellow Pages. An awkward, unwieldy book printed on thin yellow paper arrived on millions of American doorsteps each year. It was a vital information source that the typical family consulted practically every day to find everything from plumbers to car repair shops to lawyers. It was your best and often your only source when you wanted to find a local business, a professional office, a government agency, a nonprofit organization, or any other entity with a phone number and an address. And companies paid heavily to appear in those Yellow Pages directories, published by AT&T and other phone companies. For many small businesses, a full- or half-page Yellow Pages ad was by far their biggest marketing expense and critical to driving customers to their company. With advertising revenues reaching a high of $14 billion per year, the Yellow Pages was an incredible cash cow, and AT&T’s most profitable division by far.1 The only costs of selling a Yellow Pages ad were the sales commission and the paper it was printed on. The unionized salespeople made a killing—a good sales rep could clear a quarter million dollars a year. And decade after decade, the profits kept rolling in.


Then came the internet.


The phone companies were not oblivious. By the mid-1990s, they had seen the move to online information sources coming. Their reasonable response was to build their own yellow-page websites. In 1996, yellowpages.com was launched, bringing the most trusted brand in information search online. (The site was purchased by two of the biggest phone companies in 2004.)2 “Searches are moving online, but we’ve got this problem solved,” or so the people running the phone companies thought. After all, if a Yellow Pages website had all the best information, and the phone companies could cross-promote it in their print Yellow Pages and other advertising, why wouldn’t users go to the phone company site when they were looking for local merchants?


At the time, I was leading AOL Local, which included AOL Yellow Pages. We saw an immense opportunity to move these searches to our platform by offering a faster, more user-friendly search experience. Every year, we relentlessly focused on improving and simplifying the experience, especially how fast someone could find the best answer they were looking for. And every year, more and more searches migrated to platforms like AOL, Yahoo, and Google and away from the Yellow Pages, whether in its print or online forms.


By 2010, one of the largest media industries in the United States had been essentially wiped out. My kids have never seen a printed Yellow Pages book, and they’d never think of searching yellowpages.com to find a local business.


The executives behind both the print and the online versions of Yellow Pages missed one crucial insight: that user experience is king, and human beings will be inexorably drawn to solutions that make doing any given task faster and easier.


In the rearview mirror, this seismic event seems obvious. Yet for those of us involved at the time, it was a slow-moving collapse that took years to become apparent. A few early visionaries spoke about the potential of the internet to transform the advertising industry, impacting not just the Yellow Pages but newspapers, magazines, and other media as well. But change came slowly at first, and the prophets were dismissed as fearmongers—until their predictions came true, decimating businesses that had survived for generations.


When big technology shifts come, they don’t just elevate a new class of companies focused on bringing that technology to life—like Google with internet search, Apple with digital photography, or Amazon with online shopping. They transform the entire economy, including almost every industry and every company. Yet such trends are difficult to perceive because they move slowly at first—and even when they are recognized, developing a strategic response is excruciatingly difficult. Just ask the executives at Yellow Pages companies, Kodak, and thousands of brick-and-mortar retailers, all of whom have been devastated by the digital technology revolutions of recent decades.


Here’s another classic example. In the months after the iPhone was launched in 2008, it sparked what was then the fastest adoption of a new technology in history. The rise of the smartphone transformed one industry after another, driving changes that almost no one foresaw. When Steve Jobs announced that developers would now be able to build mobile applications and distribute them on the smartphone platform, how many people guessed that, within a decade, the taxi industry would be essentially wiped out by Uber and Lyft? How many guessed that the most powerful driver of consumer satisfaction in the banking industry would soon be the quality of a bank’s mobile app? How many guessed that mobile apps would become the primary customer connection point for almost every consumer-facing business, from airlines to restaurants?


Few foresaw the scope and scale of the changes that mobile technology would bring. But those who did were in a position to take advantage of those changes and to reap the rewards.


The Sound of the Future is about a comparable technology shift that is now in its early stages. It’s the emergence of a new kind of interface that will redefine how users interact with technology, much like the personal computer in the ’80s, the internet in the ’90s, and the smartphone in the 2000s. Just like those technologies, this new interface will have the potential to touch every person, every company, and every industry. Almost imperceptibly, this technology is already emerging all around us. Some industries have already felt the shift. In the years to come, as we learn to harness it, the world will experience a seismic shift—though many will recognize it only when they see it in their rearview mirrors.


The internet helped people find local businesses faster and more easily than the Yellow Pages; the ever-present smartphone made hundreds of activities more convenient than your laptop. In a parallel fashion, the technology I’ll describe is one that will make virtually every interaction we have with our laptops, smartphones, and every other computing device twice as fast—or faster. It will make countless activities easier, and make others possible for the first time, which in turn will enable many companies to transform their business models, benefiting their customers, their employees, and their own bottom lines. It will relieve people suffering from illiteracy or disabilities by empowering them to participate easily in a range of activities that most people take for granted. And it has already begun to touch millions of us every day in our homes and on our mobile devices, making the world faster, more engaging, and simply fun.


You may be thinking that any single technology that can do all this would have to be an amazing breakthrough with its origins in the world’s most advanced research centers—and you’d be right. The technology I’m describing does depend, in part, on the latest developments of artificial intelligence (AI), machine learning, and computing power. But it draws much of its magical-seeming power from the world’s most ancient and ubiquitous human innovation—the 100,000-year-old “technology” known as human speech.


Voice, of course, is the most familiar and natural way of communicating, one that virtually all humans practice beginning in infancy. But it’s a mode of interaction that, until recently, was rarely available when it comes to human-machine connections. For all the power of modern digital computers, we’ve been forced to communicate with them using keyboards, mice, and touch screens—all more or less awkward, slow, error-prone, decidedly unnatural, and, for some people and purposes, practically impossible. For the last 100-plus years, we’ve used our hands to communicate with machines via buttons, knobs, pedals, levers, and keyboards. Voice technology promises to liberate us from these clumsy tools and return us to the innate form of communication we humans have known for thousands of years. It’s the ultimate interface that will make everything we do with technology easier, faster, more accurate, more fun, and in the end, more human. We will finally be able to communicate with machines in the same way we communicate with each other—via our voices.


I’ve written The Sound of the Future to explain how this transition is happening, why it matters, and what all of us—especially business leaders—can do to make the most of the enormous benefits it promises.


The most impactful technological revolutions are, at their core, interface revolutions. The rise of personal computing in the 1980s, the internet in the 1990s, and today’s mobile world in the 2000s all hinged on the adoption of specific interfaces that hundreds of millions of users learned to use to connect with machines and with one another, from the QWERTY keyboard to the mouse and the smartphone touch screen. Each new interface increased the speed and ease with which people could access, interact with, and exchange information in all its myriad forms.


In one sense, voice is no different—it is simply the next new interface that people will use in their interactions with technology. In a few basic forms, such as the Alexa smart speaker or the GPT-powered customer-service software tool that can understand and respond to simple commands, it is already becoming familiar to millions. And yet voice is completely different from previous interface revolutions, because voice is not a technological interface but rather a human interface, one that virtually all humans on earth learn to use beginning in infancy and use naturally and intuitively every day of their lives. That’s why I call it the ultimate interface.


THE TWO BIG PROBLEMS WITH VOICE TECH TODAY


Most people are already familiar with the earliest widespread applications of voice technology—so-called smart speakers like Amazon’s Alexa and Apple’s Siri. The odds are good that you already have one of these devices in your home or office. If so, you may feel skeptical about the idea that voice tech is poised to transform our world. After all, you might say, Alexa and Siri are useful for a few things—transcribing a text, checking the weather, turning on the lights. But that’s hardly world-changing.


This is true enough. For most people, the current applications of voice tech are interesting, fun, and helpful, though not transformative. But there’s a simple explanation for this, and it’s one of the insights at the heart of this book. Voice does contain the seeds of a potentially radical transformation of the relationship between human beings and technology—but those seeds have only begun to sprout, for reasons that reflect the typical pattern by which new technologies develop.


As I’ll detail in this book, the technologies underpinning the voice interface have been developed and are rapidly being perfected by a sprawling network of companies. Some of them are well-known technology giants like Amazon, Google, Microsoft, and Meta; others are start-ups or midsize companies known mainly by industry insiders, with names like OpenAI, Cerence, Vocera, Speechify, Fluent, ReadSpeaker, Dashbot, SoundHound, and dozens more. Each of these companies is contributing pieces to a rapidly growing, increasingly flexible collection of voice tools that organizations in practically every industry can adopt to their own needs, from transforming customer service to streamlining a host of internal processes. In this book, I’ll refer to this vast and steadily expanding set of voice tools by the name voice technology, or, more succinctly, voice tech.


The incredible speed with which voice tools are being developed and improved creates enormous opportunities for businesses—yet most organizations have barely begun to optimize their use of voice tech. As a result, many of the ways voice tech is being used today seem insignificant or limited. However, this is the story of any new technical wave. It takes years for entrepreneurs, designers, and engineers to shift their thinking to take full advantage of any new technological paradigm.


In fact, history shows that a new technology generally emerges incrementally from the old technology it is replacing—and as this happens, the most familiar uses of the old technology distort and limit our perceptions of the new. Early TV shows, for example, were simply radio programs with bare-bones video images added. It took years for broadcasters to evolve new models of televised entertainment, from the sitcoms of the 1960s to the reality shows of today. In the early days of the internet, the online version of Time magazine was a straightforward scan of the print edition; AOL was a narrowly constrained system that trapped online users within a limited range of activities and websites, great for sending email and checking scores and weather, but little else. The dynamic, all-encompassing nature of today’s internet took years to evolve.


It’s no wonder that, in the infancy of television, many people regarded it as a mere fad. (A 1951 article in the Wall Street Journal quoted a “New York movie mogul” as saying, “Video isn’t able to hold on to the market it captures after the first six months,” and added that one San Franciscan observed, “People soon get tired of staring at a plywood box every night.”)3


Similarly, an executive at Time Inc. in 1995 would have been correct to point out that the online version of the magazine was much harder to read than the print version—and no advertising executive would have dreamed of pulling their ads from Time magazine and moving them to the internet. Even media insiders found it very difficult to imagine what the ultimate forms of these early, constrained new technologies would be.


Today, voice technology is in a comparable place. The basic voice-driven interfaces we commonly encounter are “walled garden” systems much as AOL was, offering voice-only experiences locked within the Alexa and Siri platforms, which users are unable to escape. Nonetheless, just like AOL, they have attracted considerable interest—in fact, smart speakers have enjoyed the fastest adoption rate of any new technology in human history (surpassing even the smartphone), which offers a powerful indication of the enormous potential appeal of voice as a mode of communication.4 But ultimately today’s voice assistants usually leave us disappointed and unfulfilled. Why? Because, for the most part, we’re simply doing voice wrong. We are trying to replicate a human voice experience that involves both speaking with and listening to “assistants” like Alexa and Siri. But this approach completely misses the point.


What’s the key attraction and the greatest benefit of voice technology? The overarching driver is the fact that we speak three times faster than we type, and we do so with purpose-driven fluency, rarely even having to devote conscious thought to the process. The beauty and power of voice is that it is the easiest, most natural, and most convenient way for us to communicate with our devices.


Yet as much as we want to talk to machines, we don’t want to listen to them respond. The reason is that it takes twice as long to absorb words through listening as compared with reading, making it much harder to understand and retain information. When it comes to receiving information, reading is usually the best option. It’s faster and more flexible, allowing us to refer back to items we may have missed or want to focus on. Thus, while it’s quick and easy to tell Alexa to order us a pizza, it’s awkward, slow, and frustrating to have to listen to Alexa responding with all the confirmation details regarding our choice of toppings, size, crust, and so on. It’s much more efficient to see the order we just placed summarized on a screen, and then confirm it with a simple Yes.


So the entire paradigm of voice technology is backwards right now, all the way down to the convention by which we describe Alexa and Siri as “smart speakers.” In reality, we want nothing to do with “smart speakers.” What we want are “smart mics,” whether on our phones, in our laptops, or in other devices throughout our homes and workplaces—listening tools that will allow the machines around us to react instantly to our instructions and desires. The current mismatch between what humans want from voice and what voice tech now delivers is the first big reason why voice has not yet transformed our world.


Today, the voice-tech industry is in the earliest stages of changing its approach to take full advantage of the inherent benefits the technology offers. Voice tools are evolving to employ what I call the multimodal interface—using not only voice but screens, keyboards, sounds, and haptics (touch-based cues) to connect humans and machines, depending on which communication mode is most appropriate for a particular use.


In their earliest implementations, these multimodal systems will follow the turn-based, call-and-response communication paradigm that humans are currently used to: we will tell our app what movie to buy tickets for, and subsequently get the confirmation of the order on our screens. Over time, however, we will be evolving to an even-larger breakthrough, in which machines will use multimodal methods to respond to us simultaneously, at the same time as we speak. In this world of concurrent communication, the device will communicate back to us while we talk: as we mention the name of a movie, its title will appear on screen, and when we ask for two tickets, a haptic tremor or an audible “bing” will instantly respond.


As these multimodal systems proliferate, the speed and usefulness of voice tech will become increasingly obvious, and the floodgates will open as countless activities are redesigned and reimagined to take full advantage of the benefits of voice.


There’s a second big reason why voice tech has not yet transformed the world in the way I foresee. Most uses of voice tech today involve what are called voice assistants—often referred to as voice bots. These include not only the freestanding, multipurpose voice bots like Alexa and Siri, but single-purpose voice bots that usually provide service to customers of banks, airlines, retail stores, and many other businesses.


Voice bots are a natural step in the evolution of voice tech, and there’s nothing inherently wrong with them. But the way most voice bots today are designed and used has unintentionally undermined user trust.


The trust we place in people or devices is based on two main elements: affective trust, which is based on subjective emotional factors and is usually formed in the first few seconds of interaction, and cognitive trust, which forms over time and is generally based on the answer to the question, “Does this person or device do what they promise to do?”


Today’s voice bots undermine both dimensions of trust, largely because, again, designers are trying to imitate the human voice experience.


On the affective side, devices that try to replicate the emotional qualities of human beings have been shown to trigger the so-called uncanny valley response, first described in 1970 by Japanese researcher Masahiro Mori.5 Mori found that as robots get more human-like, they actually become less engaging or trustworthy to humans—perhaps because, deep down, we sense that we are being tricked by something that is not human at all. As a result, we associate these experiences with corpses or zombies—nonhuman simulacra of humans that we find eerie and disturbing, and that we instinctively want to flee.


Mori’s discovery has since been replicated in multiple experiments, as well as in numerous examples from entertainment and media. For example, it has been shown that people tend to consider cartoon characters (clearly not human) much more sympathetic than film characters designed to be human-like avatars (uncomfortably close to humans).6 This helps to explain, for example, why the cartoon-like characters in the computer-animated film Toy Story (1995) have attracted a huge fan base, while the avatar-like characters in The Polar Express (2004), another computer-animated film, failed to connect with audiences. Toy Story was a box-office hit and inspired a series of popular sequels; The Polar Express was a flop and attracted critical reactions like this one from Stephanie Zacharek of Salon: “I could probably have tolerated the incessant jitteriness of ‘The Polar Express’ if the look of it didn’t give me the creeps.”7


The uncanny valley effect is triggered whenever machines are designed to mimic humans too closely. Thus, by attempting to make voice assistants like Alexa and Siri as human as possible, we are falling into the trap of alienating users rather than engaging them.


Equally important, today’s voice bots often fail the test of cognitive trust as well. Most voice tools are not yet able to engage in complex, spontaneous, open-ended conversations as well as an average human. AI experts are working to improve this performance, and later in this book we’ll examine how their efforts are beginning to bear fruit. But until the launch of OpenAI’s ChatGPT 3.5 in November 2022, attempts to engage in free-form conversations usually fell apart after a series of short turns. Many voicebots still lack this capacity.


As a result, when we expect Siri to understand and respond to our requests with the accuracy and reliability of a human being, we are usually disappointed. If instead we were to view Siri as a machine designed to complete a limited number of simple tasks, our trust level would increase. As we’ll be discussing in this book, the issue of trust is another challenge the voice-tech industry is now tackling head-on.


What’s needed, then—and what’s already underway—is a complete rethinking of what voice tech will look like in the years to come. It won’t be voice bots. These are the AOLs of voice technology, which will serve merely as stepping stones to a much better result. As voice tech is unleashed from Alexa and Siri; incorporated into thousands of apps, websites, and devices; and incorporated into multimodal interfaces that take full advantage of the best capabilities of voice transmission from humans coupled with machine responses via screens, sounds, and more, the ultimate interface will be born.


SIGNS OF THE COMING VOICE-TECH REVOLUTION


Is voice technology really the next big thing? One way to consider that question is to look at what the tech giants are investing in. Virtually without exception, today’s biggest and smartest tech companies have been placing giant bets on the future of voice.


Google’s CEO Sundar Pichai describes it this way: “We have invested the last decade in building the world’s best natural language processing technology.” Microsoft’s CEO Satya Nadella sees the advent of voice as a transformative moment: “As an industry, we are on the cusp of a new frontier that pairs the power of natural human language with advanced machine intelligence.” It’s no secret that one of Microsoft’s biggest plays in the space is its multibillion-dollar investment in OpenAI, the developer of ChatGPT, and the implementation of that technology in its search engine Bing. And Amazon’s founder and chairman Jeff Bezos has committed more than 12,000 employees to developing voice technologies.


Other major tech players, including Alibaba, Apple, Baidu, IBM, Oracle, Samsung, and Tencent, are also moving into voice at full speed, deploying their internal R&D capabilities, working with outside partners, and acquiring voice-focused start-up companies—all with the goal of creating and controlling the voice-driven platforms that they believe will dominate the next age of technology.


Of course, the tech giants have been wrong before. They were wrong in 2012, when the Consumer Electronics Show was buzzing with 3D TVs. Some forecasters at the time were predicting that over 50 percent of US households would have a 3D TV by 2020. That might have been a great change of pace for TV viewers stuck at home due to COVID-19, but it didn’t happen; in fact, to this day I have yet to see a single 3D TV installed in a home.


Two years later, the big rage was virtual reality, with hype fueled by the much-ballyhooed launch of Google Glass and Facebook’s purchase of the VR firm Oculus for $2.3 billion before it had launched a single consumer product. But today, VR is still in search of its breakthrough application, and the metaverse—though it has been eagerly embraced by Mark Zuckerberg—remains largely a vague concept in most people’s minds.


Since 2015, a lot of the buzz has been around blockchain, which was supposed to transform global business through its unique data-security features. But as of 2022, its original use case in cryptocurrency remains the only field that blockchain has deeply impacted—and even that application appears to be losing much of its appeal, with the 2022 collapse of numerous cryptocurrencies amid accusations of mismanagement and possible fraud.


These and other innovations attracted hundreds of billions of dollars’ worth of investments and yet, so far, none of them has panned out. Why were some of the smartest minds in the world wrong about them? And how can we tell whether, this time, they’re right about voice?


All of the technologies I just mentioned—3D TV, VR, blockchain—are impressive. They all have some practical uses and at least a handful of avid fans. But just because a few early adopters, hobbyists, or niche users adopt a technology doesn’t mean the general public will. Most business leaders want and need to know about the technologies that will permeate the economy the way PCs, the internet, and smartphones have done.


Fortunately, a lot of thoughtful research has been done into the challenge of recognizing major tech trends before they are obvious. Experts like Amy Webb, founder of the Future Today Institute and author of The Signals Are Talking, have defined the most important indicators of a truly transformative tech trend as that it is driven by and responds to basic human needs; it evolves as it emerges; and it often appears originally as a series of unconnected dots, which only gradually cohere into a powerful, change-driving force.8


In the “misses” such as 3D TV, VR, and blockchain, these three defining indicators didn’t apply. Most important, none of those failed innovations fulfilled basic human needs, as defined by questions like these:




• Where and how are people wasting their time (as they perceive it)?


• Where and how are people struggling to use technology?


• Where and how are people looking for accurate information and having difficulty finding it?


• Where and how are people stuck in trying to perform everyday tasks?


• Where and how is technology contributing to people’s physical safety—or undermining it?


• Where and how is technology presenting usage barriers for people with special needs?


• Where and how do people feel a sense of trust and security when using technology?





Consider 3D television. What human need does that technology really meet? Yes, it’s undeniably mind-blowing when you first experience it—which is why so many company executives fell in love with it. They fell into the trap of backing an impressive technology that was looking for a use case—rather than identifying a basic human need and meeting it with technology. The fact is that very few families are sitting around their living rooms wishing that their TV image was in 3D.


Voice is different. Voice offers compelling answers to every single one of Amy Webb’s human-need questions laid out above. That’s very rare. Even strong emerging technologies usually address only a few of these basic needs. Voice is faster than any other tech interface, with the potential to eliminate countless hours of wasted time. It’s more intuitive than any other mode of communication. It provides the simplest and most reliable way of accessing information. It can make everyday tasks vastly easier and more efficient. It contributes significantly to human safety and well-being. And it makes the use of technology more natural and comfortable than ever before.


In addition, the development of voice matches the traits that Amy Webb describes. Voice is clearly evolving as it emerges from niche applications and voice-only bots like Alexa and Siri to become a widespread, eventually ubiquitous tool. Ultimately, voice will become the primary interface between humans and machines because it is faster, easier, more flexible, and more intuitive than any other way we have to communicate with machines. Voice makes it easier for us to tell machines what to do, and, when used correctly, gets us away from the awkward, laborious act of listening to machines telling us what to do. And as you’ll see, the promise of voice is now rapidly being realized because of the many emerging voice tools that are now coming together to make voice technology not just practical, but truly transformational.


In Part One of this book, we’ll consider the vital human needs that voice serves better than other technologies. This roster of valuable voice-based services will show why voice should be on the verge of becoming ubiquitous. But is it really happening? The answer is yes—and it’s happening faster than most people may realize.


With relatively little fanfare, voice tech is already being used in various forms by an estimated 62 percent of American adults.9 This makes it the fastest adoption of a new technology in history, even faster than the previous record holder, the smartphone.


That’s an important early indicator, though by itself it doesn’t prove that voice tech is on the verge of transforming the world. In his classic book Crossing the Chasm, Geoffrey Moore discusses how any new technology must succeed in bridging the gap that separates early users from the mainstream. This is where technologies often fail (once again, Google Glass and the Oculus Rift come to mind).


There is, however, critically important data suggesting that voice tech is indeed crossing the chasm. What’s more, 80 percent of those now using voice tools describe themselves as satisfied or very satisfied with their performance.10 Surveys also show that over 70 percent of consumers say they prefer using voice to conduct online searches whenever possible, rather than relying primarily on their keyboards.11 These are revealing statistics, especially given the current imperfect state of voice technology. It shows how intuitively appealing the voice interface is and how users are drawn to its speed and convenience, even in a world where it is still far from perfect. Going back to the AOL comparison, it reminds us of how many users eagerly engaged with AOL even though they had to muddle through an excruciatingly slow and unstable user experience often mocked as the “world wide wait.”


Today the uses of voice tools are rapidly expanding beyond the basics—checking sports scores or the weather, or dictating an email. A growing number of employees around the world are using voice tech on the job in some way, from warehouse workers locating items in stock to field technicians delivering and receiving reports from remote client sites. In fact, one study finds that 76 percent of businesses report they have experienced “quantifiable benefits” from voice-tech initiatives, such as incorporating voice bots into their processes.12


Voice tech is a global phenomenon, and growing even faster in countries other than the United States and in languages other than English. Voice bots are already being used by 1.4 billion people around the world—and 40 percent of those global users report they prefer using a voice interface to interacting with a live human being.13 By 2024, the number of voice-empowered devices in the world is expected to exceed the global human population.14


These voice trends have been building for a decade—Siri launched in 2011 and Alexa in 2014. But many of us have failed to notice the trends and consider their implications. Similarly, it took about ten years for the earliest forms of the internet to achieve the success of the World Wide Web of 2000, and it took a decade for early interactive mobile experiences to give rise to the explosive growth of the smartphone. The signs suggest that voice is rapidly approaching a tipping point of ubiquity and popularity.


BARRIER-BUSTING BREAKTHROUGHS: CHATGPT AND BEYOND


The data I’ve just presented raises the question: Why is voice becoming such a powerful trend at this precise moment?


I’ll delve deeply into the answer a little later in this book. But one huge driver is a series of technological improvements—the newly emerging tools I mentioned earlier. Technologies like automatic speech recognition (ASR) and natural language processing (NLP) have made huge strides in recent years. Leaps in AI and machine learning have accelerated the development of combined hardware/software systems that understand ordinary human speech, can speak back in colloquial language, and can interpret and follow voice orders with steadily increasing accuracy. ASR tools have made enormous progress in understanding spoken English, and in the right circumstances development companies like Google are achieving accuracy rates in the range of 97 to 99 percent. These tools are still far from perfect—but they’re much closer to perfect than they were ten, five, or even two years ago.


Many of these developments have been happening quietly, unnoticed by most people except for hard-core technology specialists. But in November 2022, one breakthrough shook the world, garnering global headlines and reactions ranging from amazement and awe to near-apocalyptic dismay. This was the release of ChatGPT 3.5, a natural language chatbot, developed by the research lab OpenAI and fueled by the latest improvements in artificial intelligence, that is capable of startlingly realistic verbal interactions with human users.


Within two months, over 100 million users flocked to the ChatGPT website to experiment with this text-and-response tool. They quickly discovered its amazing array of capabilities. ChatGPT can engage in a highly believable written conversation on a wide range of topics. But it can also draft essays and stories, create a scene for a movie or TV show, compose song lyrics and poetry, and even write and debug a computer program. Having been trained on vast amounts of data and text content from the internet and other sources, ChatGPT can answer factual questions about history, science, culture, current events (at least through the year 2021), and countless other topics. Perhaps most impressive, it is able to remember the contents of earlier exchanges in the same conversation, meaning ChatGPT can conduct a lengthy dialogue without “losing the thread” of the core subject.


These capabilities exceed those demonstrated by previous tools for natural language generation—with powerful implications for the next generation of voice tech tools.


ChatGPT pushed AI research to the center of the global conversation. The Atlantic magazine dubbed it one of its “Breakthroughs of the Year,” declaring that it “may change our mind about how we work, how we think, and what human creativity really is.”15 The New York Times called it “the best artificial intelligence chatbot ever released to the general public,” and controversial CEO and tech entrepreneur Elon Musk called it “scary good,” adding, “We are not far from dangerously strong AI.”16


Others, while impressed by ChatGPT’s capabilities, pointed out its flaws, among them its susceptibility to a phenomenon called artificial intelligence hallucination. This is the tendency to respond to prompts with answers that sound plausible but are factually false or nonsensical—for example, by writing paragraphs of technical information that mention research papers that never existed.17 Hackers tested ChatGPT’s limits and found it was disturbingly easy to get the chatbot to violate its pre-set rules against dangerous, racist, or abusive content. Reports of these limitations generated a backlash by people who declared ChatGPT unready for public use and decried its early release as irresponsible.18


The episode left many observers scratching their heads about what it means for the present and future status of AI—as well as for technologies like voice tech that rely on AI. The answer is that these types of generative AI technologies represent a massive technological breakthrough and create opportunities throughout the economy for dislocations, both positive and negative. Yes, ChatGPT is an amazing step forward in the development of natural language generation. But at the same time, it has significant flaws that must be addressed before it can be used for all the highly ambitious functions some have proposed (such as replacing Google when searching for information). After all, a data source that is correct (say) 95 percent of the time would be dangerous to rely on whenever accuracy really matters—which means, for most purposes, it would be useless.


But that leaves a host of specific, limited, but highly valuable purposes that ChatGPT and similar language-generation tools can safely and effectively perform in 2023. Many more such purposes will be added over the next five years. As I’ll explain in Chapter 7, organizations like WillowTree are already using tools like ChatGPT to streamline basic tasks involved in creating powerful voice-tech systems—and doing so without posing any risks to customers, users, or anyone else. Future iterations of these tools will become even more useful—though as with all new technologies, there will be missteps along the way.


The lesson for businesspeople and others interested in understanding how AI-driven voice tech will impact their work: even today, AI continues to be a work in progress. But it’s already remarkably powerful and extremely useful—provided you understand its limitations and apply it wisely to the tasks it is equipped to handle.


The true power of ChatGPT and similar tools will become apparent when they graduate from the current text-based call-and-response interface to a multimodal interface that provides a text, graphic, or voice response delivered largely concurrently with the user’s input. When this happens, generative AI will be a core driver of fundamental changes in the nature of human-machine interaction.


The work of developing and refining AI tools like ChatGPT is the core of what those tech giants and hundreds of other companies have been spending many billions of dollars to achieve in their quest to shape the emerging era of voice. Continuing waves of innovations will arrive in the coming years, producing major economic and social changes, some of which are almost impossible to predict—just as no one predicted that the advent of the internet would be the end of the Yellow Pages industry, or that the iPhone would result in the transformation of the taxi industry via the launch of apps like Uber and Lyft.


History teaches another lesson about technological revolutions. Each new wave of tech has resulted in a winner-take-all competitive scrum, with a few brands emerging to control the market in each industry. This suggests that those who become leaders of the voice revolution over the next decade will be very difficult to displace.


Thus, the one thing we can be sure of is that, as the rush to make voice universal accelerates, the business stakes are high. The last thirty years of digital innovation have taught us that, over time, the best user experience consistently wins. The powerful advantages of voice, and the important human needs it serves, will help to make voice the favored interface of billions of users around the world. So the companies that do the best job of integrating voice tech into their systems will enjoy a huge advantage in the next phase of technological and economic development. Because every industry in the world will be impacted by this coming revolution, now is the time for business leaders to begin exploring the use cases and strategic implications of voice for their companies.


THE CHALLENGES AHEAD


As you can see, I’m convinced that voice tech is a major trend that will produce dramatic changes in our world. But there remain plenty of questions to be answered and challenges to be met in the years to come.


As with any technology wave, the exact timing of the voice-tech revolution is unknowable. There will likely be hurdles and retrenchments along the way, potentially not dissimilar to the “dot-bomb” bubble of the late 1990s, which sorted out winners and losers from that phase of the digital revolution. In the fall of 2022, a number of giant tech companies like Amazon laid off thousands of employees, including many in their voice divisions. This represents part of a natural, recurring cycle in tech innovation. When AOL imploded, it did not mean the end of the internet; when Motorola, Nokia, and BlackBerry phones disappeared, it was not the end of mobile. Instead, it represented a sorting-out of winning and losing models, which is a natural and inevitable process in a world of continual change.


In the years to come, the speed of the voice-tech revolution will be driven by the pace of further technology improvements, the agility with which innovators adopt new paradigms, and how quickly human behavior changes. Some industries will move more quickly than others; some use cases will emerge and flourish faster than the rest. Issues related to regulation, security, and privacy will play a role as well. In the chapters to come, I’ll discuss each of these challenges and offer my thoughts as to how best to address them.


There will be successes and failures, winners and losers. We’re already seeing interactive two-way conversations like those featured in the early versions of Alexa and Siri fade in prominence. They are being replaced by apps like Spotify and Waze, which provide mic buttons that allow users to communicate their needs, interests, and questions vocally as a natural part of the connection. Some of the ongoing experiments with voice tech will prove to be wildly successful; others will flop dramatically, maybe even becoming laughingstocks, as Microsoft’s well-intentioned but awkwardly implemented support bot “Clippy” did.


In the chapters that follow, I’ll provide details, examples, and recommendations that leaders can use to make smart decisions about implementing voice tech in their own companies. The goal will be to help you fully understand the potential benefits of voice, for your organization and for the people you serve, as well as the steps you can take, beginning today, to bring those benefits to life. We’ll start with a deep dive into the human needs that voice tech can serve, which will help you grasp the truly impressive potential for voice to make life easier, safer, more efficient, more inclusive, and more fun, for billions of people around the world.
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THE HUMAN NEEDS MET BY VOICE TECHNOLOGY
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SPEED


Increasing the Efficiency of Every Human-Machine Interaction


Back in 1965, Princeton economists William Baumol and William Bowen diagnosed the economic malady now called Baumol’s cost disease.1 They first wrote about the problem in connection with the performing arts, but eventually they showed that the same phenomenon applies to many kinds of labor-intensive activities, including those involved in education, government, law, and health care. All are areas in which costs have relentlessly and frustratingly continued to rise in recent decades—by contrast with other activities, especially the manufacture of products such as food, clothing, appliances, electronic devices, and automobiles, in which prices have tended to fall, often dramatically.


Why the difference? The sectors afflicted with Baumol’s disease are ones in which the need for human labor has been relatively unaffected by automation. Machines have been able to drastically reduce the human time and labor involved in assembling a car, sewing a dress, or harvesting a field of grain. But there’s been no way to shorten the time it takes for a nurse to interview a patient or a lawyer to draft comments to a contract. The result, then, is that labor-intensive sectors tend to show little or no gain in productivity, leading to a seemingly inevitable upward cost spiral in those fields.


Until today, that is. Voice technology coupled with AI tools is the first digital breakthrough with the potential to significantly reduce the impact of Baumol’s disease in industries like health care, where efficiency gains have been limited or nonexistent for decades. Whenever human labor is used to capture, explain, or share information, voice technology can make the activity far more efficient. As I’ve noted, humans can speak three times faster than they type. Therefore, using voice inputs to capture data, take notes, fill out forms, manage service issues, respond to basic questions, make and change appointments, and handle an endless list of other routine tasks can save millions of employees countless hours per year—often in increments of just a few seconds or minutes at a time. The cumulative result will be a vast productivity premium and cost reduction across virtually every industry, including those most heavily impacted by Baumol’s disease.


When considering the promise of voice, it is critically important to understand the importance of even marginal improvements in speed/efficiency. Seconds matter, particularly where technology is involved. Users of computers, smartphones, and other digital devices are extraordinarily impatient. For example, research shows that, when the time to load a web page increases from one second to three seconds, the likelihood of a user abandoning the site increases by 32 percent.2 Similar effects are noted when it takes more than a few seconds to search for a specific piece of information or complete an online purchase. Interface designers understand this, which is why they are relentlessly focused on taking out friction points and improving users’ ability to get the jobs they want done as easily and quickly as possible.


These differences in seconds can bring entire industries to their knees, as illustrated by the Yellow Pages example. The online versions of the Yellow Pages proved to be no match for the search power of Google, and speed was a major factor. In 2002, how much faster was Google than Verizon’s SuperPages.com? Our experiments at AOL at the time showed that the entire process of finding a plumber on Google—typing Google’s URL, selecting the location, and describing the nature of the search (e.g., “plumbers in Arlington, VA”)—would take a user about fifteen seconds. This accelerated over time as search engines integrated with the browser, so you could type a search directly into the URL bar and the system knew your location. As a result, by about 2007, a user could just type “plumbers” and get a list of local plumbers in five seconds or less. By contrast, it took at least thirty seconds to do the same thing on SuperPages.com, due to the cumbersome ads and the less friendly navigation process. That original fifteen-second difference—which eventually grew into a twenty-five-second difference—ultimately spelled doom to the Yellow Pages empire, and triumph for Google.


The leaders of Google took this lesson to heart. To this day, Alphabet remains relentlessly focused on speed. That’s why they have never put ads on Google’s home page, even though it is arguably the most valuable page on the internet and could drive millions of dollars’ worth of ad revenue per day to Google. Billions of people rely on that search engine, in large part because the service it provides is so blazingly fast.


Another great example is Amazon. Why has Amazon become dominant in online commerce? Its pricing isn’t always better than competitors’; it’s often worse. Until recently, Amazon used the same delivery and package-tracking systems as its competitors. But Amazon has one huge advantage, represented by the service patent it has vigorously enforced and defended for years—its system for one-click checkout. Millions of consumers choose Amazon over every other shopping engine because it has all our checkout and shipping information available via one-click checkout, saving us valuable seconds every time we shop.


Examples like these show why it’s important to take very seriously the user-imposed dictate of speed. As you consider a specific use case for voice, you may be tempted to think, “Okay, I can see that using voice might save someone a couple of seconds. But that’s not really a big deal.” In fact, speed is a very big deal. Just ask the business leaders who bet their future on SuperPages.com.


The effect of speed on consumer behavior isn’t the only reason why business leaders need to pay attention to voice. As Baumol and Bowen explained, differences in the amount of time required to perform specific tasks—even small differences—have a huge economic effect when multiplied by thousands, millions, or billions of repetitions.


Thus, speed makes work better in many ways, some of them obvious, others less so. It makes specific individual tasks faster and easier; it enables a particular application or system to serve more people more quickly, thereby benefiting both users and the organization that serves them; and it helps organizations increase productivity growth, offering the potential for increased revenue, profit, and shareholder value.


The numerous, varied impacts of speed on the way businesses operate help to explain why the single biggest impact of voice-generated speed will be in workplaces of almost every kind. Baumol’s disease may not be completely cured by voice tech, but its painful impact on service-based industries will be dramatically reduced.
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