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Editor’s Foreword

The problem of communicating in a coherent fashion recent developments in the most exciting and active fields of physics continues to be with us. The enormous growth in the number of physicists has tended to make the familiar channels of communication considerably less effective. It has become increasingly difficult for experts in a given field to keep up with the current literature; the novice can only be confused. What is needed is both a consistent account of a field and the presentation of a definite “point of view” concerning it. Formal monographs cannot meet such a need in a rapidly developing field, while the review article seems to have fallen into disfavor. Indeed, it would seem that the people most actively engaged in developing a given field are the people least likely to write at length about it.

FRONTIERS IN PHYSICS was conceived in 1961 in an effort to improve the situation in several ways. Leading physicists frequently give a series of lectures, a graduate seminar, or a graduate course in their special fields of interest. Such lectures serve to summarize the present status of a rapidly developing field and may well constitute the only coherent account available at the time. Often, notes on lectures exist (prepared by the lecturer himself, by graduate students, or by postdoctoral fellows) and are distributed in mimeographed form on a limited basis. One of the  principal purposes of the FRONTIERS IN PHYSICS series is to make such notes available to a wider audience of physicists.

It should be emphasized that lecture notes are necessarily rough and informal, both in style and content; those in the series will prove no exception. This is as it should be. One point of the series is to offer new, rapid, more informal, and, it is hoped, more effective ways for physicists to teach one another. The point is lost if only elegant notes qualify.

As FRONTIERS IN PHYSICS has evolved, a third category of book, the informal text/monograph, an intermediate step between lecture notes and formal texts or monographs, has played an increasingly important role in the series. In an informal text or monograph an author has reworked his or her lecture notes to the point at which the manuscript represents a coherent summation of a newly developed field, complete with references and problems, suitable for either classroom teaching or individual study.

In the past eight years, string theories have increasingly engaged the attention of theoretical physicists who work on quantum field theories and mathematicians who are interested in solving some of the very difficult mathematical problems posed by their application to particle and gravitational physics. Brian Hatfield’s introductory account of string theory is intended to make the recent exciting developments in string physics accessible to a wider audience, on that includes graduate students in physics who are considering entering the field, mature physicists interested in its relation to conventional quantum field theory, and mathematicians who wish to understand the physics behind the mathematical problems that string theories pose. His book is self-contained, in that he does not assume that the reader has a background in quantum field theory. I share his hope that it will serve to introduce strings to physicists and mathematicians alike, and am pleased to welcome him to FRONTIERS IN PHYSICS.

David Pines 
Urbana, Illinois 
April 1991







Preface

The purpose of this book is to introduce string theory to physicists and mathematicians without assuming any background in quantum field theory. The mathematics used by physicists in quantizing string theories has kindled the interest of many mathematicians in string physics, and in particular, in the physics at the foundation of the application of their mathematics. Thus came a request to me by S.-T. Yau to conduct a seminar on quantum field theory and strings. The seminar spanned two years and was attended by both physicists and mathematicians. This book grew out of an extensive set of notes that I gave out to participants.

Part I of this book follows the development of quantum field theory for point particles, while Part II introduces strings. The choice of topics in Part I on point particles is guided by the requirements for quantizing the string as presented in Part II. All of the tools and concepts that are needed to quantize strings are developed first for point particles. So in addition to presenting the main framework of quantum field theory, the point particle section also provides a structure for a coherent development of the generalization and application of quantum field theory for point particles to the one-dimensional extended objects, strings.

Physicists jump back and forth between representations of quantum field theory, often for convenience, especially for strings. So, one must get used to thinking in these different representations and their varied techniques. All three representations of quantum field theory (operator,  Schrödinger, and path integral) are developed in this book. To emphasize the representation-independent structures of quantum field theory, I also show that one can obtain identical results for the particular field theories considered (ϕ4, QED, and Yang-Mills) in each representation.

The first representation of quantum field theory considered is the operator representation (chapters 2-8). This has been the traditional approach to quantum field theory for nearly 40 years. The LSZ reduction formula relates scattering amplitudes to time-ordered products of the field operators in the vacuum. The time-ordered products or Green’s functions are computed perturbatively and each term in the series can be represented by a Feynman diagram.

The remaining two representations of quantum field theory considered are functional and require functional calculus. Functional differentiation, integration, and functional differential equations are introduced in chapter 9. The Schrödinger representation is introduced in chapters 10 and 11. In this representation we solve the functional Schrödinger equation to obtain wave functionals that describe the states of the system and are field coordinate representations of state vectors. Scattering amplitudes are simply the overlap between initial and final states, the overlap being a functional integral. There is no need to introduce a reduction formula or to explicitly compute Green’s functions or propagators.

The final representation considered, the path integral representation, is introduced first in the context of ordinary quantum mechanics, starting in chapter 12. The path integral naturally represents a generating functional of the time-ordered products of the field operators in the vacuum or Green’s functions. The same LSZ reduction formula is used to relate the Green’s functions to scattering amplitudes.

In part II, the bosonic string is quantized in several gauges in the various representations to see how the critical space-time dimension (26) and tachyon arise in each case. The treatment is most detailed in the path integral representation where the object of interest, the partition function, is a sum over random surfaces. The relevant mathematics of Riemann surfaces is covered and the reduction of higher genus sums in the critical dimension to integrals over moduli space is carried out. Holomorphic factorization and scattering amplitudes are discussed. The conformal dependence of the functional determinants leading to the conformal anomaly is evaluated explicitly. The difficulties encountered in quantizing the string in noncritical dimensions and ensuing applications are presented. Superstrings are briefly introduced, and the sum over genus 0 supersurfaces is computed. It is hoped that this book will help prepare the reader for more advanced treatments of string theory, such as the 2-volume set by Green, Schwarz, and Witten.

The emphasis in this book is calculational, and most computations are presented in step-by-step detail. A road map is provided around the more lengthy calculations. It is hoped that the wealth of computational detail  will serve as a reference and will accelerate the transition from quantum mechanics to relativistic field theory and its functional viewpoint.

I would like to thank Shirley Enguehard, John Dawson, Ted Frankel, John Schwarz, Frank Theiss, and Yau for valuable comments and encouragement, and Allan Wylde for his patience. I am indebted to the late Dick Feynman for many valuable conversations we had, often over lunch at Fairway House.
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I. Point Particles
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All of the complex structures we see in the world are held together by four fundamental forces. On the microscopic scale, quantum field theory has been successful in describing three of the four forces: the electromagnetic, the weak, and the strong force. In these cases, the fundamental object that carries the force is a zero-dimensional point particle. The exchange of these point particles mediates the force. The fundamental particles that feel the force, that interact with the particles carrying the force, are also point-like objects. This means that the interaction between these particles necessarily occurs at one space-time point. This leads to divergences that occur in each of these theories. The success of quantum field theory rests on the fact that these divergences may be removed in a consistent and physically meaningful way.

The fourth force, gravity, has resisted quantization in this way. This failure is intimately tied to the divergences that appear when quantum field theory is applied to point particles. It now appears that gravity may be consistently quantized if we let the force be carried by a one-dimensional object, a string. All matter would be made up of strings. Just any old string theory won’t do the trick. To avoid the problems associated with divergences, the theory should be finite. Mathematical consistency (no anomalies, no tachyons, ...) also restricts the form of the theory. In fact, these restrictions are so severe that only a handful of  candidates presently exist. An interesting property of string theory is that the dimension of space-time is not an intrinsic property of the theory. It is possible to define consistent semi-classical expansions in any dimension up to the “critical” space-time dimension of 10. The possible unifying gauge groups that are allowed depend on the choice of space-time dimension.

The known realistic string theories are large enough to contain the other three forces (and lots more). Thus, string theories are presently the only candidates for a unified theory of all forces. So if matter is really made of strings, where are all of these strings? These strings are not very long, only about 10 — 33 cm. At the “low” energies obtainable today in accelerators (about 10 — 16 cm), these strings will look like points. At these energies, string theories can be approximated by point particle theories.




The Forces

Of the four forces, gravity and electromagnetism are the most familiar. They are long-ranged forces. This makes many of their consequences easily detectable at macroscopic scales. Gravity and electromagnetism are mainly responsible for macroscopic structures. On the largest scales gravity dominates and manifests itself through the formation of planets, stars, galaxies, clusters, and so on. On more terrestrial scales, electromagnetism produces the interesting structures such as tables, chairs, cats, etc., through solid-state and chemical forces. Since we see these forces on the macroscopic level, it is not surprising that they were the first to be described successfully by a relativistic classical (nonquantum) field theory. The electromagnetic field was also the first to be quantized and successfully applied.

The strong and the weak force have no classical analogues. They are short-ranged forces, so their presence is not obvious on the macroscopic scale. The strong coupling aspect of the strong force makes the physical classical limit not well defined.

The recognition and acceptance of the weak force had to await the discovery of radioactivity and the muon. A process that characterizes the weak force is “β-decay.” For example, a free neutron will decay into a proton, an electron, and a neutrino, with a half-life of about 930 seconds. This decay is unusually slow for the weak force. Typical weak decays are more on the order of nano- to microseconds. For example, the muon decays into an electron and a couple of neutrinos with a lifetime of about 2.2 microseconds. The fact that many weak processes such as the two above can be described by nearly the same coupling strength eventually led to the acceptance of the weak interaction as an independent force.

The notion of the strong force developed only after the discovery of the atomic nucleus. The strong force was originally conceived of as the force that held the nucleons (protons and neutrons) in the nucleus together. We now recognize it as the force that holds a single nucleon together. The  large strength of the coupling at low energies allows reactions to proceed more quickly. A typical strong decay has a half-life on the order of 10 — 23 seconds.




The Charges

Associated with each force is a charge. The electric charge is, of course, the most familiar. The charge associated with gravity is mass, or equivalently, energy. Since everything we know about has mass, it appears that gravity couples to everything. The removal of some divergences from quantum field theory requires us to redefine the arbitrary energy scale zero point. We cannot do this if we are trying to quantize gravity since then the energy zero point is no longer arbitrary. This is just one of the difficulties encountered in trying to quantize gravity using point particles.

The charge associated with the weak or strong force is more complicated in that it is a matrix. For the weak hadronic currents, the basis for the matrix representation of the charge is called “flavor.” There are five known flavors: up, down, strange, charm, and bottom. We expect to find a sixth flavor, top, in the near future. The elements of the charge matrix are proportional to a “universal” weak coupling that plays a role similar to the electric charge. The coupling is universal in that it appears in both the weak hadronic charge and the weak leptonic charge.

The strong-force charge is called “color.” Experimentally, we have never seen any free particle that has a net color. It is possible that color is “confined” and that we will never find a free particle with net color.




The Particles

The fundamental particles can be classified into two groups depending upon their intrinsic angular momentum, called spin. If the particles possess integer spin, then they are called bosons. Particles with half-integral spin are called fermions. In addition, spin 0 bosons are called scalar, spin 1 are called vector, and spin 2, tensor. Spin 1/2 fermions are called spinors, and spin 3/2 fermions are referred to as Rarita- Schwinger.

Fermions and bosons may be subgrouped by whether they feel the strong force or not. Leptons are fermions that do not participate in the strong interaction, while fermions that do are called baryons. The leptons include: the electron, muon, and τ, and their associated neutrinos. Protons and neutrons are examples of baryons. Bosons that feel the strong force are called mesons. The pion is the lightest meson. The mesons and baryons together are called hadrons.

While the leptons are fundamental particles, the hadrons are not. They are composite, bound states of spin 1/2 quarks. Mesons are made up of 2 quarks (a quark and an antiquark) and baryons are made up of three quarks. The quarks do not possess integral electric charge. They  have either one-third or two-thirds of the charge of an electron. The quarks come in the three colors and six flavors. Because quarks have net color, they are confined, so we do not expect to find free quarks. Any hadron we do see in nature is a color “neutral” combination of quarks. For example, the neutron is made up of an up quark and 2 down quarks, with one of each color. The neutral pion is made up of an up quark and an up antiquark of say, red and anti-red colors.

The muon, τ lepton, and their associated neutrinos look just like copies of the electron and its neutrino except that they have larger masses. The strange and charmed quarks also look like copies of the up and down quarks except for higher masses. It seems that nature repeats itself in structure at different mass levels and we do not know why. We can combine the electron, its neutrino, the up and (corrected) down quarks, and their associated antiparticles (positron, antineutrino, and antiquarks) into a group called a generation. The muon, its neutrino, and the charmed and (corrected) strange quarks form, with their antipartners, a second generation. The τ, bottom, and (when it is found) top will form a third. Any unified theory of the strong, weak, and electromagnetic forces must explain the existence of these generations.




The Theories

The successful point particle quantum field theories describing the electric, weak and strong forces are based on quantum gauge theories. The construction of these gauge theories requires that the particles transmitting the force be spin 1 bosons, collectively called gauge bosons.

The quantum theory of (pure) electromagnetism is called Quantum Electrodynamics, or QED. The gauge boson is the massless, uncharged photon. Since the photon is massless and unconfined, the force has an infinite range. The photons are coupled to spinors that usually represent electrons and positrons.

The quantum theory of the strong force is known as Quantum Chromodynamics, or QCD. As the name suggests, it is a generalization of QED where the charge is now color. The gauge boson is the gluon. Unlike QED, where there is only one gauge boson, the photon, there are eight different gluons of various color combinations. Since the gluons are not colorless, they are supposed to be confined. Even though the gluons are massless, they are confined and cannot be seen as free particles, so the force described by QCD is short-ranged. The gluons are coupled to spinors that represent the confined quarks. Each flavor of quark comes in three colors.

The successful quantum theory of the weak force actually unifies the weak force with the electromagnetic force and is called the Weinberg-Salam model, the electroweak theory, or (sometimes) Quantum Flavordynamics. The gauge bosons for the electroweak theory are the W and Z bosons for the weak force and the photon for the electric force. The weak  force is short-ranged, so the W and Z bosons, which are unconfined, are quite massive, around 80 GeV. (In the units we use, 1 GeV is 1.78 x 10 — 24 grams.) Pure gauge produce massless gauge bosons. To give the gauge bosons a mass and still maintain a gauge symmetry, the gauge symmetry must be “spontaneously” broken (the action is symmetric but the ground state is not). To accomplish this in the electroweak theory, a scalar field is added called the Higgs field. The Higgs is put into the theory “by hand” and has not been found experimentally. The gauge bosons are coupled to spinor fields that represent the leptons and quarks.

Even though we do not have a successful point particle theory of quantum gravity, we still have a name for the particle that carries the force, the graviton. Unlike the other gauge bosons, the graviton is spin 2. At low energy scales, gravity is so weak that we cannot expect to detect an individual graviton.

When all of the fundamental particles are treated as point-like, the interaction between these particles can only occur on contact, that is, at one space-time point. This causes divergences to appear in the quantum theory. In order to make sense of the results, we must subtract away these divergences. This is done through the renormalization program. One result of renormalization is that the couplings in a theory become scaledependent. That is, whether a force is weak or strong depends on what energies you are looking at. In QCD, for example, the strong force is only strong at low energies. As we look at higher and higher energies, the force gets weaker and quarks begin to act like free particles. This is called asymptotic freedom. The opposite occurs in QED. As we look at higher energies, or equivalently, shorter distances, the electric charge grows in magnitude. In a grand unified theory, all of the forces have equal intrinsic couplings (strength) at some high energy.

What do we want from a unified theory? The standard model described above contains a large number of parameters that we would like to be able to calculate. In addition, the gauge groups used are dictated by experiment and there are no indications at all as to their origin. The Higgs mechanism does not occur naturally but must be put in by hand. The existence of generations of quarks and leptons is a mystery. Naturally, we would want any truly unified theory to incorporate the standard model at low energies and to answer the questions above that the standard model leaves. Gravity should be incorporated and the theory should be finite to prevent the need to introduce continuous parameters. This is no small order. It is remarkable that supersymmetric string theories presently appear to satisfy most if not all of these requirements. As we have mentioned, string theories incorporate gravity. String theories do not contain free continuous parameters (the string coupling is determined dynamically). Mathematical consistency dictates what the unifying gauge group must be. Superstring theories appear to be perturbatively finite. It also looks possible that the breaking of the gauge group at low energies  to that of the standard model may be accomplished naturally and geometrically. The number of generations may also be dictated by the way the number of noncompact space-time dimensions is reduced from 26 or 10 to 4. However, nonperturbative effects of string theory are expected to be important. Presently, we have no completely satisfactory nonperturbative formulation of string theory. A complete proof of finiteness, the identification of how and why symmetries are broken, etc., must await our understanding of the nonperturbative aspects of strings.

In the first half of this book we will develop quantum field theory as applied to point particles. As you will soon discover, almost all of what we know about quantum field theory is based on perturbation theory, including renormalization. We will begin by introducing the notion of second quantization in the so-called operator formalism, and develop a particle interpretation of the resulting quantum field theory. We will then quantize free relativistic scalar, spinor, and vector fields. Interactions will be added and a perturbative solution of the interacting quantum fields will be developed based on the exact free field solutions. We will then discover divergences in the first nonclassical terms in the perturbation series.

Just as ordinary quantum mechanics has three representations, we will develop quantum field theory in the three representations: operator (Heisenberg), Schrödinger, and path integral. The latter two representations require functional calculus, which we introduce in chapter 9.

After obtaining basically the same results and divergences in all three representations, starting in chapter 16 we will face the divergences and apply the renormalization process. After this, we will be ready to apply the same ideas to strings.

Finally, a comment on units. We will use units such that the speed of light, c, and Planck’s constant, ℏ, are equal to 1. This means that time can be measured in units of length, mass in units of energy, and energy in inverse units of length. Thus, larger energies imply smaller lengths.





CHAPTER 2

First to Second Quantization

The term “second quantization” is a bit confusing at first. How do you quantize something that is already quantized? The answer to this question, which is the topic of this chapter, is that in second quantization you are quantizing a different thing than in first quantization. We are all familiar with first quantization from ordinary nonrelativistic point particle quantum mechanics. If the position of a classical particle is x and its momentum p, we first quantize by making x and p operators on a Hilbert space. The elements of the Hilbert space describe the possible configurations or states of the one-particle system. The coordinate representation of a state is called the wave function for the system in that state. The wave function is just a function. In the process of second quantization, we take the states of the first quantized system and make them operators. The wave “functions” are no longer functions, but operators. x and p are no longer operators, but continuous indices for our new operators. Now we have a new set of operators but no states for them to operate on. So we find a new set of states, a direct sum of Hilbert spaces, and call it a Fock space. The result is a quantum field theory.

Why do we call this system a quantum field theory? Consider again the coordinate representation of a state of the first quantized system. Call this wave function ψ(x, t). It satisfies some Schrödinger equation, a partial differential operator. Now forget, for a moment, the quantum mechanical  origin and interpretation of ψ(x, t). ψ(x, t) is just a function defined on space-time, i.e. a field. It satisfies a differential equation, i.e. a field equation. We could just as well think of the field ψ(x, t) and its field equation as a classical field theory. We no longer mention any first quantization. Now when we quantize by making ψ an operator, we naturally think of it as a quantum field theory.

So we have two ways of arriving at a quantum field theory. We can quantize a classical field theory, or we can “second” quantize a first quantized system (for example, the Dirac equation). We can think of the first quantized system as just another classical field theory if we want to. If the field we are quantizing does have a first quantized interpretation, however, we might expect to see the structure of the first quantized system inside the second quantized system. We will see that this is true later in this chapter.

If we already have a first quantized system, what is the value of second quantizing it? We will see one advantage when we look at how the first quantized system emerges from the quantum field theory. If we have a first quantized system of 2 particles, then we will need 4 operators to give the position and momentum of the particles: x1, x2, p1, and p2. The wave function, ψ2(x1, x2, t), will satisfy some 2-body Schrödinger equation. Now suppose we want to consider adding another particle. We must come up with another 2 operators, x3 and p3, and new wave functions, ψ3(x1, x2, x3, t). On top of that, we must also use a new (3-body) Schrödinger equation. Every time we add or drop a particle we have to produce a completely different set of equations and solutions. This is only a nuisance if the particle number is fixed, but what are we going to do if at some time, t0, the number and types of particles change? Do we throw away one set of wave functions and Schrödinger equations at t0 and grab another? The second quantized system has built into it an infinite set of first quantized systems, one for each particle number. Thus, the quantum field theory can conveniently treat, in a unified setting, the situation where the particle number is changing. The field operator, ψ(x, t), and the operator field equation it solves, do not change in form as the particle number changes. The need to switch from first to second quantization becomes more compelling when we incorporate relativity. The hallmark of relativistic quantum theory is particle creation and destruction. The number of particles is no longer conserved. We can no longer afford to consider one N-body sector at a time.

To illustrate the process of second quantization, we will second quantize the ordinary, nonrelativistic Schrödinger equation. After second quantizing, we will develop a particle interpretation for the field theory. It is certainly not obvious ahead of time how one gets particles out of a field, ψ(x, t). Once we have a particle interpretation, we will show how all of the many-body first quantized systems emerge from the field theory. However, we must not forget that fundamental particles are either fermions  or bosons, so we will show how to quantize to get fermions or bosons. Finally, we will second quantize a nonlinear field theory, the Nonlinear Schrödinger model. It is integrable (exactly solvable), so we will be able to illustrate what it means to exactly solve a quantum field theory. As you may have guessed by now, in this case it means solving an infinite set of many-body Schrödinger equations, one equation for each particle number.

For completeness and continuity, and before we march on to second quantizing, we will review first quantization, that is, ordinary nonrelativistic quantum mechanics. In this book, we present quantum field theory in three representations, so that means we must review quantum mechanics in the same three representations. We will do 2 representations here: Heisenberg (operator) and Schrödinger. We will put off path integrals until we introduce functional calculus. As an example, we will consider the harmonic oscillator. It is simple and we will use it over and over again in field theory.




2.1 QUANTUM MECHANICS

The object of interest to calculate in any quantum mechanical process is the probability amplitude. It is a complex number. The square of the modulus of the amplitude is proportional to the probability that the process will occur. The “laws” of quantum mechanics are rules on how to calculate the amplitude for any process.

For a given physical system, quantum mechanics postulates that there is a complete set of states that describes all of the possible configurations of the system. A state will be denoted as |ψ〉. It is a vector in some Hilbert space. c|ψ〉, c a constant, represents the same physical state. The inner product of two states, |ψ1〉 and |ψ2〉, is written as 〈ψ2|ψ1〉. The amplitude for the process that takes the system from the state |ψ1〉 to |ψ2〉 is just 〈ψ2|ψ1〉. The probability for this process to occur is |〈ψ2|ψ1〉|2.

Another postulate of quantum mechanics is that with every physical observable, there is associated an operator. The operator acts on the Hilbert space containing the states. If a measurement is made of the observable, the result of the measurement must be one of the eigenvalues of the operator. No other values are possible. Since the eigenvalues are the result of physical measurements, they must be real. This means that the operators must be Hermitian. If the eigenvalues of some operator Z for a physical quantity z are just ±1, then if we measure z, the only possible result is either +1 or — 1 no matter what state the system is in. We cannot get 1/2, 1/3, 2π, etc. The expectation value of the physical quantity z in the state |ψ1〉 is given by 〈ψ1 |Z| ψ1〉, where the state vectors are normalized to 〈ψ1| ψ1〉 = 1. This expected value may range between — 1 and +1. It is not the result of an experimental measurement of z. It is  only the expected value. If we made the measurement on a large number of identical systems, all in the state |ψ1〉, the result of any one measurement would be +1 or — 1, but the average value of all the measurements is 〈ψ1 |Z| ψ1〉.

The position of the particle is a physical observable. Let the associated operator be X. The eigenvectors of X satisfy

[image: 002]

(2.1)

We assume they are complete and form a basis for the Hilbert space of states. The eigenvectors are normalized so that 〈x‘|x〉 = δ(x’ — x), where δ is the Dirac distribution. (Technically, this normalization means that |x〉 is not an element of any Hilbert space. We are not going to worry about this and will just act as if they are in a Hilbert space. To avoid this snag, we could consider the system to be contained in a very large, finite-volume box instead of an infinite volume. However, since the volume does not enter into physical results, the normalization above presents no difficulties.)

The notation for the eigenvectors can at times be rather confusing. We will use boldface for operators whenever possible. X is the position operator, while x is the eigenvalue associated with the eigenvector |x〉. We will often label eigenstates of an operator by their eigenvalues. |x‘〉 is the eigenvector of operator X with eigenvalue x’, while | — 1) is the eigenvector of Z with eigenvalue — 1, and so on. If we expand a state vector, |ψ(t)〉, in the position basis, |x〉, the component of |ψ(t)〉 in the |x〉 direction is 〈x|ψ(t)〉, which is just a number, ψ(x, t). ψ(x, t) is the wave function representing the state |ψ(t)〉.

[image: 003]

(2.2)

From this expansion, we can see that our assumption of completeness of the basis |x〉 means that

[image: 004]

(2.3)

We will use equation (2.3) often.

|x〉 is the state of the system where the particle is at position x. 〈x|ψ(t)〉 = ψ(x, t) is the amplitude for the system in state |ψ(t)〉 to also be in the state |x〉. Thus, |ψ(x, t)|2 is the probability that the particle will be found at position x when the system is in state |ψ(t)〉. Since the particle must be found somewhere, ∫ |ψ(x, t)|2 dx = 1, that is, the states are normalized so that 〈ψ(t)|ψ(t)〉 = 1.

So far we have no dynamics, no time evolution. Quantum mechanics provides for time evolution by requiring the undisturbed states of the system to satisfy the Schrödinger equation,

[image: 005]

(2.4)


H is called the Hamiltonian operator and generates infinitesimal time translations. The formal solution to the Schrödinger equation is

[image: 006]

(2.5)

If the system is initially, at time to, in the state |ψ(t0)〉, the time evolution operator, U(t,t0) = exp( — iH(t — t0)), evolves the undisturbed system in state |ψ(t0)〉 to time t, where the system will now be in the state |ψ(t)〉.

Where do we get this Hamiltonian operator? If we have a classical Hamiltonian system to quantize, with a classical Hamiltonian, H(x, p), we may obtain the Hamiltonian operator using H(x, p) as a guide. Since both the position and momentum of a particle are observable quantities, upon quantization, they become operators, X and P. We can turn the classical Hamiltonian into an operator by replacing x with X and p with P. To complete the quantization, we must specify quantum conditions for the operators X and P. X and P must satisfy[image: 007]

(2.6)

where [X, P] = XP — PX is the commutator of X and P. The operators of the quantum system are defined such that their commutators are equal to i times the corresponding classical Poisson bracket. That is, we can obtain the quantum conditions for two operators from the classical system by multiplying the Poisson bracket by i and replacing the bracket with a commutator.

If the quantum mechanical system we are trying to describe has no classical analog, such as a system with spin, then we must guess what the Hamiltonian operator is and what the quantum conditions are. In the case where we do have a classical system, the quantum conditions tell us that X and P do not commute at equal times, so potential operator ordering problems arise in constructing the Hamiltonian operator from the classical Hamiltonian. For example, operator products XP and PX are inequivalent while xp and px are the same in the classical system. In general, we choose a symmetric ordering, xp → (XP + PX)/2. X and P commute with themselves, [X, X] = [P,P] = 0, so there is no operator ordering problem with x2 or p2.

To work with wave functions, we must use the coordinate representation provided by the position operator eigenvector, |x〉. As we stated earlier, 〈x|ψ(t)〉 = ψ(x,t) is the wave function for state |ψ(t)〉. We use equation (2.3) to obtain a representation for the inner product, 〈ψ(t‘)|ψ(t)〉.

[image: 008]

(2.7)

The Schrödinger equation becomes[image: 009]

or[image: 010]

(2.8)

|x|H|x‘〉 is called the matrix element of the operator H in the position basis. To compute 〈x|H|x’〉 we must determine the matrix elements of X, 〈x|X|x‘〉, and the momentum P, 〈x|P|x’〉. Since |x〉 is an eigenvector of X, 〈x|X|x‘〉 = xδ(x — x’). The delta function tells us that the matrix representing X in this basis is diagonal. For 〈x|P|x‘〉, we turn to the quantum conditions, [X, P] = i. Since [image: 011] serves as a representation for P, hence[image: 012]

(2.9)



If the Hamiltonian is[image: 013]

(2.10)

then[image: 014]

(2.11)



Substituting eq.(2.11) into eq.(2.8), we recover the familiar Schrödinger operator for the wave function.

So far we have been describing the Schrödinger (coordinate) representation or picture. The states of the system are time dependent; the operators are not. In the Heisenberg (operator) picture, the states are time independent. The operators carry the time dependence. The results obtained in either representation are equivalent.

The transformation between the Schrödinger and Heisenberg pictures is done with the time evolution operator. Recall that the solution of the Schrödinger equation is[image: 015]

(2.12)

|ψ(0)〉 is the initial state of the system at a fixed time, t = 0, so it has no time dependence and can be used in the Heisenberg representation. |ψ(t)〉 is time dependent so it belongs to the Schrödinger representation. If we apply exp(iHt) to both sides, then[image: 016]

(2.13)



The right-hand side is time independent, so the left-hand side must also be independent. Application of the operator exp(iHt) has converted a state in the Schrödinger picture to one in the Heisenberg picture.

To find the transformation for operators, we note that we want to obtain the same results in both representations. In particular, the expectation of any operator, Z, should be the same. Starting in the Schrödinger picture, we have

[image: 017]

(2.14)

Hence, the time dependent operators in the Heisenberg picture are related to the Schrödinger picture operators by

[image: 018]

(2.15)

Since the states are now time independent, they do not have to satisfy any Schrödinger equation. The dynamics is locked into the time dependent operators. They must satisfy an operator equation of motion, which can be obtained by considering small translations in time, from t to t + ∈, ∈ small, and expanding (2.15) to first order in ∈.

[image: 019]

Expanding the left-hand side to the same order, we have

[image: 020]

Equating powers of ∈ yields

[image: 021]

(2.16)

If the operator Z has an explicit time dependence, then we must add ∂Z/∂t to the right-hand side of (2.16). This equation of motion may also be obtained from the classical system by replacing i times the Poisson bracket with a commutator, just as in the quantum conditions. Note that if Z commutes with H, it is a constant of the motion. So to quantize a classical system in the Heisenberg picture, we elevate observables to operators, specify quantum conditions (now since X and P are time dependent, we specify the commutator at equal times, i.e. [X(t‘), P(t)] = i at t = t’), choose an operator ordering, and specify a Hilbert space containing the time independent state vectors. To compute the quantum dynamics, we must solve the operator equations of motion.

It is time to do an explicit example to illustrate the two representations. A simple, but very useful example is the harmonic oscillator. The classical Hamiltonian for the harmonic oscillator is

[image: 022]

(2.17)

To quantize this, we make x and p the operators X and P, and require them to satisfy the quantum conditions, [X, P] = i.

We will solve this system in the Heisenberg picture first. Let’s choose the set of states spanned by the eigenvectors of the Hamiltonian operator. We could “sandwich” the operator equations of motion for X and P in these states, that is, compute 〈ψ1|[H, X]|ψ2〉 and 〈ψ1|[H, P]|ψ2〉, to determine the spectrum of H using the quantum conditions. But instead, we can do a simple change of variables that simplifies the analysis. Define the operator a as

[image: 023]

(2.18)

The Hermitian conjugate is

[image: 024]

(2.19)

Sincea≠a†, a is not Hermitian, so a does not represent an observable. Computing [a, a†] using the quantum conditions, [X, P] = i and [X, X] = [P, P] = 0, we find

[image: 025]

(2.20)

If we substitute [image: 026] and [image: 027] into the Hamiltonian operator, and use eq.(2.20) once we find

[image: 028]

(2.21)

Now it is easy to see that if a state |ψ〉 is an eigenvector of H, then it must be an eigenvector of the operator N = a†a. This operator is called the number operator. Let us label the eigenvectors of N by their eigenvalues,[image: 029]

(2.22)

so that[image: 030]

(2.23)



Next, consider the norm of the state a|n〉. The norm (length of the vector) must be greater than or equal to zero.

[image: 031]

(2.24)

But[image: 032]

(2.25)

so[image: 033]

(2.26)

〈n|n〉 is again the square of a norm of a vector and must be greater than or equal to zero. But the only vector of norm zero is the null vector (vector of length zero), which we are not interested in. It does not contribute any probability. Thus n ≥ 0. We will normalize the states |n〉 such that 〈n|n〉 = 1. The state of lowest energy, the ground state, is n = 0. The ground state energy, from equation (2.23), is ω/2. The first excited state has n = 1, the second n = 2, etc. The spectrum of H is En = ω(n + 1/2). The energy levels are evenly spaced with separation ω.

Using eq.(2.25) we see that a|0〉 is a vector of zero norm, so it must be the null vector,

[image: 034]

(2.27)

To reach the excited states from the ground state, |0〉, we observe that[image: 035]

(2.28)

where we have made use of the quantum conditions, eq.(2.20), to compute this commutator. Thus,[image: 036]

(2.29)

a†|0〉 is an eigenvector of N with eigenvalue 1. a†|0〉 = |1〉. What about a†|1〉, a†|2〉, and so on?[image: 037]

(2.30)

where λ is a constant that we will determine in a moment. What about a? From [N, a] = — a, we find that[image: 038]

(2.31)



All of the eigenstates of H can be generated by applying a† consecutively to |0〉. The constant λ in equation (2.30) is fixed by making sure the states generated are properly normalized. All states should have unit length. We start by assuming 〈0|0〉 = 1. From this it follows that[image: 039]

where, once again, the quantum conditions, eq.(2.20), are used to do the computation. Similarly,[image: 040]

so the properly normalized state of two excitations is[image: 041]



In general,

[image: 042]

(2.32)

The Schrödinger representation for the harmonic oscillator can be found by solving the Schrödinger equation, eqs. (2.8) and (2.11), using the Hamiltonian, eq.(2.17). It is easier, however, to find the coordinate representation of |0〉 and apply the transformation (2.12). Let ψ0(x, 0) = 〈x|0〉. The state |0〉 is determined by equation (2.27),

[image: 043]

In the coordinate representation,[image: 044]

which is[image: 045]

(2.33)



The solution is[image: 046]

(2.34)

where the normalization was determined from 〈0|0〉 = 1. All of the excited state wave functions may be obtained by applying the coordinate representation of equation (2.32). Since ψ0(x, 0) is an eigenstate of H, the computation of ψ0(x, t) is straightforward.[image: 047]

(2.35)



The operators a† and a are sometimes called ladder operators, or raising and lowering operators, because they make states that march up and down the ladder of excitations. As we shall soon see, free quantum field theories reduce to a collection of independent harmonic oscillators, one for each energy-momentum. The raising and lowering operators of the collection of oscillators provide a particle interpretation. To illustrate this now, let’s reinterpret the raising and lowering operators above as particle creation and destruction operators in the following way: Redefine the Hamiltonian, eq.(2.21), by subtracting the constant ½ from it, and interpret ω as the mass of a particle. The state |0〉 has no energy. It is empty, the vacuum. The state |1〉 has energy ω = m so it contains 1 particle, say, at rest. The state |2〉 has energy 2m so it contains 2 particles at rest, and so on. a† acting on the state |1〉 changes it into |2〉. The energy of the state has increased by m. This means that the operator a† has created a particle. Similarly, a acting on |2〉 changes the state to |1〉. The energy has decreased by m. a destroys a particle. The number operator, N = a†a, now counts the number of particles in each state. If a acts on the vacuum, |0〉, where there are no particles to destroy, the result should be zero, (2.27). To find a particle interpretation of any quantum field we look for operators similar to a and a† in the quantum field theory.

So far we have worked with one spatial dimension only. To keep things simple in this chapter, we will continue using only one spatial dimension. In the next chapter we will switch to three spatial dimensions.




2.2 SECOND QUANTIZATION 

Let’s now second quantize the Schrödinger equation,[image: 048]

(2.36)

where 0 ≤ x ≤ L. We will assume periodic boundary conditions. To second quantize, we want to make the first quantized wave function an operator. The field operator, ϕ(x, t), is time dependent, hence we will be working in the Heisenberg or operator formalism. Equation (2.36) will then become an operator equation of motion. In quantum mechanics, operator equations of motion take the form of equation (2.16),[image: 049]

(2.37)



Therefore, we must find a field Hamiltonian, H, and quantum conditions (equal-time commutators) such that equation (2.37) reproduces equation (2.36).

The commutator is the field equivalent of [X(t), P(t)] = i for the first quantized system. In this field theory, ϕ(x, t) plays the role of X. To write down the quantum commutator involving ϕ, we must find what the field momentum conjugate to ϕ is. We could guess, or we can treat the first quantized system as a classical field theory, find an action principle that yields the field equations, and use the action as a crutch to find the field momentum and Hamiltonian.

We will follow here the action principle path because it is used quite frequently, especially in this book. Often we will just start by writing down an action and then finding the equations of motion, instead of the reverse that we are doing here. The use of an action also allows us to easily connect symmetries with conserved currents.

The action, S[ϕ], is a functional of the fields. This means that the action, S, maps the function ϕ(x, t) into the real numbers. The action takes a specific function on space-time and turns it into a number. We use square brackets, [···], to denote the functional nature of S. S is also written as[image: 050]

(2.38)

where [image: 051] is the Lagrangian and [image: 052] is the Lagrangian density. The field equations are obtained by varying the action with respect to the fields and setting the variation to zero. If we vary the action by varying the field ϕ, keeping ϕ(x, ti) and ϕ(x, tf) fixed, then[image: 053]

(2.39)

where ∂μ = ∂/∂xμ, (x0 = t). δ∂μϕ = ∂μδϕ. Integrating the first term by parts (the surface term will vanish because ϕ is fixed at ti and tf), we have

[image: 054]

(2.40)

The variation of the action, δS, will vanish for arbitrary variations in ϕ if the integrand vanishes, namely

[image: 055]

(2.41)

We are employing the usual convention where any repeated index is summed over.

The field momentum conjugate to ϕ is

[image: 056]

(2.42)

The field Hamiltonian is given by the Legendre transform of the Lagrangian,

[image: 057]

(2.43)

If we are given a Lagrangian, we may quickly find the field equations from eq.(2.41), the Hamiltonian from eq.(2.43), and quantize by making ϕ(x, t) and its conjugate momentum, π(x, t), operators satisfying equal-time commutation relations,

[image: 058]

(2.44)

In the absence of difficult operator ordering ambiguities, the field Hamiltonian operator and quantum conditions, eq.(2.44), will reproduce the equations of motion, eq.(2.41), as an operator equation of motion, eq.(2.36).

To find the Lagrangian given the equations of motion, we could work backwards from eq.(2.41) to eq.(2.40) and eq.(2.39) by multiplying the field equations by δϕ and integrating. This will lead to some difficulty when we start with the Schrödinger equation, eq.(2.36), because the equation is first-order in the time derivative.

Instead of working backwards, we will motivate our choice of Lagrangian by observing that a conservation equation can be derived from the Schrödinger equation. This conservation equation tells us that there is a conserved current, here the probability current. The existence of conserved currents implies that the Lagrangian must possess some symmetry,  that is, that the Lagrangian is invariant under some symmetry transformation. Let us quickly show that symmetries in the Lagrangian lead to conserved currents. This is known as Nöther’s theorem.

Suppose that S is invariant under a transformation of ϕ whereϕ→ ϕ + ∈. Now we proceed to compute δS with respect to the variation in the field due to the symmetry transformation, δϕ = ∈ϕ. δS = 0 because the action is invariant under the transformation. We have

[image: 059]

(2.45)

Using the field equations, eq.(2.41), substitute in for [image: 060],

[image: 061]

(2.46)

Once again, the integrand must vanish for any ∈, thus the current,[image: 062]

(2.47)

is conserved, ∂μjμ = 0. Each symmetry of S leads to a conserved current.

Now, let’s derive the conserved current from the Schrödinger equation, eq.(2.36). After making the “obvious” guess as to what the corresponding symmetry transformation is, we can work backwards through eq.(2.47) to obtain the Lagrangian.

To obtain an expression for the current from the Schrödinger equation, we start by multiplying it by ϕ*(x, t), the complex conjugate of ϕ(x, t).

[image: 063]

(2.48)

Next, take the complex conjugate of equation (2.48) and subtract it from (2.48). Assuming the V(x) is a real function of x, the result is

[image: 064]

(2.49)

The left-hand side above is the time derivative of ϕ*ϕ, the probability density. Thus, equation (2.49) can be put into the form ∂μjμ = 0 where (x0 = t, x1 = x),[image: 065]

(2.50)

and[image: 066]

(2.51)



We have a conserved current that involves the field ϕ and its complex conjugate. This means that the field ϕ* will also appear in the Lagrangian.

What symmetry transformation in the Lagrangian gives us the conserved current? If you recall that ϕ(x, t) originally represented a wave function for a first quantized system, then we know that we can multiply ϕ(x, t) by an arbitrary phase, exp(iα), where α is a constant, and all of the physical results will be unchanged. Also note that j0 and j1 above are independent of phase. So, it is reasonable to try to find a Lagrangian that is invariant under the transformationϕ→exp(iα)ϕ, ϕ* → exp( — iα)ϕ* and generates the conserved current above, eqs.(2.50)-(2.51), as a result of the symmetry.

Now that we know that the Lagrangian will depend on ϕ and ϕ*, we can rederive the dependence of jμ on [image: 067] in terms of ϕ and ϕ*, following the steps that led to eq.(2.47). Given the expression for jμ, we can work backwards to find the Lagrangian. The resulting Lagrangian density is

[image: 068]

(2.52)

You can verify by direct computation that δS/δϕ* = 0 results in the Schrödinger equation, (2.36), and that δS/δϕ = 0 gives the conjugate equation. [image: 069]


also has the global phase invariance we wanted. Let’s quickly verify that we get the correct conserved current from [image: 070]. Instead of plugging into an equation like (2.47), we can also find the current by transforming ϕ and ϕ* by a local phase transformation (“local” means α is no longer constant, α = α(x, t)). The quantity proportional to α in δS will be ∂μjμ. So, if[image: 071]

then,[image: 072]

and so to first order in α,[image: 073]




After integrating by parts,[image: 074]

and, indeed, we do recover j0 and j1 in equations (2.50)-(2.51).

From [image: 075], eq.(2.52), we find that the field momentum is

[image: 076]

(2.53)

Thus, the quantum conditions we want to impose on the operators ϕ and ϕ* are

[image: 077]

(2.54)

The field Hamiltonian operator is easily computed to be

[image: 078]

(2.55)

We have picked a particular ordering for the operators, called normal ordering, that is not symmetric between ϕ and ϕ*. This ordering was chosen to avoid a divergence, the vacuum energy. We will look at normal ordering more closely in the next chapter.

After all the work we went through to find [image: 079], we see that H and the quantum commutators, eq.(2.54), have an amazingly simple form. All we have done in constructing the field Hamiltonian is sandwich the first quantized Hamiltonian in between the field operators ϕ*(x, t) and ϕ(x, t). Of course, it was not obvious at first to choose ϕ* as the conjugate momentum to ϕ (instead of [image: 080]), but as we shall see again with the Dirac equation, this is what you do when the field equation is first order in the time derivative.

Upon quantization, we are treating ϕ and ϕ* as independent operators. You can easily check that the field Hamiltonian, eq.(2.55), along with the quantum conditions, eq.(2.54), reproduces the Schrödinger equation, eq.(2.36), from eq.(2.37). These equations define a quantum field theory except that we are missing a set of state vectors. Also, where are all of the particles? We need a particle interpretation for the fields ϕ and ϕ*.

The first quantized 1-body Hamiltonian appears in the field Hamiltonian. Let’s go back, for a moment, and reconsider the first quantized  system. The normalized eigenfunctions ϕn(x), eigenvalue en, of the first quantized Hamiltonian,[image: 081]

(2.56)

are assumed to form a complete set, thus any solution ϕ to the Schrödinger equation can be expanded in terms of the ϕn’s:[image: 082]

(2.57)



In the first quantized system, ϕ(x, t) and ϕn(x) are wave functions and an(t) is just a number times exp( — ient). After second quantizing, ϕ(x, t) becomes an operator, so either an(t) or ϕn(x) must become an operator. We will make an(t) an operator and leave ϕn(x) a function. Similarly,

[image: 083]

(2.58)

Substitute the expansions (2.57) and (2.58) into the quantum equal-time commutators, eq.(2.54).

[image: 084]

(2.59)

Since the first quantized energy eigenfunctions are assumed to be complete,

[image: 085]

(2.60)

The last step in equation (2.59) will hold only if

[image: 086]

(2.61)

Similarly,[image: 087]

implies[image: 088]




Next, substitute the expansion for ϕ and ϕ* into the Hamiltonian operator. The first quantized Hamiltonian, h, lurking inside the field Hamiltonian, will operate on the wave functions, ϕn(x), in the expansion of ϕ. The wave functions, ϕn(x), are orthonormal, so they satisfy

[image: 089]

(2.62)

The orthonormality simplifies the expression of H into

[image: 090]

(2.63)

For fixed n, we note that an and [image: 091] look identical to the raising and lowering operators of the harmonic oscillator. The field Hamiltonian is just an infinite sum of harmonic oscillator Hamiltonians. The expansions, (2.57) and (2.58), have reduced the quantum field theory to an infinite set of harmonic oscillators. Following the discussion given on the harmonic oscillator, we can now develop a particle interpretation.

The lowest energy state of H, the ground state or bare vacuum, is the one that is empty,

[image: 092]

(2.64)

The destruction operator for any n, an, finds no excitations (particles) to annihilate in the empty vacuum, |0〉, so the result is the null vector. [image: 093] is a state of energy en. It contains 1 particle of energy en, created by [image: 094], the creation operator for mode n. [image: 095] is also a 1-particle state except that the energy of the particle is em. We have only one field in this theory, so there is only one type of particle. The difference in energy between the two 1-particle states must be due to a difference in momentum between the two. [image: 096] is a 2-particle state with energy en + em. The collection of all of the states spanned by the states formed by operating on |0〉 with any number of creation operators for any mode n is called a Fock space.

Now we have our states and our particle interpretation. [image: 097] is a state at time t with 1 particle of energy en. But where is this particle located? ϕ(x, t) is expanded in terms of an only, while ϕ*(x, t) is expanded in terms of [image: 098] only. Thus, ϕ(x, t) is a destruction operator and ϕ*(x, t) is a creation operator. So,[image: 099]

(2.65)

is a 1-particle state where the particle is located at position x at time t. In this form, we know where the particle is. But now, what is its energy?

To simplify things just for a moment, let’s consider the case where V(x) = 0. The normalized eigenfunctions, ϕn(x), are plane waves, L — ½  exp(i2πnx/L), that is, momentum eigenfunctions. The expansions (2.57) and (2.58) turn into Fourier series. Inverting eqs.(2.57) and (2.58), we have[image: 100]

(2.66)

[image: 101]

(2.67)



The state [image: 102] is[image: 103]

(2.68)

Since we are integrating over x‘, this states creates a particle via ϕ*(x’, t) at every point x‘ with amplitude L — 1/2 exp(i2πnx’/L). In other words, the state (2.68) above is a 1-particle state with the particle spread all over space-time, the position probability amplitude at each point given by L — 1/2 exp(i2πnx‘/L). That is, the state (2.68) creates a particle with wave function L — 1/2 exp(i2πnx’/L). The square of this wave function is independent of x‘ so [image: 104] creates a 1-particle state and we do not know where the particle is. It has equal probability of being anywhere. The particle has a definite momentum n, so by the uncertainty principle, we have no idea what the position is. Likewise, ϕ*(x, t)|0〉 creates a particle at x, a definite position. Since we know its position, we have no idea what its momentum and energy are. To create a particle definitely located at x, we need to use [image: 105] for every n. The particle has equal probability of having any momentum n.

Now let’s return to the case where V(x) ≠ 0. Suppose we want to make a state containing 1 particle described by wave function f(x, t). To do this, we create a particle at x with amplitude f(x, t) and sum over x:[image: 106]

(2.69)

is such a state. Suppose that we want this state to have a definite energy. This limits our choice of f. If the state has a definite energy, then it must be an eigenstate of H, eq.(2.55).[image: 107]

(2.70)




Using the commutators, eq.(2.54), and the fact that ϕ(x, t)|0〉 = 0, we find that the state (2.69) will be a solution of eq.(2.70) if f(x, t) satisfies

[image: 108]

(2.71)

In other words, f must be an eigenstate of the first quantized Hamiltonian. f(x, t) = ϕn(x)exp( — ient). So now we see how the first quantized 1-particle system emerges from the quantum field theory.

What about a 2-particle system? A 2-particle state with 1 particle at x1 and another at x2 is ϕ*(x1, t)ϕ*(x2, t)|0〉. If the 2 particles are spread out with wave function f2(x1, x2, t), then the state is

[image: 109]

(2.72)

By applying H to this state, we can show that the state will be an eigenstate of H if f2 satisfies

[image: 110]

This is a first quantized 2-body Schrödinger equation. Observe that the 2-body potential separates and that the two particles do not directly interact, hence f2(x1, x2, t) = f(x1, t)f(x2, t). The lack of particle interaction is due to the fact that H, eq.(2.55), is quadratic in ϕ. If we add an additional term to H that is quartic in ϕ of the form[image: 111]

(2.73)

we can see, by applying the new H to the 2-particle state, eq.(2.72), that the 2-body potential is 2 V(x1)δ(x1 — x2). The δ-function arises from use of the commutator, eq.(2.54). The interaction potential is nonzero only if x1 = x2, a contact interaction. Since we are treating the fundamental particles as points, they can only interact on contact. If we instead add a term to eq.(2.55) that contains (ϕ*)3ϕ3, then the 2-body interaction vanishes. However, the 3-body potential is nonzero and is proportional to δ(x1 — x2)δ(x2 — x3). Again the particles only interact on contact, but three must meet to interact. When the first quantized n-body potential is a contact interaction proportional to a δ-function, the quantum field possesses the property called locality. Nonlocal quantum field theories are very difficult to construct and understand, especially relativistic field theories. We will not consider them here. For the same reason, consistent  relativistic quantum theories of extended objects are difficult to produce. This is the topic of the second half of this book.

If we apply the interacting field Hamiltonian operator to an n-particle state,[image: 112]

(2.74)

we find that the n-body wave function must satisfy[image: 113]

(2.75)



In this way, all of the n-body first quantized systems are contained in the corresponding quantum field theory. The operators ϕ and ϕ* change the number of particles present so we can treat physical processes where the particle number is changing in a unified manner.

Before we move on, we should ask about what kind of particles we ended up with, fermions or bosons? The quantum conditions we have chosen, eq.(2.54), specify that ϕ*(x,t) commutes with itself. Reconsider the 2-particle state, eq.(2.72). Since ϕ*(x1, t) and ϕ*(x2, t) commute and create identical particles, we can interchange x1 and x2 and still have the same physical state. Thus, f2(x1, x2, t) should be symmetric under the exchange of x1 and x2.

[image: 114]

(2.76)

By the Pauli principle, this exchange symmetry implies that we are dealing with bosons. The symmetric exchange is due to the use of commutators in the quantum conditions, eq.(2.54).

What if we wanted fermions instead? No two identical fermions can be at the same point, so if ϕ* creates a fermion, then

[image: 115]

(2.77)

Since the state ϕ*(x, t)|0〉 is not the null vector, then (ϕ*(x, t))2 = 0, as an operator equation. If we use commutators in the quantum conditions, then we must conclude that (ϕ*(x, t))2 = 0 implies that ϕ*(x, t) = 0 as an operator equation. Something is wrong.

The wave function for two identical fermions must be antisymmetric under the exchange of coordinates.

[image: 116]

(2.78)

Consider a 2-fermion state,

[image: 117]

(2.79)

Since ψ2 is antisymmetric, then

[image: 118]

(2.80)

Since we are integrating over x1 and x2, they act as dummy indices. We may exchange them without changing the state.

[image: 119]

(2.81)

If ϕ*(x1, t) and ϕ*(x2, t) commute, then the left-hand side of eq.(2.81) is the original state, so we would have |2f〉 = — |2f〉, that is, |2f〉 = 0, the null state. To avoid this, equate (2.79) and (2.81) and note that the only differences are the overall sign and the operator ordering. The antisymmetric nature of ψ2 needed to describe fermions forces us to conclude that

[image: 120]

(2.82)

In other words, ϕ*(x, t) must anticommute with itself and with ϕ* at any other point. We will use braces, {}, to denote an anticommutator. If we use anticommutators instead of commutators in the quantum conditions, then for x1 = x2, we have (ϕ*(x1, t))2 = 0. However, ϕ*(x1, t) ≠ 0, which is just what we needed. Therefore, to quantize the field ϕ satisfying eq.(2.36) and obtain fermions, we must use anticommutators for the quantum conditions,

[image: 121]

(2.83)




2.3 NONLINEAR SCHRÖDINGER MODEL

The Nonlinear Schrödinger model (NLS) is a (1+1)-dimensional quantum field theory describing a nonrelativistic Bose gas. It is based on second quantizing the cubic Schrödinger equation,

[image: 122]

(2.84)

Assume c > 0. The field Hamiltonian,[image: 123]

(2.85)

and quantum conditions,[image: 124]

(2.86)

reproduce eq.(2.84) as an operator equation of motion. The gas is confined to a box of length L, 0 ≤ x ≤ L. We will impose periodic boundary conditions.

The equivalent first quantized system may be obtained by requiring the N-body state,[image: 125]

to be an eigenstate of the Hamiltonian, eq.(2.85). This will be true if fN satisfies[image: 126]

(2.87)



Periodic boundary conditions mean that

[image: 127]

(2.88)

The particle number operator,[image: 128]

(2.89)

is one of an infinite set of operators that commute with H, eq.(2.85). This means that the particle number is conserved. Since there are an infinite number of operators that commute with H, there are an infinite number of constants of the motion. A quantum field theory that possesses an infinite set of conserved quantities is called integrable. Integrable theories should be exactly solvable.

The general N-body Schrödinger equation, eq.(2.87), was solved by E. Lieb and W. Liniger. The general solution is[image: 129]

(2.90)

where θ is the Heaviside step function, and[image: 130]

(2.91)




For fN to be periodic, the k’s must satisfy

[image: 131]

(2.92)

The energy eigenstate of this state is [image: 132].

This model becomes more interesting physically in the “thermodynamic” limit of the finite density sector. In this sector, we require the states to satisfy the constraint

[image: 133]

(2.93)

The thermodynamic limit is N → ∞, L → ∞, N/L fixed.

Finally, let us examine the 2-point time-independent field-field correlation function, g(x — y) = 〈0 |ϕ*(x)ϕ(y)|0〉, in the finite density sector (〈0|ϕ*(x)ϕ(x)|0〉 = N/L), to illustrate the operator product expansion.

Consider the Taylor expansion of g(x — y) about x = y.

[image: 134]

(2.94)

The first term is simply given by eq.(2.93). It also follows from the fact that the number operator, eq.(2.89), is conserved. The second term in eq.(2.94) turns out to be related to the second conserved quantity,

[image: 135]

(2.95)

That is,

[image: 136]

(2.96)

The third term in eq.(2.94) is, in turn, related to the third conserved charge, the Hamiltonian.

[image: 137]

(2.97)

Thus,

[image: 138]

(2.98)

At this order, the 4-point function evaluated at equal points has appeared. The same thing happens for all higher-order terms in eq.(2.94). In each case the coefficient is related to a conserved charge and higher-point correlation functions evaluated at equal points. Combining eqs.(2.96) and (2.98), we have

[image: 139]

(2.99)

Written as an operator product expansion, this is

[image: 140]

(2.100)

This series truncates at the N + 1st term for the finite N-body sector. The computation of g(x — y) in closed form in the thermodynamic limit is still an open problem.




2.4 EXERCISES

1. Verify that the n-particle state, eq.(2.74), will be an eigenstate of the interacting field theory Hamiltonian, eqs.(2.55) and (2.73), if the n-body wave function, fn(x1, ···, xn, t), satisfies the Schrödinger equation (2.75).

2. Verify that the Hamiltanian, eq.(2.85), and the quantum conditions, eq.(2.86), reproduce the cubic Schrödinger equation (2.84) as an operator equation of motion. Then verify that the N-body state,[image: 141]

will be an eigenstate of the Hamiltonian, eq.(2.81), if the N-body wave function satisfies eq.(2.87).




3. Show that the particle number is a constant of the motion in the Nonlinear Schrödinger model. Construct the momentum operator and show that it is also conserved. Verify that the quantity[image: 142]

is also a constant of the motion. Compute the next term in the operator product expansion of ϕ*(x)ϕ(y), eq.(2.100).



4. Show that the N-body wave function, eq.(2.90), satisfies eq.(2.87), with the eigenvalue [image: 143]. What is the momentum of the N-body state?

5. 2-body sector of the Nonlinear Schrödinger model:a. Let |2〉 = ∫ dx1 dx2 ψ(x1, x2)ϕ*(x2, t)ϕ*(x1, t)|0〉 be a 2-body eigenstate of the Hamiltonian, eq.(2.85). What Schrödinger equation does ψ(x1, x2) satisfy?

b. Find the wave function, ψ0(x1, x2), of the vacuum state in the 2-body sector. This wave function will be the solution of the Schrödinger equation of part (a) with the smallest eigenvalue. The vacuum must be translationally invariant, thus the total momentum of this state will vanish. Be sure to normalize the state on the interval 0 ≤ x ≤ L. 

c. Express the equal-time field-field correlation function,[image: 144]

where |02〉 is the 2-body vacuum state, in terms of the vacuum wave function, ψ0(x1, x2). Compute g(x — y) using the result of part (b) for ψ0(x1, x2). Verify that your result is normalized to g(0) = 2/L. Why should g(0) = 2/L?

d. Derive the differential equation that g(x — y) satisfies starting from the 2-body Schrödinger equation from part (a). From the resulting equation, interpret g(x — y) as a Green’s function.

e. Verify that your result from part (c) satisfies the operator product expansion.

 




CHAPTER 3

Free Scalar Field Theory

In chapter 2, we second quantized a nonrelativistic Schrödinger equation to obtain a quantum field theory. This field theory is nonrelativistic, or Galiean invariant, but not Lorentz invariant. The requirement of Lorentz invariance has a profound influence on field theory, right down to the notion of the field description itself. It also leads to the existence of antiparticles, and with it particle creation and destruction, and to the connection of spin and statistics.

To find an interesting relativistic quantum field theory along the same path as in the previous chapter, we need a relativistic Schrödinger equation to second quantize. With little else to go by other than the nonrelativistic Schrödinger equation, we can only guess at what an interesting relativistic equation is. This is what happened historically. One natural relativistic generalization leads to the Klein-Gordon equation, the central topic of this chapter. Once we have the equation, we must discover what it describes. Lorentz covariance requires that the field transform as a scalar under the Lorentz group. Since representations of the Lorentz group can be built from the group SU(2) (“spin”), the scalar field must describe spin 0 particles. The requirement of Lorentz covariance means that we must find completely different equations to describe spin 1/2 fermions or spin 1 bosons. We will take this up in the following two chapters.




3.1 THE KLEIN-GORDON EQUATION

The Schrödinger operator for a free particle may be heuristically obtained via the correspondence principle from the expression for the kinetic energy of a particle,[image: 145]

(3.1)

by substituting E → i∂/∂t, and pj → — i∂/∂xj. The energy-momentum relation above is nonrelativistic. The relativistic generalization is

[image: 146]

(3.2)

The same substitutions for E and pj above lead to the Klein-Gordon operator. This operator, acting on the scalar wave function, [image: 147] , gives the Klein-Gordon equation,

[image: 148]

(3.3)

Eq.(3.3) may be obtained from the action[image: 149]

(3.4)

where x0 = t and [image: 150]. S[ϕ] will be Lorentz invariant if ϕ transforms as a Lorentz scalar. Equivalently, the Klein-Gordon equation, eq.(3.3), will be Lorentz covariant if ϕ transforms as a scalar.

Historically, eq.(3.3) was proposed as a relativistic Schrödinger wave equation by Schrödinger, Gordon, and Klein in 1926-1927, but was abandoned (until 1934) due to difficulties in constructing a 1-particle theory based on it. The first difficulty is that the Klein-Gordon equation admits negative energy solutions, basically because E2 and not E appears in eq.(3.2). For example, the plane wave,[image: 151]

(3.5)

is a solution of eq.(3.3) with energy, [image: 152] . Not only must we find an interpretation of what a negative energy particle is, but, in addition, the energy spectrum is not bounded from below. This means that we could, in principle, extract an arbitrarily large amount of energy from a single-particle system. For example, we could start with one positive energy particle and apply some external influence that allows the particle to jump to a negative energy state. The positive difference in energy between these two states could be used to do work. We can repeat the procedure on the negative energy particle, lowering its energy, and  extract more energy. Since the spectrum is not bounded from below, we could do this forever.

We could try to avoid negative energy solutions by taking the positive square root of eq.(3.2). But, this would mean that we would have to define the square root of a differential operator. If we did so using a series expansion, that operator would be nonlocal and extremely difficult to work with.

The second difficulty that arises with the 1-particle theory based on the Klein-Gordon equation is the interpretation of [image: 153] as a wave function, that is, as a probability amplitude. To do so we must find (define) some quantity based on ϕ that has a nonnegative norm that we can interpret as a probability density. This probability density must be the time component of a conserved probability current so that the total probability is conserved with time. For the nonrelativistic case in the previous chapter, [image: 154] fulfilled these requirements. The components of he conserved current in the nonrelativistic case are given by eqs. (2.50) and (2.51).

The Klein-Gordon equation does define a conserved current. To find it, we follow the same procedure as in the previous chapter that led to the current given by eqs. (2.50)-(2.51). The result is that we find the same current for the spatial components, namely,

[image: 155]

(3.6)

The time component, the probability density, however, is different.

[image: 156]

(3.7)

This probability density is not positive definite. For example, the probebility density associated with the plane wave, eq.(3.5), is

[image: 157]

(3.8)

We have no way of interpreting a mixture of positive and negative probabilities. Thus, the use of the Klein-Gordon equation appears to exclude the possibility of a probability interpretation.

These difficulties arise because we are trying to construct a 1-particle theory from eq.(3.3). Our inability to do so is a consequence of the imposition of Lorentz covariance on the quantum mechanical wave equation. Next, let us turn to a discussion of some of the implications of imposing Lorentz invariance on quantum mechanics and field theory.




3.2 RELATIVISTIC QUANTUM FIELD THEORY

We introduced second quantization in the previous chapter in the context of nonrelativistic quantum mechanics. Along the way, we made several assumptions, one of which is that the notion of a field is a local concept. By this we mean that the field is determined by a purely differential equation in time and space. This implies that the interaction potential is also local, occuring essentially only on contact at one space-time point. The equivalent first quantized systems have potentials proportional to δ-functions in space-time. Since the Hamiltonian generates infinitesimal time translations, it is natural in quantum mechanics to assume that the field can be described locally in time. In the nonrelativistic case, there is nothing compelling to make us assume that the same is true for spatial dimensions. However, when we introduce Lorentz symmetry, the spatial coordinates must be treated on the same footing as time. If we base the quantization on the Hamiltonian and equal-time commutators, then we should use fields that are local in space as well as time. Equivalently, the notion of an interaction occuring at a single space-time point is Lorentz invariant. A nonlocal interaction can easily be frame-dependent.

Besides restricting us to a local field description for point particles, the introduction of special relativity into quantum mechanics also introduces the notion of causality. The fact that no measurable signal may propagate faster than the speed of light has far-reaching consequences in quantum mechanics. Two local operators that represent physically measurable quantities must commute at space-like separations. In order to accomplish this, we must include negative energy states. This in turn introduces particle creation and destruction, and leads to the existence of antiparticles. The vanishing of the commutator of physical operators at space-like separations also provides for the connection between spin and statistics. In nonrelativistic field theory, we must first assume this connection, and then show that this implies that bosons require commutators, while fermions require anticommutators. The introduction of Lorentz invariance removes this assumption.

In order to illustrate the consequences of the introduction of causality, let us consider a simple example of a particle propagating from space-time point x to y. This process is represented in the space-time diagram in figure 3.1(a). If ϕ*(x) creates a particle at x, and ϕ(y) destroys a particle at y, then the amplitude for this process is

[image: 158]

Since ϕ(y)|0〉 = 0, this amplitude will vanish at space-like separations provided that [ϕ(y),ϕ*(x)] = 0 at space-like separations, (x — y)2 < 0. If we assume that ϕ and ϕ* are nonrelativistic free fields, then the plane wave expansion of the commutator involves a sum over plane waves of  positive frequency only. We have only positive frequencies, because the energy for a free nonrelativistic particle (virtual or not) is always positive. Since we have only positive frequencies, it is not mathematically possible to adjust the (operator) coefficients of the plane wave expansions of ϕ and ϕ* such that they commute at space-like separations unless they commute everywhere. In order to accomplish commutation at space-like separations but not everywhere, which must happen if ϕ and ϕ* are to be relativistic, we must introduce negative frequency plane waves into the sum. By the correspondence principle, this means that we must allow the negative energy solutions. If we try to ignore them, we will violate causality.

[image: 159]


Figure 3.1 (a) Propagation of a positive energy particle. (b) Allowed propagation of a negative energy particle backwards in time. This is entirely equivalent to propagation of an antiparticle forward in time.

Since we must include the negative energy states, we must find a way to treat them. The main problem is that they can lead to an energy spectrum that is not bounded from below. Consider the negative energy plane wave, eq.(3.5). Observe that if we reverse time, t →  — t, the negative energy states look like positive energy states. That is, negative energy particles traveling backwards in time look like ordinary positive energy particles. The way out of the negative energy problem is to let negative energy states only propagate backwards in time.

Certain attributes of the particle will appear to change when it propagates backwards in time. For example, a negatively charged particle moving backwards in time is equivalent to a positive charge moving forward in time. Thus, negative energy particles moving backwards can be reinterpreted as positive energy particles of the same mass, but opposite charge, moving forward. Such positive energy particles of identical mass but opposite charge are called antiparticles. The negative energy states mathematically describe antiparticles.

In the present situation, particles described by eq.(3.3) do not possess charge or any attribute that easily distinguishes particles from antiparticles. Later in this chapter, we will consider charged scalar fields so that the distinction can be made clear in order to introduce the propagator.  The introduction of charge also allows for an easy reinterpretation of the current density as a charge density. It is certainly acceptable for a charge density not to be positive definite.

[image: 160]


Figure 3.2 Backwards propagation leads to particle creation and destruction. (a) Intermediate state between x and y involves a positive energy particle. At any instant, there is only 1 particle. (b) Intermediate state between x and y involves a negative energy particle. The intermediate state contains 3 particles while initial and final states contain only a single particle. Pair creation occurs at y while pair annihilation occurs at x.


Once we accept the negative energy states, as we must do in order to satisfy causality, then we must allow for backwards propagation in time, and for the existence of antiparticles. This in turn implies that physical processes must contain particle creation and destruction. In other words, the number of particles is no longer fixed. We advertised second quantization in the previous chapter on the grounds that it could handle different numbers of particles in a unified setting. The nonrelativistic interacting example, however, still conserved particle number. This is no longer true for relativistic interacting theories. The advantages of second quantization become apparent.

To see that negative energy states, backwards propagation in time, and antiparticles force particle creation and destruction upon us, consider once more the propagation of a real particle between points A and B as illustrated in figure 3.2. In this particular process, the particle interacts twice on the way from A to B. Since positive energy particles only propagate forward in time, and negative energy particles only backwards in time, the intermediate state between x and y in figure 3.2(a) is a positive energy particle, while that in 3.2(b) is a negative energy particle. At any instant in time, we see a state with only one particle in it in figure 3.2(a). However, in figure 3.2(b), we start with a state of one particle. After time y0 but before x0, we have a state containing 3 particles. After time x0, we are once again back to one particle. Since negative energy particles moving backwards in time are really positive energy antiparticles moving forward in time, the physical interpretation of figure 3.2(b) is that pair  creation occurs at point y and pair annihilation at point x. In between x and y we have two particles and one antiparticle. In order to get the total amplitude associated with propagation from A to B we must sum over all intermediate states, including the negative energy states.

Since relativity no longer allows us to fix the number of particles, it no longer makes sense to try to build 1-particle theories out of relativistic wave equations for use at all energies. For example, let’s consider one scalar point particle whose wavefunction satisfies eq.(3.3). Suppose the particle is at rest in a large box, that is, in a state of definite momentum and energy. By the uncertainty principle, we do not know its position. Now suppose that we try to locate the particle by squeezing the walls of the box. Again, by the uncertainty principle, the energy and momentum of the particle will rise. When the walls of the box are on the order of 1/m apart, the Compton wavelength of the particle (its quantum mechanical size), the energy of the particle will exceed twice its rest mass. Any external influence or quantum fluctuations can cause the creation of another particle. Thus, we start with one particle, but when we try to find it by confining it, we end up by creating more particles. However, if the states with energy that is greater than twice the rest mass are unimportant, then the 1-particle interpretation will be valid.

The introduction of causality also provides the connection between spin and statistics. As we shall see in chapter 4, if we try to quantize the Dirac equation using commutators, we will be unable to prevent the noncommutation of physical observables outside of the light-cone. We can only accomplish this, and thereby satisfy causality, if we quantize the Dirac field using anticommutators.

In summary, the introduction of Lorentz symmetry restricts us to a local description of fields and field theory. It also introduces negative energy solutions, and the notion of causality. Causality prevents us from just ignoring the negative energy states, and thereby introduces the possibility of an energy spectrum that is unbounded from below. However, we may still obtain a positive energy spectrum if we allow the positive energy states to only propagate forward in time and the negative energy states only backwards in time. By allowing backwards propagation in time, we no longer have a fixed number of particles. Single-particle relativistic theories no longer make sense unless states with energy greater than twice the rest mass can be ignored. In addition, the negative energy states can be identified with antiparticles, thus the existence of antiparticles is ultimately due to the introduction of relativity into quantum mechanics. Finally, causality provides the connection between spin and statistics.

One last comment on backwards propagation in time. We are forced to propagate negative energy particles backwards in time as a mathematical device to produce an energy spectrum with a lower bound. However, the physics resides in the interpretation of the mathematics. Consider the situation represented in figure 3.1(b), where, mathematically, a negative  energy particle propagates backwards in time. The reason that we think of this as backwards propagation is that we associate particle creation with point x‘ where ϕ(x’) creates a negative energy particle, and annihilation with point y‘ where ϕ(y’) absorbs it. Creation must precede absorption, thus the particle travels backwards in time. However, if we reinterpret what creation means (i.e. creation of what?), then our viewpoint of the direction of propagation changes. The creation of a negative energy particle lowers the total energy. However, the annihilation of a positive energy particle also lowers the total energy, etc. Backwards propagation of negative energy particles is entirely equivalent to forward propagation of positive energy antiparticles. Backwards propagation of negative energy particles is just a (useful) mathematical description of antiparticles.
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