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Introduction



Science began as a branch of philosophy, and for a long time the two pursuits were closely intertwined. Of course, science has since grown up and moved out of the family home, and its successes have put its parent in the shade: thanks to scientific knowledge we have walked on the Moon, cured once-fatal illnesses, even identified the very building blocks of life and the universe. And yet, it is this very success, and the dominance it has led to, that underlines the need for philosophy. How much should we trust the pronouncements of scientists? Are they infallible, or should we take what they say with a healthy dose of scepticism? Can science tell us about all aspects of life, or are there limits to it? What are the ethical implications of scientific discoveries? Once we start to ask these questions – about truth, knowledge, reality and morality – we have already begun to engage with philosophy.


In straightforward and accessible terms, 50 Philosophy of Science Ideas You Really Need to Know provides an overview of the key concepts and theories that have driven and shaped the development of science, as well as the doubts and controversies that continue to haunt it. From ancient Greece to the modern day, we see how philosophical questions provide valuable insight into the nature and practice of science, and how these issues continue to affect us all.


However, the purpose of this survey is not to undermine the status of science – there are of course those who wish to do so, and we shall look at examples of such criticisms. But we shall also consider those who have attempted to support and further the scientific enterprise; to establish sound principles of investigation and method, to defend against scepticism. As such, rather than taking sides in these debates, the book seeks to lay out the general landscape so that you can engage with these issues for yourself. Ideas are arranged in order of difficulty, with later chapters building upon groundwork laid in earlier ones. Since science – most agree – is progressive, this order also more or less follows historical development, with later chapters representing more recent and complicated issues (with some exceptions). Whenever possible, the key texts contributing to each idea are listed in the timeline or main text, so anyone wishing to follow these debates through the original authors can do so.


Gareth Southwell





01 Natural philosophy



The first scientific theories were philosophical speculations about the fundamental nature of the physical world. As such, they were based more on logic and conjecture than observation and experiment. However, in turning away from religious and mythological accounts in favour of natural explanations, such philosophers established the basis for the scientific attitude.


The Greek philosopher Thales of Miletus (c.624–c.545 BC) is often considered the first philosopher – or at least, the first in the Western philosophical tradition. However, he may also be considered the first scientist.


The establishment of science as a discrete discipline would have to wait another couple of millennia, but rational conjecture about the world, its laws and constitution, the structure of the cosmos, and so on, first appeared in ancient Greece under the guise of natural philosophy, a name that it retained into the nineteenth century. If we think of philosophy as the search for ultimate answers, then natural philosophy is simply the application of philosophical tools – logical method, conceptual analysis, argument and proof – to the natural world. In this sense, science is the philosophical sibling of ethics (moral philosophy), epistemology (the theory of knowledge), aesthetics (philosophy of art), political philosophy, or any subject to which the tools of philosophical analysis can be applied.


‘Most of the earliest philosophers conceived only of material principles as underlying all things.’


Aristotle, Metaphysics


The essence of natural philosophy The main difference between natural philosophy and science proper is perhaps the emphasis on experiment. Natural philosophy was largely conjectural and theoretical, and its earlier practitioners seem to have favoured logic and argument as a means to establish their theories, which contained very little in the way of systematic observation or testable hypotheses. Thus, looking for the ultimate nature of the universe – its ultimate causes and ‘first principles’ – Thales proposed that it was made of water. This may resemble at first sight the sort of semi-mythical explanation that natural philosophy was attempting to escape, but on closer inspection we can see that there is a certain logic in this. As an element, water can be solid (ice), gas (steam), and of course liquid.








Thales


Thales was born in around 624 BC in Miletus, an ancient Greek city on what is now the west coast of Turkey. As such, he is seen as the founder of the Milesian school of philosophy, which would also include Anaximander and Anaximenes. As befitting the first scientist, he is sometimes credited not only with predicting a solar eclipse, but with identifying the dates of the solstices, measuring the heights of the pyramids from their shadows alone, and various other discoveries in geometry, astronomy and other fields (all of which we may take with a pinch of salt). He was considered by ancient tradition as the first of the Seven Sages of Greece, a list of individuals notable for their wisdom.


In contrast to his scientific credentials, however, we also find him associated with what would now be considered less rational views. He famously proclaimed that ‘all things are full of gods’ and that magnets have ‘souls’. Whether this was a metaphorical way of describing certain more scientific ideas, we do not know. He died in around 545 BC, one story has it, from dehydration while watching a gymnastic contest.









Sadly, however, since none of Thales’ original works survive, we are left to guess what he really meant (this is true for most of the early philosophers, or Presocratics, as they are called: those who came before Socrates). We only know of Thales’ theories at second hand, through Aristotle and other later authors, and we therefore face the question not only of how accurate and unbiased these later commentators were, but the difficult task of filling in the gaps (for instance, it is unclear as to how Thales thought ‘fire’ might emerge from ‘water’).








The Presocratics


The earliest philosophers in the Western tradition are the ancient Greeks known as the Presocratics. This is a convenient term denoting the fact that they mostly appear before Socrates (470–399 BC) – though some are contemporary with him – but also indicating a different approach to philosophy. Later Greek philosophers termed them physiologoi or ‘natural philosophers’, in that they were primarily concerned with the ultimate make-up of the natural world – hence, in a sense, the first scientists.









Later philosophers took up this question of ultimate constitution, and proposed differing solutions: Anaximander (c.610–c.546 BC), Thales’ pupil, proposed that the four elements emerged from a single substance which he termed ‘the Boundless’; Anaximenes (585–528 BC) conjectured that the fundamental principle was air; Heraclitus (c.535–c.475 BC), argued for fire, which we may read as a metaphor for constant change or ‘flux’; Parmenides (c.515–c.540 BC) and his pupil Zeno (c.490–c.430 BC), argued that all things that exist were in fact merely aspects of the same single substance (a view known as monism); Anaxagoras (c.500–c.428 BC) proposed that all matter was infinitely divisible and motionless, animated only by a universal mind; Leucippus (fl. fifth century BC) and his pupil Democritus (c.460–c.370 BC) proposed the earliest version of atomism, or the idea that the universe consists of indivisible and indestructible elements.


‘Thales, the founder of this school of philosophy, says the permanent entity is water.’


Aristotle, Metaphysics


Early advances Most of these solutions seem simplistic now, and even the most promising of them are primarily speculative. But they reveal the first gropings of the rational search for knowledge as it struggles to disentangle itself from religion and myth. So, instead of accepting theological or metaphorical accounts of the world and how it came to be, the first natural philosophers attempted to create a picture of the world that made sense in human, rational terms.


It is also surprising to consider just what such natural philosophers did achieve, with little technological aid and limited information and resources. Thales himself made advances in mathematics and astronomy, and was able to predict the solar eclipse that halted the Battle of Halys between the Medes and the Lydians in 585 BC. Eratosthenes of Cyrene (c.276–c.195 BC), often considered the founder of the discipline of geography, not only knew the Earth to be round, but – depending on interpretation – may have managed to calculate its circumference to within 2 per cent of the accurate figure.


So, while many of their ideas may now seem quaint or misguided, such feats reveal that the efforts of early natural philosophers were very much in the scientific spirit. The application of mathematics to physical phenomena, the faith in reason to arrive at an understanding of the universe, a belief that the world is ordered and predictable, the emphasis on logic and proof – each of these can be traced back to these ancient Greek philosophers, and it is to these attitudes that modern science owes a debt.


the condensed idea


The underlying nature of the world






	timeline






	c.624 BC

	Thales of Miletus is born; proposes that the fundamental principle is water






	c.610 BC

	Anaximander is born; considers that everything emerges from ‘the Boundless’. Thales allegedly predicts solar eclipse that halts the Battle of Halys






	585 BC

	Anaximenes is born; proposes air as the fundamental principle






	c.536 BC

	Heraclitus is born; proposes that the essence of reality is ‘fire’






	c.500 BC

	Anaxagoras is born; proposes that matter is infinitely divisible and animated by ‘mind’






	c.490 BC

	Socrates is born; moves philosophical enquiry towards ethics and epistemology






	c.460 BC

	Democritus is born; promotes atomism










02 Appearance and reality



Plato was among the first philosophers to picture the job of philosophy as to uncover the true knowledge that lay behind appearances. As such, he saw sense experience as providing an illusory ‘veil of perception’ that could not be trusted, and which must therefore be supported by purely rational ideas.


The Sun rises; the sky is blue. Taken literally, both these statements are false. The Sun only appears to rise due to the rotation of the Earth, which moves in orbit around it; the blueness of a clear midday sky is due to the scattering of light rays by certain gasses in the Earth’s atmosphere, and therefore only appears blue under certain conditions. In fact, the sky itself – as with other physical objects – may be said to have no ‘real’ colour at all. In these cases, our perceptions of motion and colour can mislead us into making false assumptions, and it is only when we get behind appearances that we begin to gain a true picture of reality.


Reality and illusion This distinction – between appearance and reality – emerged in philosophy very early, and perhaps finds its earliest full expression in the work of the Greek philosopher Plato (429–347 BC). Citing common misconceptions and optical illusions – that, for instance, a straight stick half submerged in water can appear bent – Plato argued that true knowledge cannot come from first impressions. Our senses often mislead us, and opinions based on hearsay or conjecture may be equally unreliable. What is required then is a rational account by which we come to understand the reasons for such appearances. Once we comprehend how light refracts in water, and other such phenomena, then we can account for the illusion and avoid similar mistakes in the future.








The Simile of the Cave


Plato’s Simile of the Cave is well known, but its symbolism isn’t always fully appreciated. Each aspect relates to a specific step on Plato’s ladder of knowledge. There’s some debate about the exact correspondence, but here’s the general picture. There are six elements, three within the cave, and three without. The cave itself represents the world of the senses, and outside it that of pure intellect. The shadows in the cave represent the illusory nature of sense perception and blind trust in opinion. The objects and object carriers in the cave represent the influence of opinions ‘carried’ by others; in looking at the fire, we begin to establish our own opinions, but as yet for the wrong reasons – the objects of our knowledge are still potentially illusory perceptions.


Outside the cave, however, we become acquainted with the true underlying principles of reality (rational ideas): first, indirectly, through the shadows and reflections of real objects, which represent the process of logical debate and discussion; second, in turning to the objects themselves, we discover the true ideas behind appearances, such as mathematical truths; and, finally, in the Sun itself, the true and final source of these ideas, the ultimate ‘Form’ – what Plato terms the Form of the Good.









Plato famously illustrated this view with what has since become known as the Simile of the Cave. Human ignorance, he argued, may be compared with incarceration in a dark cave, where we are like prisoners physically constrained so that we can see only confusing shadows cast against the cave wall. Freed from their confinement (and the illusions of the senses), the prisoners can turn to see the actual objects, carried by others before a great fire, and from there are led out of the cave into the outside world, to observe the reflections of true objects, then the objects themselves, and eventually to the source of light itself – the ‘Sun’ of full rational knowledge.








The status of science


We are used to thinking of scientific statements as among the highest and most rational forms of knowledge possible. However, for Plato this wasn’t the case. Since science was concerned with the physical world, knowledge of which relied on the evidence of the senses, all scientific knowledge could ever amount to was a form of ‘true belief’. It would therefore be left to later rationalists, such as Descartes (see Rationalism) to attempt to establish the full rationality of science.









Plato’s influence Plato’s picture has had a profound influence upon the development of science and philosophy, and many modern scientists arguably still see their job as to unearth the true ‘reality’ behind the ‘veil of perception’ (as it has been called). In other words, sensory information (or sense-data – see Phenomenalism) cannot be taken at face value, but must be analysed, interpreted and explained via rational means: the construction of theoretical models, the discovery of natural laws. Such a view is a form of what is generally known as realism, or the assumption that there is a certain way the world is, independent of human thought (see Realism).


‘Last of all he will be able to see the sun … and he will contemplate him as he is.’


Plato, Republic


Since scientists seek knowledge of this reality, then most also assume that it is accessible, and capable of being objectively understood by the human mind. Realism would therefore seem to be a cornerstone of the traditional conception of science; to deny that an independent reality exists, or that we could gain objective knowledge of it (beliefs which often form a basis for Scepticism), would seem to undermine the very foundations of scientific endeavour. Of course, this is not to say that there aren’t philosophers or scientists who hold to different views of what science does (as we shall see later), but some form of realism may be considered the consensus view.


There are two further consequences of Plato’s distinction between appearance and reality that are important for understanding later controversies in philosophy of science. First, that it is a form of rationalism (see Rationalism): true understanding lies in uncovering the universal ideas and principles that underpin reality, which are to be arrived at through logic and argument, or directly grasped by the mind (and not – importantly – primarily through experiment). This is obviously at odds with the modern emphasis on hypothesis and testing, and one reason why scientific method became increasingly associated with empiricism, an opposing philosophical school that argued that the senses actually play a vital role in establishing and guaranteeing scientific knowledge (see Empiricism).


‘When the mind’s eye rests on objects illuminated by truth and reality, it understands and comprehends them, and functions intelligently; but when it turns to the twilight world of change and decay, it can only form opinions.’


Plato, Republic


Second, Plato’s distinction seems to create a realm of pure ideas (which he termed the ‘Forms’), which is separate and distinct from common experience. But do we have any good reason to suppose that such ideas actually exist? Isn’t it more plausible to assume – as the empiricists later did – that we rather build up our understanding of the world through ideas that we form through experience? We look at this controversy later, but it’s interesting to note that this division is still at the root of philosophical and scientific disagreements as to the nature of reality and the purpose of science.


the condensed idea


The veil of perception






	timeline






	429 BC

	Plato is born to an aristocratic and influential family






	399 BC

	Socrates, Plato’s tutor, is put to death, influencing Plato’s dedication to philosophy






	c.399–387 BC

	Plato produces early dialogues echoing Socrates’ distrust of sensory experience






	c.375 BC

	
Republic outlines Plato’s mature views on knowledge, politics, morality and art






	347 BC

	Plato dies






	1641

	Descartes’s Meditations emphasizes trust in reason over sense experience










03 Knowledge



The possibility of rational knowledge which science arguably takes for granted is based on a definition that stretches all the way back to Plato. The Tripartite Definition, as it is called, argues that knowledge is simply a case of holding a true belief for which we have justification. But is it that simple?


That science seeks knowledge seems self-evident. Technology and medicine aim to improve human life by extending lifespan, battling disease and easing hardships, but doing so requires accurate scientific knowledge. Such applications therefore assume that science gets it right; that the scientific model of the human body, of biological processes, is a reliable one; that its theories of gravity and electromagnetism can be applied consistently. So, while scientific knowledge can and should be useful, it must above all be true.


What is knowledge? But what do we mean by ‘knowledge’? What does it mean to ‘know’ something to be true? In philosophy, this is one of the oldest concerns, a question of epistemology, or the theory of knowledge. How we define knowledge is important because we must be able to recognize it when we see it, or identify where it’s deficient. The first and most influential definition was suggested by Plato in Theaetetus, and has become known as the Tripartite Definition. As the phrase implies, Plato thought knowledge should meet three criteria: it should be a belief that is both true and justified (commonly abbreviated JTB).








Gettier problems


Extraordinarily, Plato’s Tripartite Definition of Knowledge was to go largely unchallenged right up until 1963, when Edmund Gettier published a paper proposing that all was not well with the definition. The arguments are complex, but the general claim is that we can imagine cases where a belief is both true and justified, but still we would hesitate to say that we have knowledge. The key issue here is justification.


For instance, if you passed a shop and saw your friend Ted buying groceries, you would have justification for thinking that ‘my friend Ted is buying groceries’ is a true belief. But, unbeknown to you, you have seen Ted’s twin brother, Fred. However, it is also true that Ted is buying groceries nearby. So, your belief is true and justified, just not in the way that you would think. Does this therefore mean that Plato’s criteria are insufficient? The debate goes on, with some philosophers arguing that we simply need to be more precise in what we mean when we apply Plato’s definition, with others arguing that we need to shore it up by adding more criteria. Whatever the case, the definition of knowledge, it seems, is far from unproblematic.









The first criterion merely points out that we cannot claim to know something without being capable of consciously believing it. A quiz programme includes a question you fail to answer in time. ‘I knew that!’, you say – maybe you did. Perhaps, given enough time, you would have recalled the answer. But, perhaps hearing the answer prompted you, whereas otherwise you would have struggled to recall it – was it Mozart or Beethoven? Scientifically, a conclusion that lies buried in a mass of data, waiting to be unearthed, is no conclusion at all. Knowledge must be spelled out and explicitly stated. Implicit here is the assumption that knowledge takes a propositional form. Arguably, something which cannot be expressed as a proposed statement of fact, or a set of equations, is not strictly knowledge at all. This isn’t always the case – we may ‘know how’ to ride a bike or recognize a face, which are also perhaps forms of knowledge. But in relation to scientific truth, it’s the propositional form that we’re interested in. Therefore, it seems fair to say that any scientific knowledge we claim must be clearly and explicitly stated and can be recalled when needed.


‘I cannot make out to my own satisfaction what knowledge is. Can we answer that question?’


Plato, Theaetetus


Scientific fallibility But, of course, it isn’t enough just to hold a belief. Our belief must also be true. This seems undeniable, but becomes less so when we consider the question of whether we can ever be certain that something is true. Perhaps all we can ever hope for (at least in some cases) is that we have evidence or justification for our belief (Plato’s third criterion). After all, isn’t this what most scientific claims amount to? We have a theory, backed up by evidence, which can be used to predict and explain certain phenomena. As history reveals, scientific explanations can often be wrong or incomplete. But this fallibility is something that scientists have come to accept.


‘If one cannot give and receive an account of a thing, one has no knowledge of that thing.’


Plato, Theaetetus


In fact, many argue that scientific progress may be measured by the extent to which our models and explanations, by being falsified and corrected (see Falsification), draw closer to a true understanding of the universe – even though this is a goal that, for reasons we shall consider later, may be ultimately unachievable. Perhaps it’s enough, then, that scientific accounts are justified. And what better justification can there be than to put a man on the Moon, transplant organs, build robots smaller than a human hair, or any of the innumerable marvels that surely wouldn’t be possible were our scientific knowledge not at least approximately accurate?


Ideally, all scientific knowledge would meet Plato’s three criteria, but successful practical application doesn’t guarantee truth, and we can have seemingly conclusive justification for what later turns out to be untrue or partially mistaken. Newton’s theories regarding motion and gravity held sway for over two centuries, successfully explaining and predicting everything from the clash of billiard balls to the paths of passing comets. And yet, as Einstein later proved, these laws were incomplete, and under certain circumstances simply wrong. Can we still claim that Newton ‘knew’ how gravity worked? It seems harsh to say that he was ignorant, but wrong also to describe as ‘knowledge’ that which we now know to have been a partial understanding. And if this applies to such successful theories as Newton’s, then surely it is still a danger to modern theories.








Fixing the problem


Not all agree with Gettier’s criticisms, and some even question whether the Tripartite Definition has been the standard position that Gettier claims. Others also point out that the problem was recognized before Gettier, by Bertrand Russell, among others, and that even Plato himself does not conclusively endorse the definition. However, this hasn’t stopped attempts at fixing the definition, which generally focus around adding a fourth criterion, or refining ‘justification’, so as to rule out knowledge by luck.









And so, we are left with the question of whether approximately or probably true statements can be considered knowledge. In light of this, another approach might be simply to accept the pragmatist view – as advanced by William James (1842–1910) – that our knowledge is fallible, but we are justified in adopting it as long as it seems to work for all of us (see Pragmatism).


However, these problems aside – and many scientists may consider this squabble over definitions as nitpicking and irrelevant – something like the tripartite picture presents a rough template for rational knowledge. Thus, beliefs are rational because we believe them to be true, having subjected them to logic and analysis, tested them with experiment and found evidence to support them. They are rational, because we have good reasons to believe them. At least, that’s the theory.


the condensed idea


Justified true belief






	timeline






	c.355 BC

	Plato proposes the Tripartite Definition of Knowledge in Theaetetus







	1948

	Bertrand Russell’s Human Knowledge identifies the role of luck in knowledge






	1963

	Edmund Gettier questions JTB in ‘Is Justified True Belief Knowledge?’






	1967

	Alvin Goldman adds fourth criterion that justification should directly cause belief






	1969

	Keith Lehrer and Thomas Paxson say JTB requires a fourth ‘defeasibility condition’






	1981

	Robert Nozick argues for an account of knowledge as ‘tracking the truth’










04 Demonstration



The Greek philosopher Aristotle can be rightly credited with almost single-handedly establishing the philosophical study of logic. In doing so, he also set down a method of scientific enquiry and proof that was to be extremely influential (for good and bad) for the following two millennia.


If rational knowledge consists of believing things that we have reason to think are true, then it seems justifiable to ask how we know that the supporting reason is itself true. I believe it is Tuesday – why? Because it is refuse collection day. How do I know that the usual collection day hasn’t changed? Because my reliable neighbour has put his bin bags out on to the street – and so on. This was called by Aristotle the regress of reasons, that is, the chain of reasons that support a belief. But this presents a problem: if every reason is in need of further justification or support, then the regress will be infinite. And if such a regress goes on for ever, then nothing can ever be proven.


‘We suppose ourselves to possess unqualified scientific knowledge of a thing … when we think that we know the cause on which the fact depends, as the cause of that fact and of no other, and, further, that the fact could not be other than it is.’


Aristotle, Posterior Analytics


The solution to the problem of regress Aristotle’s solution to the regress problem was that the supporting reasons must come to a stop somewhere, with a reason that was itself beyond doubt. Aristotle called this ultimate reason a first principle. How do we know that this first principle is itself true? It is, he argued, self-evident to the mind, which grasps it intuitively (‘intuition’ is used here in the philosophical sense, implying a sort of immediate mental perception or form of understanding). In some way, he argued, the mind was fitted to perceive such things.








Aristotle’s four causes


Aristotle identified four types of causes significant for science. ‘Cause’ isn’t a precise translation, but we may think of him as saying there are four types of question we can ask of a thing: (1) What’s it made of? The material cause of a table might be wood. (2) What’s its shape or appearance? The formal cause of a table might mean that it’s round or square, usually with legs. (3) What caused the object to exist in its current state? The efficient cause of a table – its immediate cause of change or movement (the ‘mover’) – might be a carpenter. And (4) What is its purpose? The final cause of a table – ‘that for the sake of which’ it exists – is to eat at, or write on, perhaps.


We wouldn’t really call (1) or (2) ‘causes’ in today’s language, but we can see what he means. (3) looks something like the modern sense of ‘cause’. However, (4) implies something that proved extremely controversial for science, because it implies purpose. It’s reasonable to ask why a table or a statue was made, but to do so of a natural object or creature implies not only a designer (God), but that we can know his divine intentions – if such things exist.









An example of a first principle would be a logical truth, such as the so-called law of non-contradiction (itself identified by Aristotle). If I were to say, of the same thing and at the same time, both that ‘it is green’ and that ‘it is not green’, then I would contradict myself. When asked why this is a problem, we would appeal to the law of non-contradiction: the same thing cannot be both green and not-green at the same time. We don’t need to go further than that, to look for additional supporting reasons, because there are none – it is self-evident. The mind simply grasps that the principle is true.


Aristotle’s general method involved demonstration, or the deduction of an overall conclusion based upon the linking together of certain supporting assumptions (premises). In a sound deductive argument, or syllogism, the conclusion follows by necessity from the premises. If Jim is taller than Jane (first premise), and Jane is taller than John (second premise), then – necessarily – Jim is taller than John (conclusion). It cannot be any other way. If the first two statements are correct, so must be the conclusion that follows.


‘Now, the causes being four, it is the business of the physicist to know about them all, and if he refers his problems back to all of them, he will assign the “why” in the way proper to his science – the matter, the form, the mover, “that for the sake of which”.’


Aristotle, Physics


Truth from first principles When applied to scientific matters, the truth of any particular statement could be demonstrated by showing how it could be necessarily derived from first principles. So, for instance, we may ask what caused something to move: why did that leaf fall from the tree? It was blown by the wind. What caused the wind to blow? And so on, through the regress of reasons, we may make our way back to the first cause of motion, what Aristotle called the prime or unmoved mover, which imparts initial motion to all other things but is not itself moved by anything. For Aristotle, such a being must be divine, as it is itself beyond change (change being, for Aristotle, a type of motion), and thus eternal. In this way, Aristotle’s search for a first principle of motion led him to provide an argument for the existence of God (a variation of what is called the cosmological argument – see Creation).








Plato’s pupil


Aristotle (384–322 BC) was Plato’s most famous pupil, but, while they shared some ideas, their approaches were in other respects radically different. Aristotle largely rejected Plato’s rationalist assumptions (see Appearance and reality and Rationalism), and developed an approach that was, in its emphasis on investigation, categorization and experience, much closer to later empiricism (see Empiricism). He was also the first philosopher to organize knowledge into defined areas, thus shaping the development of the sciences.









As we shall see in more detail later, Aristotle’s method was not without problems. For instance, his analysis of motion led him to propose the principle that nothing could move unless pushed. As a result, medieval scholastic philosophers, constrained within the Church-approved Aristotelean philosophy of the Middle Ages, sought elaborate explanations as to why an arrow might fly through the air seemingly unaided. As we now know, inertia dictates that an object remains in its initial state of either motion or rest until something intervenes, and the arrow continues to move because, once it has been propelled by the force of the bow, it has little air resistance to impede it.


This said, Aristotle’s contribution to science was still substantial. Chiefly, he may be credited with pioneering the philosophical study of logic, his insights into which would dominate philosophy for millennia afterwards. Therefore, while we may criticize aspects of his methodology and his unfortunate adherence to false assumptions, we must acknowledge his provision of the logical tools with which future scientists, working on firmer foundations, would establish a more reliable understanding of the world.


the condensed idea


Deduction from first principles








	timeline






	384 BC

	Aristotle is born in Stageira, northern Greece






	366 BC

	Aristotle comes to Athens to study at Plato’s Academy






	335 BC

	Aristotle founds his own school, the Lyceum, emphasizing empirical science over maths






	529

	Emperor Justinian closes Plato’s Academy; Greek scholars migrate east






	c.8th century

	Aristotle’s and other Greek works are translated into Arabic






	c.12th century

	Europeans reconquer Islamic territories; Aristotle’s works reappear in Europe






	1265–74

	St Thomas Aquinas’s Summa Theologica brings together Christian theology with Aristotelean philosophy










05 The language of maths



Pythagoras showed that not only is the universe an orderly, rational place, but that this order could be conceived of in mathematical and numerical terms. As such, he laid the groundwork for the modern scientific application of maths as a universal language with which to describe and explain its laws and principles, and predict its behaviour.


The idea that the universe is orderly is implied in the word cosmos, which in the original Greek simply means ‘order’. Most creation myths and religious accounts of the origin of the universe portray the quelling of primal chaos, the reining in of unwieldy forces repurposed to serve some grand design. Light is separated from darkness, night from day, sea from land and earth from sky – these are common themes. Such ordering reveals a concern with symmetry and patterning, and also with number.


As a means and expression of order, many ancient cultures considered certain numbers sacred or highly significant, acquiring a meaning and character distinct from everyday use. Such attitudes persist today in superstitions and sayings: for instance 7 is lucky, 13 isn’t; third time’s a charm, but three’s a crowd. However, while it seems numbers have always held some religious or symbolic significance, the idea that the nature of the universe might be understood in mathematical terms seems to be of more recent origin.


The universe explained by maths Such an insight may arguably be traced back to the Greek philosopher Pythagoras (c.570–c.500 BC). Earlier cultures were aware of the power of maths to explain and calculate: centuries before Pythagoras, the Babylonians employed geometry for construction and engineering, were aware of the existence of Pi (π), and even the theorem concerning right-angled triangles that now bears the philosopher’s name. But, for Pythagoras and his followers, numbers and mathematical relations were more than a means of calculation or symbolism: they were the language in which the universe itself was written.


‘Let no one ignorant of geometry enter.’


Written above the doorway of Plato’s Academy


Various accounts survive relating how the Pythagoreans made this connection, but the common basis seems to have been music. One version has Pythagoras passing a blacksmith’s shop, and hearing the differently weighted hammers strike out different notes on the musical scale; another, more plausible, account describes the different tones of bronze discs of varying thickness. Whatever the case, the realization came that different harmonious musical intervals could be expressed as simple mathematical ratios.








Pythagoras


What little we know about Pythagoras is intermixed with myth and legend. Born on the Greek island of Samos around 575 BC, he left to study with Thales’ Milesian school (see Natural philosophy), before pursuing philosophical and religious interests through Egypt and Mesopotamia. Returning, he founded a school, eventually becoming ruler of the city of Croton. Aside from a veneration of maths (which influenced Plato), he believed in reincarnation and forbade eating beans (reason unknown). He died around 500 BC.









A string shortened by half would produce the same note an octave above. This may be expressed as a ratio of 2:1, the original string being twice the length of the shortened string. Shortened by a quarter of its length (a ratio of 4:3), it would produce the fourth note of the scale. Shortened by a third (3:2), the fifth note of the scale was produced. (You can replicate this for yourself if you have a guitar, violin or similar stringed instrument.) These notes were consonant, or in harmony with one another, thus suggesting a connection not only between maths and nature, but order and beauty.








Mystical symbolism


As a deeply religious individual, Pythagoras developed his numerical insight in mystical directions – into what we would now consider numerology or number symbolism. Pythagoreans were particularly impressed by the fact that the ratios of the harmonious musical intervals (the octave, fourth and fifth) involved only the first four numbers. Furthermore, added together in different combinations, these could produce all numbers up to and including ten, which itself – as the sum of the first four – was considered the most perfect and complete number.


They expressed this idea visually via a triangle built of pebbles, which was known as the tetractus. Not only is the number of pebbles in each row the same as the first four numbers, but the relation between the number in each row and its neighbour gives the main musical ratios (4:3, 3:2, 2:1).









Ironically, given this emphasis on beauty, simplicity and order, it was Pythagorean researches that also uncovered the irrational numbers. Unlike the rational numbers, which can be expressed as simple ratios (like those of the musical scale), irrational numbers can only accurately be expressed through a decimal point system where the sequence of numbers after the point never ends and never reveals a pattern (numbers with sequences that are finite or reveal a pattern are considered rational). Pi (π) is an example here, which, though it can be expressed approximately for certain purposes as 22/7 or 3.142 (i.e. rationally), is actually an infinite and non-repeating sequence (as far as we know). Having made this discovery, Pythagoreans therefore did their best to forget it, preferring to concentrate on the symbolic aspects of number.


The power of maths It has therefore been left to later philosophers and scientists to develop Pythagoras’ insight in more practical and scientifically useful directions. Such developments have gone far beyond anything Pythagoras could have envisioned. Not only is maths fundamental to scientific understanding of the world, but it’s difficult to think of modern life without it. And yet, it remains no less a thing of wonder as to why maths and number should have this power. There would seem to be no necessary reason why reality should be comprehensible in mathematical and rational terms. As a form of human language and symbolism, we might expect there to be a discrepancy between its terms and those of the universe – as there is with everyday language. Our common ways of speaking are notoriously unreliable and unscientific, leading us into many a mistaken conclusion and assumption.
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