


[image: 001]





[image: 001]





Preface

Quantum field theory is a set of ideas and tools that combines three of the major themes of modern physics: the quantum theory, the field concept, and the principle of relativity. Today, most working physicists need to know some quantum field theory, and many others are curious about it. The theory underlies modern elementary particle physics, and supplies essential tools to nuclear physics, atomic physics, condensed matter physics, and astrophysics. In addition, quantum field theory has led to new bridges between physics and mathematics.

One might think that a subject of such power and widespread application would be complex and difficult. In fact, the central concepts and techniques of quantum field theory are quite simple and intuitive. This is especially true of the many pictorial tools (Feynman diagrams, renormalization group flows, and spaces of symmetry transformations) that are routinely used by quantum field theorists. Admittedly, these tools take time to learn, and tying the subject together with rigorous proofs can become extremely technical. Nevertheless, we feel that the basic concepts and tools of quantum field theory can be made accessible to all physicists, not just an elite group of experts.

A number of earlier books have succeeded in making parts of this subject accessible to students. The best known of these is the two-volume text written in the 1960s by our Stanford colleagues Bjorken and Drell. In our opinion, their text contains an ideal mixture of abstract formalism, intuitive explanations, and practical calculations, all presented with great care and clarity. Since the 1960s, however, the subject of quantum field theory has developed enormously, both in its conceptual framework (the renormalization group, new types of symmetries) and in its areas of application (critical exponents in condensed matter systems, the standard model of elementary particle physics). It is long overdue that a textbook of quantum field theory should appear that provides a complete survey of the subject, including these newer developments, yet still offers the same accessibility and depth of treatment as Bjorken and Drell. We have written this book with that goal in mind.




An Outline of the Book 

This textbook is composed of three major sections. The first is mainly concerned with the quantum theory of electromagnetism, which provided the first example of a quantum field theory with direct experimental applications. The third part of the book is mainly concerned with the particular quantum field theories that appear in the standard model of particle interactions. The second part of the book is a bridge between these two subjects; it is intended to introduce some of the very deep concepts of quantum field theory in a context that is as straightforward as possible.

Part I begins with the study of fields with linear equations of motion, that is, fields without interactions. Here we explore the combined implications of quantum mechanics and special relativity, and we learn how particles arise as the quantized excitations of fields. We then introduce interactions among these particles and develop a systematic method of accounting for their effects. After this introduction, we carry out explicit computations in the quantum theory of electromagnetism. These illustrate both the special features of the behavior of electrons and photons and some general aspects of the behavior of interacting quantum fields.

In several of the calculations in Part I, naive methods lead to infinite results. The appearance of infinities is a well-known feature of quantum field theory. At times, it has been offered as evidence for the inconsistency of quantum field theory (though a similar argument could be made against the classical electrodynamics of point particles). For a long time, it was thought sufficient to organize calculations in such a way that no infinities appear in quantities that can be compared directly to experiment. However, one of the major insights of the more recent developments is that these formal infinities actually contain important information that can be used to predict the qualitative behavior of a system. In Part II of the book, we develop this theory of infinities systematically. The development makes use of an analogy between quantum-mechanical and thermal fluctuations, which thus becomes a bridge between quantum field theory and statistical mechanics. At the end of Part II we discuss applications of quantum field theory to the theory of phase transitions in condensed matter systems.

Part III deals with the generalizations of quantum electrodynamics that have led to successful models of the forces between elementary particles. To derive these generalizations, we first analyze and generalize the fundamental symmetry of electrodynamics, then work out the consequences of quantizing a theory with this generalized symmetry. This analysis leads to intricate and quite nontrivial applications of the concepts introduced earlier. We conclude Part III with a presentation of the standard model of particle physics and a discussion of some of its experimental tests.

The Epilogue to the book discusses qualitatively the frontier areas of research in quantum field theory and gives references that can guide a student to the next level of study.

Where a choice of viewpoints is possible, we have generally chosen to explain ideas in language appropriate to the applications to elementary particle physics. This choice reflects our background and research interests. It also reflects our strongly held opinion, even in this age of intellectual relativism, that there is something special about unraveling the behavior of Nature at the deepest possible level. We are proud to take as our subject the structure of the fundamental interactions, and we hope to convey to the reader the grandeur and continuing vitality of this pursuit.




How to Use This Book 

This book is an introduction to quantum field theory. By this we mean, first and foremost, that we assume no prior knowledge of the subject on the part of the reader. The level of this book should be appropriate for students taking their first course in quantum field theory, typically during the second year of graduate school at universities in the United States. We assume that the student has completed graduate-level courses in classical mechanics, classical electrodynamics, and quantum mechanics. In Part II we also assume some knowledge of statistical mechanics. It is not necessary to have mastered every topic covered in these courses, however. Crucially important prerequisites include the Lagrangian and Hamiltonian formulations of dynamics, the relativistic formulation of electromagnetism using tensor notation, the quantization of the harmonic oscillator using ladder operators, and the theory of scattering in nonrelativistic quantum mechanics. Mathematical prerequisites include an understanding of the rotation group as applied to the quantum mechanics of spin, and some facility with contour integration in the complex plane.

Despite being an “introduction”, this book is rather lengthy. To some extent, this is due to the large number of explicit calculations and worked examples in the text. We must admit, however, that the total number of topics covered is also quite large. Even students specializing in elementary particle theory will find that their first research projects require only a part of this material, together with additional, specialized topics that must be gleaned from the research literature. Still, we feel that students who want to become experts in elementary particle theory, and to fully understand its unified view of the fundamental interactions, should master every topic in this book. Students whose main interest is in other fields of physics, or in particle experimentation, may opt for a much shorter “introduction”, omitting several chapters.

The senior author of this book once did succeed in “covering” 90% of its content in a one-year lecture course at Stanford University. But this was a mistake; at such a pace, there is not enough time for students of average preparation to absorb the material. Our saner colleagues have found it more reasonable to cover about one Part of the book per semester. Thus, in planning a one-year course in quantum field theory, they have chosen either to reserve  Part III for study at a more advanced level or to select about half of the material from Parts II and III, leaving the rest for students to read on their own.

We have designed the book so that it can be followed from cover to cover, introducing all of the major ideas in the field systematically. Alternatively, one can follow an accelerated track that emphasizes the less formal applications to elementary particle physics and is sufficient to prepare students for experimental or phenomenological research in that field. Sections that can be omitted from this accelerated track are marked with an asterisk in the Table of Contents; none of the unmarked sections depend on this more advanced material. Among the unmarked sections, the order could also be varied somewhat: Chapter 10 does not depend on Chapters 8 and 9; Section 11.1 is not needed until just before Chapter 20; and Chapters 20 and 21 are independent of Chapter 17.

Those who wish to study some, but not all, of the more advanced sections should note the following table of dependencies:



	Before reading ...
	one should read all of ...



	
	Chapter 13
	
	Chapters 11, 12



	Section 16.6
	Chapter 11



	Chapter 18
	Sections 12.4, 12.5, 16.5



	Chapter 19
	Sections 9.6, 15.3



	Section 19.5
	Section 16.6



	Section 20.3
	Sections 19.1—19.4



	Section 21.3
	Chapter 11







Within each chapter, the sections marked with an asterisk should be read sequentially, except that Sections 16.5 and 16.6 do not depend on 16.4.

A student whose main interest is in statistical mechanics would want to read the book sequentially, confronting the deep formal issues of Part II but ignoring most of Part III, which is mainly of significance to high-energy phenomena. (However, the material in Chapters 15 and 19, and in Section 20.1, does have beautiful applications in condensed matter physics.)

We emphasize to all students the importance of working actively with the material while studying. It probably is not possible to understand any section of this book without carefully working out the intermediate steps of every derivation. In addition, the problems at the end of each chapter illustrate the general ideas and often apply them in nontrivial, realistic contexts. However, the most illustrative exercises in quantum field theory are too long for ordinary homework problems, being closer to the scale of small research projects. We have provided one of these lengthy problems, broken up into segments with hints and guidance, at the end of each of the three Parts of the book. The volume of time and paper that these problems require will be well invested.

At the beginning of each Part we have included a brief “Invitation” chapter, which previews some of the upcoming ideas and applications. Since these  chapters are somewhat easier than the rest of the book, we urge all students to read them.




What This Book is Not 

Although we hope that this book will provide a thorough grounding in quantum field theory, it is in no sense a complete education. A dedicated student of physics will want to supplement our treatment in many areas. We summarize the most important of these here.

First of all, this is a book about theoretical methods, not a review of observed phenomena. We do not review the crucial experiments that led to the standard model of elementary particle physics or discuss in detail the more recent experiments that have confirmed its predictions. Similarly, in the chapters that deal with applications to statistical mechanics, we do not discuss the beautiful and varied experiments on phase transitions that led to the confirmation of field theory models. We strongly encourage the student to read, in parallel with this text, a modern presentation of the experimental development of each of these fields.

Although we present the elementary aspects of quantum field theory in full detail, we state some of the more advanced results without proof. For example, it is known rigorously, to all orders in the standard expansion of quantum electrodynamics, that formal infinities can be removed from all experimental predictions. This result, known as renormalizability, has important consequences, which we explore in Part II. We do not present the general proof of renormalizability. However, we do demonstrate renormalizability explicitly in illustrative, low-order computations, we discuss intuitively the issues that arise in the complete proof, and we give references to a more complete demonstration. More generally, we have tried to motivate the most important results (usually through explicit examples) while omitting lengthy, purely technical derivations.

Any introductory survey must classify some topics as beyond its scope. Our philosophy has been to include what can be learned about quantum field theory by considering weakly interacting particles and fields, using series expansions in the strength of the interaction. It is amazing how much insight one can obtain in this way. However, this definition of our subject leaves out the theory of bound states, and also phenomena associated with nontrivial solutions to nonlinear field equations. We give a more complete listing of such advanced topics in the Epilogue.

Finally, we have not attempted in this book to give an accurate record of the history of quantum field theory. Students of physics do need to understand the history of physics, for a number of reasons. The most important is to acquire a precise understanding of the experimental basis of the subject. A second important reason is to gain an idea of how science progresses as a human endeavor, how ideas develop as small steps taken by individuals to  become the major achievements of the community as a whole.1


In this book we have not addressed either of these needs. Rather, we have included only the kind of mythological history whose purpose is to motivate new ideas and assign names to them. A principle of physics usually has a name that has been assigned according to the community’s consensus on who deserves credit for its development. Usually the real credit is only partial, and the true historical development is quite complex. But the clear assignment of names is essential if physicists are to communicate with one another.

Here is one example. In Section 17.5 we discuss a set of equations governing the structure of the proton, which are generally known as the Altarelli-Parisi equations. Our derivation uses a method due to Gribov and Lipatov (GL). The original results of GL were rederived in a more abstract language by Christ, Hasslacher, and Mueller (CHM). After the discovery of the correct fundamental theory of the strong interactions (QCD), Georgi, Politzer, Gross, and Wilczek (GPGW) used the technique of CHM to derive formal equations for the variation of the proton structure. Parisi gave the first of a number of independent derivations that converted these equations into a useful form. The combination of his work with that of GPGW gives the derivation of the equations that we present in Section 18.5. Dokhshitzer later obtained these equations more simply by direct application of the method of GL. Sometime later, but independently, Altarelli and Parisi obtained these equations again by the same route. These last authors also popularized the technique, explaining it very clearly, encouraging experimentalists to use the equations in interpreting their data, and prodding theorists to compute the systematic higher-order corrections to this picture. In Section 17.5 we have presented the shortest path to the end of this convoluted historical road and hung the name ‘Altarelli-Parisi’ on the final result.

There is a fourth reason for students to read the history of physics: Often the original breakthrough papers, though lacking a textbook’s advantages of hindsight, are filled with marvelous personal insights. We strongly encourage students to go back to the original literature whenever possible and see what the creators of the field had in mind. We have tried to aid such students with references provided in footnotes. Though occasionally we refer to papers merely to give credit, most of the references are included because we feel the reader should not miss the special points of view that the authors put forward.
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Notations and Conventions




Units 

We will work in “God-given” units, where[image: 002]



In this system,


[length] = [time] = [energy]—1 = [mass]—1.



The mass (m) of a particle is therefore equal to its rest energy (mc2), and also to its inverse Compton wavelength (mc/ℏ). For example,



melectron = 9.109 × 10—28 g = 0.511 MeV = (3.862 × 10—11 cm)—1.



A selection of other useful numbers and conversion factors is given in the Appendix.




Relativity and Tensors 

Our conventions for relativity follow Jackson (1975), Bjorken and Drell (1964, 1965), and nearly all recent field theory texts. We use the metric tensor[image: 003]

with Greek indices running over 0, 1, 2, 3 or t, x, y, z. Roman indices—i, j, etc.—denote only the three spatial components. Repeated indices are summed in all cases. Four-vectors, like ordinary numbers, are denoted by light italic type; three-vectors are denoted by boldface type; unit three-vectors are denoted by a light italic label with a hat over it. For example,[image: 004]



A massive particle has[image: 005]




Note that the displacement vector xμ is “naturally raised”, while the derivative operator,[image: 006]



is “naturally lowered”. We define the totally antisymmetric tensor [image: 007] so that[image: 008]

Be careful, since this implies ∈0123 =—1 and ∈1230 = -1. (This convention agrees with Jackson but not with Bjorken and Drell.)




Quantum Mechanics 

We will often work with the Schrödinger wavefunctions of single quantum-mechanical particles. We represent the energy and momentum operators acting on such wavefunctions following the usual conventions:[image: 009]

These equations can be combined into[image: 010]

raising the index on ∂μ conveniently accounts for the minus sign. The plane wave e—ik·x has momentum kμ, since[image: 011]

The notation ‘h.c.’ denotes the Hermitian conjugate.

Discussions of spin in quantum mechanics make use of the Pauli sigma matrices:[image: 012]

Products of these matrices satisfy the identity[image: 013]

It is convenient to define the linear combinations [image: 014]; then[image: 015]






Fourier Transforms and Distributions 

We will often make use of the Heaviside step function θ(x) and the Dirac delta function δ(x), defined as follows:[image: 016]

The delta function in n dimensions, denoted δ(n) (x), is zero everywhere except at x = 0 and satisfies[image: 017]



In Fourier transforms the factors of 2π will always appear with the momentum integral. For example, in four dimensions,[image: 018]

(In three-dimensional transforms the signs in the exponents will be + and—, respectively.) The tilde on [image: 019] will sometimes be omitted when there is no potential for confusion. The other important factors of 2π to remember appear in the identity[image: 020]






Electrodynamics 

We use the Heaviside-Lorentz conventions, in which the factors of 4π appear in Coulomb’s law and the fine-structure constant rather than in Maxwell’s equations. Thus the Coulomb potential of a point charge Q is[image: 021]

and the fine-structure constant is[image: 022]



The symbol e stands for the charge of the electron, a negative quantity (although the sign rarely matters). We generally work with the relativistic form of Maxwell’s equations:[image: 023]

where[image: 024]

and we have extracted the e from the 4-vector current density jμ.




Dirac Equation 

Some of our conventions differ from those of Bjorken and Drell (1964, 1965) and other texts: We use a chiral basis for Dirac matrices, and relativistic normalization for Dirac spinors. These conventions are introduced in Sections 3.2 and 3.3, and are summarized in the Appendix.






Editor’s Foreword

The problem of communicating in a coherent fashion recent developments in the most exciting and active fields of physics continues to be with us. The enormous growth in the number of physicists has tended to make the familiar channels of communication considerably less effective. It has become increasingly difficult for experts in a given field to keep up with the current literature; the novice can only be confused. What is needed is both a consistent account of a field and the presentation of a definite “point of view” concerning it. Formal monographs cannot meet such a need in a rapidly developing field, while the review article seems to have fallen into disfavor. Indeed, it would seem that the people most actively engaged in developing a given field are the people least likely to write at length about it.


Frontiers in Physics was conceived in 1961 in an effort to improve the situation in several ways. Leading physicists frequently give a series of lectures, a graduate seminar, or a graduate course in their special fields of interest. Such lectures serve to summarize the present status of a rapidly developing field and may well constitute the only coherent account available at the time. Often, notes on lectures exist (prepared by the lecturer, by graduate students, or by postdoctoral fellows) and are distributed in photocopied form on a limited basis. One of the principal purposes of the Frontiers in Physics series is to make such notes available to a wider audience of physicists.

As Frontiers in Physics has evolved, a second category of book, the informal text/monograph, an intermediate step between lecture notes and formal texts or monographs, has played an increasingly important role in the series. In an informal text or monograph an author has reworked his/her lecture notes to the point at which the manuscript represents a coherent summation of a newly developed field, complete with references and problems, suitable for either classroom teaching or individual study.

During the past two decades significant advances have been made in both the conceptual framework of quantum field theory and its application to condensed matter physics and elementary particle physics. Given the fact that the study of quantum field theory has become an essential part of the education of graduate students in physics, a textbook which makes these recent developments accessible to the novice, while not neglecting the basic concepts, is highly desirable. Michael Peskin and Daniel Schroeder have written just such a book, describing in lucid fashion quantum electrodynamics, renormalization, and non-Abelian gauge theories while offering the reader a taste of what is to come. It is therefore quite appropriate to include this very polished text/monograph in the Frontiers in Physics series, and it gives me pleasure to welcome them to the ranks of its authors.

 



Aspen, Colorado 
August 1995

David Pines






Part I

Feynman Diagrams and Quantum Electrodynamics





Chapter 1


Invitation: Pair Production in e+e— Annihilation


The main purpose of Part I of this book is to develop the basic calculational method of quantum field theory, the formalism of Feynman diagrams. We will then apply this formalism to computations in Quantum Electrodynamics, the quantum theory of electrons and photons.

Quantum Electrodynamics (QED) is perhaps the best fundamental physical theory we have. The theory is formulated as a set of simple equations (Maxwell’s equations and the Dirac equation) whose form is essentially determined by relativistic invariance. The quantum-mechanical solutions of these equations give detailed predictions of electromagnetic phenomena from macroscopic distances down to regions several hundred times smaller than the proton.

Feynman diagrams provide for this elegant theory an equally elegant procedure for calculation: Imagine a process that can be carried out by electrons and photons, draw a diagram, and then use the diagram to write the mathematical form of the quantum-mechanical amplitude for that process to occur.

In this first part of the book we will develop both the theory of QED and the method of Feynman diagrams from the basic principles of quantum mechanics and relativity. Eventually, we will arrive at a point where we can calculate observable quantities that are of great interest in the study of elementary particles. But to reach our goal of deriving this simple calculational method, we must first, unfortunately, make a serious detour into formalism. The three chapters that follow this one are almost completely formal, and the reader might wonder, in the course of this development, where we are going. We would like to partially answer that question in advance by discussing the physics of an especially simple QED process—one sufficiently simple that many of its features follow directly from physical intuition. Of course, this intuitive, bottom-up approach will contain many gaps. In Chapter 5 we will return to this process with the full power of the Feynman diagram formalism. Working from the top down, we will then see all of these difficulties swept away.

[image: 025]


Figure 1.1. The annihilation reaction e+e— → μ+μ—, shown in the center-of-mass frame.




The Simplest Situation 

Since most particle physics experiments involve scattering, the most commonly calculated quantities in quantum field theory are scattering cross sections. We will now calculate the cross section for the simplest of all QED processes: the annihilation of an electron with its antiparticle, a positron, to form a pair of heavier leptons (such as muons). The existence of antiparticles is actually a prediction of quantum field theory, as we will discuss in Chapters 2 and 3. For the moment, though, we take their existence as given.

An experiment to measure this annihilation probability would proceed by firing a beam of electrons at a beam of positrons. The measurable quantity is the cross section for the reaction e+e— → μ+μ— as a function of the center-of-mass energy and the relative angle θ between the incoming electrons and the outgoing muons. The process is illustrated in Fig. 1.1. For simplicity, we work in the center-of-mass (CM) frame where the momenta satisfy p’ =—p and k’ =—k. We also assume that the beam energy E is much greater than either the electron or the muon mass, so that |p| = |p’| = |k| = |k’| = E = Ecm/2. (We use boldface type to denote 3-vectors and ordinary italic type to denote 4-vectors.)

Since both the electron and the muon have spin 1/2, we must specify their spin orientations. It is useful to take the axis that defines the spin quantization of each particle to be in the direction of its motion; each particle can then have its spin polarized parallel or antiparallel to this axis. In practice, electron and positron beams are often unpolarized, and muon detectors are normally blind to the muon polarization. Hence we should average the cross section over electron and positron spin orientations, and sum the cross section over muon spin orientations.

For any given set of spin orientations, it is conventional to write the differential cross section for our process, with the μ— produced into a solid angle dΩ, as[image: 026]

(1.1)




The factor [image: 027] provides the correct dimensions for a cross section, since in our units (energy)—2 ∼ (length)2. The quantity [image: 028] is therefore dimensionless; it is the quantum-mechanical amplitude for the process to occur (analogous to the scattering amplitude f in nonrelativistic quantum mechanics), and we must now address the question of how to compute it from fundamental theory. The other factors in the expression are purely a matter of convention. Equation (1.1) is actually a special case, valid for CM scattering when the final state contains two massless particles, of a more general formula (whose form cannot be deduced from dimensional analysis) which we will derive in Section 4.5.

Now comes some bad news and some good news.

The bad news is that even for this simplest of QED processes, the exact expression for [image: 029] is not known. Actually this fact should come as no surprise, since even in nonrelativistic quantum mechanics, scattering problems can rarely be solved exactly. The best we can do is obtain a formal expression for [image: 030] as a perturbation series in the strength of the electromagnetic interaction, and evaluate the first few terms in this series.

The good news is that Feynman has invented a beautiful way to organize and visualize the perturbation series: the method of Feynman diagrams. Roughly speaking, the diagrams display the flow of electrons and photons during the scattering process. For our particular calculation, the lowest-order term in the perturbation series can be represented by a single diagram, shown in Fig. 1.2. The diagram is made up of three types of components: external lines (representing the four incoming and outgoing particles), internal lines (representing “virtual” particles, in this case one virtual photon), and vertices. It is conventional to use straight lines for fermions and wavy lines for photons. The arrows on the straight lines denote the direction of negative charge flow, not momentum. We assign a 4-momentum vector to each external line, as shown. In this diagram, the momentum q of the one internal line is determined by momentum conservation at either of the vertices: q = p + p’ = k + k’. We must also associate a spin state (either “up” or “down”) with each external fermion.

According to the Feynman rules, each diagram can be translated directly into a contribution to [image: 031]. The rules assign a short algebraic factor to each element of a diagram, and the product of these factors gives the value of the corresponding term in the perturbation series. Getting the resulting expression for [image: 032] into a form that is usable, however, can still be nontrivial. We will develop much useful technology for doing such calculations in subsequent chapters. But we do not have that technology yet, so to get an answer to our particular problem we will use some heuristic arguments instead of the actual Feynman rules.

Recall that in quantum-mechanical perturbation theory, a transition amplitude can be computed, to first order, as an expression of the form[image: 033]

(1.2)

 where HI is the “interaction” part of the Hamiltonian. In our case the initial state is |e+e—〉 and the final state is 〈μ+μ—|. But our interaction Hamiltonian couples electrons to muons only through the electromagnetic field (that is, photons), not directly. So the first-order result (1.2) vanishes, and we must go to the second-order expression[image: 034]


Figure 1.2. Feynman diagram for the lowest-order term in the e+e— → μ+μ— cross section. At this order the only possible intermediate state is a photon (γ).



[image: 035]

(1.3)

This is a heuristic way of writing the contribution to [image: 036] from the diagram in Fig. 1.2. The external electron lines correspond to the factor |e+e—〉; the external muon lines correspond to 〈μ+μ—|. The vertices correspond to HI, and the internal photon line corresponds to the operator |γ〉 〈γ|. We have added vector indices (μ) because the photon is a vector particle with four components. There are four possible intermediate states, one for each component, and according to the rules of perturbation theory we must sum over intermediate states. Note that since the sum in (1.3) takes the form of a 4-vector dot product, the amplitude [image: 037] will be a Lorentz-invariant scalar as long as each half of (1.3) is a 4-vector.

Let us try to guess the form of the vector 〈γ| HI |e+e—〉μ. Since HI couples electrons to photons with a strength e (the electron charge), the matrix element should be proportional to e. Now consider one particular set of initial and final spin orientations, shown in Fig. 1.3. The electron and muon have spins parallel to their directions of motion; they are “right-handed”. The antiparticles, similarly, are “left-handed”. The electron and positron spins add up to one unit of angular momentum in the +z direction. Since HI should conserve angular momentum, the photon to which these particles couple must have the correct polarization vector to give it this same angular momentum:  ∈μ = (0, 1, i, 0). Thus we have[image: 038]

(1.4)



[image: 039]


Figure 1.3. One possible set of spin orientations. The electron and the negative muon are right-handed, while the positron and the positive muon are left-handed.

The muon matrix element should, similarly, have a polarization corresponding to one unit of angular momentum along the direction of the μ— momentum k. To obtain the correct vector, rotate (1.4) through an angle θ in the xz-plane:[image: 040]

(1.5)



To compute the amplitude [image: 041], we complex-conjugate this vector and dot it into (1.4). Thus we find, for this set of spin orientations,[image: 042]

(1.6)

Of course we cannot determine the overall factor by this method, but in (1.6) it happens to be correct, thanks to the conventions adopted in (1.1). Note that the amplitude vanishes for θ = 180°, just as one would expect: A state whose angular momentum is in the +z direction has no overlap with a state whose angular momentum is in the—z direction.

Next consider the case in which the electron and positron are both right-handed. Now their total spin angular momentum is zero, and the argument is more subtle. We might expect to obtain a longitudinally polarized photon with a Clebsch-Gordan coefficient of [image: 043], just as when we add angular momenta in three dimensions, [image: 044]. But we are really adding angular momenta in the four-dimensional Lorentz group, so we must take into account not only spin (the transformation properties of states under rotations), but also the transformation properties of states under boosts. It turns out, as we shall discuss in Chapter 3, that the Clebsch-Gordan coefficient that couples a 4-vector to the state [image: 045] of massless fermions is zero. (For the record, the state is a superposition of scalar and antisymmetric tensor pieces.) Thus the amplitude [image: 046] is zero, as are the eleven  other amplitudes in which either the initial or final state has zero total angular momentum.

The remaining nonzero amplitudes can be found in the same way that we found the first one. They are[image: 047]

(1.7)

Inserting these expressions into (1.1), averaging over the four initial-state spin orientations, and summing over the four final-state spin orientations, we find[image: 048]

(1.8)

where α = e2/4π ≃ 1/137. Integrating over the angular variables θ and φ gives the total cross section,[image: 049]

(1.9)

Results (1.8) and (1.9) agree with experiments to about 10%; almost all of the discrepancy is accounted for by the next term in the perturbation series, corresponding to the diagrams shown in Fig. 1.4. The qualitative features of these expressions—the angular dependence and the sharp decrease with energy—are obvious in the actual data. (The properties of these results are discussed in detail in Section 5.1.)




Embellishments and Questions 

We obtained the angular distribution predicted by Quantum Electrodynamics for the reaction e+e— → μ+μ— by applying angular momentum arguments, with little appeal to the underlying formalism. However, we used the simplifying features of the high-energy limit and the center-of-mass frame in a very strong way. The analysis we have presented will break down when we relax any of our simplifying assumptions. So how does one perform general QED calculations? To answer that question we must return to the Feynman rules.

As mentioned above, the Feynman rules tell us to draw the diagram(s) for the process we are considering, and to associate a short algebraic factor with each piece of each diagram. Figure 1.5 shows the diagram for our reaction, with the various assignments indicated.

For the internal photon line we write—igμν/q2, where gμν is the usual Minkowski metric tensor and q is the 4-momentum of the virtual photon. This factor corresponds to the operator |γ〉 〈γ| in our heuristic expression (1.3).

For each vertex we write—ieγμ, corresponding to HI in (1.3). The objects γμ are a set of four 4 × 4 constant matrices. They do the “addition of angular  momentum“ for us, coupling a state of two spin-1/2 particles to a vector particle.

[image: 050]


Figure 1.4. Feynman diagrams that contribute to the α3 term in the e+e— → μ+μ— cross section.

[image: 051]


Figure 1.5. Diagram of Fig. 1.2, with expressions corresponding to each vertex, internal line, and external line.

The external lines carry expressions for four-component column-spinors u, v, or row-spinors ū, [image: 052]. These are essentially the momentum-space wavefunctions of the initial and final particles, and correspond to |e+e—〉 and 〈μ+μ—| in (1.3). The indices s, s’, r, and r’ denote the spin state, either up or down. 


We can now write down an expression for [image: 053], reading everything straight off the diagram:[image: 054]

(1.10)

It is instructive to compare this in detail with Eq. (1.3).

To derive the cross section (1.8) from (1.10), we could return to the angular momentum arguments used above, supplemented with some concrete knowledge about γ matrices and Dirac spinors. We will do the calculation in this manner in Section 5.2. There are, however, a number of useful tricks that can be employed to manipulate expressions like (1.10), especially when one wants to compute only the unpolarized cross section. Using this “Feynman trace technology” (so-called because one must evaluate traces of products of γ-matrices), it isn’t even necessary to have explicit expressions for the γ-matrices and Dirac spinors. The calculation becomes almost completely mindless, and the answer (1.8) is obtained after less than a page of algebra. But since the Feynman rules and trace technology are so powerful, we can also relax some of our simplifying assumptions. To conclude this section, let us discuss several ways in which our calculation could have been more difficult.

The easiest restriction to relax is that the muons be massless. If the beam energy is not much greater than the mass of the muon, all of our predictions should depend on the ratio mμ/Ecm. (Since the electron is 200 times lighter than the muon, it can be considered massless whenever the beam energy is large enough to create muons.) Using Feynman trace technology, it is extremely easy to restore the muon mass to our calculation. The amount of algebra is increased by about fifty percent, and the relation (1.1) between the amplitude and the cross section must be modified slightly, but the answer is worth the effort. We do this calculation in detail in Section 5.1.

Working in a different reference frame is also easy; the only modification is in the relation (1.1) between the amplitude and the cross section. Or one can simply perform a Lorentz transformation on the CM result, boosting it to a different frame.

When the spin states of the initial and/or final particles are known and we still wish to retain the muon mass, the calculation becomes somewhat cumbersome but no more difficult in principle. The trace technology can be generalized to this case, but it is often easier to evaluate expression (1.10) directly, using the explicit values of the spinors u and v.

Next one could compute cross sections for different processes. The process e+e— → e+e—, known as Bhabha scattering, is more difficult because there is a second allowed diagram (see Fig. 1.6). The amplitudes for the two diagrams must first be added, then squared.

Other processes contain photons in the initial and/or final states. The  paradigm example is Compton scattering, for which the two lowest-order diagrams are shown in Fig. 1.7. The Feynman rules for external photon lines and for internal electron lines are no more complicated than those we have already seen. We discuss Compton scattering in detail in Section 5.5.

[image: 055]


Figure 1.6. The two lowest-order diagrams for Bhabha scattering, e+e— → e+e—.

[image: 056]


Figure 1.7. The two lowest-order diagrams for Compton scattering.

Finally we could compute higher-order terms in the perturbation series. Thanks to Feynman, the diagrams are at least easy to draw; we have seen those that contribute to the next term in the e+e— → μ+μ— cross section in Fig. 1.4. Remarkably, the algorithm that assigns algebraic factors to pieces of the diagrams holds for all higher-order contributions, and allows one to evaluate such diagrams in a straightforward, if tedious, way. The computation of the full set of nine diagrams is a serious chore, at the level of a research paper.

In this book, starting in Chapter 6, we will analyze much of the physics that arises from higher-order Feynman diagrams such as those in Fig. 1.4. We will see that the last four of these diagrams, which involve an additional photon in the final state, are necessary because no detector is sensitive enough to notice the presence of extremely low-energy photons. Thus a final state containing such a photon cannot be distinguished from our desired final state of just a muon pair.

The other five diagrams in Fig. 1.4 involve intermediate states of several virtual particles rather than just a single virtual photon. In each of these diagrams there will be one virtual particle whose momentum is not determined by conservation of momentum at the vertices. Since perturbation theory requires us to sum over all possible intermediate states, we must integrate over all possible values of this momentum. At this step, however, a new difficulty appears: The loop-momentum integrals in the first three diagrams, when performed naively, turn out to be infinite. We will provide a fix for this problem, so that we get finite results, by the end of Part I. But the question of the physical origin of these divergences cannot be dismissed so lightly; that will be the main subject of Part II of this book.

We have discussed Feynman diagrams as an algorithm for performing computations. The chapters that follow should amply illustrate the power of this tool. As we expose more applications of the diagrams, though, they begin to take on a life and significance of their own. They indicate unsuspected relations between different physical processes, and they suggest intuitive arguments that might later be verified by calculation. We hope that this book will enable you, the reader, to take up this tool and apply it in novel and enlightening ways.






Chapter 2

The Klein-Gordon Field




2.1 The Necessity of the Field Viewpoint 

Quantum field theory is the application of quantum mechanics to dynamical systems of fields, in the same sense that the basic course in quantum mechanics is concerned mainly with the quantization of dynamical systems of particles. It is a subject that is absolutely essential for understanding the current state of elementary particle physics. With some modification, the methods we will discuss also play a crucial role in the most active areas of atomic, nuclear, and condensed-matter physics. In Part I of this book, however, our primary concern will be with elementary particles, and hence relativistic fields.

Given that we wish to understand processes that occur at very small (quantum-mechanical) scales and very large (relativistic) energies, one might still ask why we must study the quantization of fields. Why can’t we just quantize relativistic particles the way we quantized nonrelativistic particles?

This question can be answered on a number of levels. Perhaps the best approach is to write down a single-particle relativistic wave equation (such as the Klein-Gordon equation or the Dirac equation) and see that it gives rise to negative-energy states and other inconsistencies. Since this discussion usually takes place near the end of a graduate-level quantum mechanics course, we will not repeat it here. It is easy, however, to understand why such an approach cannot work. We have no right to assume that any relativistic process can be explained in terms of a single particle, since the Einstein relation E = mc2 allows for the creation of particle-antiparticle pairs. Even when there is not enough energy for pair creation, multiparticle states appear, for example, as intermediate states in second-order perturbation theory. We can think of such states as existing only for a very short time, according to the uncertainty principle ΔE · Δt = ℏ. As we go to higher orders in perturbation theory, arbitrarily many such “virtual” particles can be created.

The necessity of having a multiparticle theory also arises in a less obvious way, from considerations of causality. Consider the amplitude for a free particle to propagate from x0 to x:[image: 057]

In nonrelativistic quantum mechanics we have E = p2/2m, so[image: 058]

This expression is nonzero for all x and t, indicating that a particle can propagate between any two points in an arbitrarily short time. In a relativistic theory, this conclusion would signal a violation of causality. One might hope that using the relativistic expression [image: 059] would help, but it does not. In analogy with the nonrelativistic case, we have[image: 060]

This integral can be evaluated explicitly in terms of Bessel functions.2 We will content ourselves with looking at its asymptotic behavior for x2 ≫ t2 (well outside the light-cone), using the method of stationary phase. The phase function [image: 061] has a stationary point at [image: 062]. We may freely push the contour upward so that it goes through this point. Plugging in this value for p, we find that, up to a rational function of x and t,[image: 063]

Thus the propagation amplitude is small but nonzero outside the light-cone, and causality is still violated.

Quantum field theory solves the causality problem in a miraculous way, which we will discuss in Section 2.4. We will find that, in the multiparticle field theory, the propagation of a particle across a spacelike interval is indistinguishable from the propagation of an antiparticle in the opposite direction (see Fig. 2.1). When we ask whether an observation made at point x0 can affect an observation made at point x, we will find that the amplitudes for particle and antiparticle propagation exactly cancel so causality is preserved.

Quantum field theory provides a natural way to handle not only multiparticle states, but also transitions between states of different particle number. It solves the causality problem by introducing antiparticles, then goes on to    explain the relation between spin and statistics. But most important, it provides the tools necessary to calculate innumerable scattering cross sections, particle lifetimes, and other observable quantities. The experimental confirmation of these predictions, often to an unprecedented level of accuracy, is our real reason for studying quantum field theory.

[image: 064]


Figure 2.1. Propagation from x0 to x in one frame looks like propagation from x to x0 in another frame.




2.2 Elements of Classical Field Theory 

In this section we review some of the formalism of classical field theory that will be necessary in our subsequent discussion of quantum field theory.


Lagrangian Field Theory 

The fundamental quantity of classical mechanics is the action, S, the time integral of the Lagrangian, L. In a local field theory the Lagrangian can be written as the spatial integral of a Lagrangian density, denoted by [image: 065], which is a function of one or more fields φ(x) and their derivatives ∂μφ. Thus we have[image: 066]

(2.1)

Since this is a book on field theory, we will refer to [image: 067] simply as the Lagrangian.

The principle of least action states that when a system evolves from one given configuration to another between times t1 and t2, it does so along the “path” in configuration space for which S is an extremum (normally a minimum). We can write this condition as[image: 068]

(2.2)

The last term can be turned into a surface integral over the boundary of the four-dimensional spacetime region of integration. Since the initial and final field configurations are assumed given, δφ is zero at the temporal beginning  and end of this region. If we restrict our consideration to deformations δφ that vanish on the spatial boundary of the region as well, then the surface term is zero. Factoring out the δφ from the first two terms, we note that, since the integral must vanish for arbitrary δφ, the quantity that multiplies δφ must vanish at all points. Thus we arrive at the Euler-Lagrange equation of motion for a field.[image: 069]

(2.3)

If the Lagrangian contains more than one field, there is one such equation for each.


Hamiltonian Field Theory 

The Lagrangian formulation of field theory is particularly suited to relativistic dynamics because all expressions are explicitly Lorentz invariant. Nevertheless we will use the Hamiltonian formulation throughout the first part of this book, since it will make the transition to quantum mechanics easier. Recall that for a discrete system one can define a conjugate momentum [image: 070] (where [image: 071] ) for each dynamical variable q. The Hamiltonian is then [image: 072]. The generalization to a continuous system is best understood by pretending that the spatial points x are discretely spaced. We can define[image: 073]

where[image: 074]

(2.4)

is called the momerctum density conjugate to φ(x). Thus the Hamiltonian can be written[image: 075]

Passing to the continuum, this becomes[image: 076]

(2.5)

We will rederive this expression for the Hamiltonian density [image: 077] near the end of this section, using a different method.

As a simple example, consider the theory of a single field φ(x), governed by the Lagrangian[image: 078]

(2.6)

For now we take φ to be a real-valued field. The quantity m will be interpreted as a mass in Section 2.3, but for now just think of it as a parameter. From this Lagrangian the usual procedure gives the equation of motion[image: 079]

(2.7)

which is the well-known Klein-Gordon equation. (In this context it is a classical field equation, like Maxwell’s equations—not a quantum-mechanical wave equation.) Noting that the canonical momentum density conjugate to φ(x) is [image: 080], we can also construct the Hamiltonian:[image: 081]

(2.8)

We can think of the three terms, respectively, as the energy cost of “moving” in time, the energy cost of “shearing” in space, and the energy cost of having the field around at all. We will investigate this Hamiltonian much further in Sections 2.3 and 2.4.


Noether’s Theorem 

Next let us discuss the relationship between symmetries and conservation laws in classical field theory, summarized in Noether’s theorem. This theorem concerns continuous transformations on the fields φ, which in infinitesimal form can be written[image: 082]

(2.9)

where α is an infinitesimal parameter and Δφ is some deformation of the field configuration. We call this transformation a symmetry if it leaves the equations of motion invariant. This is insured if the action is invariant under (2.9). More generally, we can allow the action to change by a surface term, since the presence of such a term would not affect our derivation of the Euler-Lagrange equations of motion (2.3). The Lagrangian, therefore, must be invariant under (2.9) up to a 4-divergence:[image: 083]

(2.10)

for some [image: 084]. Let us compare this expectation for [image: 085] to the result obtained by varying the fields:[image: 086]

(2.11)

The second term vanishes by the Euler-Lagrange equation (2.3). We set the remaining term equal to [image: 087] and find[image: 088]

(2.12)

(If the symmetry involves more than one field, the first term of this expression for jμ(x) should be replaced by a sum of such terms, one for each field.) This result states that the current jμ(x) is conserved. For each continuous symmetry of [image: 089], we have such a conservation law.

The conservation law can also be expressed by saying that the charge[image: 090]

(2.13)

is a constant in time. Note, however, that the formulation of field theory in terms of a local Lagrangian density leads directly to the local form of the conservation law, Eq. (2.12).

The easiest example of such a conservation law arises from a Lagrangian with only a kinetic term: [image: 091]. The transformationφ→φ+ α, where α is a constant, leaves [image: 092] unchanged, so we conclude that the current jμ = ∂μφ is conserved. As a less trivial example, consider the Lagrangian[image: 093]

(2.14)

where φ is now a complex-valued field. You can easily show that the equation of motion for this Lagrangian is again the Klein-Gordon equation, (2.7). This Lagrangian is invariant under the transformationφ→eiαφ; for an infinitesimal transformation we have[image: 094]

(2.15)

(We treat φ and φ* as independent fields. Alternatively, we could work with the real and imaginary parts of φ.) It is now a simple matter to show that the conserved Noether current is[image: 095]

(2.16)

(The overall constant has been chosen arbitrarily.) You can check directly that the divergence of this current vanishes by using the Klein-Gordon equation. Later we will add terms to this Lagrangian that couple φ to an electromagnetic field. We will then interpret jμ as the electromagnetic current density carried by the field, and the spatial integral of j0 as its electric charge.

Noether’s theorem can also be applied to spacetime transformations such as translations and rotations. We can describe the infinitesimal translation[image: 096]

alternatively as a transformation of the field configuration[image: 097]

The Lagrangian is also a scalar, so it must transform in the same way:[image: 098]

Comparing this equation to (2.10), we see that we now have a nonzero [image: 099]. Taking this into account, we can apply the theorem to obtain four separately conserved currents:[image: 100]

(2.17)

This is precisely the stress-energy tensor, also called the energy-momentum tensor, of the field φ. The conserved charge associated with time translations is the Hamiltonian:[image: 101]

(2.18)

By computing this quantity for the Klein-Gordon field, one can recover the result (2.8). The conserved charges associated with spatial translations are[image: 102]

(2.19)

and we naturally interpret this as the (physical) momentum carried by the field (not to be confused with the canonical momentum).




2.3 The Klein-Gordon Field as Harmonic Oscillators 

We begin our discussion of quantum field theory with a rather formal treatment of the simplest type of field: the real Klein-Gordon field. The idea is to start with a classical field theory (the theory of a classical scalar field governed by the Lagrangian (2.6)) and then “quantize” it, that is, reinterpret the dynamical variables as operators that obey canonical commutation relations.† We will then “solve” the theory by finding the eigenvalues and eigenstates of the Hamiltonian, using the harmonic oscillator as an analogy.

The classical theory of the real Klein-Gordon field was discussed briefly (but sufficiently) in the previous section; the relevant expressions are given in Eqs. (2.6), (2.7), and (2.8). To quantize the theory, we follow the same procedure as for any other dynamical system: We promote φ and π to operators, and impose suitable commutation relations. Recall that for a discrete system of one or more particles the commutation relations are

[image: 103]


†This procedure is sometimes called second quantization, to distinguish the resulting Klein-Gordon equation (in which φ is an operator) from the old one-particle Klein-Gordon equation (in which φ was a wavefunction). In this book we never adopt the latter point of view; we start with a classical equation (in which φ is a classical field) and quantize it exactly once.

For a continuous system the generalization is quite natural; since π(x) is the momentum density, we get a Dirac delta function instead of a Kronecker delta:[image: 104]

(2.20)

(For now we work in the Schrödinger picture where φ and π do not depend on time. When we switch to the Heisenberg picture in the next section, these “equal time” commutation relations will still hold provided that both operators are considered at the same time.)

The Hamiltonian, being a function of φ and π, also becomes an operator. Our next task is to find the spectrum from the Hamiltonian. Since there is no obvious way to do this, let us seek guidance by writing the Klein-Gordon equation in Fourier space. If we expand the classical Klein-Gordon field as[image: 105]

(with φ*(p) = φ(—p) so that φ(x) is real), the Klein-Gordon equation (2.7) becomes[image: 106]

(2.21)

This is the same as the equation of motion for a simple harmonic oscillator with frequency[image: 107]

(2.22)



The simple harmonic oscillator is a system whose spectrum we already know how to find. Let us briefly recall how it is done. We write the Hamiltonian as[image: 108]

To find the eigenvalues of HSHO, we write φ and p in terms of ladder operators:[image: 109]

(2.23)

The canonical commutation relation [φ,p] = i is equivalent to[image: 110]

(2.24)

The Hamiltonian can now be rewritten[image: 111]

The state |0〉 such that a |0〉 = 0 is an eigenstate of H with eigenvalue [image: 112], the zero-point energy. Furthermore, the commutators[image: 113]

make it easy to verify that the states[image: 114]

are eigenstates of HSHO with eigenvalues [image: 115]. These states exhaust the spectrum.

We can find the spectrum of the Klein-Gordon Hamiltonian using the same trick, but now each Fourier mode of the field is treated as an independent oscillator with its own a and a†. In analogy with (2.23) we write[image: 116]

(2.25)

[image: 117]

(2.26)

The inverse expressions for ap and [image: 118] in terms of φ and π are easy to derive but rarely needed. In the calculations below we will find it useful to rearrange (2.25) and (2.26) as follows:[image: 119]

(2.27)

[image: 120]

(2.28)

The commutation relation (2.24) becomes[image: 121]

(2.29)

from which you can verify that the commutator of φ and π works out correctly:[image: 122]

[image: 123]

(2.30)

(If computations such as this one and the next are unfamiliar to you, please work them out carefully; they are quite easy after a little practice, and are fundamental to the formalism of the next two chapters.)

We are now ready to express the Hamiltonian in terms of ladder operators. Starting from its expression (2.8) in terms of φ and π, we have[image: 124]

[image: 125]

(2.31)

The second term is proportional to δ(0), an infinite c-number. It is simply the sum over all modes of the zero-point energies ωp/2, so its presence is completely expected, if somewhat disturbing. Fortunately, this infinite energy  shift cannot be detected experimentally, since experiments measure only energy differences from the ground state of H. We will therefore ignore this infinite constant term in all of our calculations. It is possible that this energy shift of the ground state could create a problem at a deeper level in the theory; we will discuss this matter in the Epilogue.

Using this expression for the Hamiltonian in terms of ap and [image: 126], it is easy to evaluate the commutators[image: 127]

(2.32)

We can now write down the spectrum of the theory, just as for the harmonic oscillator. The state |0〉 such that ap |0〉 = 0 for all p is the ground state or vacuum, and has E = 0 after we drop the infinite constant in (2.31). All other energy eigenstates can be built by acting on |0〉 with creation operators. In general, the state [image: 128] ... |0〉 is an eigenstate of H with energy ωp + ωq + ... . These states exhaust the spectrum.

Having found the spectrum of the Hamiltonian, let us try to interpret its eigenstates. From (2.19) and a calculation similar to (2.31) we can write down the total momentum operator,

[image: 129]

(2.33)

So the operator [image: 130] creates momentum p and energy [image: 131]. Similarly, the state [image: 132] has momentum p + q + .... It is quite natural to call these excitations particles, since they are discrete entities that have the proper relativistic energy-momentum relation. (By a particle we do not mean something that must be localized in space; [image: 133] creates particles in momentum eigenstates.) From now on we will refer to ωp as Ep (or simply E), since it really is the energy of a particle. Note, by the way, that the energy is always positive: [image: 134].

This formalism also allows us to determine the statistics of our particles. Consider the two-particle state [image: 135]. Since [image: 136] and [image: 137] commute, this state is identical to the state [image: 138] in which the two particles are interchanged. Moreover, a single mode p can contain arbitrarily many particles (just as a simple harmonic oscillator can be excited to arbitrarily high levels). Thus we conclude that Klein-Gordon particles obey Bose-Einstein statistics.


We naturally choose to normalize the vacuum state so that 〈0|0〉 = 1. The one-particle states [image: 139] will also appear quite often, and it is worthwhile to adopt a convention for their normalization. The simplest normalization 〈p|q〉 = (2π)3δ(3)(p—q) (which many books use) is not Lorentz invariant, as we can demonstrate by considering the effect of a boost in the 3-direction. Under such a boost we have p’3 = γ(p3 + βE), E’ = γ(E + βp3). Using the delta function identity[image: 140]

(2.34)

we can compute[image: 141]

The problem is that volumes are not invariant under boosts; a box whose volume is V in its rest frame has volume V/γ in a boosted frame, due to Lorentz contraction. But from the above calculation, we see that the quantity Epδ(3)(p—q) is Lorentz invariant. We therefore define[image: 142]

(2.35)

so that[image: 143]

(2.36)

(The factor of 2 is unnecessary, but is convenient because of the factor of 2 in Eq.(2.25).)

On the Hilbert space of quantum states, a Lorentz transformation Λ will be implemented as some unitary operator U(Λ). Our normalization condition (2.35) then implies that[image: 144]

(2.37)

If we prefer to think of this transformation as acting on the operator [image: 145], we can also write[image: 146]

(2.38)



With this normalization we must divide by 2Ep in other places. For example, the completeness relation for the one-particle states is[image: 147]

(2.39)

where the operator on the left is simply the identity within the subspace of one-particle states, and zero in the rest of the Hilbert space. Integrals of this form will occur quite often; in fact, the integral[image: 148]

(2.40)

is a Lorentz-invariant 3-momentum integral, in the sense that if f(p) is Lorentz-invariant, so is ∫ d3p f(p)/(2Ep). The integration can be thought of  as being over the p0 > 0 branch of the hyperboloid p2 = m2 in 4-momentum space (see Fig. 2.2).

[image: 149]


Figure 2.2. The Lorentz-invariant 3-momentum integral is over the upper branch of the hyperboloid p2 = m2.

Finally let us consider the interpretation of the state φ(x) |0〉. From the expansion (2.25) we see that[image: 150]

(2.41)

is a linear superposition of single-particle states that have well-defined momentum. Except for the factor 1/2Ep, this is the same as the familiar nonrelativistic expression for the eigenstate of position |x〉; in fact the extra factor is nearly constant for small (nonrelativistic) p. We will therefore put forward the same interpretation, and claim that the operator φ(x), acting on the vacuum, creates a particle at position x. This interpretation is further confirmed when we compute[image: 151]

[image: 152]

(2.42)

We can interpret this as the position-space representation of the single-particle wavefunction of the state |p〉, just as in nonrelativistic quantum mechanics 〈x|p〉 ∝ eip·x is the wavefunction of the state |p〉.




2.4 The Klein-Gordon Field in Space-Time 

In the previous section we quantized the Klein-Gordon field in the Schrödinger picture, and interpreted the resulting theory in terms of relativistic particles. In this section we will switch to the Heisenberg picture, where it will be easier to discuss time-dependent quantities and questions of causality. After a few preliminaries, we will return to the question of acausal propagation raised in Section 2.1. We will also derive an expression for the Klein-Gordon propagator, a crucial part of the Feynman rules to be developed in Chapter 4.

In the Heisenberg picture, we make the operators φ and π time-dependent in the usual way:[image: 153]

(2.43)

and similarly for π(x) = π(x, t). The Heisenberg equation of motion,[image: 154]

(2.44)

allows us to compute the time dependence of φ and π:[image: 155]

Combining the two results gives[image: 156]

(2.45)

which is just the Klein-Gordon equation.

We can better understand the time dependence of φ(x) and π(x) by writing them in terms of creation and annihilation operators. First note that[image: 157]

and hence[image: 158]

for any n. A similar relation (with—replaced by +) holds for [image: 159]. Thus we have derived the identities[image: 160]

(2.46)

which we can use on expression (2.25) for φ(x) to find the desired expression for the Heisenberg operator φ(x), according to (2.43). (We will always use the symbols ap and [image: 161] to represent the time-independent, Schrödinger-picture ladder operators.) The result is[image: 162]

(2.47)



It is worth mentioning that we can perform the same manipulations with P instead of H to relate φ(x) to φ(0). In analogy with (2.46), one can show[image: 163]

(2.48)

and therefore[image: 164]

(2.49)

where Pμ = (H, P). (The notation here is confusing but standard. Remember that P is the momentum operator, whose eigenvalue is the total momentum of the system. On the other hand, p is the momentum of a single Fourier mode of the field, which we interpret as the momentum of a particle in that mode. For a one-particle state of well-defined momentum, p is the eigenvalue of P.)

Equation (2.47) makes explicit the dual particle and wave interpretations of the quantum field φ(x). On the one hand, φ(x) is written as a Hilbert space operator, which creates and destroys the particles that are the quanta of field excitation. On the other hand, φ(x) is written as a linear combination of solutions (eip·x and e—ip·x) of the Klein-Gordon equation. Both signs of the time dependence in the exponential appear: We find both [image: 165] and [image: 166], although p° is always positive. If these were single-particle wavefunctions, they would correspond to states of positive and negative energy; let us refer to them more generally as positive- and negative-frequency modes. The connection between the particle creation operators and the waveforms displayed here is always valid for free quantum fields: A positive-frequency solution of the field equation has as its coefficient the operator that destroys a particle in that single-particle wavefunction. A negative-frequency solution of the field equation, being the Hermitian conjugate of a positive-frequency solution, has as its coefficient the operator that creates a particle in that positive-energy single-particle wavefunction. In this way, the fact that relativistic wave equations have both positive- and negative-frequency solutions is reconciled with the requirement that a sensible quantum theory contain only positive excitation energies.


Causality 

Now let us return to the question of causality raised at the beginning of this chapter. In our present formalism, still working in the Heisenberg picture, the amplitude for a particle to propagate from y to x is 〈0| φ(x)φ(y) |0〉. We will call this quantity D(x—y). Each operator φ is a sum of a and a† operators, but only the term [image: 167] survives in this expression. It is easy to check that we are left with[image: 168]

(2.50)

We have already argued in (2.40) that integrals of this form are Lorentz invariant. Let us now evaluate this integral for some particular values of x—y.

First consider the case where the difference x—y is purely in the timedirection: x0—y0 = t, x—y = 0. (If the interval from y to x is timelike, there is always a frame in which this is the case.) Then we have

[image: 169]

(2.51)

Next consider the case where x—y is purely spatial: x0—y0 = 0, x—y = r. The amplitude is then[image: 170]

The integrand, considered as a complex function of p, has branch cuts on the imaginary axis starting at ±im (see Fig. 2.3). To evaluate the integral we push the contour up to wrap around the upper branch cut. Defining ρ =—ip, we obtain[image: 171]

(2.52)

 So again we find that outside the light-cone, the propagation amplitude is exponentially vanishing but nonzero.

[image: 172]


Figure 2.3. Contour for evaluating propagation amplitude D(x—y) over a spacelike interval.

To really discuss causality, however, we should ask not whether particles can propagate over spacelike intervals, but whether a measurement performed at one point can affect a measurement at another point whose separation from the first is spacelike. The simplest thing we could try to measure is the field φ(x), so we should compute the commutator [φ(x), φ(y)]; if this commutator vanishes, one measurement cannot affect the other. In fact, if the commutator vanishes for (x—y)2 < 0, causality is preserved quite generally, since commutators involving any function of φ(x), including π(x) = ∂φ/∂t, would also have to vanish. Of course we know from Eq. (2.20) that the commutator vanishes for x0 = y0; now let’s do the more general computation:[image: 173]

[image: 174]

(2.53)

When (x—y)2 < 0, we can perform a Lorentz transformation on the second term (since each term is separately Lorentz invariant), taking (x—y) → —(x—y), as shown in Fig. 2.4. The two terms are therefore equal and cancel to give zero; causality is preserved. Note that if (x—y)2 > 0 there is no continuous Lorentz transformation that takes (x—y) →—(x—y). In this case, by Eq. (2.51), the amplitude is (fortunately) nonzero, roughly (e—imt—eimt) for the special case x—y = 0. Thus we conclude that no measurement in the  Klein-Gordon theory can affect another measurement outside the light-cone.

[image: 175]


Figure 2.4. When x—y is spacelike, a continuous Lorentz transformation can take (x—y) to—(x—y).

Causality is maintained in the Klein-Gordon theory just as suggested at the end of Section 2.1. To understand this mechanism properly, however, we should broaden the context of our discussion to include a complex Klein-Gordon field, which has distinct particle and antiparticle excitations. As was mentioned in the discussion of Eq. (2.15), we can add a conserved charge to the Klein-Gordon theory by considering the field φ(x) to be complex- rather than real-valued. When the complex scalar field theory is quantized (see Problem 2.2), φ(x) will create positively charged particles and destroy negatively charged ones, while φ†(x) will perform the opposite operations. Then the commutator [φ(x), φ†(y)] will have nonzero contributions, which must delicately cancel outside the light-cone to preserve causality. The two contributions have the spacetime interpretation of the two terms in (2.53), but with charges attached. The first term will represent the propagation of a negatively charged particle from y to x. The second term will represent the propagation of a positively charged particle from x to y. In order for these two processes to be present and give canceling amplitudes, both of these particles must exist, and they must have the same mass. In quantum field theory, then, causality requires that every particle have a corresponding antiparticle with the same mass and opposite quantum numbers (in this case electric charge). For the real-valued Klein-Gordon field, the particle is its own antiparticle.


The Klein-Gordon Propagator 

Let us study the commutator [φ(x), φ(y)] a little further. Since it is a c-number, we can write [φ(x), φ(y)] = 〈0| [φ(x), φ(y)] |0〉. This can be rewritten as a four-dimensional integral as follows, assuming for now that x0 > y0:[image: 176]

 [image: 177]

(2.54)



In the last step the p0 integral is to be performed along the following contour:[image: 178]



For x0 > y0 we can close the contour below, picking up both poles to obtain the previous line of (2.54). For x0 < y0 we may close the contour above, giving zero. Thus the last line of (2.54), together with the prescription for going around the poles, is an expression for what we will call[image: 179]

(2.55)



To understand this quantity better, let’s do another computation:[image: 180]

[image: 181]

(2.56)



This says that DR(x—y) is a Green’s function of the Klein-Gordon operator. Since it vanishes for x0 < y0, it is the retarded Green’s function.

If we had not already derived expression (2.54), we could find it by Fourier transformation. Writing[image: 182]

(2.57)

we obtain an algebraic expression for [image: 183]:[image: 184]

Thus we immediately arrive at the result[image: 185]

(2.58)




The p0-integral of (2.58) can be evaluated according to four different contours, of which that used in (2.54) is only one. In Chapter 4 we will find that a different pole prescription, is extremely useful; it is called the Feynmarc prescription. A convenient way to remember it is to write[image: 186]

(2.59)

since the poles are then at p0 = ±(Ep—i∈), displaced properly above and below the real axis. When x0 > y0 we can perform the p0 integral by closing the contour below, obtaining exactly the propagation amplitude D(x—y) (2.50). When x0 < y0 we close the contour above, obtaining the same expression but with x and y interchanged. Thus we have[image: 187]

[image: 188]

(2.60)



[image: 189]

The last line defines the “time-ordering” symbol T, which instructs us to place the operators that follow in order with the latest to the left. By applying (∂2+m2) to the last line, you can verify directly that DF is a Green’s function of the Klein-Gordon operator.

Equations (2.59) and (2.60) are, from a practical point of view, the most important results of this chapter. The Green’s function DF(x—y) is called the Feynman propagator for a Klein-Gordon particle, since it is, after all, a propagation amplitude. Indeed, the Feynman propagator will turn out to be part of the Feynman rules: DF(x—y) (or [image: 190]) is the expression that we will attach to internal lines of Feynman diagrams, representing the propagation of virtual particles.

Nevertheless we are still a long way from being able to do any real calculations, since so far we have talked only about the free Klein-Gordon theory, where the field equation is linear and there are no interactions. Individual particles live in their isolated modes, oblivious to each others’ existence and to the existence of any other species of particles. In such a theory there is no hope of making any observations, by scattering or any other means. On the other hand, the formalism we have developed is extremely important, since the free theory forms the basis for doing perturbative calculations in the interacting theory.


Particle Creation by a Classical Source 

There is one type of interaction, however, that we are already equipped to handle. Consider a Klein-Gordon field coupled to an external, classical source field j(x). That is, consider the field equation[image: 191]

(2.61)

where j(x) is some fixed, known function of space and time that is nonzero only for a finite time interval. If we start in the vacuum state, what will we find after j(x) has been turned on and off again?

The field equation (2.61) follows from the Lagrangian[image: 192]

(2.62)

But if j(x) is turned on for only a finite time, it is easiest to solve the problem using the field equation directly. Before j(x) is turned on, φ(x) has the form[image: 193]

If there were no source, this would be the solution for all time. With a source, the solution of the equation of motion can be constructed using the retarded Green’s function:[image: 194]

(2.63)



If we wait until all of j is in the past, the theta function equals 1 in the whole domain of integration. Then φ(x) involves only the Fourier transform of j.[image: 195]

evaluated at 4-momenta p such that p2 = m2. It is natural to group the positive-frequency terms together with ap and the negative-frequency terms with [image: 196]; this yields the expression[image: 197]

(2.64)



You can now guess (or compute) the form of the Hamiltonian after j(x) has acted: Just replace ap with [image: 198] to obtain[image: 199]




The energy of the system after the source has been turned off is[image: 200]

(2.65)

where |0〉 still denotes the ground state of the free theory. We can interpret these results in terms of particles by identifying [image: 201] as the probability density for creating a particle in the mode p. Then the total number of particles produced is[image: 202]

(2.66)

Only those Fourier components of j(x) that are in resonance with on-mass-shell (i.e., p2 = m2) Klein-Gordon waves are effective at creating particles.

We will return to this subject in Problem 4.1. In Chapter 6 we will study the analogous problem of photon creation by an accelerated electron (bremsstrahlung).




Problems 

2.1 Classical electromagnctism (with no sources) follows from the action[image: 203]

a. Derive Maxwell’s equations as the Euler-Lagrange equations of this action, treating the components Aμ(x) as the dynamical variables. Write the equations in standard form by identifying Ei =—F0i and ∈ijk Bk =—Fij.

b. Construct the energy-momentum tensor for this theory. Note that the usual procedure does not result in a symmetric tensor. To remedy that, we can add to Tμν a term of the form ∂λKλμν, where Kλμν is antisymmetric in its first two indices. Such an object is automatically divergenceless, so[image: 204]

is an equally good energy-momentum tensor with the same globally conserved energy and momentum. Show that this construction, with[image: 205]

leads to an energy-momentum tensor T that is symmetric and yields the standard formulae for the electromagnetic energy and momentum densities:[image: 206]






2.2 The complex scalar field. Consider the field theory of a complex-valued scalar field obeying the Klein-Gordon equation. The action of this theory is

[image: 207]

It is easiest to analyze this theory by considering φ(x) and φ*(x), rather than the real and imaginary parts of φ(x), as the basic dynamical variables.a. Find the conjugate momenta to φ(x) and φ*(x) and the canonical commutation relations. Show that the Hamiltonian is[image: 208]

Compute the Heisenberg equation of motion for φ(x) and show that it is indeed the Klein-Gordon equation.

b. Diagonalize H by introducing creation and annihilation operators. Show that the theory contains two sets of particles of mass m.

c. Rewrite the conserved charge[image: 209]

in terms of creation and annihilation operators, and evaluate the charge of the particles of each type.

d. Consider the case of two complex Klein-Gordon fields with the same mass. Label the fields as φa(x), where a = 1,2. Show that there are now four conserved charges, one given by the generalization of part (c), and the other three given by[image: 210]

where σi are the Pauli sigma matrices. Show that these three charges have the commutation relations of angular momentum (SU(2)). Generalize these results to the case of n identical complex scalar fields.3 




2.3 Evaluate the function[image: 211]

for (x—y) spacelike so that (x—y)2 =—r2, explicitly in terms of Bessel functions.






Chapter 3

The Dirac Field

Having exhaustively treated the simplest relativistic field equation, we now move on to the second simplest, the Dirac equation. You may already be familiar with the Dirac equation in its original incarnation, that is, as a single-particle quantum-mechanical wave equation.4 In this chapter our viewpoint will be quite different. First we will rederive the Dirac equation as a classical relativistic field equation, with special emphasis on its relativistic invariance. Then, in Section 3.5, we will quantize the Dirac field in a manner similar to that used for the Klein-Gordon field.




3.1 Lorentz Invariance in Wave Equations 

First we must address a question that we swept over in Chapter 2: What do we mean when we say that an equation is “relativistically invariant”? A reasonable definition is the following: If φ is a field or collection of fields and [image: 212] is some differential operator, then the statement [image: 213] is relativistically invariant“ means that if φ(x) satisfies this equation, and we perform a rotation or boost to a different frame of reference, then the transformed field, in the new frame of reference, satisfies the same equation. Equivalently, we can imagine physically rotating or boosting all particles or fields by a common angle or velocity; again, the equation [image: 214] should be true after the transformation. We will adopt this ”active” point of view toward transformations in the following analysis.

The Lagrangian formulation of field theory makes it especially easy to discuss Lorentz invariance. An equation of motion is automatically Lorentz invariant by the above definition if it follows from a Lagrangian that is a Lorentz scalar. This is an immediate consequence of the principle of least action: If boosts leave the Lagrangian unchanged, the boost of an extremum in the action will be another extremum.

As an example, consider the Klein-Gordon theory. We can write an arbitrary Lorentz transformation as[image: 215]

(3.1)

for some 4 × 4 matrix Λ. What happens to the Klein-Gordon field φ(x) under this transformation? Think of the field φ as measuring the local value of some quantity that is distributed through space. If there is an accumulation of this quantity at x = x0, φ(x) will have a maximum at x0. If we now transform the original distribution by a boost, the new distribution will have a maximum at x = Λx0. This is illustrated in Fig. 3.1(a). The corresponding transformation of the field is[image: 216]

(3.2)

That is, the transformed field, evaluated at the boosted point, gives the same value as the original field evaluated at the point before boosting.

We should check that this transformation leaves the form of the Klein-Gordon Lagrangian unchanged. According to (3.2), the mass term [image: 217] is simply shifted to the point (Λ—1x). The transformation of ∂μφ(x) is[image: 218]

(3.3)

Since the metric tensor gμν is Lorentz invariant, the matrices Λ—1 obey the identity[image: 219]

(3.4)

Using this relation, we can compute the transformation law of the kinetic term of the Klein-Gordon Lagrangian:[image: 220]

Thus, the whole Lagrangian is simply transformed as a scalar:[image: 221]

(3.5)

The action S, formed by integratin g [image: 222] over spacetime, is Lorentz invariant. A similar calculation shows that the equation of motion is invariant:[image: 223]



The transformation law (3.2) used for φ is the simplest possible transformation law for a field. It is the only possibility for a field that has just one component. But we know examples of multiple-component fields that transform in more complicated ways. The most familiar case is that of a vector field,  such as the 4-current density jμ(x) or the vector potential Aμ(x). In this case, the quantity that is distributed in spacetime also carries an orientation, which must be rotated or boosted. As shown in Fig. 3.1(b), the orientation must be rotated forward as the point of evaluation of the field is changed:[image: 224]

Tensors of arbitrary rank can be built out of vectors by adding more indices, with correspondingly more factors of Λ in the transformation law. Using such vector and tensor fields we can write a variety of Lorentz-invariant equations, for example, Maxwell’s equations,[image: 225]

(3.6)

which follow from the Lagrangian[image: 226]

(3.7)



[image: 227]


Figure 3.1. When a rotation is performed on a vector field, it affects the orientation of the vector as well as the location of the region containing the configuration.

In general, any equation in which each term has the same set of uncontracted Lorentz indices will naturally be invariant under Lorentz transformations.

This method of tensor notation yields a large class of Lorentz-invariant equations, but it turns out that there are still more. How do we find them? We could try to systematically find all possible transformation laws for a field. Then it would not be hard to write invariant Lagrangians. For simplicity, we will restrict our attention to linear transformations, so that, if Φa is an n component multiplet, the Lorentz transformation law is given by an n × n matrix M(Λ):[image: 228]

(3.8)




It can be shown that the most general nonlinear transformation laws can be built from these linear transformations, so there is no advantage in considering transformations more general than (3.8). In the following discussion, we will suppress the change in the field argument and write the transformation (3.8) in the form[image: 229]

(3.9)



What are the possible allowed forms for the matrices M(Λ)? The basic restriction on M(Λ) is found by imagining two successive transformations, Λ and Λ’. The net result must be a new Lorentz transformation Λ“; that is, the Lorentz transformations form a group. This gives a consistency condition that must be satisfied by the matrices M(Λ): Under the sequence of two transformations,[image: 230]

(3.10)

for Λ” = Λ’Λ. Thus the correspondence between the matrices M and the transformations Λ must be preserved under multiplication. In mathematical language, we say that the matrices M must form an n-dimensional representation of the Lorentz group. So our question now is rephrased in mathematical language: What are the (finite-dimensional) matrix representations of the Lorentz group?

Before answering this question for the Lorentz group, let us consider a simpler group, the rotation group in three dimensions. This group has representations of every dimensionality n, familiar in quantum mechanics as the matrices that rotate the n-component wavefunctions of particles of different spins. The dimensionality is related to the spin quantum number s by n = 2s + 1. The most important nontrivial representation is the two-dimensional representation, corresponding to spin 1/2. The matrices of this representation are the 2 × 2 unitary matrices with determinant 1, which can be expressed as[image: 231]

(3.11)

where θi are three arbitrary parameters and ϭi are the Pauli sigma matrices.

For any continuous group, the transformations that lie infinitesimally close to the identity define a vector space, called the Lie algebra of the group. The basis vectors for this vector space are called the generators of the Lie algebra, or of the group. For the rotation group, the generators are the angular momentum operators Ji, which satisfy the commutation relations[image: 232]

(3.12)

The finite rotation operations are formed by exponentiating these operators: In quantum mechanics, the operator[image: 233]

(3.13)

gives the rotation by an angle |θ| about the axis [image: 234]. The commutation relations of the operators Ji determine the multiplication laws of these rotation  operators. Thus, a set of matrices satisfying the commutation relations (3.12) produces, through exponentiation as in (3.13), a representation of the rotation group. In the example given in the previous paragraph, the representation of the angular momentum operators[image: 235]

(3.14)

produces the representation of the rotation group given in Eq. (3.11). It is generally true that one can find matrix representations of a continuous group by finding matrix representations of the generators of the group (which must satisfy the proper commutation relations), then exponentiating these infinitesimal transformations.

For our present problem, we need to know the commutation relations of the generators of the group of Lorentz transformations. For the rotation group, one can work out the commutation relations by writing the generators as differential operators; from the expression[image: 236]

(3.15)

the angular momentum commutation relations (3.12) follow straightforwardly. The use of the cross product in (3.15) is special to the case of three dimensions. However, we can also write the operators as an antisymmetric tensor,[image: 237]

so that J3 = J12 and so on. The generalization to four-dimensional Lorentz transformations is now quite natural:[image: 238]

(3.16)

We will soon see that these six operators generate the three boosts and three rotations of the Lorentz group.

To determine the commutation rules of the Lorentz algebra, we can now simply compute the commutators of the differential operators (3.16). The result is[image: 239]

(3.17)

Any matrices that are to represent this algebra must obey these same commutation rules.

Just to see that we have this right, let us look at one particular representation (which we will simply pull out of a hat). Consider the 4 × 4 matrices[image: 240]

(3.18)

(Here μ and ν label which of the six matrices we want, while α and β label components of the matrices.) You can easily verify that these matrices satisfy the commutation relations (3.17). In fact, they are nothing but the  matrices that act on ordinary Lorentz 4-vectors. To see this, parametrize an infinitesimal transformation as follows:[image: 241]

(3.19)

where V is a 4-vector and ωμν, an antisymmetric tensor, gives the infinitesimal angles. For example, consider the case ω12 =—ω21 = θ, with all other components of ω equal to zero. Then Eq. (3.19) becomes[image: 242]

(3.20)

which is just an infinitesimal rotation in the xy-plane. You can also verify that setting ω01 =—ω10 = β gives[image: 243]

(3.21)

an infinitesimal boost in the x-direction. The other components of ω generate the remaining boosts and rotations in a similar manner.




3.2 The Dirac Equation 

Now that we have seen one finite-dimensional representation of the Lorentz group, the logical next step would be to develop the formalism for finding all other representations. Although this is not very difficult to do (see Problem 3.1), it is hardly necessary for our purposes, since we are mainly interested in the representation(s) corresponding to spin 1/2.

We can find such a representation using a trick due to Dirac: Suppose that we had a set of four n × n matrices γμ satisfying the anticommutation relations[image: 244]

(3.22)

Then we could immediately write down an n-dimensional representation of the Lorentz algebra. Here it is:[image: 245]

(3.23)

By repeated use of (3.22), it is easy to verify that these matrices satisfy the commutation relations (3.17).

This computation goes through in any dimensionality, with Lorentz or Euclidean metric. In particular, it should work in three-dimensional Euclidean  space, and in fact we can simply write[image: 246]

The factor of i in the first line and the minus sign in the second line are purely conventional. The matrices representing the Lorentz algebra are then[image: 247]

(3.24)

which we recognize as the two-dimensional representation of the rotation group.

Now let us find Dirac matrices γμ for four-dimensional Minkowski space. It turns out that these matrices must be at least 4 × 4. (There is no fourth 2 × 2 matrix, for example, that anticommutes with the three Pauli sigma matrices.) Further, all 4 × 4 representations of the Dirac algebra are unitarily equivalent.5 We thus need only write one explicit realization of the Dirac algebra. One representation, in 2 × 2 block form, is[image: 248]

(3.25)

This representation is called the Weyl or chiral representation. We will find it an especially convenient choice, and we will use it exclusively throughout this book. (Be careful, however, since many field theory textbooks choose a different representation, in which γ0 is diagonal. Furthermore, books that use chiral representations often make a different choice of sign conventions.)

In our representation, the boost and rotation generators are[image: 249]

(3.26)

and[image: 250]

(3.27)

A four-component field ψ that transforms under boosts and rotations according to (3.26) and (3.27) is called a Dirac spinor. Note that the rotation generator Sij is just the three-dimensional spinor transformation matrix (3.24) replicated twice. The boost generators S0i are not Hermitian, and thus our implementation of boosts is not unitary (this was also true of the vector representation (3.18)). In fact the Lorentz group, being “noncompact”, has no faithful, finite-dimensional representations that are unitary. But that does not matter to us, since ψ is not a wavefunction; it is a classical field.

Now that we have the transformation law for ψ, we should look for an appropriate field equation. One possibility is simply the Klein-Gordon equation:[image: 251]

(3.28)

This works because the spinor transformation matrices (3.26) and (3.27) operate only in the “internal” space; they go right through the differential operator. But it is possible to write a stronger, first-order equation, which implies (3.28) but contains additional information. To do this we need to know one more property of the γ matrices. With a short computation you can verify that[image: 252]

or equivalently,[image: 253]

This equation is just the infinitesimal form of[image: 254]

(3.29)

where[image: 255]

(3.30)

is the spinor representation of the Lorentz transformation A (compare (3.19)). Equation (3.29) says that the γ matrices are invariant under simultaneous rotations of their vector and spinor indices (just like the ϭi under spatial rotations). In other words, we can “take the vector index μ on γμ seriously,” and dot γμ into ∂μ to form a Lorentz-invariant differential operator.

We are now ready to write down the Dirac equation. Here it is:[image: 256]

(3.31)

To show that it is Lorentz invariant, write down the Lorentz-transformed version of the left-hand side and calculate:[image: 257]

To see that the Dirac equation implies the Klein-Gordon equation, act on the left with (—iγμ∂μ—m):[image: 258]



To write down a Lagrangian for the Dirac theory, we must figure out how to multiply two Dirac spinors to form a Lorentz scalar. The obvious guess, ψ†ψ, does not work. Under a Lorentz boost this becomes [image: 259]; if the boost matrix were unitary, we would have [image: 260] and everything would be fine. But [image: 261] is not unitary, because the generators (3.26) are not Hermitian.

The solution is to define[image: 262]

(3.32)

Under an infinitesimal Lorentz transformation parametrized by ωμν, we have [image: 263]. The sum over μ and ν has six distinct nonzero terms. In the rotation terms, where μ and ν are both nonzero, (Sμν)† = Sμν and Sμν commutes with γ0. In the boost terms, where μ or ν is 0, (Sμν)† = —(Sμν) but Sμν anticommutes with γ0. Passing the γ0 to the left therefore removes the dagger from Sμν, yielding the transformation law[image: 264]

(3.33)

and therefore the quantity [image: 265] is a Lorentz scalar. Similarly you can show (with the aid of (3.29)) that [image: 266] is a Lorentz vector.

The correct, Lorentz-invariant Dirac Lagrangian is therefore[image: 267]

(3.34)

The Euler-Lagrange equation for [image: 268] (or ψ†) immediately yields the Dirac equation in the form (3.31); the Euler-Lagrange equation for ψ gives the same equation, in Hermitian-conjugate form:[image: 269]

(3.35)




Weyl Spinors 

From the block-diagonal form of the generators (3.26) and (3.27), it is apparent that the Dirac representation of the Lorentz group is reducible.6 We can form two 2-dimensional representations by considering each block separately, and writing[image: 270]

(3.36)

  The two-component objects ψL and ψR are called left-handed and right-handed Weyl spinors. You can easily verify that their transformation laws, under infinitesimal rotations θ and boosts β, are[image: 271]

(3.37)

These transformation laws are connected by complex conjugation; using the identity[image: 272]

(3.38)

it is not hard to show that the quantity [image: 273] transforms like a right-handed spinor.

In terms of ψL and ψR, the Dirac equation is[image: 274]

(3.39)

The two Lorentz group representations ψL and ψR are mixed by the mass term in the Dirac equation. But if we set m = 0, the equations for ψL and ψR decouple:[image: 275]

(3.40)

These are called the Weyl equations; they are especially important when treating neutrinos and the theory of weak interactions.

It is possible to clean up this notation slightly. Define[image: 276]

(3.41)

so that[image: 277]

(3.42)

(The bar on [image: 278] has absolutely nothing to do with the bar on ψ.) Then the Dirac equation can be written[image: 279]

(3.43)

and the Weyl equations become[image: 280]

(3.44)







3.3 Free-Particle Solutions of the Dirac Equation

To get some feel for the physics of the Dirac equation, let us now discuss its plane-wave solutions. Since a Dirac field ψ obeys the Klein-Gordon equation, we know immediately that it can be written as a linear combination of plane waves:[image: 281]

(3.45)

For the moment we will concentrate on solutions with positive frequency, that is, p0 > 0. The column vector u(p) must obey an additional constraint, found by plugging (3.45) into the Dirac equation:[image: 282]

(3.46)

It is easiest to analyze this equation in the rest frame, where p = p0 = (m, 0); the solution for general p can then be found by boosting with [image: 283]. In the rest frame, Eq. (3.46) becomes[image: 284]

and the solutions are[image: 285]

(3.47)

for any numerical two-component spinor ξ. We conventionally normalize ξ so that ξ†ξ = 1; the factor [image: 286] has been inserted for future convenience. We can interpret the spinor ξ by looking at the rotation generator (3.27): ξ transforms under rotations as an ordinary two-component spinor of the rotation group, and therefore determines the spin orientation of the Dirac solution in the usual way. For example, when [image: 287], the particle has spin up along the 3-direction.

Notice that after applying the Dirac equation, we are free to choose only two of the four components of u(p). This is just what we want, since a spin-1/2 particle has only two physical states—spin up and spin down. (Of course we are being a bit premature in talking about particles and spin. We will prove that the spin angular momentum of a Dirac particle is ħ/2 when we quantize the Dirac theory in Section 3.5; for now, just notice that there are two possible solutions u(p) for any momentum p.)

Now that we have the general form of u(p) in the rest frame, we can obtain u(p) in any other frame by boosting. Consider a boost along the 3-direction. First we should remind ourselves of what the boost does to the 4-momentum vector. In infinitesimal form,[image: 288]

where η is some infinitesimal parameter. For finite η we must write[image: 289]

(3.48)

The parameter η is called the rapidity. It is the quantity that is additive under successive boosts.

Now apply the same boost to u(p). According to Eqs. (3.26) and (3.30),[image: 290]

[image: 291]

(3.49)

The last line can be simplified to give[image: 292]

(3.50)

where it is understood that in taking the square root of a matrix, we take the positive root of each eigenvalue. This expression for u(p) is not only more compact, but is also valid for an arbitrary direction of p. When working with expressions of this form, it is often useful to know the identity[image: 293]

(3.51)

You can then verify directly that (3.50) is a solution of the Dirac equation in the form of (3.43).

In practice it is often convenient to work with specific spinors ξ. A useful choice here would be eigenstates of ϭ3. For example, if [image: 294] (spin up along the 3-axis), we get[image: 295]

(3.52)

while for [image: 296] (spin down along the 3-axis) we have[image: 297]

(3.53)

In the limit η → ∞ the states degenerate into the two-component spinors of a massless particle. (We now see the reason for the factor of [image: 298] in (3.47): It keeps the spinor expressions finite in the massless limit.)

The solutions (3.52) and (3.53) are eigenstates of the helicity operator,[image: 299]

(3.54)

A particle with h = +1/2 is called right-handed, while one with h =—1/2 is called left-handed. The helicity of a massive particle depends on the frame of reference, since one can always boost to a frame in which its momentum is in the opposite direction (but its spin is unchanged). For a massless particle, which travels at the speed of light, one cannot perform such a boost.

The extremely simple form of u(p) for a massless particle in a helicity eigenstate makes the behavior of such a particle easy to understand. In Chapter 1, it enabled us to guess the form of the e+e— → μ+μ— cross section in the massless limit. In subsequent chapters we will often do a mindless calculation first, then look at helicity eigenstates in the high-energy limit to understand what we have done.

Incidentally, we are now ready to understand the origin of the notation ψL and ψR for Weyl spinors. The solutions of the Weyl equations are states of definite helicity, corresponding to left- and right-handed particles, respectively. The Lorentz invariance of helicity for a massless particle) is manifest in the notation of Weyl spinors, since ψL and ψR live in different representations of the Lorentz group.

It is convenient to write the normalization condition for u(p) in a Lorentz-invariant way. We saw above that ψ†ψ is not Lorentz invariant. Similarly,[image: 300]

(3.55)

To make a Lorentz scalar we define[image: 301]

(3.56)

Then by an almost identical calculation,[image: 302]

(3.57)

This will be our normalization condition, once we also require that the two-component spinor ξ be normalized as usual: ξ†ξ = 1. It is also conventional to choose basis spinors ξ1 and ξ2 (such as [image: 303] and [image: 304] that are orthogonal. For  a massless particle Eq. (3.57) is trivial, so we must write the normalization condition in the form of (3.55).

Let us summarize our discussion so far. The general solution of the Dirac equation can be written as a linear combination of plane waves. The positive-frequency waves are of the form[image: 305]

(3.58)

There are two linearly independent solutions for u(p),[image: 306]

(3.59)

which we normalize according to[image: 307]

(3.60)



In exactly the same way, we can find the negative-frequency solutions:[image: 308]

(3.61)

(Note that we have chosen to put the + sign into the exponential, rather than having p0 < 0.) There are two linearly independent solutions for v(p),[image: 309]

(3.62)

where ηs is another basis of two-component spinors. These solutions are normalized according to[image: 310]

(3.63)



The u’s and v’s are also orthogonal to each other:[image: 311]

(3.64)

Be careful, since ur†(p)vs(p) ≠ 0 and vr†(p)us(p) ≠ 0. However, note that[image: 312]

(3.65)

where we have changed the sign of the 3-momentum in one factor of each spinor product.


Spin Sums

In evaluating Feynman diagrams, we will often wish to sum over the polarization states of a fermion. We can derive the relevant completeness relations with a simple calculation:[image: 313]

 [image: 314]

In the second line we have used[image: 315]

Thus we arrive at the desired formula,[image: 316]

(3.66)

Similarly,[image: 317]

(3.67)

The combination γ·p occurs so often that Feynman introduced the notation [image: 318]. We will use this notation frequently from now on.




3.4 Dirac Matrices and Dirac Field Bilinears 

We saw in Section 3.2 that the quantity [image: 319] is a Lorentz scalar. It is also easy to show that [image: 320] is a 4-vector—we used this fact in writing down the Dirac Lagra̲ngian. (3.34). Now let us ask a more general question: Consider the expression [image: 321], where Γ is any 4 × 4 constant matrix. Can we decompose this expression into terms that have definite transformation properties under the Lorentz group? The answer is yes, if we write Γ in terms of the following basis of sixteen 4 × 4 matrices, defined as antisymmetric combinations of γ-matrices:



	1
	1
	of these



	γμ 
	4
	of these



	
[image: 322] 
	6
	of these



	γμνρ = γ[μγvγρ] 
	4
	of these



	γμνρσ = γ[μγνγργσ] 
	1
	of these



	
	16
	total




The Lorentz-transformation properties of these matrices are easy to determine. For example,[image: 323]

Each set of matrices transforms as an antisymmetric tensor of successively higher rank.

The last two sets of matrices can be simplified by introducing an additional gamma matrix,[image: 324]

(3.68)

Then γμνpσ =—i∈μνρσ γ5 and γμνρ = +i∈μvρσ γσγ5. The matrix γ5 has the following properties, all of which can be verified using (3.68) and the anticommutation relations (3.22):[image: 325]

(3.69)

[image: 326]

(3.70)

[image: 327]

(3.71)

This last property implies that [γ5,Sμν] = 0. Thus the Dirac representation must be reducible, since eigenvectors of γ5 whose eigenvalues are different transform without mixing (this criterion for reducibility is known as Schur’s lemma). In our basis,[image: 328]

(3.72)

in block-diagonal form. So a Dirac spinor with only left- (right-) handed components is an eigenstate of γ5 with eigenvalue—1 (+1), and indeed these spinors do transform without mixing, as we saw explicitly in Section 3.2.

Let us now rewrite our table of 4×4 matrices, and introduce some standard terminology:



	1
	scalar
	1



	γμ 
	vector
	4



	
[image: 329] 
	tensor
	6



	γμγ5 
	pseudo-vector
	4



	γ5 
	pseudo-scalar
	1



	
	
	16







The terms pseudo-vector and pseudo-scalar arise from the fact that these quantities transform as a vector and scalar, respectively, under continuous Lorentz transformations, but with an additional sign change under parity transformations (as we will discuss in Section 3.6).

From the vector and pseudo-vector matrices we can form two currents out of Dirac field bilinears:[image: 330]

(3.73)

Let us compute the divergences of these currents, assuming that ψ satisfies  the Dirac equation:[image: 331]

(3.74)

Thus jμ is always conserved if ψ(x) satisfies the Dirac equation. When we couple the Dirac field to the electromagnetic field, jμ will become the electric current density. Similarly, one can compute[image: 332]

(3.75)

If m = 0, this current (often called the axial vector current) is also conserved. It is then useful to form the linear combinations[image: 333]

(3.76)

When m = 0, these are the electric current densities of left-handed and right-handed particles, respectively, and are separately conserved.

The two currents jμ(x) and jμ5(x) are the Noether currents corresponding to the two transformations[image: 334]

The first of these is a symmetry of the Dirac Lagrangian (3.34). The second, called a chiral transformation, is a symmetry of the derivative term in [image: 335] but not the mass term; thus, Noether’s theorem confirms that the axial vector current is conserved only if m = 0.

Products of Dirac bilinears obey interchange relations, known as Fierz identities. We will discuss only the simplest of these, which will be needed several times later in the book. This simplest identity is most easily written in terms of the two-component Weyl spinors introduced in Eq. (3.36).

The core of the relation is the identity for the 2 × 2 matrices ϭμ defined in Eq. (3.41):[image: 336]

(3.77)

(Here α, β, etc. are spinor indices, and ∈ is the antisymmetric symbol.) One can understand this relation by noting that the indices α, γ transform in the Lorentz representation of ψL, while β, δ transform in the separate representation of ψR, and the whole quantity must be a Lorentz invariant. Alternatively, one can just verify the 16 components of (3.77) explicitly.

By sandwiching identity (3.77) between the right-handed portions (i.e., lower half) of Dirac spinors u1, u2, u3, u4, we find the identity[image: 337]

(3.78)

This nontrivial relation says that the product of bilinears in (3.78) is antisymmetric under the interchange of the labels 2 and 4, and also under the  interchange of 1 and 3. Identity (3.77) also holds for [image: 338], and so we also find[image: 339]

(3.79)



It is sometimes useful to combine the Fierz identity (3.78) with the identity linking ϭμ and [image: 340]:[image: 341]

(3.80)

This relation is also straightforward to verify explicitly. By the use of (3.80), (3.79), and the relation[image: 342]

(3.81)

we can, for example, simplify horrible products of bilinears such as[image: 343]

[image: 344]

(3.82)



There are also Fierz rearrangement identities for 4-component Dirac spinors and 4 × 4 Dirac matrices. To derive these, however, it is useful to take a more systematic approach. Problem 3.6 presents a general method and gives some examples of its application.




3.5 Quantization of the Dirac Field 

We are now ready to construct the quantum theory of the free Dirac field. From the Lagrangian[image: 345]

(3.83)

we see that the canonical momentum conjugate to ψ is iψ†, and thus the Hamiltonian is[image: 346]

(3.84)

If we define α = γ0γ, β = γ0, you may recognize the quantity in brackets as the Dirac Hamiltonian of one-particle quantum mechanics:[image: 347]

(3.85)




How Not to Quantize the Dirac Field: A Lesson in Spin and Statistics 

To quantize the Dirac field in analogy with the Klein-Gordon field we would impose the canonical commutation relations[image: 348]

(3.86)

where a and b denote the spinor components of ψ. This already looks peculiar: If ψ(x) were real-valued, the left-hand side would be antisymmetric under x ↔ y, while the right-hand side is symmetric. But ψ is complex, so we do not have a contradiction yet. In fact, we will soon find that much worse problems arise when we impose commutation relations on the Dirac field. But it is instructive to see how far we can get, in order to better understand the relation between spin and statistics. So let us press on; just remember that the next few pages will eventually turn out to be a blind alley.

Our first task is to find a representation of the commutation relations in terms of creation and annihilation operators that diagonalizes H. From the form of the Hamiltonian (3.84), it will clearly be helpful to expand ψ(x) in a basis of eigenfunctions of hD. We know these eigenfunctions already from our calculations in Section 3.3. There we found that[image: 349]

so us(p)eip·x are eigenfunctions of hD with eigenvalues Ep. Similarly, the functions vs(p)e—ip·x (or equivalently, vs(—p)e+ip·x) are eigenfunctions of hD with eigenvalues—Ep. These form a complete set of eigenfunctions, since for any p there are two u’s and two v’s, giving us four eigenvectors of the 4 × 4 matrix hD.

Expanding ψ in this basis, we obtain[image: 350]

(3.87)

where [image: 351] and [image: 352] are operator coefficients. (For now we work in the Schrödinger picture, where ψ does not depend on time.) Postulate the commutation relations[image: 353]

(3.88)

It is then easy to verify the commutation relations (3.86) for ψ and ψ†:[image: 354]

[image: 355]

(3.89)

In the second step we have used the spin sum completeness relations (3.66) and (3.67).

We are now ready to write H in terms of the a’s and b’s. After another short calculation (making use of the orthogonality relations (3.60), (3.63), and (3.65)), we find[image: 356]

(3.90)

Something is terribly wrong with the second term: By creating more and more particles with b†, we can lower the energy indefinitely. (It would not have helped to rename b ↔ b†, since doing so would ruin the commutation relation (3.89).)

We seem to be in rather deep trouble, but again let’s press on, and investigate the causality of this theory. To do this we should compute [ψ(x), ψ†(y)] (or more conveniently, [image: 357] at non-equal times and hope to get zero outside the light-cone. First we must switch to the Heisenberg picture and restore the time-dependence of ψ and [image: 358]. Using the relations[image: 359]

(3.91)

we immediately have[image: 360]

(3.92)

We can now calculate the general commutator:[image: 361]

Since [ψ(x), ψ(y)] (the commutator of a real Klein-Gordon field) vanishes outside the light-cone, this quantity does also.

There is something odd, however, about this solution to the causality problem. Let |0〉 be the state that is annihilated by all [image: 362] and [image: 363] [image: 364]. Then[image: 365]

just as for the Klein-Gordon field. But in the Klein-Gordon case, we got one term of the commutator from each of these two pieces: the propagation of a particle from y to x was canceled by the propagation of an antiparticle from x to y outside the light-cone. Here both terms come from the first piece, 〈0|ψ(x)ψ(y) |0〉, since the second piece is zero. The cancellation is between positive-energy particles and negative-energy particles, both propagating from y to x.

This observation can actually lead us to a resolution of the negative-energy problem. One of the assumptions we made in quantizing the Dirac theory must have been incorrect. Let us therefore forget about the postulated commutation relations (3.86) and (3.88), and see whether we can find a way for positive-energy particles to propagate in both directions. We will also have to drop our definition of the vacuum |0〉 as the state that is annihilated by all [image: 366] and [image: 367]. We will, however, retain the expressions (3.92) for ψ(x) and [image: 368] as Heisenberg operators, since if ψ(x) and [image: 369] solve the Dirac equation, they must be decomposable into such plane-wave solutions.

First consider the propagation amplitude [image: 370], which is to represent a positive-energy particle propagating from y to x. In this case we want the (Heisenberg) state [image: 371] to be made up of only positive-energy, or negative-frequency components (since a Heisenberg state ψH = e+iHtψS). Thus only the [image: 372] term of [image: 373] can contribute, which means that [image: 374] must annihilate the vacuum. Similarly 〈0|ψ(x) can contain only positive-frequency components. Thus we have[image: 375]

(3.93)

We can say something about the matrix element [image: 376] even without knowing how to interchange [image: 377] and [image: 378], by using translational and rotational invariance. If the ground state |0〉 is to be invariant under translations, we must have |0〉 = eiP·x|0〉. Furthermore, since [image: 379] creates momentum q, we can use Eq. (2.48) to compute[image: 380]

This says that if [image: 381] is to be nonzero, p must equal q. Similarly, it can be shown that rotational invariance of |0〉 implies r = s. (This should be intuitively clear, and can be checked after we discuss the angular momentum operator later in this section.) From these considerations we conclude that  the matrix element can be written[image: 382]

where A(p) is so far undetermined. Note, however, that if the norm of a state is always positive (as it should be in any self-respecting Hilbert space), A(p) must be greater than zero. We can now go back to (3.93), and write[image: 383]

This expression is properly invariant under boosts only if A(p) is a Lorentz scalar, i.e., A(p)=A(p2). Since p2 = m2, A must be a constant. So finally we obtain[image: 384]

(3.94)



Similarly, in the amplitude [image: 385], we_want the only contributions to be from the positive-frequency terms of [image: 386] and the negative-frequency terms of ψ(x). So [image: 387] still annihilates the vacuum, but [image: 388] does not. Then by arguments identical to those given above, we have[image: 389]

(3.95)

where B is another positive constant. The minus sign is important; it comes from the completeness relation (3.67) for Σv[image: 390] and the sign of x in the exponential factor. It implies that we cannot have [image: 391] outside the light-cone: The two terms (3.94) and (3.95) would indeed cancel if A =—B, but this is impossible since A and B must both be positive.

The solution, however, is now at hand. By setting A = B = 1, it is easy to obtain (outside the light-cone)[image: 392]

That is, the spinor fields anticommute at spacelike separation. This is enough to preserve causality, since all reasonable observables (such as energy, charge, and particle number) are built out of an even number of spinor fields; for any such observables [image: 393] and [image: 394], we still have [image: 395] for (x—y)2 < 0.

And remarkably, postulating anticommutation relations for the Dirac field solves the negative energy problem. The equal-time anticommutation relations will be[image: 396]

(3.96)

We can expand ψ(x) in terms of [image: 397] and [image: 398] as before (Eq. (3.87)). The creation and annihilation operators must now obey[image: 399]

(3.97)

(with all other anticommutators equal to zero) in order that (3.96) be satisfied. Another computation gives the Hamiltonian,[image: 400]

which is the same as before; [image: 401] still creates negative energy. However, the relation [image: 402] is symmetric between [image: 403] and [image: 404]. So let us simply redefine[image: 405]

(3.98)

These of course obey exactly the same anticommutation relations, but now the second term in the Hamiltonian is[image: 406]

If we choose |0〉 to be the state that is annihilated by [image: 407] and [image: 408], then all excitations of |0〉 have positive energy.

What happened? To better understand this trick, let us abandon the field theory for a moment and consider a theory with a single pair of b and b† operators obeying {b,b†} = 1 and {b,b} = {b†,b†} = 0. Choose a state |0〉 such that b|0〉 = 0. Then b† |0〉 is a new state; call it |1〉. This state satisfies b|1〉 = |0〉 and b† |1〉 = 0. So b and b† act on a Hilbert space of only two states, |0〉 and |1〉. We might say that |0〉 represents an “empty” state, and that b† “fills” the state. But we could equally well call |1〉 the empty state and say that [image: 409] fills it. The two descriptions are completely equivalent, until we specify some observable that allows us to distinguish the states physically. In our case the correct choice is to take the state of lower energy to be the empty one. And it is less confusing to put the dagger on the operator that creates positive energy. That is exactly what we have done.

Note, by the way, that since [image: 410] , the state cannot be filled twice. More generally, the anticommutation relations imply that any multiparticle state is antisymmetric under the interchange of two particles: [image: 411] [image: 412] . Thus we conclude that if the ladder operators obey anticommutation relations, the corresponding particles obey Fermi-Dirac statistics.

We have just shown that in order to insure that the vacuum has only positive-energy excitations, we must quantize the Dirac field with anticommutation relations; under these conditions the particles associated with the Dirac field obey Fermi-Dirac statistics. This conclusion is part of a more general  result, first derived by Pauli7: Lorentz invariance, positive energies, positive norms, and causality together imply that particles of integer spin obey Bose-Einstein statistics, while particles of half-odd-integer spin obey Fermi-Dirac statistics.


The Quantized Dirac Field 

Let us now summarize the results of the quantized Dirac theory in a systematic way. Since the dust has settled, we should clean up our notation: From now on we will write [image: 413] (the operator that lowers the energy of a state) simply as bp, and [image: 414] as [image: 415]. All the expressions we will need in our later work are listed below; corresponding expressions above, where they differ, should be forgotten.

First we write the field operators:[image: 416]

(3.99)

[image: 417]

(3.100)

The creation and annihilation operators obey the anticommutation rules[image: 418]

(3.101)

with all other anticommutators equal to zero. The equal-time anticommutation relations for ψ and ψ† are then[image: 419]

(3.102)

The vacuum |0〉 is defined to be the state such that[image: 420]

(3.103)



The Hamiltonian can be written[image: 421]

(3.104)

where we have dropped the infinite constant term that comes from anticommuting [image: 422] and [image: 423]. From this we see that the vacuum is the state of lowest energy, as desired. The momentum operator is[image: 424]

(3.105)

  Thus both [image: 425] and [image: 426] create particles with energy +Ep and momentum p. We will refer to the particles created by [image: 427] as fermions and to those created by [image: 428] as antifermions.


The one-particle states[image: 429]

(3.106)

are defined so that their inner product[image: 430]

(3.107)

is Lorentz invariant. This implies that the operator U(Λ) that implements Lorentz transformations on the states of the Hilbert space is unitary, even though for boosts, [image: 431] is not unitary.

It will be reassuring to do a consistency check, to see that U(Λ) implements the right transformation on ψ(x). So calculate[image: 432]

(3.108)

We can concentrate on the first term; the second is completely analogous. Equation (3.106) implies that [image: 433] transforms according to[image: 434]

(3.109)

assuming that the axis of spin quantization is parallel to the boost or rotation axis. To use this relation to evaluate (3.108), rewrite the integral as[image: 435]

The second factor is transformed in a simple way by U, and the first is a Lorentz-invariant integral. Thus, if we apply (3.109) and make the substitution [image: 436] , Eq. (3.108) becomes[image: 437]

But [image: 438] so indeed we have[image: 439]

(3.110)



This result says that the transformed field creates and destroys particles at the point Ax, as it must. Note, however, that this transformation appears to be in the wrong direction compared to Eq. (3.2), where the transformed  field φ was evaluated at Λ–1x. The difference is that in Section 3.1 we imagined that we transformed a pre-existing field distribution that was measured by φ(x). Here, we are transforming the action of φ(x) in creating or destroying particles. These two ways of implementing the Lorentz transformation work in opposite directions. Notice, though, that the matrix acting on ψ and the transformation of the coordinate x have the correct relative orientation, consistent with Eq. (3.8).

Next we should discuss the spin of a Dirac particle. We expect Dirac fermions to have spin 1/2; now we can demonstrate this property from our formalism. We have already shown that the particles created by [image: 440] and [image: 441] each come in two “spin” states: s = 1, 2. But we haven’t proved yet that this “spin” has anything to do with angular momentum. To do this, we must write down the angular momentum operator.

Recall that we found the linear momentum operator in Section 2.2 by looking for the conserved quantity associated with translational invariance. We can find the angular momentum operator in a similar way as a consequence of rotational invariance. Under a rotation (or any Lorentz transformation), the Dirac field ψ transforms (in our original convention) according to[image: 442]

To apply Noether’s theorem we must compute the change in the field at a fixed point, that is,[image: 443]

Consider for definiteness an infinitesimal rotation of coordinates by an angle θ about the z-axis. The parametrization of this transformation is given just below Eq. (3.19): ω12 =–ω21 = θ. Using the same parameters in Eq. (3.30), we find[image: 444]

We can now compute[image: 445]

The time-component of the conserved Noether current is then[image: 446]

Similar expressions hold for rotations about the x- and y-axes, so the angular momentum operator is[image: 447]

(3.111)

For nonrelativistic fermions, the first term of (3.111) gives the orbital angular momentum. The second term therefore gives the spin angular momentum.  Unfortunately, the division of (3.111) into spin and orbital parts is not so straightforward for relativistic fermions, so it is not simple to write a general expression for this quantity in terms of ladder operators.

To prove that a Dirac particle has spin 1/2, however, it suffices to consider particles at rest. We would like to apply Jz to the state [image: 448] and show that this state is an eigenvector. This is most easily done using a trick: Since Jz must annihilate the vacuum, [image: 449] . The commutator is nonzero only for the terms in Jz that have annihiliation operators at p = 0. For these terms, the orbital part of (3.111) does not contribute. To write the spin term of (3.111) in terms of ladder operators, use expansions (3.99) and (3.100), evaluated at t = 0:[image: 450]

Taking the commutator with [image: 451] the only nonzero term has the structure [image: 452] ; the other three terms in the commutator either vanish or annihilate the vacuum. Thus we find[image: 453]

where we have used the explicit form (3.47) of u(0) to obtain the last expression. The sum over r is accomplished most easily by choosing the spinors ξr to be eigenstates of σ3. We then find that for [image: 454], the one-particle state is an eigenstate of Jz with eigenvalue +1/2, while for [image: 455], it is an eigenstate of Jz with eigenvalue–1/2. This result is exactly what we expect for electrons.

An analogous calculation determines the spin of a zero-momentum antifermion. But in this case, since the order of the b and b† terms in Jz is reversed, we get an extra minus sign from evaluating [image: 456]. Thus for positrons, the association between the spinors ηs and the spin angular momentum is reversed: [image: 457] corresponds to spin -1/2, while [image: 458] corresponds to spin +1/2. This reversal of sign agrees with the prediction of Dirac hole theory. From that viewpoint, a positron is the absence of a negative-energy electron. If the missing electron had positive Jz, its absence has negative Jz.

In summary, the angular momentum of zero-momentum fermions is given by[image: 459]

(3.112)

where the upper sign is for [image: 460] and the lower sign is for [image: 461]. 


There is one more important conserved quantity in the Dirac theory. In Section 3.4 we saw that the current [image: 462] is conserved. The charge associated with this current is[image: 463]

or, if we ignore another infinite constant,[image: 464]

(3.113)

So [image: 465] creates fermions with charge +1, while [image: 466] creates antifermions with charge–1. When we couple the Dirac field to the electromagnetic field, we will see that Q is none other than the electric charge (up to a constant factor that depends on which type of particle we wish to describe; e.g., for electrons, the electric charge is Qe).

In Quantum Electrodynamics we will use the spinor field ψ to describe electrons and positrons. The particles created by [image: 467] are electrons; they have energy Ep, momentum p, spin 1/2 with polarization appropriate to ξs, and charge +1 (in units of e). The particles created by [image: 468] are positrons; they have energy Ep, momentum p, spin 1/2 with polarization opposite to that of ξs, and charge–1. The state ψα(x) |0〉 contains a positron at position x, whose polarization corresponds to the spinor component chosen. Similarly, [image: 469] is a state of one electron at position x.


The Dirac Propagator 

Calculating propagation amplitudes for the Dirac field is by now a straightforward exercise:[image: 470]

(3.114)

[image: 471]

(3.115)



Just as we did for the Klein-Gordon equation, we can construct Green’s functions for the Dirac equation obeying various boundary conditions. For example, the retarded Green’s function is[image: 472]

(3.116)

It is easy to verify that[image: 473]

(3.117)

since on the right-hand side the term involving ∂0θ(x0–y0) vanishes. Using (3.117) and the fact that [image: 474] , we see that SR is a Green’s function of the Dirac operator:[image: 475]

(3.118)



The Green’s function of the Dirac operator can also be found by Fourier transformation. Expanding SR(x–y) as a Fourier integral and acting on both sides with ([image: 476]), we find[image: 477]

(3.119)

and hence[image: 478]

(3.120)

To obtain the retarded Green’s function, we must evaluate the p0 integral in (3.120) along the contour shown on page 30. For x0 > y0 we close the contour below, picking up both poles to obtain the sum of (3.114) and (3.115). For x0 < y0 we close the contour above and get zero.

The Green’s function with Feynman boundary conditions is defined by the contour shown on page 31:[image: 479]

[image: 480]

(3.121)

where we have chosen to define the time-ordered product of spinor fields with an additional minus sign when the operators are interchanged. This minus sign is extremely important in the quantum field theory of fermions; we will meet it again in Section 4.7.

As with the Klein-Gordon theory, the expression (3.121) for the Feynman propagator is the most useful result of this chapter. When we do perturbative calculations with Feynman diagrams, we will associate the factor [image: 481] with each internal fermion line.




3.6 Discrete Symmetries of the Dirac Theory 

In the last section we discussed the implementation of continuous Lorentz transformations on the Hilbert space of the Dirac theory. We found that for each transformation Λ there was a unitary operator U(Λ), which induced the correct transformation on the fields:[image: 482]

(3.122)

In this section we will discuss the analogous operators that implement various discrete symmetries on the Dirac field.

In addition to continuous Lorentz transformations, there are two other spacetime operations that are potential symmetries of the Lagrangian: parity and time reversal. Parity, denoted by P, sends (t, x) → (t,–x), reversing the handedness of space. Time reversal, denoted by T, sends (t, x) → (–t, x), interchanging the forward and backward light-cones. Neither of these operations can be achieved by a continuous Lorentz transformation starting from the identity. Both, however, preserve the Minkowski interval x2 = t2–x2. In standard terminology, the continuous Lorentz transformations are referred to as the proper, orthochronous Lorentz group, [image: 483]. Then the full Lorentz group breaks up into four disconnected subsets, as shown below.[image: 484]

At the same time that we discuss P and T, it will be convenient to discuss a third (non-spacetime) discrete operation: charge conjugation, denoted by C. Under this operation, particles and antiparticles are interchanged.

Although any relativistic field theory must be invariant under [image: 485], it need not be invariant under P, T, or C. What is the status of these symmetry operations in the real world? From experiment, we know that three of the forces of Nature—the gravitational, electromagnetic, and strong interactions—are symmetric with respect to P, C, and T. The weak interactions violate C and P separately, but preserve CP and T. But certain rare processes (all so far observed involve neutral K mesons) also show CP and T violation. All observations indicate that the combination CPT is a perfect symmetry of Nature.

The currently accepted theoretical model of the weak interactions is the Glashow-Weinberg-Salam gauge theory, described in Chapter 20. This theory violates C and P in the strongest possible way. It is actually a surprise (though not quite an accident) that C and P happen to be quite good symmetries in the most readily observable processes. On the other hand, no one knows a really beautiful theory that violates CP. In the current theory, when there are three (or more) fermion generations, there is room for a parameter that, if nonzero,  causes CP violation. But the value of this parameter is no better understood than the value of the electron mass; the physical origin of CP violation remains a mystery. We will discuss this question further in Section 20.3.


Parity 

With this introduction, let us now discuss the action of P, T, and C on Dirac particles and fields. First consider parity. The operator P should reverse the momentum of a particle without flipping its spin:[image: 486]

Mathematically, this means that P should be implemented by a unitary operator (properly called U(P), but we’ll just call it P) which, for example, transforms the state [image: 487] into [image: 488] . In other words, we want[image: 489]

(3.123)

where ηa, and ηb are possible phases. These phases are restricted by the condition that two applications of the parity operator should return observables to their original values. Since observables are built from an even number of fermion operators, this requires [image: 490] .

Just as a continuous Lorentz transformation is implemented on the Dirac field as the 4 × 4 constant matrix [image: 491], the parity transformation should also be represented by a 4 × 4 constant matrix. To find this matrix, and to determine ηa and ηb, we compute the action of P on ψ(x). Using (3.123), we have[image: 492]

(3.124)

Now change variables to [image: 493] . Note that [image: 494]. Also [image: 495] and [image: 496] . This allows us to write[image: 497]

So (3.124) becomes[image: 498]

This should equal some constant matrix times ψ(t,–x), and indeed it works if we make [image: 499] . This implies[image: 500]

(3.125)

Thus we have the parity transformation of ψ(x) in its final form,[image: 501]

(3.126)

It will be very important (for example, in writing down Lagrangians) to know how the various Dirac field bilinears transform under parity. Recall that the five bilinears are[image: 502]

(3.127)

The factors of i have been chosen to make all these quantities Hermitian, as you can easily verify. (Any new term that we add to a Lagrangian must be real.) First we should compute[image: 503]

(3.128)

Then the scalar bilinear transforms as[image: 504]

(3.129)

while for the vector we obtain[image: 505]

(3.130)

Note that the vector acquires the same minus sign on the spatial components as does the vector xμ. Similarly, the transformations of the pseudo-scalar and pseudo-vector are[image: 506]

(3.131)

[image: 507]

(3.132)

Just as we anticipated in Section 3.4, the “pseudo” signifies an extra minus sign in the parity transformation. (The transformation properties of [image: 508] are reserved for Problem 3.7.) Note that the transformation properties of fermion bilinears were independent of ηa, so there would have been no loss of generality in setting ηa, =—ηb = 1 from the beginning.

However, the relative minus sign (3.125) between the parity transformations of a fermion and an antifermion has important consequences. Consider a fermion-antifermion state, [image: 509] . Applying P, we find [image: 510] [image: 511] . Thus a state containing a fermion-antifermion pair gets an extra (–1) under parity. This information is most useful in the context of bound states, in which the fermion and antifermion momenta are integrated with the Schrodinger wavefunction to produce a system localized in space. We consider  such states in detail in Section 5.3, but here we should remark that if the spatial wavefunction is symmetric under x →—x the state has odd parity, while if it is antisymmetric under x →—x, the state has even parity. The L = 0 bound states, for example, have odd parity; the J = 0 state transforms as a pseudo-scalar, while the three J = 1 states transform as the spatial components of a vector. These properties show up in selection rules for decays of positronium and quark-antiquark systems (see Problem 3.8).


Time Reversal 

Now let us turn to the implementation of time reversal. We would like T to take the form of a unitary operator that sends ap to a–p (and similarly for bp) and ψ(t, x) to ψ(–t, x) (times some constant matrix). These properties, however, are extremely difficult to achieve, since we saw above that sending ap to a–p instead sends (t, x) to (t,–x) in the expansion of ψ. The difficulty is even more apparent when we impose the constraint that time reversal should be a symmetry of the free Dirac theory, [T, H] = 0. Then[image: 512]

assuming that H |0〉 = 0. The right-hand side is a sum of negative-frequency terms only. But if T is to reverse the time dependence of ψ(t, x), then the left-hand side is (up to a constant matrix) ψ(–t, x) |0〉 = e–iHtψ(x) |0〉, which is a sum of positive-frequency terms. Thus we have proved that T cannot be implemented as a linear unitary operator.

What can we do? The way out is to retain the unitarity condition T† = T–1, but have T act on c-numbers as well as operators, as follows:[image: 513]

(3.133)

Then even if [T, H] = 0, the time dependence of all exponential factors is reversed: Te+iHt = e–iHtT. Since all time evolution in quantum mechanics is performed with such exponential factors, this effectively changes the sign of t. Note that the operation of complex conjugation is nonlinear; T is referred to as an antilinear or antiunitary operator.

In addition to reversing the momentum of a particle, T should also flip the spin:[image: 514]

To quantify this, we must find a mathematical operation that flips a spinor ξ.

In the earlier parts of this chapter, we denoted the spin state of a fermion by a label s = 1, 2. In the remainder of this section, we will associate s with the physical spin component of the fermion along a specific axis. If this axis  has polar coordinates θ, φ, the two-component spinors with spin up and spin down along this axis are[image: 515]

Let ξs = (ξ(↑),ξ(↓)) for s = 1,2. Also define[image: 516]

(3.134)

This quantity is the flipped spinor; from the explicit formulae,[image: 517]

(3.135)

The form of the spin reversal relation follows more generally from the identity σσ2 = σ2(–σ*). This equation implies that, if ξ satisfies n·σξ = +ξ for some axis n, then[image: 518]

Notice that, with this convention for the spin flip, two successive spin flips return a spin to (–1) times the original state.

We now associate the various fermion spin states with these spinors. The electron annihilation operator [image: 519] destroys an electron whose spinor us(p) contains ξs. The positron annihilation operator [image: 520] destroys a positron whose spinor vs(p) contains ξ–s:[image: 521]

(3.136)

As in Eq. (3.135), we define[image: 522]

(3.137)



We can now work out the relation between the Dirac spinors u and v and their time reversals. Define [image: 523] . This vector satisfies the identity [image: 524] ; to prove this, expand the square root as in (3.49). For some choice of spin and momentum, associated with the Dirac spinor us(p), let [image: 525] be the spinor with the reversed momentum and flipped spin. These quantities are related by[image: 526]

Similarly, for vs(p),[image: 527]

in this relation, v–s contains ξ–(–s) =—ξs. 


Using the notation of Eq. (3.137), we define the time reversal transformation of fermion annihilation operators as follows:[image: 528]

(3.138)

(An additional overall phase would have no effect on the rest of our discussion and is omitted for simplicity.) Relations (3.138) allow us to compute the action of T on the fermion field ψ(x):[image: 529]

[image: 530]

(3.139)

In the last step we used [image: 531] . Just as for parity, we have derived a simple transformation law for the fermion field ψ(x). The relative minus sign in the transformation laws for particle and antiparticle is present here as well, implicit in the twice-flipped spinor in v–s.

Now we can check the action of T on the various bilinears. First we need[image: 532]

(3.140)

Then the transformation of the scalar bilinear is[image: 533]

(3.141)

The pseudo-scalar acquires an extra minus sign when T goes through the i:[image: 534]

For the vector, we must separately compute each of the four cases μ = 0, 1,2,3. After a bit of work you should find[image: 535]

(3.142)

This is exactly the tranformation property we want for vectors such as the current density. You can verify that the pseudo-vector transforms in exactly the same way under time-reversal.


Charge Conjugation 

The last of the three discrete symmetries is the particle-antiparticle symmetry C. There will be no problem in implementing C as a unitary linear operator. Charge conjugation is conventionally defined to take a fermion with a given spin orientation into an antifermion with the same spin orientation. Thus, a convenient choice for the transformation of fermion annihilation operators is[image: 536]

(3.143)

Again, we ignore possible additional phases for simplicity.

Next we want to work out the action of C on ψ(x). First we need a relation between vs(p) and us(p). Using (3.136), and (3.134),[image: 537]

where ξ stands for ξs. That is,[image: 538]

(3.144)

If we substitute (3.144) into the expression for the fermion field operator, and then transform this operator with C, we find[image: 539]

[image: 540]

(3.145)

Note that C is a linear unitary operator, even though it takes ψ → ψ*.

Once again, we would like to know how C acts on fermion bilinears. First we need[image: 541]

(3.146)

Working out the transformations of bilinears is a bit tricky, and it helps to write in spinor indices. For the scalar,[image: 542]

(3.147)

(The minus sign in the third step is from fermion anticommutation.) The pseudo-scalar is no more difficult:[image: 543]

(3.148)

We must do each component of the vector and pseudo-vector separately. Noting that γ0 and γ2 are symmetric matrices while γ1 and γ3 are antisymmetric,  we eventually find[image: 544]

(3.149)

[image: 545]

(3.150)

Although the operator C interchanges ψ and [image: 546], it does not actually change the order of the creation and annihilation operators. Thus, if [image: 547] is defined to subtract the infinite constant noted above Eq. (3.113), this constant does not reappear in the process of conjugation by C.


Summary of C, P, and T 

The transformation properties of the various fermion bilinears under C, P, and T are summarized in the table below. Here we use the shorthand (–1)μ ≡ 1 for μ = 0 and (–1)μ ≡–1 for μ = 1, 2, 3.[image: 548]



We have included the transformation properties of the tensor bilinear (see Problem 3.7), and also of the derivative operator.

Notice first that the free Dirac Lagrangian [image: 549] is invariant under C, P, and T separately. We can build more general quantum systems that violate any of these symmetries by adding to [image: 550] some perturbation [image: 551] But [image: 552] must be a Lorentz scalar, and the last line of the table shows that all Lorentz scalar combinations of [image: 553] and ψ are invariant under the combined symmetry CPT. Actually, it is quite generally true that one cannot build a Lorentz-invariant quantum field theory with a Hermitian Hamiltonian that violates CPT.8





Problems 


3.1 Lorentz group. Recall from Eq. (3.17) the Lorentz commutation relations,[image: 554]

a. Define the generators of rotations and boosts as[image: 555]

  where i, j, k = 1, 2, 3. An infinitesimal Lorentz transformation can then be written[image: 556]

Write the commutation relations of these vector operators explicitly. (For example, [Li, Lj] = i∈ijkLk.) Show that the combinations[image: 557]

commute with one another and separately satisfy the commutation relations of angular momentum.

b. The finite-dimensional representations of the rotation group correspond precisely to the allowed values for angular momentum: integers or half-integers. The result of part (a) implies that all finite-dimensional representations of the Lorentz group correspond to pairs of integers or half integers, (j+,j–), corresponding to pairs of representations of the rotation group. Using the fact that J = σ/2 in the spin-1 /2 representation of angular momentum, write explicitly the transformation laws of the 2-component objects transforming according to the [image: 558] and [image: 559] representations of the Lorentz group. Show that these correspond precisely to the transformations of ψL and ψR given in (3.37).

c. The identity σT =–σ2σσ2 allows us to rewrite the ψL transformation in the unitarily equivalent form[image: 560]

where [image: 561] Using this law, we can represent the object that transforms as [image: 562] as a 2 × 2 matrix that has the ψR transformation law on the left and, simultaneously, the transposed ψL transformation on the right. Parametrize this matrix as[image: 563]





Show that the object Vµ transforms as a 4-vector.


3.2 Derive the Gordon identily,[image: 564]

where q = (p’–p). We will put this formula to use in Chapter 6.


3.3 Spinor products. (This problem, together with Problems 5.3 and 5.6, introduces an efficient computational method for processes involving massless particles.) Let [image: 565] be fixed 4-vectors satisfying [image: 566] , k0 · k1 = 0. Define basic spinors in the following way: Let uL0 be the left-handed spinor for a fermion with momentum k0. Let [image: 567]. Then, for any p such that p is lightlike (p2 = 0), define[image: 568]

This set of conventions defines the phases of spinors unambiguously (except when p is parallel to k0).a. Show that [image: 569] . Show that, for any lightlike p, [image: 570] .

b. For the choices k0 = (E, 0, 0,—E), k1 = (0, 1, 0, 0), construct uL0, uR0, uL(p), and uR(p) explicitly.

c. Define the spinor products s(p1,p2) and t(p1,p2), for p1,p2 lightlike, by[image: 571]

Using the explicit forms for the uλ given in part (b), compute the spinor products explicitly and show that t(p1,p2) = (s(p2,p1))* and s(p1,p2) =–s(p2,p1). In addition, show that[image: 572]

Thus the spinor products are the square roots of 4-vector dot products.




3.4 Majorana fermions. Recall from Eq. (3.40) that one can write a relativistic equation for a massless 2-component fermion field that transforms as the upper two components of a Dirac spinor (ψL). Call such a 2-component field χa(x), a = 1, 2.a. Show that it is possible to write an equation for χ(x) as a massive field in the following way:[image: 573]

That is, show, first, that this equation is relativistically invariant and, second, that it implies the Klein-Gordon equation, (∂2 + m2)χ = 0. This form of the fermion mass is called a Majorana mass term.

b. Does the Majorana equation follow from a Lagrangian? The mass term would seem to be the variation of [image: 574]; however, since σ2 is antisymmetric, this expression would vanish if χ(x) were an ordinary c-number field. When we go to quantum field theory, we know that χ(x) will become an anticommuting quantum field. Therefore, it makes sense to develop its classical theory by considering χ(x) as a classical anticommuting field, that is, as a field that takes as values Grassmann numbers which satisfy[image: 575]

Note that this relation implies that α2 = 0. A Grassmann field ξ(x) can be expanded in a basis of functions as[image: 576]

where the φn(x) are orthogonal c-number functions and the αn are a set of independent Grassmann numbers. Define the complex conjugate of a product of Grassmann numbers to reverse the order:[image: 577]

This rule imitates the Hermitian conjugation of quantum fields. Show that the classical action,[image: 578]

(where χ† = (χ*)T) is real (S* = S), and that varying this S with respect to χ and χ* yields the Majorana equation.

c. Let us write a 4-component Dirac field as[image: 579]

and recall that the lower components of ψ transform in a way equivalent by a unitary transformation to the complex conjugate of the representation ψL. In this way, we can rewrite the 4-component Dirac field in terms of two 2-component spinors:[image: 580]

Rewrite the Dirac Lagrangian in terms of χ1 and χ2 and note the form of the mass term.

d. Show that the action of part (c) has a global symmetry. Compute the divergences of the currents[image: 581]
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