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Foreword


Latanya Sweeney


Former CTO of the Federal Trade Commission


GROWING UP, MY DREAM WAS TO BUILD A “THINKING MACHINE,” a computer that could think like people. I embraced the wide-open promise of computer technology as a way to right society’s wrongs. No longer would the personal prejudices of flawed human beings fog decision-making and perpetuate bias. The pure science of numbers would open vast opportunities to people who had been shut out of political and economic systems simply because of who they were. Technology was to be the great equalizer.


As Marta Tellado reveals in the pages of this powerful book, the kind of level economic playing field that I and many other computer scientists dreamed of won’t materialize without a fight. The struggle is ongoing and the question of what vision will prevail is far from inevitable.


We are at a crossroads in our country, and our ability to grow consumer power—or not—will decide our future. Today’s technology fails to protect the hard-earned resources of everyday people. Our networked data-driven society fuels itself at the expense of purchasers, buyers, shoppers, users, end users, clients, patrons, or more broadly, the consumer of consumers—the public.


One of my many awakenings to this reality occurred in 2012, soon after I became a Harvard professor. A journalist came to interview me, and in the course of the discussion, I wanted to illustrate a point by showing him an academic paper I’d written. The quickest way to find it was to google my name. Up popped a list of websites, and one of them was to my paper. But on the side was an offer: “Latanya Sweeney Arrested?” with instructions to find out more. Forget the paper, the journalist said. Tell me about your arrest record. I told him I’d never been arrested. Then why, he insisted, does Google say you have?


Google possesses the aura of absolute certainty that most technologies pose. It seems impartial and factual, so we often assume it’s accurate. The reporter was relentless. I needed to defend myself, so I clicked on the ad, paid the fee, searched my name, and showed him I didn’t have an arrest record and no one with my name in their database had an arrest record. He said, “I know what’s going on here. You have one of those ‘Black-sounding’ first names. The search engine is assuming you have an arrest record because of your race.”


What an interesting—and concerning—theory. I searched for “Latanya,” and Black faces appeared. When I searched “Tanya,” all white faces stared back. The journalist and I searched more and more names and learned it wasn’t first names that generated the ads. The ads only appeared on the full first and last name of real people. Still, the search engine algorithm—the set of rules that govern the computer’s decision-making—seemed to be distinguishing between those who had first names given more often to Black babies than white babies and delivering ads implying an arrest record to those with “Black” names, even if no one with the name had an arrest record. It also delivered neutral, meaning “find more information,” to those who had first names given more often to white babies, even if a person with the name had an arrest record. Because I’m a scientist, I needed more evidence. A lot more. I did hundreds of thousands of lookups across the United States and discovered the reporter was exactly right. A search of a person who had a “Black” first name was 80 percent more likely to have one of the ads implying an arrest record pop up when someone googled them, even if there was no such arrest record in their name.


As Buyer Aware shows with clarity, what happens online often has devastating real-world implications. Mine was just one example of many that shows how the historic growth of technology paired with minimal updates to consumer protections threaten our country’s values. People’s rights and interests are up for grabs, and the only answer is informed consumers willing to demand better.


That’s increasingly more difficult to do. We can expect less help from the government than in the 1990s, before the expansion of the internet. Back then, more state and federal attorney generals’ offices were strong advocates for consumer protection. Consumers had more places to turn to where people understood their problems and had dealt with many of them before. We didn’t worry as much about hidden fees on our monthly bills because authorities had issued a series of punishments for that, pushing the companies into compliance.


Nowadays, a lot of those government avenues for aid have weakened or disappeared. Too few leaders find consumer issues worthy of their time. Especially in the digital realm, where harms can occur from a vendor located in another state or country, it feels like the only consumer protections we get today are those that companies like Amazon are willing to give us. Often there’s no one to call or no real person to talk to. Just a complaint drop-down menu, a list of preapproved problems, and a submission form you’ll maybe hear back from in fifteen to twenty business days. Some companies provide an option to chat with a representative, where an employee—or a bot—will let you know whether your complaint is valid. And even if you can call to complain, you’re met with a robotic voice providing a list of dial options that only take you in circles. If you talk to the typical consumer, they’re aware of this dynamic. They’ve lived it. And they know the system isn’t designed to prioritize them.


Another reason it’s harder for consumers to assert themselves is the ubiquity of technology. The biggest tech companies have transformed users into the commodity they sell. Advertisers are the real customers. Our attention (and the personal data that comes with it) is for sale. The conveniences, like iMessage, Instagram feeds, and two-day free delivery, are how they keep us hooked and monetize our attention. A generation of consumers has been lost, as we’ve become accustomed to being the products rather than the customers.


We shouldn’t be treated this way, and we don’t have to. When it comes to reining in powerful companies, government can hold them accountable and set the systemic standards that protect consumers’ rights and interests nationwide. But there are also actions we as individuals must take to push leaders to act, give consumers a bigger say in the marketplace, demand action, and create a more equitable and fairer world.


As Buyer Aware will show you, it’s still possible for consumers to demand that government and companies put people before profits. That’s how our “thinking machines” will begin to work for us—how they’ll cease being the problem and start helping us right society’s wrongs.















INTRODUCTION



CONSUMER RIGHTS ARE CIVIL RIGHTS


ON A WARM AUGUST MORNING IN 1961, IN THE DARK BEFORE dawn, my parents packed me and my three brothers, all under the age of six, into the car. We headed to the airport, to leave our home in Cuba for the US. My father was so worried about neighbors reporting us that he rolled the car past their houses before he turned on the engine. I was two years old.


My father, the only child of two domestic workers from Spain, and my Cuban mother, who had dropped out of school to sew garments in a sweatshop, were embarking on an improbable journey together. They’d been sympathetic at first to the changes that Castro’s overthrow of the Batista government promised to bring. But it became clear to them after about a year that the revolution meant replacing the Batista dictatorship with the Castro dictatorship, and if they supported the new regime they would have to abandon their values of democracy and religious freedom. They couldn’t do that. They wanted to control their own destinies, and they wanted their children to have the same freedom. That couldn’t happen in Cuba.


It was partly a question of dignity. Castro’s guards had raided our modest home, and neighbors, who either feared or supported the revolutionaries, kept track of our comings and goings, ready to report any questionable activity. Being watched all the time was tough to endure. Any faith my parents might have had in the institutions that once existed to enforce fairness had eroded, and without the rule of law it became difficult to trust anyone. My mother and father felt haunted by an unpredictable political movement that demanded unquestioning allegiance. There was no middle ground.


Leaving Havana broke their hearts. They never truly got over it. But their mission to live in a free and open society became the opening chapter of my story. It shaped the person I grew up to be. All my life I’ve been committed to ensuring that my parents’ heartbreak wouldn’t be in vain, and to do all I could to make the country they brought me to a place where democratic freedoms and economic equity would coexist and thrive.


The irony is that the nation I live in, once a beacon of democracy for my parents, is now dominated by corporations that value profit over people, safety, and well-being. Tech titans have built a new gilded age by spying on their customers, the very thing my family fled Cuba to avoid, with the human dignity so cherished by my parents crushed by the companies’ drive to make legendary amounts of money. The Big Four—Amazon, Apple, Facebook, and Google—treat consumers like commodities, exploiting people’s personal data and trying their best to keep what they do hidden. We can’t trust them. Their size and their influence defy the democratic values that drew my family here.


A fifth tech titan, Microsoft, is just as big as the other companies, and its operating system is everywhere. But I’ll be focusing on the Big Four, because their business models and conduct have attracted the most attention to how the digital marketplace can cause real harms and how the practices within that marketplace need to be exposed.


The problem is not just with tech companies. Deaths, injuries, and property damage from consumer products cost the country more than $1 trillion annually, with government agencies handcuffed by laws that help manufacturers dodge accountability. Financial firms cheat their customers with near impunity, secretive computer models determine how much we pay for things like home loans and car insurance, and lower-income and minority Americans slip further behind. If my family had arrived in the US in 2021, our ability to climb the economic ladder would have been even more difficult. During the first year of the COVID-19 pandemic, three million children, many of them without internet access, simply quit attending remote school. Life expectancy in the US dropped more than it had since World War II. Misinformation has divided the country, leading to violence and even death. And though we rely on government to be our watchdog, the leaders we need to pilot our democratic institutions through rapid marketplace changes have too often responded with lackluster action or no action at all.


I’ve painted quite a picture, I know. The challenge of standing up to powerful business interests and an uncaring government to create a marketplace that puts consumers before profit can seem overwhelming. But there are plenty of reasons to be hopeful. We don’t have to accept the way things are, no matter how entrenched it seems. We can fight back. We have to fight back. Our democracy can flourish only if the marketplace, in which all of us have a stake, reinforces the social and economic rights that provide the opportunities to reach our potential as individuals.


The goal is to create a consumer-first marketplace where each person can be the navigator of their own destiny, able to trust companies and institutions to deal fairly, and able to feel secure in the knowledge that their opportunities are not limited, their personal privacy is respected, their safety is assured, and their dignity is valued. It can be done. Throughout the book I’ll offer solutions for individuals and for society that can get us there. I’ll describe some of the battles that are already being fought and many inspiring victories already won. I’ll rip aside the veil that hangs between us and corporate America, shielding us from the truth that needs to be confronted if we want to engage the world as it is. Along the way, you’ll see how Consumer Reports is working tirelessly, with you and for you, to bring about the day when consumers can assume their rightful role as drivers of the marketplace.


One thing I love about democracy is that it’s always a work in progress. Nobody has the last word. A democracy by its definition means we must actively champion safety, fairness, and equity, and we have to work to ensure that those values are reflected in the marketplace. If we want American democracy to survive—if we want to assure our own survival and the survival of our children—we must be able to trust one another. That means continuing the difficult work of advocating for people over profit.


It’s impossible to make the world perfect for consumers, but there’s a lot we can do both on the societal level and from a personal standpoint to make our lives safer and the marketplace more responsive to our needs. We can live in a digital world where the roving eye of surveillance is shut, where loan applications and credit scores are truly unbiased, where everyone can drink clean water and enjoy access to the internet, where the fine print on financial contracts is big enough to read and written in plain enough language to understand, where internet users don’t have to worry about intimate personal information being stolen, where government agencies have clear enforcement mandates to guarantee our food is safe, where laws place responsibility on manufacturers to ensure their products won’t injure users, where incentives encourage companies and trade associations to become partners in transparency, where victims of shoddy merchandise are no longer blamed, and where consumer-friendly car-safety experts have a voice throughout the process of a vehicle’s design.


It will take business, government, and consumers working together to make meaningful change. We should celebrate the many companies that act with integrity, that listen to their customers and respond by improving their products, but we should also insist that they be the norm and not the exception. We need to support the watchdogs that expose flaws so we have a chance to fix them, while at the same time demanding that government become a force fighting for all Americans, not just the wealthy and powerful.


We also need answers to many questions, both everyday and profound: Is my water safe to drink? When I’m not watching TV, does my TV watch me? How can I tell which messages in social media are true? How safe is the bed where I put my baby to sleep? Can I trust that the lettuce we eat won’t make my family sick? Are the inputs that determine my credit score accurate? How do I know my car has the latest in livesaving features? Does my internet search reflect reality? Do I understand the terms of my student loan, or are there some details in the fine print I missed? How do we prevent problems with products so we’re not always rushing around trying to solve them? Where do I get pure advice from sources that aren’t just trying to sell me something? We all need to feel that we can make smart decisions, and we have more information at our fingertips than ever. Somehow, however, it’s harder, not easier, to know where to put our trust.


Many of us feel powerless in the face of all there is to confront. I know the feeling. It was part of being a refugee, struggling to make my way in a new country. After we left Cuba, my family, along with my grandparents, ended up crammed into a third-story walk-up apartment in the Clinton Hill neighborhood of Newark, New Jersey’s largest city. My brothers and I slept in bunk beds in the dining room. My parents worked in warehouses and assembly plants. In the evenings, we children did piecework for the local Clairol factory while we watched TV, stuffing hair-dye instructions into boxes. I thought all families did that after dinner. As immigrants, we felt powerless in schools that expected little of us; lost at the doctor’s office, where we struggled to know what questions to ask about my grandfather’s health challenges; and overwhelmed at the grocery store, where we strained to figure out which choices were best while reading labels in another language. Every decision we made, we made alone.


In a lot of ways, my family’s immigrant experience influenced many of my life choices and passions: a commitment to higher education; a reverence for democracy; a desire to follow a career in public service; a passion for fairness, human rights, and the rule of law; and empathy for people who struggle to find opportunity.


In 2014, after years of working for my home-state senator, Bill Bradley, and at the Ford Foundation, I became president and chief executive officer of Consumer Reports. I’m immensely proud of its eighty-five-year history. The organization has accomplished so much: Consumer Reports exposed the consequences of nuclear fallout and was one of the first voices backing researchers who insisted that cigarettes were a health threat. Consumer Reports pushed for a law requiring the installation of seat belts in all newly manufactured vehicles, which was enacted in 1968. The organization advocated for the removal of lead from gasoline, a goal accomplished in 1976, and pushed for guidelines governing child-safety car seats that became the rule in 1981. We advocated for the creation in 2011 of the Consumer Financial Protection Bureau, which has returned nearly $13 billion to consumers since its inception. In 2014, we helped persuade carmakers to install backup cameras as standard equipment in the belief that lifesaving technology ought to be available to all drivers, not just those with enough money to choose it as an option. Consumer Reports, partnering with the news organization ProPublica, found in 2017 that drivers living in minority neighborhoods were charged higher car insurance premiums than drivers with similar safety records in white neighborhoods. We’ve also taken on irritations such as robocalls and hidden cable TV fees, while continuing the legacy of Rachel Carson—whose 1962 best seller, Silent Spring, revealed the environmental hazards of chemical pesticides—by fighting for clean water, safer plastic, and baby food untainted by poisonous heavy metals.


When I tell people I’m a consumer advocate, they nod quaintly. I wait a few beats and then I get questions about products, quality, and ratings. I rarely get questions about fairness, about bias in pricing, about trusting companies, about justice or the lack of it in the marketplace. Many people don’t realize those are issues that Consumer Reports works on. When I mention them on social media, I sometimes get a tweet back along the lines of “Why are you getting involved? Stick to cars and appliances.” My feeling is we have to do both. We’ll continue to rate individual products and keep manufacturers honest, but at the same time the marketplace needs a strong advocate for consumers in Washington, DC, in state capitals, and in the national media, and Consumer Reports has been playing that role since 1936.


Another question I get from time to time is “What’s a person like you doing in this movement?” I’m a Latina. I grew up in Newark in the 1960s. I might’ve gone into broader civil rights work or tackled racial or gender justice. My family came to this country from Cuba. Why didn’t I build a career around immigration reform?


The fact is, consumer rights are all these things. Economic freedom is a civil right. A fair marketplace is essential to democracy. If a person’s ability to secure a home loan depends on the color of their skin or their birth country, that’s not democracy; that’s discrimination. If a company can decide that any dispute it has with a customer must be settled by an arbitrator hired by the company and not in a court of law, that’s not democracy; that’s coercion. If a company can hide the deadly effects of its products, and the government by law must take the side of the company against the consumer, that’s not democracy; that’s injustice. Democracy is not about discrimination, coercion, or injustice. The only way to have free choice is to have informed choice, but that means demanding a fair exchange governed by effective rules and standards that encourage competition and innovation and prioritizes people.


To be honest, consumer rights has never been the most well-known movement. The public doesn’t associate us with a Selma, a Stonewall, or a Seneca Falls. We don’t have watershed events that animate the national conscience by the mere mention of a word or phrase. We don’t have a hashtag that explains everything in two or three words that are able to unite people around the world.


What we do have are focused, passionate people who’ve fought for consumer rights in the past and who gave us a voice. Many became household names, many more never did, and some were parents whose child was harmed, or they were grown children whose elderly parent was taken advantage of. Their courage stirs us to continue their heroic work in a new frontier of consumer challenges. At this turning point, when the obstacles and opportunities are so great, we can stand on the shoulders of many giants who’ve shown us how to stand up for ourselves.


ONE CONSUMER HERO WHO NEVER BECAME A HOUSEHOLD name was Ellen Swallow Richards. In the 1870s, she was refused an advanced degree she’d earned from the Massachusetts Institute of Technology because she was a woman. She helped create the first water-quality standards and the first modern sewage-treatment plant in the US, establishing the practice that survives to this day of using scientific inquiry to protect ordinary people. In 1899, Florence Kelley, another unfamiliar name, founded the National Consumers League, which launched consumer boycotts to improve factory working standards and help abolish child labor.


The consumer movement began when families shifted from producing the goods they used to purchasing them. New organizations, formed at the turn of the last century, won battles that at the time must have seemed a lot more difficult than what we face today. Congress cracked down on hucksters peddling worthless snake oil as remedies for everything including death, and Upton Sinclair’s harrowing account of a meatpacking worker being swallowed alive in a vat of lard in his book The Jungle led to the first laws establishing government safety oversight.


In 1927, Stuart Chase, a well-known author, and Frederick Schlink, an engineer, took a stroll down Main Street America in their book Your Money’s Worth: A Study in the Waste of the Consumer’s Dollar, which detailed the potential opportunities for fraud that waited behind every shop door. Colston Warne built on their work to establish Consumers Union, which would become Consumer Reports, an independent, nonprofit organization that harnesses science to improve people’s lives by taking on manufacturers who make faulty products and advertisers who make false claims.


A. Philip Randolph, a pioneering labor leader and civil rights icon, organized a March on Washington in 1941 to end discrimination in the defense industries and was an originator of the 1963 March on Washington for Jobs and Freedom. As a founding board member of the organization that became Consumer Reports, he recognized that economic fairness was integral to achieving racial equality. “A community is democratic only when the humblest and weakest person can enjoy the highest civil, economic, and social rights that the biggest and most powerful possess,” Randolph said.


In the middle of the twentieth century, a number of consumer leaders exerted their influence to make the marketplace fairer. Esther Peterson spent her life fighting for American families in numerous roles, including as the first special White House assistant for consumer affairs, as assistant secretary of labor, and as a United Nations representative to the International Organization of Consumers Unions. Ralph Nader was another advocate. His 1965 book, Unsafe at Any Speed, helped usher in a wave of car-safety reforms. Ralph introduced me to the consumer movement when I was a college intern at his consumer-advocacy group, Public Citizen. There are so many more people I could name whose commitment has had a lasting impact on our health, our safety, and the marketplace in general. They engaged and won many hard-fought battles to reverse market failures and redress harms. Their greatness came in part from their ability to marshal others to join them in pushing for the right things because, as welcome as small acts of well-informed individuals can be, they’re insufficient to accomplish feats like mitigating carbon emissions, getting deadly products off the shelves, bringing accountability to usurious lenders, and enforcing data-privacy rules. Individual action does shape the market, but it’s collective action that makes for lasting change.


Through the decades, the consumer movement has continued to evolve by responding to a marketplace that’s been transformed in the last twenty years. That’s certainly true for Consumer Reports. For a long time, the organization was best known for its monthly magazine, which serves as a signpost for consumers looking for guidance making buying decisions. The magazine remains a vital piece of our advocacy, for and with consumers. But we need to get the word out to a new generation that Consumer Reports isn’t a magazine with a mission—we’re a mission with a magazine.


In this book, I’ll talk a lot about trust. I’ll identify threats to consumers in today’s marketplaces and prescribe remedies. I’ll tackle the digital world, where so much of our commerce has migrated, and show how everything from fitness trackers to doorbells has given the biggest technology companies open passageways to our most intimate personal information, which they sell to companies that can use it to manipulate and profit from us. I’ll show you how this manipulation divides Americans, breaks up families, and puts democracy in jeopardy.


Borrowing money has gotten more complex in the last few years, with lenders taking advantage of loose usury laws and using mathematical calculations performed by artificial intelligence to determine creditworthiness. We need to level the playing field for all consumers, so I’ll examine the widening gap between rich Americans and poor Americans, and between Americans of different races and ethnicities. I’ll discuss face-recognition programs that misidentify nonwhites and algorithms that show their developers’ bias against certain people when it comes to things as varied as insurance, credit scores, and housing.


Safety, whether it’s related to infant sleepers, romaine lettuce, or cars, has always been a central defining mission of Consumer Reports, and I’ll reveal how existing protections have let us down while we shine a light on a path to better manufacturing methods. We’ll talk about how the consumer movement is changing to keep up with the digital marketplace, and how our community of experts is working to develop new ways to test digital products, to advocate for putting data ownership back in consumers’ hands, and to facilitate research to uncover emerging digital threats. I’ll also tell you how we can work to improve products and services upstream, before they go to market. Consumer Reports has always helped consumers make better choices, and now we’re helping make the products themselves better.


I’ll also give you a snapshot of the world we have the potential to achieve, where the onus is not on consumers to check or uncheck a myriad of boxes to secure our personal data, where algorithms will be free of the biased assumptions of the people who build them, and where a lack of internet access and other critical needs won’t be the difference between success and failure in America.


Improving child-safety seats, baby food, broadband access, college loans, and internet privacy and doing away with predatory lending, biased algorithms, internet misinformation, retirement scams, and inadequate government oversight—the entire consumer life cycle—are worthy of our hard work. But realizing these goals is going to take more of us exercising consumer power. It’s going to take buyers becoming aware of the tricks and traps, the exploitation, and the shirking of corporate responsibility. We don’t have to put up with any of it anymore. Consumers who are active, watchful, vocal, and who flex the right muscles will make sure the government and corporate America hold up their end of the bargain.


Many of the solutions I mention throughout the book require companies or government to take action. Some changes will come about faster than others, but nothing will change at all if consumers aren’t involved. That’s why, at the end of each chapter, I’ve included steps you can take to begin exercising your power as a consumer to make the marketplace fairer. Following these tips won’t necessarily lead to the larger societal changes that we have to continue to fight for, but they can help you and your family right now. We’ve also built a resource website (BuyerAware.CR.org) to help connect you with organizations and government agencies you can turn to for help.


Our movement is all about harnessing, extending, and fortifying consumer power. Consumer rights are civil rights. Fairness in the marketplace reflects dignity, humanity, and equality in society. It’s essential to democracy. Every day, consumers vote with their wallets. We have the power to reshape the marketplace. Some of the lessons my parents took away from Cuba—that institutions can collapse if they fail to respond to the needs of the people they’re supposed to serve, and that progress is impossible without accountability—are our lessons too. Right now, we can push for consumer-first solutions that bring greater economic opportunity to more Americans. We aspire to partner with big business, big tech, and our elected officials and government institutions. But we’re the ones who need to demand change. It’s up to us. Let’s start now.















CHAPTER ONE



YOUR LIFE, THEIR PROFIT


YOU WAKE UP IN THE MORNING AND CHECK YOUR PHONE. You received an overnight text from a number you don’t recognize, asking you to send money to a political candidate you don’t know. You remember signing an online petition urging your town to turn a vacant lot into a park instead of a strip mall. Maybe that’s how the candidate got your number, but you’re not sure. You check the weather, and a pop-up ad fills the screen. It’s for lawn furniture. That’s peculiar. You’ve never been interested in lawn furniture. Why are you getting this ad? Then you remember buying a gas grill recently at a big-box store. Somehow that information found its way to an advertiser who figured you might be in the market for an outdoor table and chairs. Now you can’t see the weather forecast on your phone until you find the X to click away the ad. In searching for the X, your finger accidentally grazes the photo of the lawn furniture, and it sends you to a website. You resign yourself to weeks of lawn-furniture advertisements popping up on your phone.


You put on your fitness tracker and go for a run. The tracker monitors your vital signs as you fall into a rhythm. It also sends the information to a database that updates its profile of you. The database sells your information to an advertiser, so you’ll start seeing ads for running shoes, cholesterol blockers, and dubious nutritional supplements. On your run, you pass dozens of doorbell cameras, all recording you. The video will be available to police, who can combine it with faulty and racially biased face-recognition software to try to determine who you are and whether you might have committed a crime.


You finish your run in excellent time, so you celebrate with a selfie in front of your favorite coffee shop. When you post it, a social network uses your location to detect someone nearby whom it thinks you may know, so it recommends that you connect with the person. The person turns out to be a neighbor you recently had an unpleasant altercation with and would prefer not to see again. But the person’s photo will pop up three dozen times in the coming weeks, and each time the network will recommend that the two of you connect.


Before you order a coffee, you do a search for the difference in calories between a mocha and a cappuccino. Your search subject is shared with ad brokers, who will conduct an auction that takes a fraction of a second to determine which advertiser wins the right to send you another ad. The winning ad comes with a coupon for a chai tea latte you don’t want, which you can drink while you sit on the lawn furniture you’re not interested in buying, alongside the neighbor you don’t like.


As you walk away, sipping your drink, a hacker causes a data breach at one of the countless companies you’ve interacted with, and now personal information you didn’t know you’d shared comes spilling into the open. Suddenly the world can see your social security number, your credit score, and your credit card numbers. Police, your boss, even a stalker can learn that you dropped in on your ex-spouse one night, joined a political demonstration, or sneaked off during your lunch break to meet a rival company’s recruiter.


Pretty scary stuff, right? Tomorrow, you can do it all over again.


At some point early in the internet revolution, we lost control over our digital lives. When the biggest tech companies decided to move away from the ideals of Don’t Be Evil in favor of an internet best designed for making them money, our personal information—everything from what furniture we buy to what kind of coffee we order—became the world’s most valuable currency. But we don’t own it. It belongs to the companies that harvest it from us before we realize exactly what they’re doing. Because we haven’t agreed as a society on standards for companies’ digital behavior, ownership of our data catapulted Amazon, Apple, Facebook, and Google to such prominence that they’ve become the American marketplace. While they can see things about us we might never have intended to share, we don’t always know where they’re selling our secrets and to what purpose the buyers are acquiring them. What we do know is that the extreme wealth they’ve accumulated comes from narrowing our online choices. They got rich by putting us in boxes. Based on our past preferences, they limit our knowledge by dictating what we see in search engine results, manipulate the list of products available for us to buy and how much we pay for them, and restrict what political attitudes we’re exposed to. In this chapter, I’ll show how the biggest tech companies have taken advantage of their oversized market power, how we invite little spies into our living rooms, and how we can minimize our losses in a data breach. I’ll take you through some of the results of our devil’s bargain, which we never agreed to, and show you achievable ways consumers can wrest back control over what’s rightfully ours.


HOW FREE IS FREE?


In the modern world, your internet searches may seem free, but they’re not. Same with the convenience of shopping in your pajamas or connecting with far-flung friends. You pay for those things by sacrificing intimate pieces of yourself. Your value is narrowed to the data you provide and the money you spend. So much that’s deeply personal about you is sold to the highest bidder, whose goal is to manipulate you into buying something, believing something, or persuading you to do something you might not otherwise do.


The big tech companies have been at this for a while, and their spying operations are sophisticated and everywhere. We don’t think about them much because we’re busy posting, searching, texting, working, and shopping, and the companies aren’t keen to open up about their activities because it pays for them to operate behind a curtain. Research has found that if sites tell you they’re tracking you across the web, you’re far less likely to click on their ads. And once we yank aside the curtain, the glimpse we get isn’t pretty.


We never signed up for the spying, but our devices follow our every move, tally every keystroke, and keep, catalog, and sell everything we do. This process isn’t a side gig for the big tech companies. It’s their main business plan—what professor and author Shoshana Zuboff calls surveillance capitalism. If Facebook had stayed merely a digital way to brag to your friends and family, founder Mark Zuckerberg wouldn’t be a billionaire. The company is worth in the neighborhood of $1 trillion because it collects our personal information and uses it to make it easier for folks like lawn-furniture sellers and other businesses to hook us. Jeff Bezos built Amazon’s $1.6-trillion-and-growing empire not on the book sales of Harry Potter and the Sorcerer’s Stone but on data wizardry. After the dot-com collapse of the early 2000s, Google was near financial ruin. Founders Sergey Brin and Larry Page looked in vain for a way to squeeze revenue from internet searches. Then they realized that the bits of customer data Google collected from the searches were bread crumbs leading them to riches. The data-industrial complex is such a gold mine that car companies have gotten in on it. So have the manufacturers of TVs and doorbells. Companies have sold us cool gadgets that offer unprecedented convenience, but the devices aren’t just products to make our lives easier; they’re also data-collection systems. Google and Amazon are moneymaking machines, and it was the secretive business of handling customers’ personal data that got them both where they are today. Facebook is the world’s biggest advertising broker. Apple is history’s first $2 trillion corporation, wealthier than Saudi Arabia’s state-run oil conglomerate. Its revenue for years has been boosted by the relentless engine of data capture.


The Big Four are also monopolistic in ways that have confounded conventional legal enforcement. Their business models are opaque. They shape what we see and don’t see when we explore cyberspace. And they’ve turned the internet—which scientists, engineers, artists, and educators once dreamed would be a limitless universe of communication, learning, and sharing—into an endless shopping mall cluttered with surveillance cameras.


The process of exploiting our personal lives without permission or apology for monetary gain feels entrenched, as if it’s baked into the internet’s infrastructure. It seems like an unavoidable trade-off we endure in order to gain admission to the magical world of technology, a price we have no alternative but to pay in order to enjoy near-instant global communication, next-day delivery, and all the knowledge in the world searchable in the palms of our hands.


Understanding the extent to which these companies have intruded into our lives is an important first step. Next comes action. We do have choices, and we do have ways to build devices and tech platforms that respect people. We can get product advice free of commercial distortion. We can learn to be smarter about how we navigate the internet. We can pester lawmakers by phone, email, or visits to stick up for consumers, and we can do it state by state if Congress dawdles. We can alter our approach to antitrust. We can form groups that will fight to rebalance the relationship between the world’s biggest companies and the consumers who got them there. We can take small, doable steps today to better protect ourselves while we push for big-picture change. And we can express our outrage, because most businesses have to listen to their customers or eventually they’ll fall behind. Consumer spending has been estimated at between two-thirds and three-quarters of the total output of the US economy, which is the biggest in the world.


That’s power. We need to use it—and we need to use it now.



“WE CAN’T HAVE BOTH”


Here’s the thing about the accumulation of market power. The longer it goes unchecked, the tougher it is to rein in.


Each of the four companies that dominate our current version of Big Tech are American success stories. They changed the world. They each rode a great idea, visionary leadership, engineering brilliance, and investor love to the top of the heap.


What they did to stay on top, however, should be troubling to those of us who view oversize corporate dominance as a threat to democracy.


Market domination might benefit consumers in the short term, with lower prices due to scale, one-stop shopping, and an ease of website navigation that comes with routine visits. Eventually, however, the Bigfoots quit worrying so much about customer service. They can dictate terms, quality, and prices. They get away with bullying suppliers. They lack the true competition that would push them into the kind of innovation that made them successful in the first place. They’ve amassed enough muscle to snuff out rivals and co-opt ideas from start-ups that, if allowed to survive, might have brought the same kind of energy and fresh thinking to the marketplace that the behemoths once did, before they funneled so much of their efforts into staying big. In the long run, consumers lose.


The Big Four are not above using dubious tactics to maintain their top-dog status. They have the means, motive, and opportunity to at least flirt with anticompetitive behavior. For years, the government did next to nothing to curb their increasing influence even as consumer advocates raised alarms. Although legal attention to the Big Four’s conduct has picked up, the companies have been allowed to grow into titanic market forces without much resistance from government regulators.


It’s not like prosecutors couldn’t have made cases in the recent past if they chose to. Each of the Big Four has gotten aggressive with rivals. Apple has always had sharp elbows in defense of its App Store, as shown by its legal battle with Epic Games, maker of the internationally popular Fortnite. Apple required a 30 percent cut from Epic for every game it sold from its App Store, and when Epic started bypassing Apple and selling Fortnite directly to customers, Apple kicked the company out of its store. That hurt Fortnite sales, owing to the fact that Apple controls products and services used by more than one billion people. Epic sued, saying that Apple was unfairly stifling competition. The September 2021 verdict was a split decision. The judge found that Apple engaged in anticompetitive conduct under California law and may have to allow developers to charge customers directly, slicing into sales from Apple’s App Store, which grossed an estimated $64 billion in 2020. The judge also ruled that Apple was not a monopolist, saying that “success is not illegal,” and ordered Epic to pay Apple its cut for Fortnite apps sold during the time Epic withheld them. Appeals are expected, but for now the iPhone maker continues to reign.


Facebook has also been accused of throwing its weight around to hobble competitors. According to an October 2020 antitrust report from congressional lawmakers, Facebook has employed a “copy, acquire, kill” strategy to bleed rival companies. The Federal Trade Commission and forty-six states sued the social network in 2020, claiming that Facebook’s acquisition of Instagram and the messaging platform WhatsApp amounted to monopolistic behavior that harmed consumers.


Three government antitrust lawsuits in 2021 claimed that Google unfairly disadvantaged rivals. Among the complaints: that Google and Facebook agreed not to compete against each other for digital ads, which is illegal. Another complaint alleged that Google’s multibillion-dollar deal with Apple to be its default search engine hurts smaller, more specialized searches, such as Yelp for restaurants and Expedia for travel. Google handles an astonishing 89.5 percent of internet searches, and the advantage of being a default application helped get it there.


Whispers of “break up Google” have gotten louder, not only because it’s so big but also because its businesses are so diverse. Its parent, Alphabet, owns close to two hundred products and services, including YouTube, the web browser Chrome, Google Maps, self-driving-car pioneer Waymo, the Fitbit fitness tracker, and Nest, which can control a home’s functions from an Android phone—which is also a Google product.


As web developer and social critic Maciej Ceglowski has pointed out, it’s fairly common to use the Google search engine on a Google device to access a Google website full of Google ads, using Google servers and a Google browser. “It’s virtually impossible to get online now without dropping a coin into Google’s pocket,” according to Alex Kantrowitz of the Land of the Giants podcast.


If there’s a corporate colossus to rival Google, it’s Amazon. The company’s success has made its founder, Jeff Bezos, one of the richest men on Earth and, if he has his way, in space too. More than forty cents of every dollar spent online in the US goes to Amazon, making it more than seven times bigger than number two Walmart in terms of online sales. Amazon ballooned during the 2020 coronavirus lockdown, with annual net profit rising 38 percent from 2019, an increase of more than $100 billion. Amazon has expanded far beyond its book-selling roots. It has become a marketing platform, a delivery and logistics network, a payment service, a lender, an auction house, a book publisher, a TV and film producer, a broadcaster of live sports events, a doorbell-camera manufacturer, a fashion designer, and a leading host of cloud-server space.


Amazon’s critics say the company has deployed unorthodox strategies to crush competition. One example is Quidsi, the parent company of Diapers.com. In 2009, it was a fast-growing online seller of baby care products. Amazon offered to buy it. Quidsi declined. After the rejection, Amazon slashed its own prices for baby products by as much as 30 percent and rolled out a service it called Amazon Mom, with amenities such as free shipping. Quidsi calculated that the price war cost Amazon $100 million over three months in diaper sales alone. The low prices bled Quidsi, and it eventually caved to Amazon’s overtures. After absorbing Quidsi, Amazon raised its diaper prices and discontinued the Amazon Mom program.


The US Justice Department took no action against Amazon. In a 2017 article for Yale Law Journal, “Amazon’s Antitrust Paradox,” antitrust scholar Lina Khan wrote that it was as if Bezos and his team had studied the government’s successful 2000 antitrust verdict against Microsoft and did everything they could to make sure Amazon didn’t commit Microsoft’s mistakes. The failure to bring a case against Amazon is an indication that the government’s approach to antitrust hasn’t kept pace with the ways technology companies have changed the marketplace, Khan wrote. Prosecutors have for decades identified anticompetitive behavior by whether it harmed consumers in the form of higher prices or degraded services. Neither of those factors played a role in the Amazon-Quidsi case. Indeed, instead of raising prices, Bezos, prioritizing growth over profit, drained Quidsi’s lifeblood by lowering prices—in effect, discounting them to death—a practice Khan called “predatory pricing.”


Khan observed that large companies such as Amazon use their dominance in one market to benefit them in others. Amazon, for instance, enjoys an unfair advantage when it comes to delivery costs. Amazon was such a big customer of UPS, for example, that the delivery company granted it deep discounts. To make up for lost revenue, UPS charged other customers more. Economists call the sloshing prices the waterbed effect.


Khan is part of a group of legal reformers pushing to change the criteria the government uses to decide which antitrust cases to pursue. The movement has been nicknamed “hipster antitrust,” which makes fun of them unfairly, I think. They’ve also been called neo-Brandeisians, after former Supreme Court justice Louis Brandeis. He was the one who said, “We can have democracy in this country, or we can have great wealth concentrated in the hands of a few, but we can’t have both.” Khan’s view of Amazon runs counter to conventional wisdom. Its power over retail and delivery may enable the company to behave in ways that are “potentially anti-competitive but not understood as such under current antitrust doctrine,” she wrote. But the tide may be turning. In 2021, President Joe Biden picked Khan to lead the Federal Trade Commission, the government’s main antitrust watchdog.


Khan and the other neo-Brandeisians are dynamiting whatever’s left of the myth that the biggest tech firms only have the good of humankind in mind. That’s a fairy tale that was more fashionable when the internet was new and Silicon Valley was buoyed by utopian visions that were uttered but not honored—in other words, before the accumulation of historically vast wealth. Today, it’s important to see the landscape the way it is: tech companies are more powerful than the regulators who make the rules they’re obligated to follow. We need to do what’s right for consumers. As Apple CEO Tim Cook said, “Tech should serve humanity, not the other way around.” That means fair competition.


When it comes to policing antitrust violations, consumers must rely on government attorneys who’ve been reluctant in the past to hold Big Tech accountable. That has to change, as do the outdated rules to address the vast concentration of power in the digital marketplace. There are a host of ways consumers can help level a tilted playing field. First, though, let’s look at some other obstacles that we’re pushing against.


DIGITAL FINGERPRINTING


The Big Four are notoriously tight-lipped about how their data-gathering systems work and exactly what they do with the information they collect. What we’ve been able to figure out comes mostly from patent filings and brochures from advertising agencies touting how they can slice and dice audience data to successfully target the right ads to the right people. Consumer Reports’ Digital Lab took a close look at big companies’ data practices and found that they’re vague about their intentions, often reserving broad rights to use data for “research,” “product improvement,” or “advertising.”


Not all the data collected by platforms is easily traced to an individual user, but large internet platforms have, over time, designed their systems to make the linkage easier. Google, for instance, has merged various properties, such as search and email, so it’s able to tie data to the identities of Gmail or Android users.


It’s not shocking that websites collect a lot of data when users fill out forms. More of a surprise is their tracking of mouse movements or the text entered into forms before users submit them. You may have noticed in the last couple of years more websites informing you about their use of cookies, which are tracking devices that follow users across cyberspace. That’s because the European Union’s General Data Protection Regulation, or GDPR, came into effect in 2018, requiring websites to give notifications prompting consumers to choose whether to reject nonessential cookies. Because the internet connects the world, people around the globe see these prompts—and they’re annoying, hard to navigate, and a burden for those who want to say “no.” Some claim that companies designed the prompts for the purpose of creating an inconvenience so people would just click through or complain about the new regulation. As TechCrunch’s Natasha Lomas put it, “Make no mistake: This is ignoring the law by design. Sites are choosing to try to wear people down so they can keep grabbing their data by only offering the most cynically asymmetrical ‘choice’ possible.” And even though some big fines have been handed out to larger companies, Lomas notes that overall enforcement of the cookie-consent regulation is lackluster. The European Union needs to step it up or, even better, take the burden away from consumers and simply ban these tracking devices.


Companies are always inventing new ways to keep their eyes on us. They have techniques other than cookies to track users, such as digital fingerprinting—a technique that identifies people based on browser and device settings. Not all tracking devices have shadowy intent. Consumer Reports gives visitors to its website the ability to control the use of their data, but we do use cookies to check to see if people have come to our website before, determine whether they’re CR members, and ask whether they’d be interested in joining. We minimize what third parties have access to, but like any nonprofit advocacy organization, these methods are a way to broaden our network and draw new people into the consumer movement. We’re limited to the tools available to us. At the same time, we’re working hard to develop methods to dismantle potentially harmful online interactions and model a new way forward. We appointed our own chief privacy officer to guide our work precisely because privacy has to be by design, and we’re striving to do this better.


As an acknowledgment to privacy advocates, Google announced in 2020 that it was phasing out, over the next few years, the use of cookies on its Chrome browser. While some hailed this as a victory for internet privacy, critics cautioned that Google would use the phase-in period to come up with a new way to track users that didn’t use cookies. In fact, Google did just that, announcing Federated Learning of Cohorts, or FLoC, which tracks Chrome users by sorting them into groups based on their interests and demographics. As Consumer Reports’ Thomas Germain wrote, privacy advocates “argue that the move eliminates one privacy problem by introducing another. Google will continue tracking consumers, albeit in a slightly more anonymous way. And the change seems likely to consolidate more data in Google’s hands, hamstringing competitors.”


In 2022, Google killed FLoC and replaced it with another option, called Topics. It relies on a user’s browsing history to make educated guesses of the topics they’d be interested in and then shares those with publishers of targeted ads. Users can delete topics they don’t want shared. While some critics considered Topics a small improvement, they pointed out that the internet giant is still tracking users and continuing the controversial practice of selling targeted ads. “It’s just not feasible for someone to track and control their Topics on a week-by-week basis,” said Justin Brookman, Consumer Reports’ director of consumer privacy. “Who would do that?”


There are other secretive methods to obtain personal data. Hardware manufacturers can preinstall software to report information about our buying behavior. They may also be able to configure phones to transmit your location. Each phone has an internet protocol identifier, and Facebook, for example, can track users’ rough location based on the IP address—even if a user has opted out of data collection.


A host of companies can gain access to detailed information about users’ movements over the course of the day. Precise location information has become a thriving black market. In one example, telecommunication companies such as AT&T, T-Mobile, and Sprint sold information for years to an aggregator that then sold it to an estimated 250 bounty hunters who make their living tracking down people who skip bail. One bounty hunter used the service more than eighteen thousand times in just over a year, according to records obtained by the investigative reporting site Motherboard. Suspicious lovers, too, could pay a little extra on their smartphone bill and track the movements of their significant others.


Once an app is granted permission to access geolocation, there are few limitations on what it can do with the data. Both Apple and Android phones offer the option for customers to disconnect location history from identity, but that’s not the default setting.


A number of services and apps can’t be used without location services active, and not just GPS driving directions. Today, it’s hard to even meet someone without sharing your location data. Dating apps like Hinge and Tinder can only connect you with individuals around you if you share where you are, and by default many consumers leave their location services on continuously. You just have to keep your fingers crossed that companies are responsible with the data.


Grindr, an online dating application for the LGBTQ+ community, came under fire in July 2021 when The Pillar, an online newsletter, was able to obtain data about a Grindr user, combine it with additional location data and other information, and connect it to Monsignor Jeffrey Burrill, general secretary of the US Conference of Catholic Bishops. The newsletter publicly shared both Monsignor Burrill’s use of the dating app and his visits to multiple gay bars. This led to his resignation from the bishops’ group.


Privacy advocates sounded the alarm. Grindr claimed that it was impossible for someone to use its data to do this, but The Pillar suggested that’s exactly what happened. “A mobile device correlated to Burrill emitted app data signals from the location-based hookup app Grindr,” the newsletter noted. “The data was obtained from a data vendor and authenticated by an independent data consulting firm contracted by The Pillar.”


As the Washington Post put it, this could be the first example of “phone data being de-anonymized and reported publicly.” It raises the question: If The Pillar can do it, who can’t?



FROM THE PERSONAL TO THE POLITICAL


Of course, your location data is just one piece of your private life that companies collect. Often, that collection is framed as a way to get something faster, do something fun, or even learn something about yourself.


You might be familiar with the Myers-Briggs test, the 172-question exam that attempts to slice up the population into “personality types” such as extroverted or introverted. It was meant to be used by employers to gauge a worker’s fitness for a managerial job. Since World War II, the test has been copied by others, including Facebook’s myPersonality app in 2007.


In the five years that the myPersonality app was live, about four million Facebook users volunteered to participate in psychological research by filling out a personality questionnaire. The creators of the app, academics at the Psychometrics Centre at England’s University of Cambridge, vowed that the information they gathered would be used only for research. The problem was that third parties didn’t always keep the data secure.


Enter myPersonality’s stepchild, Cambridge Analytica, which built on its predecessor’s work but far surpassed it in shamelessness. Even its name was misleading. There was no connection to the University of Cambridge other than piggybacking on the school’s legitimacy. Cambridge Analytica had a unique way of obtaining data from millions of people. It didn’t just extract information directly from them without their consent; it also vacuumed up data from peoples’ contact lists. That was how it got the goods on most of the world. Although the company didn’t trumpet some of its achievements, such as a successful suppress-the-vote campaign in the Caribbean, it still boasted that it had amassed five thousand data points on each of eighty-seven million Facebook users. That was enough data for Cambridge Analytica to sort people into personality types, so the company could predict not only how people would vote, but why. That information is pure gold if you’re looking to get people to change their minds or to choose your preferred candidate. It was nothing less than the deepest and widest collection of people’s intimate data ever put together in one place, analyzed for persuasion purposes down to the individual.


This was a new thing for American democracy, because Cambridge Analytica deployed the data to help candidates who were running for office, including Senator Ted Cruz in his primary race for president and Donald Trump when he was a candidate in the general presidential election.


Because Cambridge Analytica could put together what it called “psychographic profiles” of every US voter, it wasn’t targeting ads to specific types of people, as its predecessors did. It was targeting ads to specific people. Before Cambridge Analytica, political data experts had been able to come up with categories for different kinds of voters based on information that either was given to them by the voters themselves in questionnaires or interviews, or they acquired through tidbits available on easily obtainable public searches—information such as gender, age, zip code, real estate ownership, and occupation. That’s how nicknames for people who represented certain voting behavior, like “soccer moms,” were conjured. It was a notoriously inexact science. In fact, the process seems quaint, like using stone tools, compared with the nuclear age introduced by Cambridge Analytica. Facebook data made predictions much more precise. Forget soccer moms. Cambridge Analytica could zero in on the single voter in a certain subdivision for whom gun rights were the number one issue, then target—microtarget, the company called it—that person with Facebook ads touting a candidate’s pro-gun views or playing up another candidate’s gun-control positions.


Cambridge Analytica’s chief executive officer, Alexander Nix, told Bloomberg’s Sasha Issenberg that “behavioral microtargeting” was the company’s “secret sauce.” The company had created a new paradigm for the advertising industry, Nix said, taking it from “mad men of old to math men of today.” A former employee later said that the data firm owned the “psychological profile of an entire country.”


It was all made possible by stealing people’s personal data.


When the disreputable origins of Cambridge Analytica’s success came to light, Facebook, at least in the US, largely escaped the hammer. Cambridge Analytica, however, was annihilated. After investigations by the UK Parliament and the US Congress revealed its unsavory advertising strategies, Cambridge Analytica became radioactive and sought bankruptcy protection in 2018.


But this doesn’t mean that the use of our personal data, or the sharing of that data, is gone from politics. While Cambridge Analytica’s practices became a big news story, it was hardly the first company to use our data to win elections. During the 2012 presidential race, for example, Barack Obama’s campaign also created a Facebook app that it used to collect data about those who signed up—and their friends—to help target voters across the country. In this case, at least the people who signed up knew they were giving data to a political campaign. Not so for their friends.


Today, political campaigns continue to collect our information through online sites. They follow the modern practice of handling people’s data by continuously sharing it with others in a cycle that ensures our personal details may be in the hands of countless candidates and causes we’ve never heard of.


So many people have access to our personal information because data has become the currency of the marketplace. It’s possible to choose strict privacy controls and still have your data pinging around the internet, from one entity we know nothing about to another. More and more technology is collecting this data.


And every day, we help them, playing an important role in our own surveillance. Most of the time we don’t even think about it.


Until the moment we do.


THE SPY IN MY LIVING ROOM


Danielle’s Oregon home was wired. Amazon Echo, summoned by her voice and the voice of her husband, turned lights on and off, regulated the temperature, played the music they selected, and managed the security system. Danielle and her husband would joke that the devices were secretly spying on them.


One evening in 2018, Danielle’s husband got a call from an employee. He told them to unplug everything. Something fishy was going on.


The employee, 175 miles away in Seattle, asked if Danielle and her husband had been discussing hardwood floors. They had. The voice-controlled Amazon Echo had recorded their conversation and sent it to what appeared to be a random contact in their email address book—the employee.


“I felt invaded,” Danielle told a local TV station. “I said, ‘I’m never plugging that device in again, because I can’t trust it.’”


What happened to Danielle and her husband might sound like the opening scene of a movie in which evil robots take over, but there was an explanation. Digital assistants like Amazon Echo and Google Home have what’s called “wake words” that trigger the devices to start paying attention. For the Echo, it’s “Alexa.” For Google Home, it’s “Okay, Google.” Apple, of course, has “Siri.” In response to a frantic phone call from Danielle, who didn’t want her full name to be used, Amazon pieced together the chain of events that led to a private conversation in Portland being recorded and sent to a man in Seattle.


Apparently, Echo perked up due to a word in the conversation that sounded like “Alexa.” Then it heard, erroneously, one of the voices say, “Send message.” Alexa asked, “To whom?” and interpreted what it heard next as the name of the employee in Seattle. When Echo double-checked, it heard an affirmative. Danielle and her husband evidently weren’t paying attention to Alexa because they were talking to each other and not to the digital assistant, so the device must have taken its cues from whatever snippets it pulled from their conversation. Amazon said at the time that these kinds of incidents occurred infrequently. “As unlikely as this string of events is,” a spokesperson said, “we are evaluating options to make this case even less likely.”


David Choffnes, a Northeastern University computer science professor, set out to see how easy it might be to get a smart speaker to go rogue. He and an associate, in consultation with Consumer Reports, put four Amazon Echo devices through a test. They played three audiobooks and nine episodes of the talky TV dramedy Gilmore Girls to see whether the speakers would respond to the chatter.


The team recorded sixty-three false positives in twenty-one hours. Some of the triggers sounded like the devices’ official wake word. According to Choffnes, Alexa was activated by sort-of soundalikes such as “I need medical assistance”; “It’s actually”; and “I like (plus a word that begins with ‘s’).”


For Google Home, trigger phrases mistaken for “Okay, Google” were “goofball” and, especially problematic for dog owners and watchers of dog videos, “good girl.”


“Google and Amazon executives want you to think that Google Home and Amazon Echo are there to help you out at the sound of your voice,” said John M. Simpson, the privacy and technology project director for the California-based advocacy group Consumer Watchdog. “In fact, they’re all about snooping on you and your family in your home and gathering as much information on your activities as possible. Instead of charging you for these surveillance devices, Google and Amazon should be paying you to take one into your home.”


One in four Americans owns a smart speaker, a product that came on the market just a few years ago. But the rapid growth of sales may start to slow as consumers get hip to the devices’ tricks. In 2021, one-third of American adults said worries over the devices recording what they say was a top reason for not buying one. That’s a figure that has more than doubled since 2018.


The simplest way to control what your smart speaker hears is not to invite one into your living room. But if you’re one of the sixty-six million Americans who has, mute it when you’re not using it. It won’t respond to voice commands until you turn it back on.
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