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DETAIL FROM MICHELANGELO’S CREATION OF ADAM IN THE SISTINE CHAPEL. God is pictured on a background that bears more than a passing resemblance to a section of the human brain. A detailed comparison can be found in F. L. Meshberger, “An Interpretation of Michelangelo’s Creation of Adam Based on Neuroanatomy,” Journal of the American Medical Association, 264 (1990), 1837–41.
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Preface


Consciousness has been seen as both a mystery and a source of mystery. It is one of the main targets of philosophical inquiry, but only recently has it been accepted into the family of scientific objects that are worthy of experimental investigation. The reasons for this late acceptance are clear: Although all scientific theories assume consciousness and conscious sensation and perception are necessary for their application, the means to carry out scientific investigations of consciousness itself have only recently become available.


There is something special about consciousness: Conscious experience arises as a result of the workings of each individual brain. It cannot be shared under direct observation, as the physicist’s objects can be shared. Thus, studying consciousness presents us with a curious dilemma: Introspection alone is not scientifically satisfactory, and though people’s reports about their own consciousness are useful, they cannot reveal the workings of the brain underlying them. Yet, studies of the brain proper cannot, in themselves, convey what it is like to be conscious. These constraints suggest that one must take special approaches to bring consciousness into the house of science.


In this book, we do just that, and we develop ways to answer the following questions:






	 How does consciousness arise as a result of particular neural processes and of the interactions among the brain, the body, and the world?


	 How do these neural processes account for key properties of conscious experience? Each conscious state is unified and indivisible, yet at the same time, each person can choose among an immense number of different conscious states.


	 How can we understand different subjective states—so-called qualia—in neural terms?


	 How can our understanding of consciousness help connect strictly scientific descriptions to the wider domain of human knowledge and experience?




To describe the neural mechanisms that give rise to consciousness, to show how the general properties of consciousness emerge as a result of the properties of the brain as a complex system, to analyze the origins of subjective states or qualia, and to show how the successful pursuit of all these efforts may change our views of the scientific observer and of long-held philosophical positions is, of course, a tall order, and in the short compass of this volume much of interest must be omitted. But the main outlines of a solution to the problem of consciousness can be sketched by paying close attention to our four basic questions. Our answers are based on the assumption that consciousness arises within the material order of certain organisms. However, we emphatically do not identify consciousness in its full range as arising solely in the brain, since we believe that higher brain functions require interactions both with the world and with other persons.


Once we establish this new understanding of how consciousness emerges, we touch on several interesting issues that derive from this perspective. We propose a new view of the scientific observer, and we explore how we can know what we know—the realm of epistemology. Finally, we discuss the question of which subjects are appropriate for scientific study. Exposing these matters to scrutiny is important because our position—that consciousness arises as a particular kind of brain process that is both highly unified (or integrated) and highly complex (or differentiated)—has wide-ranging implications.


To untangle the bases of consciousness and account for some of its properties, we consider a number of challenging subjects. Indeed, before we get to the central issue, the neural substrate of consciousness, we review structural and functional features of brain organization, as well as certain essential aspects of brain theory. To make the task easier for the reader, we have prefaced each major part of the book with a prologue and each chapter with a brief introduction. We suggest that to obtain a synoptic view, the reader peruse in order the six prologues and the introductions to the chapters. Doing so will help keep the whole picture in mind, especially in chapters that are necessary for analyzing consciousness but are not directly concerned with it. As for the later chapters, only two (chapters 10 and 11) have explicit mathematical content. The reader who is not inclined to follow the details may get a reasonable understanding of their meaning by perusing the figures and “humming the tune.” For those who wish to pursue specific issues or references, we have placed notes at the back of the book. The notes are not, however, necessary for comprehending our argument. We hope that by the end of the journey through the text, readers will find themselves with a new view of how matter becomes imagination.




















PART ONE
 The World Knot




When I turn my gaze skyward I see the flattened dome of the sky and the sun’s brilliant disc and a hundred other visible things underneath it. What are the steps which bring this about? A pencil of light from the sun enters the eye and is focussed there on the retina. It gives rise to a change, which in turn travels to the nerve layer at the top of the brain. The whole chain of these events, from the sun to the top of my brain, is physical. Each step is an electrical reaction. But now there succeeds a change wholly unlike any that led up to it, and wholly inexplicable by us. A visual scene presents itself to the mind: I see the dome of the sky and the sun in it, and a hundred other visual things beside. In fact, I perceive a picture of the world around me.1





With this simple example, in 1940, the great neurophysiologist Charles Sherrington illustrated the problem of consciousness and his belief that it was scientifically inexplicable.


A few years earlier, Bertrand Russell used a similar example to express his skepticism about the ability of philosophers to arrive at a solution:




We suppose that a physical process starts from a visible object, travels to the eye, there changes into another physical process, causes yet another physical process in the optic nerve, and finally produces some effects in the brain, simultaneously with which we see the object from which the process started, the seeing being something “mental,” totally different in character from the physical processes, which precede and accompany it. This view is so queer that metaphysicians have invented all sorts of theories designed to substitute something less incredible.2





No matter how accurate the description of the physical processes underlying it, it is hard to conceive how the world of subjective experience—the seeing of blue and the feeling of warmth—springs out of mere physical events. And yet, in an age in which brain imaging, general anesthesia, and neurosurgery are becoming commonplace, we are aware that the world of conscious experience depends all too closely on the delicate workings of the brain. We are aware that consciousness, in all its glory, can be annihilated by a minuscule lesion or a slight chemical imbalance in certain parts of the brain. In fact, our conscious life is annihilated every time the mode of activity in our brain changes and we fall into dreamless sleep. We are also aware that our own private consciousness is, in a profound sense, all there is. The flattened dome of the sky and the hundred other visible things underneath, including the brain itself—in short, the entire world—exist, for each of us, only as part of our consciousness, and they perish with it. This enigma wrapped within a mystery of how subjective experience relates to certain objectively describable events is what Arthur Schopenhauer brilliantly called the “world knot.”3 Despite the appearance of mystery, the best hope of disentangling this knot will come from a scientific approach that combines testable theories and well-designed experiments. This book is dedicated to this end.


















CHAPTER ONE

 Consciousness: Philosophical Paradox or Scientific Object?


The subject of consciousness has not lacked for human attention. In the past, it was  the exclusive domain of philosophers, but recently both psychologists and neuroscientists  have begun to attack the so-called mind-body problem or, in Schopenhauer’s  suggestive phrase, “the world knot.” In this chapter we briefly review classical and  modern approaches to consciousness. We point out various positions taken by philosophers,  psychologists, and neuroscientists, rejecting some of the more flagrant ones,  such as dualism or extreme reductionism. We suggest that consciousness can be considered  a scientific subject and that it is not the sole province of philosophers.





Everyone knows what consciousness is: It is what abandons you every evening when you fall asleep and reappears the next morning when you wake up. This deceptive simplicity reminds us of what William James said of attention at the turn of the century: “Everyone knows what attention is. It is the taking possession by the mind, in clear and vivid form, of one out of what seem several simultaneously possible objects or trains of thought.”1 More than one hundred years later, many think that neither attention nor consciousness is understood in any fundamental sense.


This lack of understanding is certainly not because of lack of attention in philosophical or scientific circles. Ever since René Descartes, few subjects have preoccupied philosophers so consistently as the riddle of consciousness. For Descartes, as for James more than two centuries later, to be conscious was synonymous with “to think”: James’s stream of thought, for example, was nothing but the stream of consciousness. The cogito ergo sum, “I think therefore I am,” which Descartes posed as the foundation of his philosophy in his Meditationes de Prima Philosophia,2 was a direct recognition of the centrality of consciousness with respect to both ontology (what is) and epistemology (what and how we know).


If taken too seriously, “I am conscious, therefore I exist” can lead to solipsism, the view that nothing exists but one’s individual consciousness, evidently not a view that can appeal to two authors who are sharing the writing of a book. More realistically (pun intended), that starting point leads to idealistic positions that emphasize mind over matter—ideas; perception; thought; or, in one word, consciousness. By taking mind as a starting point, however, idealistic philosophies must take pains to explain matter—which is not necessarily a better predicament than starting from mere matter to derive mind.


Descartes argued that there is an absolute distinction between mental and material substance. The defining characteristic of matter, he thought, is to be extended, to occupy space, and thus be susceptible to physical explanation, whereas the defining characteristic of mind is to be conscious or, in a broad sense of the term, to think. In this view, mental substance exists in the form of individual minds. In this way, Descartes inaugurated dualism, a position that is unsatisfactory scientifically but appears intuitively simple and appealing until one attempts to explain the connection between the mind and the body (see figure 1.1). Since the days of Descartes, philosophers have suggested versions of dualism or related alternatives. For example, a related theory is epiphenomenalism, which agrees with other theories in holding that mental events and physical events are different but maintains that the only true causes of mental experiences are physical events, with mind as a causally inefficacious by-product. In the words of Thomas Huxley, “consciousness would appear to be related to the mechanism of [the] body simply as a collateral product of its working, and to be as completely without any power of modifying that working as the steam whistle that accompanies the working of a locomotive engine is without influence upon its machinery.”3


In more recent times, philosophers have taken a materialistic stance, holding that the mind and consciousness are identical to the operations of the brain or, at least, to certain of these operations. Some materialistic positions go so far as to deny any ontological or epistemic validity to conscious- ness; they insist that there is literally nothing else beyond the functioning of brain circuits or, at least, that there is nothing else that needs to be explained. Several philosophers have suggested that once we understand the workings of the brain sufficiently well, the concept of consciousness will evaporate just as the concept of phlogiston (a hypothetical volatile constituent of all combustible substances that was thought to be released as a flame in combustion) evaporated when oxidation was understood. The mind-body problem is thus made to disappear by denying or explaining away the consciousness side of it. Other materialistic positions insist that although consciousness is generated by physical events in the brain, it is not reduced to them but, rather, emerges from them, just as the properties of water emerge from the chemical combination of two hydrogens and one oxygen but are not directly reducible to the properties of hydrogen or oxygen alone. Such positions come in various flavors, but, in general, they grant consciousness some residual status, at least from the point of view of explanation. Nevertheless, they insist that there is no “consciousness” substance separate from a “brain” substance.


The philosophical debate on the mind-body problem is by now extremely sophisticated and, in their variety, some current disputes rival those that flourished among post-Cartesian philosophers. As we had Spinoza’s dual-aspect theory, Malebranche’s occasionalism, Leibniz’s parallelism and his doctrine of preestablished harmony, we now have the identity theory, the central state theory, neutral monism, logical behaviorism, token physicalism and type physicalism, token epiphenomenalism and type epiphenomenalism, anomalous monism, emergent materialism, eliminative materialism, various brands of functionalism, and many others.4
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FIGURE 1.1 A diagram by Descartes illustrating his ideas about how the brain forms mental images of an object. The transaction between mental substance and physical substance was supposed to take place in the pineal gland (H).







Despite the profusion of philosophical positions, it appears unlikely that philosophical arguments alone will lead to a satisfactory solution to the mind-body problem. In the words of Colin McGinn,5 a philosopher who takes an extreme position: “We have been trying for a long time to solve the mind-body problem. It has stubbornly resisted our best efforts. The mystery persists. I think the time has come to admit candidly that we cannot solve the mystery. [We still have no idea of how] the water of the physical brain is turned into the wine of consciousness.”


There is indeed a fundamental limitation on philosophical efforts to discern the origins of consciousness that arises, in part, from the presumption that the sources of conscious thought can be revealed by thinking alone. This presumption is as patently inadequate as efforts in previous times to understand cosmogony, the basis of life, and the fine structure of matter in the absence of scientific observations and experiments. In fact, philosophers have excelled not so much in proposing solutions to the problem but in pointing out just how intractable the problem is. What many philosophers are reiterating amounts to this: No matter what scientists do, the first-person and third-person perspectives of conscious individuals will not be reconciled, the explanatory gap will not be bridged, and the “hard” problem—the generation of sensations, of phenomenal or experiential states out of the buzzing of neurons—will not be solved.6


How have scientists fared in explaining the mystery? If we look at psychology, we find that the “science of the mind” always had trouble in accommodating what should be its central topic—consciousness—within an acceptable theoretical framework. The introspectionist tradition of Titchener and Külpe7 was the psychological counterpart of idealistic or phenomenological positions in philosophy; it attempted to describe consciousness viewed by the individual exclusively from the inside, hence the term introspection. Many introspectionists were psychological atomists; not unlike some present-day neurophysiologists, they postulated that consciousness was made up of elementary parts that could be catalogued (never mind that the American school came up with more than 40,000 sensations and the German school with just 12,000). By contrast, behaviorists notoriously attempted to eliminate consciousness completely from scientific discourse, a position not unlike that of some contemporary philosophers.


Present-day cognitive psychologists have reintroduced consciousness and mind as legitimate concepts. They conceive of consciousness as either a special module or a stage in the flowchart delineating an information-processing hierarchy. In fact, cognitive psychologists often consider consciousness in terms of a limited-capacity bottleneck in our mental functioning, possibly due to an unspecified limitation of our brains. Several such models of the functions associated with consciousness have been formulated, drawing their inspiration from cognitive psychology or artificial intelligence or using metaphors borrowed from computer science, such as that of a central executive system or an operating system. Psychologists have also used the metaphor of consciousness as a unified stage, scene, or theater in which information from multiple sources is integrated for the control of behavior.8 Some of these intuitions may point in the right direction, while others may be as misleading as they are potentially appealing.


What is certain, however, is that such metaphors cannot substitute for a genuine scientific understanding of consciousness. Cognitive models usually have little to offer vis-à-vis the experiential, phenomenal side of conscious experience. Looked at from the perspective of these models, consciousness as a phenomenal experience (and often an emotional one) may as well not exist, as long as some of its presumed functions, such as control, coordination, and planning, can be carried out. Standard cognitive accounts offer no convincing explanation of why multiplication performed by a human is a slow and hesitant conscious process while the same multiplication quickly carried out by a pocket calculator is presumably not conscious at all. Nor do they explain why the complicated processes needed to balance your weight when you walk or to articulate words when you speak should remain unconscious, while the simple application of pressure to your finger produces a conscious experience. Finally, as many critics have pointed out, any information-processing, strictly functionalistic approach to consciousness has little to say about the fact that consciousness requires the activity of specific neural substrates. These substrates are actually the central concern of neuroscientists.


Except for fundamental observations about coma, anesthesia, and the like, neuroscientists used to be exceedingly careful in their approaches to consciousness. Most profess a convenient agnosticism about the subject and justify their caution by our present ignorance. Although many of them would probably subscribe to some kind of system-level explanation—if only they knew which one—for the present, they deem it more fruitful painstakingly to collect new facts and observations and to leave theorizing to the future. Over the past decade or so, however, something has definitely changed in the relationship between studies of consciousness and the neurosciences. Scientists seem less afraid of addressing the subject unabashedly, several books by neuroscientists have appeared, new journals have been launched, and studies have been conducted in which consciousness was actually treated as an experimental parameter.9


Although certain recent “scientific” hypotheses do not cover as wide a spectrum as that offered by philosophers, they are in some ways even more exotic or extreme. For example, some neuroscientists have embraced dualistic positions according to which the conscious mind interfaces with the brain by virtue of “psychons” communicating with “dendrons” in certain areas of the left brain (Descartes suggested that the pineal gland was the site of the interaction because it is situated in the middle of the head).10 Some scientists (who may or may not qualify as neuroscientists) have concluded that conventional physics is not enough of a basis for theorizing about consciousness—one has to invoke esoteric physical concepts, such as quantum gravity, to explain consciousness.11


Others have pursued what appears to be a more profitable strategy—focusing on the search for specific neural correlates of consciousness. Indeed, in this area definite progress has been made. For example, given the limited neurological knowledge of his times, James had to conclude that the neural basis for consciousness was nothing less than the whole brain.12 Today, scientists are able to be more sophisticated and specific. Different authors believe that different brain structures support consciousness, structures with forbidding names, such as the intralaminar thalamic nuclei, reticular nucleus, mesencephalic reticular formation, tangential intracortical network of layers I-II, and thalamocortical loops. Controversies rage over issues that were unthinkable at the time of James’s writing: Does the primary visual cortex contribute to conscious experience or not? Are areas of the brain that project directly to the prefrontal cortex more relevant than those that do not? Does only a particular subset of cortical neurons play a role? If so, are these neurons characterized by a special property or location? Do cortical neurons need to oscillate at 40 Hz or fire in bursts to contribute to conscious experience? Do different areas of the brain or groups of neurons generate different conscious fragments—a kind of microconsciousness?13


These questions are being debated more and more frequently, and new experimental data are fueling the debate. Yet, as this profusion of various questions and hypotheses indicates, something is definitely missing in attempts to identify the neural basis of consciousness with this or that set of neurons. Again, we confront the world knot. By what mysterious transformation would the firing of neurons located in a particular place in the brain or endowed with a particular biochemical property become subjective experience, while the firing of other neurons would not? It is not surprising that some philosophers view such attempts as prime examples of a category error—the error of ascribing to things properties that they cannot have.14


It is also not surprising that such errors are made, given how special consciousness is as a scientific object. In the next chapter we consider how the fundamental problem posed by this specialness may be confronted. We take the position that consciousness is not an object but a process and that, looked at from this point of view, it is indeed a fitting scientific subject.




















CHAPTER TWO

 The Special Problem of Consciousness


Science has always tried to eliminate the subjective from its description of the world. But  what if subjectivity itself is its subject? In this chapter, we first explore the special status  of consciousness and the assumptions necessary to study it from a scientific point of view.  We then examine a fundamental problem posed by the existence of consciousness—one  that needs to be explained by any scientific account. Consider this simple example: Why  is it that when each of us performs certain discriminations, such as between light and  dark, each of us is conscious, but a similar discrimination performed by a simple physical  device is apparently not associated with conscious experience? This paradox suggests that  attempts to understand consciousness that rely on the intrinsic properties of certain neurons  or certain areas of the brain are doomed to failure. Next, we discuss the kinds of  new approaches required if the bases of consciousness are to be understood. Finally, we  delineate our strategy—to identify and characterize not just the neurons but the neural  processes that can account for key properties of conscious experience.





We have looked at some of the obvious difficulties and uncertainties faced by both philosophers and scientists when dealing with consciousness. It is important to recognize the origin of these difficulties. Consciousness poses a special problem that is not encountered in other domains of science. In physics and chemistry, we are used to explaining certain entities in terms of other entities and laws. We can describe water with ordinary language, but we can also describe water, at least in principle, in terms of atoms and the laws of quantum mechanics. What we are really doing is connecting two levels of description of the same external entity—a commonplace one and a scientific one that is enormously powerful and predictive. Both levels of description—liquid water, or a particular arrangement of atoms behaving according to the laws of quantum mechanics—refer to an entity that is out there and that is assumed to exist independently of a conscious observer.


When we come to consciousness, however, we encounter an asymmetry. What we are trying to do is not just to understand how the behavior or cognitive operations of another human being can be explained in terms of the working of his or her brain, however daunting that task may be. We are not just trying to connect a description of something out there with a more sophisticated scientific description. Instead, we are trying to connect a description of something out there—the brain—with something in here—an experience, our own individual experience, that is occurring to us as conscious observers. We are trying to get inside—to know, as the philosopher Thomas Nagel felicitously phrased it—what it is like to be a bat.1 We know what it is like to be us, but we would like to explain why we are conscious at all, why there is “something” it is like to be us—to explain how subjective, experiential qualities are generated. In short, we wish to explain the “I think therefore I am” that Descartes posited as the first, indisputable evidence upon which any philosophy should be built.


No amount of description will ever be able to account fully for a subjective experience, no matter how accurate that description may be. Many philosophers have used the example of color to make their point. No scientific description of the neural mechanisms of color discrimination, even if it is perfectly satisfactory, will make you understand what it feels like to perceive a particular color. No amount of description or theorizing, scientific or otherwise, will allow a color-blind person to experience color. In a famous philosophical thought experiment, Mary, a color-blind neuroscientist of the future, knows everything about the visual system and the brain, including the physiology of color discrimination. Yet, when she finally regains color vision, all her knowledge in no way substitutes for her genuine experience of color, for the way it feels like to see a color. John Locke clearly anticipated this problem long ago:2




A studious blind man, who had mightily beat his head about visible objects, and made use of the explication of his books and friends, to understand those names of light and colours which often came in his way, bragged one day, that he now understood what scarlet signified. Upon which his friend demanding, what scarlet was? the blind man answered, It was like the sound of a trumpet.





Locke also anticipated the so-called inverted spectrum argument, the idea that behavior may be identical, but subjective experience may be different, by wondering whether “the same object should produce in several men’s minds different ideas at the same time; for example, the idea, that a violet produces in one man’s mind by his eyes, were the same that a marigold produced in another man’s, and vice versa.”3


Philosophers have also imagined another conundrum, namely, the possibility of “zombies,” creatures who look, act, and speak exactly like us, except for the fact that they are not conscious—that is, there is nothing it is like to be them. In fact, if one is a philosopher, one can easily imagine that everybody is a zombie (there would really be no way to find out) and that everybody’s behavior could be described in terms of neurophysiology. But what about ourselves? We emphatically are conscious; we are not zombies. Yet no amount of description can account for the occurrence of first-person, phenomenal experience.






THE CONSCIOUS OBSERVER AND SOME METHODOLOGICAL ASSUMPTIONS


Is a satisfactory scientific account of consciousness thus forever out of reach? Is there no way to untie the world knot? Or is there a way to break through both theoretically and experimentally to resolve the paradoxes of conscious awareness? The answer, we believe, lies in recognizing what scientific explanations in general can and cannot do. Scientific explanations can provide the conditions that are necessary and sufficient for a phenomenon to take place, can explain the phenomenon’s properties, and can even explain why the phenomenon takes place only under those conditions. But no scientific description or explanation can substitute for the real thing. We all accept this fact when we consider, say, the scientific description of a hurricane: what kind of physical process it is, why it has the properties it has, and under what conditions it may form. But nobody expects that a scientific description of a hurricane will be or cause a hurricane.


Why, then, should we not apply exactly the same standards to consciousness? We should provide an adequate description of what kind of physical process it is, why it has the properties it has, and under what conditions it may occur. As we shall see, there is nothing about consciousness that precludes an adequate scientific description of the particular kind of neural process it corresponds to. What, then, is special about consciousness? What is special about consciousness is its relationship to the scientific observer. Unlike any other object of scientific description, the neural process we are attempting to characterize when we study the neural basis of consciousness actually refers to ourselves—it is ourselves—conscious observers (see figure 2.1). We cannot therefore tacitly remove ourselves as conscious observers as we do when we investigate other scientific domains.
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FIGURE 2.1 A skeleton observing a skull, from De Fabrica Humani Corporis (1543), one of the exquisite engravings from the work by Andreas Vesalius. The pose and the object tempt the title “The Thinker and the Thought.”







Unlike any other entity, which we can describe in two different ways, commonsensically or scientifically as an outside object, with consciousness we are what we describe scientifically. This statement recognizes the special epistemic status of consciousness. If we accept it and devise new methods of description, we can avoid many paradoxes and, unencumbered by philosophical roadblocks, can still attempt to provide a satisfactory scientific account of consciousness as we do for any other scientific object: what kind of physical process it is, why it has the properties it has, and under what conditions it may occur. As we shall see, to do so, we have to develop a new view of how the observer may usefully investigate consciousness.


Before addressing this task, we adopt three related working assumptions as a methodological platform for the rest of this book: the physics assumption, the evolutionary assumption, and the qualia assumption.


The physics assumption states that only conventional physical processes are required for a satisfactory explanation of consciousness—no dualism is allowed. In particular, we assume that consciousness is a special kind of physical process that arises in the structure and dynamics of certain brains. The question is, of course, just what kind of physical process? In chapter 3 we note that conscious experience as a physical process can be characterized by certain general or fundamental properties. Two such properties are that conscious experience is integrated (conscious states cannot be subdivided into independent components) and, at the same time, is highly differentiated (one can experience billions of different conscious states). The scientific task, then, is to describe what particular kind of physical process can simultaneously account for these properties.


The evolutionary assumption states that consciousness evolved during natural selection in the animal kingdom. This assumption implies that consciousness is associated with biological structures, that it depends on dynamic processes generated by a certain morphology. Insofar as that morphology is the product of evolutionary selection, consciousness is not only such a product but it influences behaviors that are subject both to natural selection and to selective events within an individual animal’s lifetime. Consciousness is efficacious. The evolutionary assumption also implies that because consciousness is a relatively recent development, not all animal species share it. This assumption about the evolutionary origin of consciousness helps us avoid fruitless efforts, such as attempting to characterize consciousness as a by-product of computation or applying exotic scientific notions like quantum gravity while ignoring neurology.


Finally, in accord with our view of the conscious observer, the qualia assumption states that the subjective, qualitative aspects of consciousness, being private, cannot be communicated directly through a scientific theory that, by its nature, is public and intersubjective. Accepting this assumption does not mean that the necessary and sufficient conditions for consciousness cannot be described, only that describing them is not the same as generating and experiencing them. As we shall see, qualia can be considered forms of multidimensional discrimination that are carried out by a complex brain. We can analyze them and give a prescription for how they emerge, but obviously we cannot give rise to them without first giving rise to appropriate brain structures and their dynamics within the body of an individual organism. This assumption helps us avoid the notion that a successful scientific theory of consciousness can act as a surrogate for conscious experience itself or allow one to grasp the experience of any quale simply on the basis of scientific descriptions and hypotheses, however pertinent they may be.


Exploring the philosophical implications of these assumptions in any depth would lead us into territories of ontology and epistemology that would distract us from our main task—a scientific explanation of consciousness and its properties. We therefore forgo the discussion of several interesting corollaries, which we consider only at the end of the book. Here, we simply mention useful points that will help us keep in mind the proper order of things. These points follow from our three methodological assumptions and, as we shall see, are important in understanding the special problems that must be addressed by a scientific analysis of consciousness. To avoid becoming mired too deeply in philosophical arguments, we should ponder the following:




Being and Describing. Being comes first, describing second. If consciousness is a physical process, albeit a special one, only embodied beings can experience consciousness as individuals, and formal descriptions cannot supplant or provide such experience. No description can take the place of the individual subjective experience of conscious qualia. The physicist Schrödinger once put it this way: No scientific theory itself contains sensations and perceptions. As the evolutionary assumption reminds us, not only is it impossible to generate being by mere describing, but, in the proper order of things, being precedes describing both ontologically and chronologically.




Doing and Understanding. A biological observation that is also connected to the evolutionary assumption is that during learning and in many matters of human comprehension, doing generally precedes understanding.4 This is one of the great insights derived from studies of animal learning (animals can solve problems that they certainly do not understand logically); from psychophysiological studies of normal human subjects and those with certain kinds of frontal lesions (we choose the right strategy before we understand why);5 from studies of artificial grammar (we use a rule before we understand what it is); and, finally, in innumerable studies of cognitive development (we learn how to speak before we know anything about syntax). Although this order can occasionally be inverted in linguistic animals such as ourselves, doing almost always comes first. This insight is important for the case we are making, since it helps avoid the difficulties encountered by formulations based on physics and artificial intelligence that do not take embodiment and action into account but instead assume that our perception and behavior are the result of a coded program.




Selectionism and Logic. The physics and evolutionary assumptions make explicit claims about what comes first and what follows. In other words, they force us to consider what is historically, pragmatically, and ontologically prior and what is derivative. Logic is, for example, a human activity of great power and subtlety. If the evolutionary assumption is correct, however, we can conclude that the workings of logic are not necessary for consciousness. Logic is not necessary for the emergence of animal bodies and brains, as it obviously is to the construction and operation of a computer. The emergence of higher brain functions depended instead on natural selection and other evolutionary mechanisms. Moreover, as we shall see, selectional principles akin to those of evolution apply to the actual workings of individual human brains well before they operate according to logic. This view has been called selectionism.6 To encapsulate our position: Selectionism precedes logic. Later, we suggest that selectionist principles and logical principles each underlie powerful modes of thought. Now, however, it is essential to grasp that selectionist principles apply to brains and that logical ones are learned later by individuals with brains. Only with such notions in mind can one avoid the paradoxes that result from attempts to explain consciousness solely in terms of computation.






WHAT NEEDS TO BE EXPLAINED


The neuroscientist Charles Sherrington and the philosopher Bertrand Russell, in vividly illustrating the problem of consciousness, resorted to the same example: A pencil of light enters the eye, gives rise to a series of electrical and chemical steps, and finally produces effects at the top of the brain. But now, as Sherrington noted, “there succeeds a change . . . wholly inexplicable and unexpected”: Each of us consciously sees the light. This seeing is something subjective, totally different from the objective physical processes that precede and accompany it. This, in a nutshell, is the special problem of consciousness—the world knot.


Sometimes the best way to solve a problem is simply to ask the right question. And sometimes the best way to ask the right question is to come up with an example that makes most explicit what the problem is about. Let us follow Sherrington’s and Russell’s leads and consider a simple physical device, such as a photodiode, that can differentiate between light and dark and provide an audible output.7 Let us then consider a conscious human being performing the same task and then giving a verbal report. The problem of consciousness can now be posed in elementary terms: Why should the simple differentiation between light and dark performed by the human being be associated with and, indeed, require conscious experience, while that performed by the photodiode presumably does not? Or consider a thermistor that can differentiate between hot and cold. Why should the thermistor remain a simple, dull physical device, incapable of generating any subjective or phenomenal quality, while when we perform the same function we become conscious of cold, of hot, and possibly even of pain?


When considered in neural terms, this problem takes on an even more intriguing and paradoxical quality. Why should the activity of certain nerve cells, or neurons, in the brain correlate with the succession of private phenomenal states that we call conscious experience, while that of other neurons is deprived of such a remarkable property? For example, why is it that the activity of neurons in the retina that differentiate between light and dark is not directly associated with conscious experience, while that of certain neurons higher up in the visual system apparently is? Or why is it that we are conscious of whether we are hot or cold, but we are not directly conscious of whether our blood pressure is high or low? After all, there are intricate neural circuits that deal with the regulation of blood pressure just as there are neural circuits that deal with the regulation of body temperature. More generally, why would a mere location in the brain or the possession of a particular anatomical or biochemical feature make the activity of certain neurons so privileged that it suddenly imbues the possessor of that brain with the flavor of subjective experience, with those elusive properties that philosophers call qualia? This is the central problem of conscious experience.


Our strategy in attacking this problem is unusual. We do not attempt to explain everything—the many forms of perception, imagery, thought, emotion, mood, attention, will, and self-consciousness—and are not lured by the extraordinary variety of conscious phenomena. Instead, we concentrate on certain fundamental properties of consciousness, general properties that are shared by every conscious state. As we discuss in the next chapter, such properties include unity—the fact that each conscious state is experienced as a whole that cannot be subdivided into independent components—and informativeness—the fact that within a fraction of a second, each conscious state is selected from a repertoire of billions and billions of possible conscious states, each with different behavioral consequences. Rather than resort to vague metaphors, we consider what these properties mean in a fundamental theoretical sense and develop appropriate models, concepts, and measures to analyze them. This strategy expands on William James’s prescient notion of consciousness as a process—one that is private, selective, and continuous yet continually changing.
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FIGURE 2.2 William James, the great psychologist and philosopher, who gave the most wide-ranging account of the properties of conscious thought in his masterwork, The Principles of Psychology.







In the following chapters, we examine what kind of neural processes actually explain the fundamental properties of consciousness, rather than merely correlate with them. Many neuroscientists have emphasized particular neural structures whose activity correlates with conscious experience. It is not surprising that different neuroscientists end up favoring different structures. As we shall see in a number of cases, it is likely that the workings of each structure may contribute to consciousness, but it is a mistake to expect that pinpointing particular locations in the brain or understanding intrinsic properties of particular neurons will, in itself, explain why their activity does or does not contribute to conscious experience. Such an expectation is a prime example of a category error, in the specific sense of ascribing to things properties they cannot have.8 We believe instead that what is crucial is to concentrate on the processes, not just the brain areas, that support consciousness and, more specifically, to focus on those neural processes that can actually account for the most fundamental properties of consciousness.




















CHAPTER THREE

 Everyman’s Private Theater: Ongoing Unity, Endless Variety


Our strategy for explaining the neural basis of consciousness is to focus on the  properties of conscious experience that are the most general, that is, that are  shared by every conscious state. One of the most important of these properties is  integration or unity. Integration refers to the fact that a conscious state cannot be  subdivided at any one time into independent components by its experiencer. This  property is related to our inability consciously to do more than two things at once,  such as adding up a check while carrying on a heated argument. Another key, and  apparently contrastive, property of conscious experience is its extraordinary differentiation  or informativeness: At any moment, one out of billions of possible conscious  states can be selected in a fraction of a second. We thus have the apparent  paradox that unity embeds complexity—the brain must deal with plethora without  losing its unity or coherence. Our task is to show how it does so.





The range and variety of conscious phenomenology stretch as widely as one’s experience and as far as one’s imagination can go; it is everyman’s private theater. Books have been written about categorizing the realm of the conscious, and entire philosophical systems have been erected on the basis of attempts to decipher its structure. Consider some obvious characteristics of everyday conscious experience. Conscious states manifest themselves as sensory percepts; images; thoughts; inner speech; emotional feelings; and feelings of will, self, familiarity, and so on. These states can occur in any conceivable subdivision and combination. Sensory percepts—the paradigmatic constituents of conscious experience—come in many different modalities: sight, hearing, touch, smell, taste, proprioception (the feeling of our own body), kinesthesia (the sense of bodily positions), pleasure, and pain. Furthermore, each modality comprises many different submodalities. Visual experience, for example, includes color, form, movement, depth, and so on (see figure 3.1).


Though less vivid and less rich in detail than sensory percepts, thought, inner speech, and conscious imagery are all powerful reminders that a conscious scene can be constructed even in the absence of external inputs. Dreams are the most striking demonstration of this fact. Despite certain peculiarities, such as the dreamer’s gullibility, singlemindedness, and loss of self-reflectiveness, dreaming and waking consciousness are remarkably alike: Visual objects and scenes are usually recognizable, language is intelligible, and even the stories that unfold in dreams are highly coherent and can be mistaken at times as true.1
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FIGURE 3.1 Rousseau’s painting Virgin Forest with Setting Sun (1910, Kunstmuseum, Basel), an apt emblem for the kinds of order and complexity within a working brain, provided that one removes the man and the jaguar.







Consciousness can be passive as well as active and effortful. When we let sensory input freely take possession of our conscious states, paying no attention to this or that in particular, consciousness is as receptive and broad as it is natural and effortless, as for example, when we stroll down the street and enjoy the sights of the town. On the other hand, when we specifically search for some item in the constant flow of sensory input to which we are exposed, perception becomes an action-oriented activity. The English language has incorporated the distinction between passive and active perception: seeing and watching, hearing and listening, feeling and touching. We are aware of when the more active side of consciousness is called for, since it usually requires an effort on our part. When we direct or focus attention or search for something in our consciousness; when we struggle to retrieve a memory; when we keep a number or an idea in working memory, perform a mental calculation or imagine a scene, or are deeply immersed in thought; when we plan, plot, or try to anticipate the consequences of our plans and plots; when we initiate an action or choose deliberately among multiple alternatives; when we impose our will; or when we struggle with a problem, consciousness is as active as it is effortful.


In most states of consciousness, there is an awareness of being situated or located in time and space and an awareness of our bodies, types of awareness that are clearly based on many different sources of information. There is also often a conscious fringe, which has to do with feelings of familiarity, of being right or wrong, of being satisfied or not. There can be, as well, all those refined discriminations that are the essence of culture and art.


Finally, conscious experience varies in its intensity; the global level of alertness can range from relaxed slumbering to the hypervigilant state of the fighter pilot in action, and sensory perception can be more or less vivid. There is the well-known ability, called attention, to select or differentially amplify certain conscious experiences to the exclusion of others. Furthermore, consciousness is inextricably linked to certain aspects of memory, as we emphasize in later chapters. Indeed, immediate memory, which lasts for fractions of a second, is often equated with consciousness itself. Working memory, the ability to “keep in mind” and manipulate conscious contents, such as phone numbers, sentences, and positions in space, for a few seconds is clearly closely related to consciousness.


This subdivision and analysis of different aspects of conscious experience could be extended ad libitum. One can spend a lifetime analyzing and refining one or another facet of one’s conscious experience, from the appreciation of art to the discrimination of wines, from the exercise of will and concentration of thought to the attainment of blessed states of pure, unencumbered perception.


As interesting as the rich phenomenology of consciousness may be, we will not discuss its multitudinous aspects further. We simply acknowledge that the possible modalities and contents of conscious experience, although not arbitrary, are exceedingly numerous. Instead of analyzing the ever-changing situations played out in everyman’s private theater, we concentrate on a few principles that, like the three unities of classical drama—time, place, and action—they all share. In this chapter, we therefore focus on those fundamental aspects of conscious experience that are common to all its phenomenological manifestations: privateness, unity, and informativeness.






THE IRREPRESSIBLE WHOLENESS OF BEING: PRIVATENESS, UNITY, AND COHERENCY OF CONSCIOUS EXPERIENCE


In the foreword to his classic, The Integrative Action of the Nervous System, Charles Sherrington expressed the personal and unitary character of consciousness with his usual eloquence: “Each waking day is a stage dominated for good or ill, in comedy, farce, or tragedy, by a dramatis persona, the ‘self’. And so it will be until the curtain drops. . . . Although multiple aspects characterize [the conscious self], this self is a unity.” William James also recognized that the unitary, private nature of consciousness is its foremost property. Notwithstanding the teachings of some Eastern religions, he concluded that each conscious event is a process that has a single “point of view” and has definite boundaries and cannot be shared:




In this room—this lecture room, say—there are a multitude of thoughts, yours and mine, some of which cohere mutually, and some not. They are as little each-for-itself and reciprocally independent as they are all belonging together. They are neither: no one of them is separate, but each belongs with certain others and with none beside. My thought belongs with my other thoughts, and your thought with your other thoughts. . . . The only states of consciousness that we naturally deal with are found in personal consciousness, minds, selves, concrete particular I’s and you’s. . . . The universal conscious fact is not “feelings and thoughts exist,” but “I think” and “I feel.”2





In emphasizing the private character of conscious experience, both Sherrington and James referred to an individual self, endowed with autobiographical or episodic memories and with a notion of the past and the future. Inevitably, in an adult human being, the private becomes the personal, and the merely subjective becomes an actual subject. It is nearly impossible for us as humans to revert to or even contemplate a state of consciousness that is completely free of the self. In other words, we are agents, aware of being aware, and aware that we are making decisions that are based on our histories and plans.


As Sherrington recognized, the private nature of conscious events is closely coupled with their unity or their integration. Saying that a conscious state is unified and integrated simply means that the whole experienced conscious state is always more than the sum of its parts. Being in a particular conscious state, whether experiencing a pure sensation of warmth, a lively and multicolored view of a crowd in motion, the deepest intellectual ruminations, or the most improbable dreams, always constitutes information integrated into a unified coherent whole that is more than the sum of its parts.


Another way to say this is that a particular conscious state consists of a tightly interwoven set of relationships that cannot be fully broken down into independent components. Suppose you are presented for a fraction of a second with a visual stimulus comprising two adjacent digits, 1 and 7, as can be done with a tachistoscope. The conscious state that is triggered by this stimulus is not simply the sum of the state of seeing 1 and that of seeing 7; it is a unified picture, in this case of the number 17, which while it is happening cannot be decomposed into independent components.


An experiment on subjects with split brains offers a striking demonstration of this fact.3 In this experiment, a sequence of spatial positions was displayed on the right side of a screen and presented to the left hemisphere, while an independent sequence of positions was displayed on the left side of the screen and presented to the right hemisphere. In these subjects, each hemisphere perceived a separate, simple visual problem, and the subjects were able to solve the double task well (the same thing would happen, of course, if the two different sequences were shown separately to two different individuals with normal brains). On the other hand, people with normal brains could not treat the two independent visual sequences as merely the sum of two independent, parallel tasks. They combined the visual information into a single conscious scene and thus into a single, large problem that they found difficult to solve. Although the purpose of this experiment was to demonstrate some peculiar consequences of the disconnection of the cerebral hemispheres, its results are equally interesting when viewed the other way around: They show that the connection of the cerebral hemispheres by a huge bundle of neural fibers—the corpus callosum—turns two simple, independent perceptual systems into a single, serial, unified perceptual system.


The unity of conscious experience is closely associated with the coherence of perceptual events. There are many demonstrations in psychology of so-called ambiguous figures—the Necker cube, the Rubin vase, the young lady–mother-in-law—that can be perceived only one way or the other (see figure 3.2). In these cases, we cannot be aware of two mutually incoherent scenes or objects at the same time because our conscious states are not only unified, but are internally coherent in the sense that the occurrence of a certain perceptual state precludes the simultaneous occurrence of another one.


This requirement that conscious states be coherent is also seen with ambiguous words. We know that the word mean can mean both average and lowly, yet at any given time we are conscious of only one of its meanings, depending on the context.
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FIGURE 3.2 Tête à tête: an ambiguous figure.





The need to make a coherent, conscious scene out of seemingly disparate elements is seen at all levels and in all modalities of consciousness. A well-known case is binocular fusion. The images that the two eyes perceive are disparate, in the sense that they are slightly displaced horizontally one from the other. But the visual scene we perceive is a coherent synthesis of the two images, with the disparity cues added to provide a perception of depth. If the images presented to the two eyes are made artificially incongruous, for example, by showing one object to the right eye and a completely different object to the left eye, binocular fusion becomes impossible and it is replaced by binocular rivalry. Instead of perceiving an incongruent superposition of the two objects, a person alternately sees either one or the other of the two objects. Thus, perception chooses between fusion and suppression in the interest of coherence. Later, we discuss the usefulness of binocular rivalry in analyzing the neural correlates of conscious experience.


The unity and coherence of consciousness are strictly tied to consciousness’s so-called capacity limitation—the fact that we cannot keep in mind more than a few things at a time. Try to juggle in your mind more than seven digits at a time or to keep more than four objects in the mind’s eye at a given time. Or try to follow two movies simultaneously, and your perceptual and cognitive limitations will become obvious. In fact, the seeming richness of detail of many conscious scenes is more apparent than real. We believe that we can see at once all features of a landscape containing innumerable trees, houses, and people with different shapes, colors, movement, and depth or that we can perceive an extraordinary richness of detail in a single orchestral passage. However, if a visual scene is presented for a short period to avoid eye movements and if the elements of the scene are new and not predictably connected, psychologists have shown that out of this apparent richness we can accurately report just four to seven independent features or “chunks.” For example, if we are shown twelve digits arranged in four rows of three for fewer than 150 milliseconds, we believe we see all the digits, and our retina certainly responds to them, but we can consciously report only four at a time (which four does not matter). As we shall see, this is a limit not on the information content of conscious states, but merely on how many nearly independent entities can be discriminated within a single conscious state without interfering with the integration and coherence of that state.4


When it comes to behavior, the limits imposed by conscious integration are even more severe. Consider how difficult it is to do two things at once. Try to add up a bill while arguing or rehearse a telephone number while giving directions or studying a map. Only if at least one of the two tasks is fairly automatic is the interference between the two tasks limited. Even more dramatically, we cannot make more than one decision—no matter how simple—within a few hundred milliseconds.5 And, in fact, the duration of this interval—the so-called psychological refractory period—is comparable to the estimated duration of individual conscious states. Furthermore, regardless of how much we practice, we cannot learn, say, to discriminate simultaneously between two tones and two shapes; one discrimination must be completed, which takes at least 100-150 milliseconds, before the other one starts. This psychological refractory period cannot be eliminated. Evidently, almost everything can be automated but conscious choice itself. In other words, the limited capacity and serial succession of conscious states constitute the price that is paid for their integration—for the fact that they are not reducible to a simple sum of independent components.


Finally, we note that each conscious state is not only unified but more or less stable. Although conscious contents change continually (James called these changes “perches and flights”), to its possessor conscious experience remains continuous and even, some would say, seamless. Conscious states are stable and coherent enough to assure that we can recognize the world around us in terms of meaningful scenes, allowing us to make choices as well as plans.






Integration under Strain: Lessons from Neuropsychology


Some of the most striking indications of the inescapable unity of conscious experience come from the examination of certain pathological phenomena. Many neuropsychological disorders demonstrate that consciousness can bend or shrink and, at times, even split, but it does not tolerate breaks of coherence. For example, although a stroke in the right hemisphere leaves many people with their left sides paralyzed and affected with complete sensory loss, a number of them deny their paralysis, a phenomenon called anosognosia. If confronted with the evidence that their left arms and legs do not move, some of these people may even deny that these limbs belong to them, and they may treat them like extraneous objects. Some people with massive bilateral occipital damage cannot see anything, yet they do not recognize that they are blind (Anton’s syndrome). People with split-brains provide another demonstration that consciousness abhors holes or discontinuities. After the surgery, the visual field of each hemisphere is split in two at the middle. However, people with split brains typically do not report any halving of their vision or any sharp boundary between vision and blindness on the midline. In fact, if the left hemisphere is shown only the right half of a face, the person reports seeing an entire face.6


People with hemineglect, a complex neuropsychological syndrome often seen when there are lesions of the right parietal lobe, are aware of only the left side of things, sometimes even of the entire left half of the world (see figure 3.3). For example, one man with this syndrome would only dress his right side; shave the right side of his face; read the right side of words, such as cream for ice cream and ball for football; ignore any visual or tactile stimuli presented to the left side; and draw only the right side of things.7 With all this, he would deny that anything was wrong with him. Twenty-four hours before, his consciousness had suffered a terrible blow in the form of a stroke that had created a gaping hole in his right parietal brain and thereby in his ability to perceive the left side of things. Yet, his consciousness rapidly closed around this hole and sealed it off. What happened to this man’s consciousness resembles, in a more abstract domain, what happens functionally to people who undergo a certain form of heart surgery: After a large wedge of heart is resected away and the margins are sutured together, the heart immediately goes on pumping in this reduced form.
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FIGURE 3.3 A drawing (a) was copied by a patient with a parietal defect leading to left hemineglect. The copy is shown in (b).





These and many other cases are often so counterintuitive that it is hard to imagine what it is like to be any of these patients. One is left with the impression that after a massive stroke or surgical resection, a conscious human being is rapidly “resynthesized” or reunified within the limits of a new, solipsistic universe that, to outside appearances, is warped and restricted. The network of relations that make up a conscious event is not left broken and discontinuous; rather, the loose ends tend rapidly to cohere again and bridge the rupture. The drive to integration is so strong that often no empty space is perceived where there is, in fact, a frightening gap. Apparently, the feeling of an absence is far less tolerable than the absence of a feeling. The detailed neural mechanisms underlying these syndromes are so far not well understood and are probably quite heterogeneous. Nevertheless, in most of these syndromes, the fact that consciousness may well shrink but always remain integrated and coherent suggests that the underlying perturbed neural processes behave in a similar way.8






THE INCOMPARABLE RICHNESS OF BEING: THE COMPLEXITY AND INFORMATIVENESS OF CONSCIOUS EXPERIENCE


If a fundamental property of conscious experience is that it is inherently private, unified, and coherent—in other words, integrated—an equally fundamental property is what we have called its extraordinary degree of differentiation or informativeness. What makes a conscious state informative is not how many “chunks” of information it appears to contain, but rather that its occurrence discriminates among billions of different states of affairs, each of which might lead to different behavioral outputs.9 Think of the number of different people one has seen during a lifetime, the number of different paintings, or the number of different frames from different movies (see figure 3.4). The range of possible conscious states is such that there is no fear that experiences of life, art, poetry, and music will ever be exhausted. Yet, despite the enormous number of different conscious states that we can experience or imagine, we can easily discriminate among them, even if we cannot easily describe in words how they differ.


It is important to realize what this conclusion means. The ability to differentiate among a large repertoire of possibilities constitutes information, in the precise sense of “reduction of uncertainty.”10 Furthermore, conscious discrimination represents information that makes a difference, in the sense that the occurrence of a given conscious state can lead to consequences that are different, in terms of both thought and action, from those that might ensue from other conscious states.11 Imagine paraphrasing a series of classic experiments,12 in which different digits are flashed for, say, 100 milliseconds in front of a conscious person.13 For instance, one could flash the number 1, then flash the number 1,367, then the number 7,988, the number 3, and so on until all numbers between 1 and 9,999 have been presented in a random sequence. Each time, the person would experience a different, integrated conscious state, each of which could be easily discriminated. Furthermore, this discrimination could lead to demonstrable behavioral differences, such as speaking out a different number for each state.
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FIGURE 3.4 EISENSTEIN REDIVIVUS. Shot sequence from the Odessa steps massacre in Potemkin hinting at the potentially endless number of conscious images one can experience.





Of course, instead of using numbers, we could repeat the experiment with words, and we would find that thousands and thousands of visually presented words could also be easily discriminated. Or we could use visual scenes. As shown in laboratory studies, our ability to discriminate and recognize photographs of scenes is exceptionally good, and we can rapidly differentiate among thousands of complex scenes within hundreds of milliseconds.14 We could also present numbers and words through the ear, rather than through the eye. Furthermore, a little reflection suggests that this variety of discriminable situations would be only a small part of the tip of the iceberg. Consider again the occurrence of the conscious state corresponding to seeing the number 1. Its experienced occurrence contains far more information than is needed just to discriminate between the number 1 and 9,999 other numbers. For example, it conveys information about the fact that the person is in an experimental setting, that everything else is fine and quiet, that the person is supposed to sit through this boring task in the interest of science, and that there are no more pressing needs or issues. This additional information is typically not verbalized because it is part of a context that is constant and agreed upon, but it could certainly be verbalized, if necessary, and it is easy to reveal its presence. Consider what would happen if, while seeing the number 1, the person heard a fire alarm go off or felt hungry, bored, or anxious. Or if he were to see the same number 1 in a different setting, such as when waiting for his number in a line, when waiting for his placement in a sports event, or when choosing a television channel. Thus, the conscious state of seeing the number 1 in an experimental setting actually discriminates among a number of states that is as large as one cares to imagine, each of which can lead to different thoughts or actions.
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