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To Jon Rouse and the small army of global
crime fighters who go into battle each day
for our children. Their goal is to save those
little ones being preyed upon by online sex
predators. As parents, we need to understand
their fight, and help them.









Author’s note


The names of victims, except those already strongly in public use, have been altered in this text. So have the names (including online pseudonyms) of many of the abusers, who continue to glory in their notoriety. Some of the precise circumstances and operational names have also been altered in consultation with investigators, all with the intention of not giving away policing techniques or compromising future legal action. This has been done with the aim of creating a truthful and informative account of how investigators are hunting down evil and saving our children.









Part 1


Online and unsafe
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The danger at home


‘Bridget. Bridget. Dinner is ready.’


Bridget’s mother raises her voice above the din around the family dinner table. Her fifteen-year-old is locked in her bedroom, ignoring the plea to join the rest of the family. But what Bridget’s mother doesn’t know is that, on the other side of that bedroom door, her smart, kind and sassy daughter is naked, tears trickling down her cheeks as she performs sex acts on herself, in full view of her laptop camera. Her tormentor is online. He is issuing directions. ‘Do this.’ ‘Do that.’ ‘You don’t want your parents to know about this, or the whole world, do you?’ She knows this because he told her last night, and the night before, that if she doesn’t acquiesce, use her school ruler in this way and her hand in that way, what she’s now doing will be plastered all over the web.


This is the latest manifestation of a crime as old as crime itself: the exploitation of the vulnerable for money or sexual gratification. In the 2020s, more and more crime is happening in cyberspace, and the vulnerable are the internet’s most prolific and most naive users, young people who find themselves caught in an evil web of networked manipulators. It’s a world well known to Detective Inspector Jon Rouse APM, who for three decades has been a central figure in combating child sexual exploitation in all its forms, only to find that the victims are now innocently engaging predators who are enticing them to create pictures and videos that haunt them into submission.


Jon Rouse is also the central figure in this book. It was written with his cooperation, and the support of a global network of crime fighters, to highlight the dangers lurking on every computer screen and smartphone, and in every computer game, as well as the work done by those who never sleep to save victims like Bridget, who is late for dinner while living in a world of pain that is stealing her teen years and her innocence, and shattering those around her.


This crime of sextortion, a combination of the words ‘sex’ and ‘extortion’, where a victim is blackmailed to pay their attacker in one of two ways – with more-detailed sexual content or with money – has reached epidemic proportions, fuelled by both serious sex offenders and organised scammers targeting the most vulnerable. Up to 70 per cent of all new online sexual content police investigators are seeing is victim-produced, and much of it follows the same script. A child produces content for an adult who has tricked them into thinking they are a celebrity or influencer or someone just like them. The adult abuser then ‘sextorts’ or bribes the child for more lewd content, or money delivered as gift cards, cryptocurrency, vouchers or online gaming credits.


In Australia, according to eSafety Commissioner Julie Inman Grant, 75 per cent of those cases where the abuser is after more sexual content will involve tween and teen female victims. In those cases where offenders are chasing money – financial sextortion – teen boys are overwhelmingly being targeted. While most male victims are between fifteen and twenty-four years old, some are as young as ten. In at least one case, a teen has handed over $10 000 to his tormentors. Across both forms of sextortion, the victims are often vulnerable boys and girls, looking for connection. Many are bright sparks, lured into sending an initial picture – of their breasts or penis, for example – at the request of an attractive new online friend who they accepted as a connection. And then, SNAP! Often in just a few minutes, they are held hostage by their online captor, who admits to having made up a persona and who then starts to bark orders – or the images they have captured will be sent to the young person’s parents, friends or classmates, or the world, to see.


Teen victims feel trapped, unable to tell their parents about their initial bad decisions to trust a person masquerading as someone else and to provide that first image. They find themselves doing more and more on the orders of their tormentor. They make more videos, or they get the money demanded – and their persecutors then demand even more because they know their victim can get it. The victims are everywhere: in small, remote outposts and big cities in Australia, and all over the rest of the world. In many cases, when investigators find the online content, they cannot find the victim; they are not sure where he or she might live. Australia receives many of its tips about online sex abuse from the Virginia-based National Center for Missing & Exploited Children (NCMEC). That’s because US laws oblige tech providers to report suspicious online child abuse activities, including sextortion, to the centre. NCMEC says that in 2022 it received thirty-two million suspicious reports and passed them on to 150 countries. More than 180 000 were in some way related to Australia, with 32 000 finding their way to Australian authorities – a mix of information and actionable reports.


Michelle DeLaune is NCMEC’s president and CEO. She provides this real-life example to highlight the speed with which teens, especially boys, are being trapped. Let’s call this teen boy Tom.




8.07 p.m. – offender makes initial contact with Tom, who is a teenager.


10.07 p.m. – Tom shares sexually explicit imagery.


10.23 p.m. – offender sends blackmail message, threatening he will release imagery unless Tom pays money.


Two hours later, Tom ‘expresses suicidal ideation and stops messaging’. A few hours later, the offender contacts Tom’s girlfriend, shares the images and asks if she knows him. She responds that it is her boyfriend and asks when the picture was taken. The offender says he will ruin her boyfriend’s life with the picture.


12.03 p.m. – only sixteen hours after the initial contact, the girlfriend responds that her boyfriend, Tom, has killed himself.





DeLaune says the bribery attempts quickly follow a teen’s decision to provide an image. ‘And it’s very aggressive,’ she says. ‘It can happen in a matter of minutes, from the moment that a photograph is sent until the blackmail.’ And that is driving panic amongst teens.


Financial sextortion (as opposed to sextortion demanding more explicit sexual content) as part of international organised crime syndicates is discussed later in this book, but for now, suffice to say its growth should have every parent and educator worried. In the United States in 2021, NCMEC received 139 reports of financial sextortion. The following year it received 10 000. In Australia, it’s the same. Almost 4200 sextortion complaints were lodged in the 2021–22 financial year, up 55 per cent on the previous year. Inman Grant says it keeps her awake at night. ‘It’s an epidemic,’ she says. The Australian Federal Police (AFP) has seen a hundred-fold increase in reports. ‘It is a critical shift in our offender base,’ says AFP Assistant Commissioner (Southern Command) Hilda Sirec.


Outside the bedroom doors of so many teens like Bridget and Tom, parents are lost. Why has their happy, gregarious teen become so withdrawn? Why are they refusing to attend school? Why aren’t they eating? Educators, too, are finding more and more of the school day being taken up with what they see as a new, industrial-scale crime targeting tweens and teens. A multitude of platforms, including Facebook, Skype, Kik, Tinychat, Omegle, Wattpad and Snapchat, are being used. And what worries Susan McLean, a former police officer of twenty-seven years, is that the reported figures are just a microscopic indicator of how big the problem is. She believes less than one-quarter of targeted minors alert authorities, an estimate that is widely supported. ‘The risk is enormous,’ she says. ‘It’s not a matter of if, it’s when your children will be contacted by a paedophile online.’ McLean, who now educates parents, teachers and students about cyber safety, says every image will come from a bedroom or a bathroom: ‘And they are the two places that digital devices and cameras should never ever be allowed. I see what happens and none of these kids, who are being extorted, are anywhere other than there.’


Detective Inspector Jon Rouse, who at the time of writing is nearing retirement after three decades of globally recognised and awarded work, and his small Queensland-based team, Taskforce Argos, have been involved in investigations and arrests across four continents. Rouse just shakes his head at the rise of sextortion, a new focus of his work: ‘If you’ve seen what I’ve seen, you would not allow your child to take their phone into their bedroom.’


Rouse is Australia’s elite online child sex abuse investigator, having drawn others from around the world to join efforts to shut down crime networks hidden deep inside the web – you’ll meet many of these other crime fighters as you read on. He has seen the worst of the worst of human depravity. Children being raped on demand online. Small children being sexually abused, then holding up a piece of paper on which is written the name of the offender – the trophy he has requested. Rouse and his team of investigators have seen too many men with titles and big offices torture tiny figures and then distribute the images for like-minded predators to pore over. At first, as online capabilities cranked up, these were grainy images passed around via virtual bulletin boards or primitive messaging platforms. Now they can be full-blown movies, taken from every imaginable angle. Rouse has hugged mothers whose children have taken their own lives after being tormented and tricked online. He’s travelled to every nook and cranny of the globe to bring abusers to justice. But you can see in his eyes the knowledge that investigators like him will only ever make a small dent in a crime that we don’t talk enough about. His are sad eyes. And yet they are hopeful eyes, too, because every sickening image he sees, every movie that investigators find racing through cyberspace, offers hope that the small, anonymous figure screaming in pain or lying silent, as though they’ve stepped outside of themselves, will be plucked to safety before the next attack – hope that the child being sextorted tonight in her bedroom in Perth or Penrith or Paris will find the courage to tell an adult, who will report it.


To investigators in this online field, images are crime scenes, and they work night and day with others in the Federal Bureau of Investigation (FBI) and Interpol and law enforcement units in dozens of countries to wrap virtual crime scene tape around them and track down every clue. No borders exist in this crime. Victims can be in the same home as their perpetrators or on the other side of the planet from them. No-one can confidently estimate the number of children saved over the past twenty years or so, but everyone who does this work knows it runs into thousands and thousands: children rescued who have been groomed for years to be the sex toy for someone on camera, others liberated before the attacker strikes. Interview these officers and they speak of hope in the heartache, of finding and freeing children. Some talk about later attending a victim’s university graduation, or hearing that they’d walked down the aisle, deliriously happy; their grins are broad when they tell those stories. But most don’t want to meet the victims they’ve saved, because they know that one day, as the abused grow through their teens and into adulthood, they’ll wonder how many people saw them being raped, witnessed the knife being held at their throat. Three-quarters of the eighty-five million images reported to NCMEC in 2021 was content previously seen, which means it was redistributed online by offenders over and over again. Michelle DeLaune says images and videos of sexual abuse can be circulated hundreds of thousands of times online for years after the abuse has ended – some will have been taken this year, others up to three decades ago.


The focus of the people like Jon Rouse who you will read about in the following chapters is saving children. ‘My KPI isn’t arresting the abusers,’ Rouse says. ‘It’s rescuing the children.’


•


Sextortion is now the number-one issue for online child sex crime fighters, and it is close to rivalling online bullying in schools. Indeed, it is now becoming so common that it’s splitting investigative resources dedicated to other serious online child sex abuse. Up to a million ‘users’ or members are believed to have joined clubs hidden deep inside the World Wide Web to trade and chat about child sex abuse; some of those clubs are detailed in the stories that follow. Most are sophisticated and multilayered, with full company-like structures, enormous security, and involvement in crimes ranging from rape on demand to the granting of bonus points to those members who can upload the sickening images and videos that become the most popular.


So how is someone like Bridget or Tom drawn in to the point where they will remove their clothes and take orders from a stranger who might be in Africa or Europe or America? The answer is grooming. This is the first step in a child being extorted and it simply means that the paedophile or scammer makes contact with a child and befriends them. Let’s take the case of a teen girl, because this script is playing out, repeatedly, across Australia today. Rouse says at first, the perpetrator ‘might spam 100 kids in the hope that maybe five or ten or even one or two will engage with them’. They’ll choose those with accessible friends’ lists on any of a dozen or so social media platforms, so they can claim to know others their target knows, and they will try to befriend several of them in case they need to point to mutual ‘friends’ as part of their fake story. Most times this is not a difficult task for the perpetrator. A big proportion of tweens and teens have publicly accessible friendship lists, and it is uncommon – in many of their circles, it’s almost improper – to turn down a friend request from someone who says they know someone who knows someone else. In the case of a teen boy, the photograph of an attractive girl might pop up in the same way, and after a vague ‘Hi, we know a few of the same people’, they click as online friends. Then, with a connection made, they start talking online. This is the grooming process, before the new ‘connection’ moves to the next step: sending photographs. Often, the groomer will talk about popular bands and use language that mirrors that of their prey. They’ll find common interests and build trust, based on a fake persona and bold lies.


In real life, the new connection is not Gracie, a fifteen-year-old from Melbourne, or Bill, who goes to a private school in the same city. It might be a 52-year-old male in the United States with a family in the next room, a convicted paedophile in Europe looking for a new target, or a 45-year-old teacher in Asia with a decade-long criminal secret. What is consistent, though, is that it will be a fake profile, and almost always, in the online space, the offender will be male – irrespective of whether their targets are teen boys or girls.


The talk will be teen talk. Often, it will touch on body parts and the idea of having sex. It’s natural to be curious, especially when tween girls believe they are talking to another tween girl about what sex might be like, or how her breasts are oddly shaped. Boys, often excited that a girl – who is really an adult male predator – has shown interest in him and wants to show him her breasts, will consider reciprocating.




Perpetrator: Have u ever had sex?


Girl: I soo so so wish I could have sex it sound so jucy but weird


Perpetrator: Yes I have many times just do it when u r ready ok U can have with the rite guy u need someone that will be gentle and go really slow i know the perfect guy same one that taught me heheh give me your mobile, I’ll get my friend to call you then you can discuss with him





It continues:




Perpetrator: Can I call u?


Girl: No





With the conversation ongoing and the ‘grooming’ complete, the fake profile then moves to stage two: convincing his prey to send a naked photograph or even a video. Often, he will suggest they talk somewhere else, on another platform – one that, as it happens, also allows videos to be passed back and forth, and where images can be freely swapped. As they chat, the online predator masquerading as a peer might send a photo of a young girl’s breasts, claiming they belong to him; or a photo of a penis – it all depends on who he is targeting. Once his prey has been groomed and holds no suspicions about their new online friend, he’ll ask: ‘Why don’t you send me something. We’ll be even then, and no-one will ever know.’ The next move is what makes our tweens and teens a hostage to lone predators and organised crime networks. A boy might send what is widely known as a ‘dick pic’, believing it is being received by the cute girl he is now considering meeting up with; his school formal is next year, so perhaps he could ask her to that, too. The thought that organised criminals are going to extort money from him will not cross his mind. Similarly, a girl might think she’s chatting with a new peer friend. How refreshing to be able to talk to someone about this stuff, she thinks. ‘See, mine are smaller than yours,’ she might caption a photo, sent from the privacy of her own bedroom.




Perpetrator: Want to swap pics?


Girl: Wat pics?


Perpetrator: Naughty ones


Girl: Wat do you mean swap pictures?


Perpetrator: Ill send u one u take the same and send it back


Girl: And wat naughty is?


Perpetrator: No clothes and stuff


Girl: Y?


Perpetrator: I want to see more of u


Girl: What do u mean more?


Perpetrator: Like your body





Eventually she sends photographs of her breasts. As the chat goes on, she might even provide more intimate content. And this is the point where the disguised predator catches his prey. He might keep the ruse going for a bit longer, to get a close-up, or more detail, or a movie. ‘I want to see more of you,’ he might say, or ‘I like your body.’ But he doesn’t really need anything else. He has a photograph and/or video of a young Australian tween or teen, male or female. And that will be the basis of his blackmail. In some instances, offenders doctor images to make the victim appear to be in an even more compromising position.


Rouse proves to me what is happening each night to many Australian teens. He follows the profile of an attractive US female golfer. It’s a public page, with lists and lists of friends. Within thirty minutes, ten people want to become friends with Rouse. All of them want to link up in other ways, too, on other platforms where they can talk more privately. And every single one of those profiles, on investigation, is fake. ‘They followed me only because I followed a page,’ says Rouse. ‘Now, you get some thirteen-or fourteen-year-old boys following that page, because she’s an attractive sportsperson. And immediately, they’ll be hit up by other young, attractive women. And then they’ll be drawn into this conversation, and end up sending a dick pic.’ What’s the first thing Rouse advises? ‘On your profile, make your friends list inaccessible. This is just their methodology 101.’


Many investigators believe the latest wave of self-generated content has part of its origins in the ‘selfie’, which first became a concern a decade ago. Since then, the evolution and power of ‘influencers’ have seen children – and some of their parents – going to enormous lengths to be noticed, which means accessible public profiles, where followers represent success and possibly even future fame. ‘Don’t people remember the Amanda Todd case?’ Rouse says, more as a statement than a question. ‘We are now seeing suicides in Australia and globally on this issue.’


•


Amanda Todd, a Canadian student, took her own life in 2012, at fifteen, after being blackmailed to expose her breasts. Her tormentor was sentenced to thirteen years’ jail in 2022. Before Amanda’s death, she posted a heartbreaking video online about the torment she’d suffered. Her mother, Carol, says it has now been viewed fifty million times. ‘I don’t even know if sextortion was a word when it happened to Amanda,’ she says. Carol, who teaches digital literacy, says we need to confront the issue by first understanding that our own children are not exempt from being caught in a predator’s net. ‘Nobody wants to talk about words that have sex in them,’ she says.


Carly Ryan, a South Australian fifteen-year-old, was the first person murdered in Australia by a man with a fake profile. He groomed her before developing an online relationship with her. Carly’s mother, Sonya Ryan, says she’s watched criminals evolve, along with the technology available to them, since her daughter was killed in 2007. ‘But what hasn’t changed is the vulnerability of youth,’ she adds. ‘The need for validation. The need for connection.’ Sonya says no online safety education existed when Carly was murdered, and social media platforms have ‘a lot to answer for in relation to keeping their users safe. Their focus seems to be profit and privacy at the expense of extremely young, vulnerable people.’ Sonya says she had never heard of grooming before Carly was ensnared by a serial paedophile who called himself Brandon Kane. Both Carly and Sonya believed he was an eighteen-year-old musician from Melbourne. He wasn’t. He was a fifty-year-old predator who would turn to murder. Sonya says she learned that Carly had been groomed over a period of eighteen months – now, according to DeLaune and Inman Grant, it can take a matter of minutes. ‘We had no comprehension that criminals had migrated from offline to online,’ says Sonya, ‘so stranger danger had essentially migrated. Then, the idea that someone would use the internet to create a fake identity in order to groom a child – that was nowhere. It was a shock to the entire nation. I was completely clueless.’


The Carly Ryan Foundation, set up by Sonya, has put enormous effort into educating children and parents, as have other organisations, but most parents still don’t believe it could happen to their child. AFP research shows 52 per cent of parents and other carers are not having conversations around this topic, unaware that it is a concern. Unfortunately, as Susan McLean points out, children want to be liked, and sex predators know what to say. The weekend before our interview, she counselled one disbelieving mother whose fifteen-year-old son was being sextorted. The mother told McLean, ‘He’s sensible. He’s smart. He’s a straight-A student.’ McLean says, ‘But good kids make bad choices.’ She knows two teen boys who handed over $3000 to their persecutor. They were given a choice: pay up or post ten more naked photos within the next twelve hours. ‘Even if they get $50 … it’s a good day’s work for these creeps,’ says McLean.


Many Australian schools are dealing with the fallout of these cases. One Sydney principal says she dealt with three big cases in 2022. She was relieved the students raised the alarm so the police could be alerted. ‘But they were scared of their parents finding out,’ she says. ‘We had to be the ones who broke it to their parents.’ She says the parents were shocked, believing it was almost impossible for their child to have been exploited in such a way. ‘I’ve seen this happen to young people who are bright and intelligent, articulate, and they get sucked in,’ the principal says. ‘And I guess I stand there thinking, How did they get sucked into this? Because I wouldn’t have expected that. So it must be even harder for their parents to understand.’


Investigators are now also seeing videos of six- and seven-year-olds – self-generated – pop up in the collections of child sex offenders arrested around the globe. Some of those are Australian children who set up a device on the floor and perform like an exotic dancer. Some parents encourage this behaviour, building their children’s social media profile and following it, in the hope it provides fame and possibly fortune down the track. But going forward, this presents an almighty challenge. Do investigators shift their focus to this self-generated content that is finding its way into the wrong hands, and which will almost definitely be traded, with lives potentially being destroyed when that’s revealed much later? Or do they focus on the man who might be in Mexico or the United States or the Philippines who is swapping rape videos of an unidentified two-year-old on the dark web? Or do they prioritise putting a dent in the burgeoning sextortion market to stem teen suicides, or addressing the likelihood of victims finding out the sex acts they were ordered to perform are still circulating on the web a decade later, when they have their own children?


And don’t be fooled into thinking that the viewing of children being violated is a lesser offence than the ‘contact crime’ of violating them, and may warrant less attention. As we will later learn, there is an alarmingly high correlation between those caught and convicted of the possession of child sexual abuse videos or photos, and those who have assaulted a child. One crime feeds the other, whether it’s the result of a recorded and shared assault, or the coercion of a teenager conditioned to share images of themselves at every opportunity.


‘We have a very thin blue line that does this work,’ says Jon Rouse. And it is they who have to make a difficult decision. Do they chase down and try and rescue an abused infant? Or educate parents about the ignorance of posting scantily clad photographs of their children on open websites or their own child’s Insta account?


Or, says Rouse, do they try to put a stop to a teen producing their own graphic content on the orders of a predator while their parents are having dinner in the next room? Rouse won’t show me all of the hour-long video he is talking about, just parts of it. Afterwards, I feel glad he made that decision. It starts with a teen girl, crying. She’s in her bedroom. And she knows, before her tormentor orders her, what she will be asked to do. I wonder if she can hear her siblings or her parents nearby. She’s forced to insert objects into her vagina, to play with herself, and to perform a list of sordid acts that goes on and on and on. At the end, before her abuser turns off the camera, he bids her farewell. She knows she will have to do this all over again, the following night, because if she doesn’t, that video will be plastered all over the web for everyone to see.


‘And that’s a fairly typical case,’ Rouse says. Investigators haven’t found her yet. Another teen girl whose future is being stolen by a sextorter, just like Bridget and Tom.
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From the dark room to the dark web


It was Y2K, not online sex abuse, that saturated the work schedules of many people as 1999 crept closer to 2000. Y2K was shorthand for the year 2000, but it also referred to a computer programming shortcut that panicked the nation. Many programs only allowed two-digit years, not four – 99 denoted 1999. But what would happen when the millennium turned and 99 became 00? In finance circles and media newsrooms, prison systems and the public service, in small businesses and big corporations, an enormous amount of time, money and effort went into safeguarding IT systems. And that saw senior Telstra computer technician Geoffrey Robert Dobbs seconded from his home city of Brisbane to do some work in Melbourne.


Dobbs’s file would later be stamped ‘never to be released’, and his case would serve as the impetus for changing every skerrick of policing directed at finding serious child sex offenders like him. Dobbs, a Queensland father, would be at the epicentre of political and policy discussions, too – about the dangers lurking in our suburbs, the use of technology to distribute abuse, the sheer volume of abuse that could be committed by a single offender, the modus operandi or grooming used to build the requisite trust to assault a child, and how long a paedophile could carry on with their crimes before being caught.


The case served as a salient reminder to parents that their children should not automatically trust the adult in whose care they were placed. Children needed to be taught that, sometimes, those they trusted most would turn out to be monsters, as happened with the dozens and dozens of children who Dobbs abused. If the case presented a silver lining, it was in the form of new ways in which the police decided to work, from the greater use of undercover operatives to a call for new laws that would acknowledge the horror and heartache delivered by child abuse. It also proved a weathervane for what was to come: a digital world in which cameras would become smaller and much more numerous, and the images they captured more easily stored and shared – and just as easily obscured.


While Dobbs was in Melbourne, a cassette jammed in his video camera, prompting him to have it fixed. A repairman subsequently found images of Dobbs sexually abusing children, and contacted police. Dobbs was arrested and charged in late 1999 with dozens of offences that had occurred during the short time he was in Melbourne. Indeed, a police search found 177 videotapes at his Melbourne home. The magnitude of this shocked seasoned officers, who would later identify a total of 122 victims in Victoria and Queensland. But what still plagues those who worked on this case is that, two decades later, more than fifty of those victims remain unknown. That’s because Dobbs either could not remember who they were or refused to identify them. He signalled the scale of his depravity early on, revealing to Victorian officers that dozens of his victims were to be found in his home state.


Taskforce Argos, the Queensland-based unit charged with tracking down those sex offenders who use technology to ply their dark work, travelled to Melbourne and seized all the exhibits that were not required by Victorian court authorities. Everyone was hopeful Dobbs would spend a long, long time in jail. But he received a surprisingly short sentence over the Victorian charges, and six months later, in March 2000 – three months after Y2K proved to be as innocuous as Dobbs was nocuous – he was freed. It was another chapter in a long tale of horror. Arrested by NSW Police on the day of his release, he was extradited to Brisbane over the rape of a young girl. This time, investigators were determined he would be sent away for more than six months, and they planned a case that included 335 incidents, many of them individually carrying sentences that would lock him away for years and years. Soon after, Dobbs pleaded guilty and signalled he would assist Queensland Police in their investigations.


The offending by Dobbs blew wide open behaviour that is as old as humanity but which, by the early twenty-first century, had moved from dark rooms to the dark web, a portion of the internet home to depravity and criminality. Paedophilia was uncomfortably common news by the time Dobbs’s crimes were discovered. Through decades of peeling away uncomfortable truths, the public had become more alert to the dangers children were exposed to, with communities of paedophiles preying on them just out of plain sight. Parents had long warned their children against stranger danger. They’d warned them about the risks of using public toilets. They’d even warned them to be wary of adults who just seemed too friendly. Yet the offences seemed isolated. But the Wood Royal Commission in New South Wales in the mid-1990s alerted the nation to the scale of the problem and prompted greater scrutiny of havens meant for children. Religious institutions, the Boy Scouts, state orphanages, boarding schools – all would emerge as ‘safe places’ for paedophiles to fulfil their evil desires, their conduct opaque.


The portability and simplicity of digital technology changed everything. The capturing and sharing of conquests became part of the paedophile’s repertoire. Dozens of images became hundreds, even thousands, of images. Filming became as easy as pressing a button on a camera a little bigger than the palm of a hand. Storing movies and catalogues of wickedness became cheap and secure. Sharing them at scale was the next step for offenders like Dobbs who were to harness the rising power of the internet, which was rapidly moving from being a useful but difficult-to-access technology to being an essential tool for every scientific, social and commercial interaction. Want to book a holiday? Go online. Want to buy and sell shares? Go online. Want to wish your friend across the world a happy birthday? Go online. And yes, want to see pornography? Go online. Want to see abusive pornography? Go online. Want to sell abusive pornography? It was all online, in the dark web. And it was all built on the murky foundations established by chronic abusers like Geoffrey Robert Dobbs.


Veteran officers were floored by the breadth of Dobbs’s abuse – as the investigation continued, his tally of victims quickly climbed. But it was the evidence that continued to spill out that influenced their work. Dobbs admitted to having offended for about thirty-five years before being caught. All of his crimes brought sickening details: he used objects like pens and carrots to abuse children, hid their pubic hair in canisters, kept young girls’ underpants. Early on, he used basic technology to enhance his wicked ways. It was in 1985 – fourteen years before he was caught – that he started videorecording the abuse of children aged from six months to early teens. He carried a camera everywhere: from beaches to shopping malls, change rooms to Brisbane’s South Bank, the latter a refuge for families with young children, with its plentiful pools. In one heartbreaking episode, an investigator found images of his own children, playing at South Bank, on Dobbs’s camera.


Dobbs hid his camera so that those captured on it remained unaware. He was a polished groomer, wrangling his way into families, churches and community organisations with apparent ease. He held a host of respectable volunteer positions, from an instructor for girls’ gymnastics to a Sunday school teacher at one church, and a youth group leader at another; he was also a Scout leader. Ominously, he even followed some children to their parents’ vehicles, noting the registration numbers to track them down later. On occasion, his abuse started less than one hour after meeting a child; in one case, the victim’s parents believed it happened inside four minutes. The images investigators pored over showed a predilection for photos taken with a long lens of children getting changed and infants in various stages of undress. And perhaps in a sign of what crime fighters would have to deal with just a few years later, some images had been converted from video footage into a form suitable for distribution online.


Dobbs, who had no prior convictions, lived in suburban Brisbane. To those who met him, he appeared a pillar of the community: a god-fearing family man whose volunteer work should be applauded. But in court in 2003, he was revealed as a monster, eventually pleading guilty to more than 100 charges for crimes over three decades, against dozens of identified children. Those charges were broad and included carnal knowledge of children under twelve, maintaining a sexual relationship with a child, indecent dealing, and recording indecent visual images between 1972 and 1999. He also admitted to working with three other paedophiles across the state in an ad-hoc arrangement where victims were shared. His file was stamped with two indefinite life sentences, and no-one thought the man who was widely labelled Australia’s worst paedophile would ever be released. That changed in 2015 when those indefinite sentences were commuted to fifteen-year terms, but they were to be served concurrently with life sentences he’d also received. Dobbs remains in jail.1


Salvatore Vasta, now a judge in the Federal Circuit Court, was a senior police prosecutor when he was handed Dobbs’s file soon after the offender returned to Brisbane. ‘He was the game changer,’ Judge Vasta says, pointing to the scope of Dobbs’s offending, and his ability to groom children and remain undetected for so long. Judge Vasta remembers the case being made more complex by the fact that, while Dobbs had said he would plead guilty, police had been unable to identify dozens of victims. ‘We used to wait for people to come to police to make a complaint,’ he says, but the Dobbs’s case flipped that. ‘This was one where police had evidence that offences had taken place, but no complaints, so they had to actually go looking for victims.’ It’s harrowing to realise that many of those victims, who are now in their twenties and thirties and forties, perhaps even their fifties, have never been found. ‘We had never seen anything like this whatsoever,’ Judge Vasta says. As police found individual victims, statements were taken from them and handed to him. ‘And that’s why this was a game changer,’ says Judge Vasta. ‘The focus wasn’t on “Someone’s committed a crime, let’s arrest him, prosecute him and have him punished”. This was about trying to identify victims and ensure they were okay.’


The tally stalled at sixty-two, all children who had never previously come forward to reveal the sordid attacks they’d suffered. Vasta, as a prosecutor, saw a side of human life most of us don’t. Dobbs was the worst abuser he had ever encountered. ‘When I stopped being a prosecutor and became [a] judge, I kept the schedule of offences with Dobbs. It had been so many hours of my life.’


While the World Wide Web had become publicly accessible about a decade earlier, its use at the time of Dobbs’s arrest was still largely restricted to work tasks. Judge Vasta says he remembers querying whether there was any evidence of distribution of images. The answer came back that there was none, and Dobbs was duly sentenced. But a few months later, Sal Vasta answered a call from then sergeant Jon Rouse, from Taskforce Argos. Rouse, who was already making a name for himself both in Australia and globally, had taken a call from Interpol. Vasta ducked down to Rouse’s office and found that Dobbs’s case had presented a new challenge: evidence of images being trafficked. Dobbs was appearing in videos picked up in another investigation on the other side of the world.


Rouse says the discovery shaped him. Here was a rapist producing images using a concealed VHS handicam. ‘How the hell did that get into a global paedophile network?’ asks Rouse. Interpol was searching for Dobbs, based on what it had found, but he’d already been arrested in Australia. ‘A light bulb went off,’ Rouse says. ‘I’m this little piss-ant sitting in Queensland, but it taught me that we had a role to play beyond our borders.’ How could you know where a tortured and tormented child was until you found her? It was a rhetorical question. And once she was located in another country, did that mean you were not going to help? Another rhetorical question. Rouse knows that borders, in online child sex cases, do not exist.


Judge Vasta says Dobbs provided lessons for both police and the justice system as the use of technology grew: ‘We just didn’t realise that we had these sorts of networks, that we had people whose desire was actually to offend, record the thing, live it over and over again, and exchange those sorts of things with like-minded people.’ The case will always stick in his mind, especially a conversation with the father of two of Dobbs’s victims. The man told Vasta that he remembered Dobbs, whom he knew, visiting the family home. He also remembered leaving Dobbs alone with his children, telling the former prosecutor that he was gone for ‘no more than four minutes’. Vasta says, ‘And we’ve got two minutes of video showing him [Dobbs] abusing the man’s daughters.’


Dobbs’s camera was a weapon, but it also served as crucial evidence for police. In more than a few cases, a broken camera was the key to prosecuting an offender early on. But that was the first chapter in a technology story that grew slowly and then erupted, with the dark room giving way to the dark web, that part of the internet haunted by criminals, terrorists and agents of exploitation who have both the means and the will to keep their activities out of plain sight.


•


It started with Internet Relay Chat, which had existed for many years. Investigators started seeing it being used by offenders because it allowed text messages to be delivered to multiple users at the same time. The web portal MSN and the social media sites Myspace and Facebook soon began playing their own part in online child sex abuse. The explosion in mobile technology, including the smartphone and other hand-held devices, provided a wealth of new avenues for child abusers to track down victims. In the last three months of 2010, smartphones outsold PCs worldwide.2 Soon, the number of online users trading child sex abuse images was growing exponentially. Scarily, at the same time, according to educators, the starter’s gun was fired on parents using devices to pacify toddlers.


We all know the rest of the story, especially the proliferation of social media sites and mobile apps which serve as a 24/7 lure for pre-teens and teens, expedited by virtual reality, at least in the short term. But other technologies or distribution channels that are not as publicly well known have also been part of the global technology story. One is peer-to-peer file-sharing, where digital files are shared between people without a server, and another is the dark web – a term that first emerged around the time of the huge growth in smartphone use, although debate surrounds how long it has truly existed.


Understanding the dark web is crucial to understanding the size of the task confronting those waging a war against online child sex abusers. Imagine an iceberg, an image often used to illustrate the tiny part of the internet that sits out in the open, in public view. Underneath is the remainder of cyberspace, called the deep web. Google, Chrome and other traditional browsers do not take you to this part of the web. That doesn’t mean it’s dangerous; indeed, according to a report on organised crime in Queensland, most of it is ‘benign, whether it is hidden deliberately or is simply not indexed due to its unpopularity or web format’.3 But in the depths of the deep web lies the dark web, accessible only through the use of special programs like Tor, I2P or Freenet. This is where anonymous and often illegal activities are carried out, including ‘services offering contract killings and the sale of illegal drugs and weapons’.4 It’s also where online sex abusers indulge themselves, swapping images, trafficking children, offering rape on demand, and building criminal sex abuse networks. The networks are not amateur pop-ups – they are sophisticated operations built like companies, their operations hidden from those not invited in. With Tor, the most commonly used pathway into the dark web, there is no digital footprint, allowing complete anonymity. And the number of users is in the millions.


Just consider the phenomenal speed of recent technology growth. Dobbs used his camera for more than three decades. In 2023, two decades after his conviction, the number of smartphone users sits at 6.92 billion, meaning over 86 per cent of the world’s population owns a smartphone.5 Susan McLean, the former Victorian detective whose services are now sought globally as an online safety educator, says she remembers the first time she spoke on a mobile phone. She was at court, having charged an alleged offender, and ‘he handed me this brick thing and said he had talked to his solicitor, and I’m thinking, “What the hell is this?” A crook with his ill-gotten gains could afford a phone when no-one else could!’ But within the next decade, McLean would be inundated by requests from schools trying to understand the online challenges facing children.


Another big spike occurred when phone companies offered unlimited texts for free. ‘Before that, every time you sent a text message, that was money off your account; if you sent a picture message, that was even more money off your account,’ McLean says. And that cost was a ‘protective factor’ for children because they couldn’t afford it.


A former senior officer at the FBI, Arnold Bell, says when he first began work at the bureau, exploitative or abusive material might arrive at someone’s doorstep by mail. The risk of interception of this material, given the number of hands through which it passed, was high. ‘Now you could sit in your basement and have three monitors and have everything you want pumped into your house,’ says Bell. ‘And it’s encrypted …’


That growth in technology and predators’ use of it pitted police against paedophiles in a new way. Police had to disrupt their traditional practices and chart a different path. That was because criminals not only used technology to advance their crimes but also to avoid detection. Sudden discoveries due to camera repairs became increasingly irrelevant as police established novel covert operations, fought for new laws, swapped information with other countries in a way not previously seen, and established a global victim identification database with millions of images. All these practices are explored in the following chapters, and all have proven highly successful in hunting down evil and rescuing young children.


Without doubt, covert operations headline that success, allowing officers to infiltrate crime networks by impersonating teen girls or middle-aged offenders or savvy online abusers deep inside the dark web. Early on, when technology didn’t offer live streaming, it was relatively easy to convince predators that a forty-year-old female officer was a teen. Rouse says officers would study up on teen bands and fashion, magazines, movies and lingo to be able to converse freely with those on the other end of a messaging service. Each undercover agent kept a script next to them, recording what they had said previously so they didn’t slip up. ‘You couldn’t afford not to get it right,’ says Rouse. Nowadays, officers term it ‘social engineering’, but back then it was simply acting. And its success in nabbing wrongdoers means it is still done widely, as resources allow, in 2023.


Rouse gives this example of how it has always worked – and always will. Back in the early 2000s, a Sydney man was intercepted trying to contact young girls in Brisbane. A Queensland police officer had adopted the profile of a teen and she and the Sydney man had agreed to meet. ‘This guy flies into Brisbane airport to meet what he thought was a young girl. His plan was to take her to the Sunshine Coast,’ Rouse says. NSW Police provided surveillance from the offender’s home to the airport, alerting Queensland Police to what he was wearing. In Brisbane, local officers took control of the airport’s CCTV cameras and watched the man meet the ‘girl’: a tiny undercover officer with her blonde hair tucked up under a baseball cap, and carrying a boogie board. Then police pounced.


As mentioned earlier, the number of offenders who are caught is important to Rouse, but his real key performance indicator, or KPI, is the rescue of a child, and undercover agents have proven crucial in doing that. The practice is controversial, and we discuss that later, but investigators in this area widely believe it is impossible to penetrate the dark web without a disguise. Officers will use passwords usually offered up by someone who has been apprehended and is looking for a lesser sentence. Then they play a waiting game, joining users in discussions of child sex offences, sometimes uploading images they’ve located elsewhere, and gathering as much evidence as they can to close down a network, bring perpetrators to justice, and rescue the children who are being abused.


Older, more traditional ways have not been discarded, though. The best example of this is the United States Postal Inspection Service, which has achieved stellar results stretching back before home computers dominated our lives. In one case, when the internet was still predominantly a business tool, the service seized data listing individuals around the world who had bought access to websites supplying child pornography. More than 389 000 listings were obtained, involving 4700 paedophile websites and 350 000 customers in sixty countries, including Australia. The culprit behind the data received a massive 1335-year sentence in the United States, where he was based.


Each case carries a lesson. Rouse tells of a UK operation where ‘only 5 per cent of 3000 arrested had a criminal history. More than 100 children there were removed from sexually abusive situations.’ This was in 1999, before any of us were contemplating the reach of online interactions. What it taught crime fighters was that offenders needed to be proactively targeted, and new ways of doing that had to be found. And it emphasised a learning from the Dobbs case, where his images were found in the United States. Child sex crimes, from exploitation to trafficking, don’t respect borders, and the worst offenders could be those you least suspect. It was a former Australian police officer, Bernard Keith Hergert, who taught Rouse that.


Hergert was Australia’s first ‘international victim identification referral’, meaning evidence implicating him overseas was sent to Australia, where investigators believed he was located. That referral prompted a new partnership between Australia and the United Kingdom, and a new friendship between Rouse and Paul Griffiths, a global expert in victim identification. In 2002, the UK National Criminal Intelligence Serious Sex Offenders Unit arrested someone over the rape of an eight-year-old. He was found to be in possession of a large quantity of child abuse material, including five CDs. An Australian accent on the recordings stood out, along with specific background scenery. The evidence was packaged up and sent to the AFP in Australia, which sent it to state and territory units. And that’s how it fell into the hands of Jon Rouse. This was the start of Australia’s story around victim identification, which has increasingly become ground zero for crime fighters desperate to rescue child sex victims. There are two dominant ways in which a child victim is now identified. The first is through huge online databases that chronicle identified and unidentified children who have been spotted in images, with this information made available to investigators around the world. The second is old-fashioned police work where each image is viewed as evidence.
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