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PREFACE


SCIENCE IS ADVANCING FASTER THAN EVER, and on a broader front: bio-, cyber- and nanotechnology all offer exhilarating prospects; so does the exploration of space. But there is a dark side: new science can have unintended consequences; it empowers individuals to perpetrate acts of megaterror; even innocent errors could be catastrophic. The “downside” from twenty-first century technology could be graver and more intractable than the threat of nuclear devastation that we have faced for decades. And human-induced pressures on the global environment may engender higher risks than the age-old hazards of earthquakes, eruptions, and asteroid impacts.


This book, though short, ranges widely. Separate chapters can be read almost independently: they deal with the arms race, novel technologies, environmental crises, the scope and limits of scientific invention, and prospects for life beyond the Earth. I’ve benefited from discussions with many specialists; some of them will, however, find my cursory presentation differently slanted from their personal assessment. But these are controversial themes, as indeed are all “scenarios” for the long-term future.


If nothing else, I hope to stimulate discussion on how to guard (as far as is feasible) against the worst risks, while deploying new knowledge optimally for human benefit. Scientists and technologists have special obligations. But this perspective should strengthen everyone’s concern, in our interlinked world, to focus public policies on communities who feel aggrieved or are most vulnerable.


I thank John Brockman for encouraging me to write the book. I’m grateful to him and to Elizabeth Maguire for being so patient, and to Christine Marra and her colleagues for their efficient and expeditious efforts to get it into print.
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1
 PROLOGUE


THE TWENTIETH CENTURY BROUGHT US THE BOMB, and the nuclear threat will never leave us; the short-term threat from terrorism is high on the public and political agenda; inequalities in wealth and welfare get ever wider. My primary aim is not to add to the burgeoning literature on these challenging themes, but to focus on twenty-first century hazards, currently less familiar, that could threaten humanity and the global environment still more.


Some of these new threats are already upon us; others are still conjectural. Populations could be wiped out by lethal “engineered” airborne viruses; human character may be changed by new techniques far more targeted and effective than the nostrums and drugs familiar today; we may even one day be threatened by rogue nanomachines that replicate catastrophically, or by superintelligent computers.


Other novel risks cannot be completely excluded. Experiments that crash atoms together with immense force could start a chain reaction that erodes everything on Earth; the experiments could even tear the fabric of space itself, an ultimate “Doomsday” catastrophe whose fallout spreads at the speed of light to engulf the entire universe. These latter scenarios may be exceedingly unlikely, but they raise in extreme form the issue of who should decide, and how, whether to proceed with experiments that have a genuine scientific purpose (and could conceivably offer practical benefits), but that pose a very tiny risk of an utterly calamitous outcome.


We still live, as all our ancestors have done, under the threat of disasters that could cause worldwide devastation: volcanic supereruptions and major asteroid impacts, for instance. Natural catastrophes on this global scale are fortunately so infrequent, and therefore so unlikely to occur within our lifetime, that they do not preoccupy our thoughts, nor give most of us sleepless nights. But such catastrophes are now augmented by other environmental risks that we are bringing upon ourselves, risks that cannot be dismissed as so improbable.


During the Cold War years, the main threat looming over us was an all-out thermonuclear exchange, triggered by an escalating superpower confrontation. That threat was apparently averted. But many experts—indeed, some who themselves controlled policy during those years—believed that we were lucky; some thought that the cumulative risk of Armageddon over that period was as much as fifty percent. The immediate danger of all-out nuclear war has receded. But there is a growing threat of nuclear weapons being used sooner or later somewhere in the world.


Nuclear weapons can be dismantled, but they cannot be uninvented. The threat is ineradicable, and could be resurgent in the twenty-first century: we cannot rule out a realignment that would lead to standoffs as dangerous as the Cold War rivalry, deploying even bigger arsenals. And even a threat that seems, year by year, a modest one mounts up if it persists for decades. But the nuclear threat will be overshadowed by others that could be as destructive, and far less controllable. These may come not primarily from national governments, not even from “rogue states,” but from individuals or small groups with access to ever more advanced technology. There are alarmingly many ways in which individuals will be able to trigger catastrophe.


The strategists of the nuclear age formulated a doctrine of deterrence by “mutually assured destruction” (with the singularly appropriate acronym MAD). To clarify this concept, real-life Dr. Strangeloves envisaged a hypothetical “Doomsday machine,” an ultimate deterrent too terrible to be unleashed by any political leader who was one hundred percent rational. Later in this century, scientists might be able to create a real nonnuclear Doomsday machine. Conceivably, ordinary citizens could command the destructive capacity that in the twentieth century was the frightening prerogative of the handful of individuals who held the reins of power in states with nuclear weapons. If there were millions of independent fingers on the button of a Doomsday machine, then one person’s act of irrationality, or even one person’s error, could do us all in.


Such an extreme situation is perhaps so unstable that it could never be reached, just as a very tall house of cards, though feasible in theory, could never be built. Long before individuals acquire a “Doomsday” potential—indeed, perhaps within a decade—some will acquire the power to trigger, at unpredictable times, events on the scale of the worst present-day terrorist outrages. An organised network of Al Qaeda-type terrorists would not be required: just a fanatic or social misfit with the mindset of those who now design computer viruses. There are people with such propensities in every country—very few, to be sure, but bio- and cyber-technologies will become so powerful that even one could well be too many.


By mid-century, societies and nations may have drastically realigned; people may live very differently, survive to a far greater age, and have different attitudes from those of the present (maybe modified by medication, chip implants, and so forth). But one thing is unlikely to change: individuals will make mistakes, and there will be a risk of malign actions by embittered loners and dissident groups. Advanced technology will offer new instruments for creating terror and devastation; instant universal communications will amplify their societal impact. Catastrophes could arise, even more worryingly, simply from technical misadventure. Disastrous accidents (for instance, the unintended creation or release of a noxious fast-spreading pathogen, or a devastating software error) are possible even in well-regulated institutions. As the threats become graver, and the possible perpetrators more numerous, disruption may become so pervasive that society corrodes and regresses. There is a longer-term risk even to humanity itself.


Science is emphatically not, as some have claimed, approaching its end; it is surging ahead at an accelerating rate. We are still flummoxed about the bedrock nature of physical reality, and the complexities of life, the brain, and the cosmos. New discoveries, illuminating all these mysteries, will engender benign applications; but will also pose new ethical dilemmas and bring new hazards. How will we balance the multifarious prospective benefits from genetics, robotics, or nanotechnology against the risk (albeit smaller) of triggering utter disaster?


My special scientific interest is cosmology: researching our environment in the widest conceivable perspective. This might seem an incongruous viewpoint from which to focus on practical terrestrial issues: in the words of Gregory Benford, a fiction writer who is also an astrophysicist, study of the “grand gyre of worlds. . . imbues, and perhaps afflicts, astronomers with a per- ception of how like mayflies we are.” But few scientists are unworldly enough to fit Benford’s description: a preoccupation with near-infinite spaces doesn’t make cosmologists especially “philosophical” in coping with everyday life; nor are they less engaged with the issues confronting us here on the ground, today and tomorrow. My subjective attitude was better expressed by the mathematician and philosopher Frank Ramsey, a member of the same College in Cambridge (King’s) to which I now belong: “I don’t feel the least humble before the vastness of the heavens. The stars may be large, but they cannot think or love; and these are qualities which impress me far more than size does. . . . My picture of the world is drawn in perspective, and not like a model drawn to scale. The foreground is occupied by human beings, and the stars are all as small as threepenny bits.”


A cosmic perspective actually strengthens our concerns about what happens here and now, because it offers a vision of just how prodigious life’s future potential could be. Earth’s biosphere is the outcome of more than four billion years of Darwinian selection: the stupendous time spans of the evolutionary past are now part of common culture. But life’s future could be more prolonged than its past. In the aeons that lie ahead, even more marvellous diversity could emerge, on and beyond Earth. The unfolding of intelligence and complexity could still be near its cosmic beginnings.


A memorable early photograph taken from space depicted “Earthrise” as viewed from a spacecraft orbiting the Moon. Our habitat of land, oceans, and clouds was revealed as a thin delicate glaze, its beauty and vulnerability contrasting with the stark and sterile moonscape on which the astronauts left their footprints. We have had these distant images of the entire Earth only for the last four decades. But our planet has existed for more than a hundred million times longer than this. What transformations did it undergo during this cosmic time span?


About 4.5 billion years ago our Sun condensed from a cosmic cloud; it was then encircled by a swirling disk of gas. Dust in this disk agglomerated into a swarm of orbiting rocks, which then coalesced to form the planets. One of these became our Earth: the “third rock from the Sun.” The young Earth was buffeted by collisions with other bodies, some almost as large as the planets themselves: one such impact gouged out enough molten rock to make the Moon. Conditions quietened and Earth cooled. The next transformations distinctive enough to be seen by a faraway observer would have been very gradual. Over a prolonged time span, more than a billion years, oxygen accumulated in Earth’s atmosphere, a consequence of the first unicellular life. Thereafter, there were slow changes in the biosphere, and in the shape of the land masses as the continents drifted. The ice cover waxed and waned: there might even have been episodes when the entire Earth froze over, appearing white rather than pale blue.


The only abrupt worldwide changes were triggered by major asteroid impacts or volcanic supereruptions. Occasional incidents like these would have flung so much debris into the stratosphere that for several years, until all the dust and aerosols settled again, Earth looked dark grey, rather than bluish white, and no sunlight penetrated down to land or ocean. Apart from these brief traumas, nothing happened suddenly: successions of new species emerged, evolved, and became extinct on geological time scales of millions of years.


But in just a tiny sliver of Earth’s history—the last one-millionth part, a few thousand years—the patterns of vegetation altered much faster than before. This signalled the start of agriculture: the imprint on the terrain of a population of humans, empowered by tools. The pace of change accelerated as human populations rose. But then quite different transformations were perceptible, and these were even more abrupt. Within fifty years, little more than one hundredth of a millionth of Earth’s age, the amount of carbon dioxide in the atmosphere, which over most of Earth’s history had been slowly falling, began to rise anomalously fast. The planet became an intense emitter of radio waves (the total output from all TV, cellphone, and radar transmissions).


And something else happened, unprecedented in Earth’s 4.5 billion year history: metallic objects—albeit very small ones, a few tonnes at most—left the planet’s surface and escaped the biosphere completely. Some were propelled into orbits around Earth; some journeyed to the Moon and planets; a few even followed a trajectory that would take them deep into interstellar space, leaving the solar system for ever.


A race of scientifically advanced extraterrestrials watching our solar system could confidently predict that Earth would face doom in another six billion years, when the Sun, in its death throes, swells up into a “red giant” and vaporises everything remaining on our planet’s surface. But could they have predicted this unprecedented spasm less than halfway through Earth’s life—these human-induced alterations occupying, overall, less than a millionth of our planet’s elapsed lifetime and seemingly occurring with runaway speed?


If they continued to keep watch, what might these hypothetical aliens witness in the next hundred years? Will a final squeal be followed by silence? Or will the planet itself stabilise? And will some of the small metallic objects launched from Earth spawn new oases of life elsewhere in the solar system, eventually extending their influences, via exotic life, machines, or sophisticated signals, far beyond the solar system, creating an expanding “green sphere” that eventually pervades the entire Galaxy?


It may not be absurd hyperbole—indeed, it may not even be an overstatement—to assert that the most crucial location in space and time (apart from the big bang itself) could be here and now. I think the odds are no better than fifty–fifty that our present civilisation on Earth will survive to the end of the present century. Our choices and actions could ensure the perpetual future of life (not just on Earth, but perhaps far beyond it, too). Or in contrast, through malign intent, or through misadventure, twenty-first century technology could jeopardise life’s potential, foreclosing its human and posthuman future. What happens here on Earth, in this century, could conceivably make the difference between a near eternity filled with ever more complex and subtle forms of life and one filled with nothing but base matter.
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 TECHNOLOGY SHOCK




Twenty-first century science may alter human  beings themselves—not just how they live. A superintelligent machine could be the last  invention humans ever make.







IN THE PAST CENTURY, there were more changes than in the previous thousand years. The new century will see changes that will dwarf those of the last” This was an oft-expressed sentiment in the years 2000 and 2001, at the dawn of the new millennium; but these words actually date from more than one hundred years ago, and refer to the nineteenth and twentieth centuries, not the twentieth and twenty-first. They are from a 1902 lecture entitled “Discovery of the Future” presented by the young H.G. Wells at the Royal Institution in London.


By the end of the nineteenth century, Darwin and the geologists had already delineated, in crude outline, how Earth and its biosphere had evolved. Earth’s full age was still not recognised, but estimates had risen to hundreds of millions of years. Wells himself was taught these ideas, still novel and inflammatory at that time, by Darwin’s greatest advocate and propagandist, T.H. Huxley.


Wells’s lecture was mainly in visionary mode. “Humanity,” he said, “has come some way, and the distance we have travelled gives us some earnest of the way we have to go. All the past is but the beginning of a beginning; all that the human mind has accomplished is but the dream before the awakening.” His rather purple prose still resonates a hundred years later. Our scientific understanding—of atoms, life and the cosmos—has burgeoned in a fashion that not even he conceived: certainly Wells was right in predicting that the twentieth century would see more changes than the previous thousand years. Spinoffs from novel discoveries have transformed our world and our lives. The amazing technical innovations would surely have elated him, as would the prospects for the coming decades.


But Wells wasn’t a naive optimist. His lecture highlighted the risk of global disaster: “It is impossible to show why certain things should not utterly destroy and end the human race and story; why night should not presently come down and make all our dreams and efforts vain . . . something from space, or pestilence, or some great disease of the atmosphere, some trailing cometary poison, some great emanation of vapour from the interior of the Earth, or new animals to prey on us, or some drug or wrecking madness in the mind of man.” In his later years, Wells became more pessimistic, especially in his final book, The  Mind at the End of its Tether. His near despair about the “downside” of science might have deepened were he writing today. Humans already have the wherewithal to destroy their civilisation by nuclear war: in the new century, they are acquiring bio- logical expertise that could be equally lethal; our integrated society will become more vulnerable to cyber-risks; and human pressure on the environment is building up dangerously. The tensions between benign and damaging spinoffs from new discoveries, and the threats posed by the Promethean power science gives us, are disquietingly real, and sharpening up.


Wells’s audience at the Royal Institution would have already known him as the author of The Time Machine. In this classic story the chrononaut gently eased the throttle of his machine forward: “night came like the turning out of a light, and in another moment came tomorrow.” As he sped up “the palpitation of night and day merged into one continuous greyness. . . . I travelled, stopping ever and again, in great strides of a thousand years or more, drawn on by the mystery of the Earth’s fate, watching with a strange fascination the sun grow larger and duller in the westward sky, and the life of the old Earth ebb away.” He encounters an era where the human species has split into two: the effete and infantile Eloi, and the brutish underground Morlocks who exploit them. He ends up thirty million years hence, in a world where all familiar forms of life have become extinct. He then returns to the present, bringing strange plants as evidence of his trip.


In Wells’s story it takes eight hundred thousand years for humans to divide into two subspecies, a time span that accords with modern ideas of how long it took for humanity to emerge via natural selection. (Evidence for our earliest hominoid ancestors extends back for four million years; it is about forty thousand years since “modern” humans superseded the Neanderthals.) But in the new century, changes in human bodies and brains won’t be restricted to the pace of Darwinian selection, nor even to that of selective breeding. Genetic engineering and biotechnology, if widely practiced, could transmogrify humanity’s physique and mentality far faster than Wells foresaw. Indeed, Lee Silver, in his book Remaking Eden, conjectures that it could take only a few generations for humanity to divide into two species: if the technology enabling parents to “design” genetically advantaged children were available only to the wealthy, there would be a widening divergence between the “GenRich” and the “Naturals.” Nongenetic changes could be even more sudden, transforming humanity’s mental character in less than a generation, as quickly as new drugs can be developed and marketed. The fundamentals of humanity, essentially unaltered throughout recorded history, could start to be transformed within this century.






Failed Forecasts


I recently found in an antiquarian bookshop some science magazines, dating from the 1920s, with imaginative depictions of the future. The then-futuristic aeroplanes had rows of wings one above the other; the artist had surmised that since biplanes then seemed an advance on monoplanes, it would be still more “advanced” to stack wings like a Venetian blind. Extrapolation can be misleading. Moreover, straightforward projections of present trends will miss the most revolutionary innovations: the qualitatively new things that really change the world.


Even four hundred years ago, Francis Bacon emphasised that the most important advances are the least predictable. Three ancient discoveries especially astonished him: gunpowder, silk, and the mariner’s compass. In  Novum Organum he writes, “these things . . . were not discovered by philosophy or the arts of reason, but by chance and occasion,” They are “different in kind,” so that “no preconceived notion could possibly have conduced to their discovery.” It was Bacon’s belief that “there are still many things of excellent use stored up in the lap of nature having nothing in them kindred or parallel to what is already discovered . . . lying quite out of the path of imagination.”


X rays, discovered in 1895, must have seemed fully as magical to Wells as the compass did to Bacon. Though of manifest benefit, they couldn’t possibly have been planned for. A research proposal to make flesh appear transparent wouldn’t have been funded, and even if it had been, the research surely wouldn’t have led to the X ray. And the big discoveries have continued to take us unawares. Few managed to predict the inventions that transformed the world in the second half of the twentieth century. In 1937 the US National Academy of Sciences organised a study aimed at predicting breakthroughs; its report makes salutary reading for technological forecasters today. It came up with some wise assessments about agriculture, about synthetic gasoline, and synthetic rubber. But what is more remarkable is the things it missed. No nuclear energy, no antibiotics (though this was eight years after Alexander Fleming had discovered penicillin), no jet aircraft, no rocketry nor any use of space, no computers; certainly no transistors. The committee overlooked the technologies that actually dominated the second half of the twentieth century. Still less could they predict the social and political transformations that occurred during that time.


Scientists are often blind to the ramifications of even their own discoveries. Ernest Rutherford, the greatest nuclear physicist of his time, famously dismissed as “moonshine” the practical relevance of nuclear energy. The pioneers of radio regarded wireless transmission as a substitute for the telegraph, rather than as a means for “one-to-many” broadcasting. Neither the great computer designer and mathematician John von Neumann nor the IBM founder Thomas J. Watson envisaged a need for more than a few computing machines in the entire country. Today’s ubiquitous mobile phones and palmtop com- puters would amaze anyone from a century ago; they are exemplars of Arthur C. Clarke’s dictum that any sufficiently advanced technology is indistinguishable from magic. So what might happen in the new century that would be “magic” to us?


Forecasters have generally failed dismally to foresee the drastic changes brought about by completely unpredictable discoveries. In contrast, incremental change is often slower than forecasters expect, certainly far slower than is technically possible. Few have been as prescient as Clarke, but we will certainly have to wait until far later than 2001 before there are large space colonies or lunar bases. And the technology of civil aviation has stagnated, almost in the way that manned space flight has. We could have had hypersonic planes by now, but—basically for economic and environmental reasons—we don’t: we cross the Atlantic in jets that have had basically similar performance for the last forty-five years, and are likely to for the next twenty. What has changed is the volume of traffic. Long-distance air travel has been transformed into an affordable mass market. Of course, there have been technical improvements, for instance in computerised control, and the precise positioning offered by global positioning system (GPS) satellites; for passengers the most conspicuous changes are in the sophistication of the gadgetry that provides on-board entertainment. Similarly, we drive cars that improve only incrementally over the decades. Transport technology in general has developed more slowly than many forecasters expected.


On the other hand, Clarke and most others were taken unawares by the speed with which personal computers proliferated and improved, and by spinoffs such as the Internet. The density with which circuits are etched on computer microchips has now been doubling every eighteen months for nearly thirty years in accordance with the famous “law” put forward by Gordon Moore, cofounder of Intel Corporation. In consequence, there is far more processing power in a computer-game console than was available to the Apollo astronauts when they landed on the Moon. My Cambridge colleague George Efstathiou, who simulates on a computer how galaxies form and evolve, can now repeat, on his laptop during his lunch break, calculations that took months on one of the world’s fastest supercomputers then available when he first did them in 1980. Soon we will not merely have mobile phones, but high-bandwidth communication with everyone else, and instant access to all recorded knowledge. And the genomics revolution—a dominant feature of the early twenty-first century—is accelerating: when the great project to map the human genome began, few expected that it would be essentially completed by now.


Francis Bacon contrasted his three “magical” discoveries with the invention of printing, which “has nothing in it which is not open and generally obvious. . . when it had been made, it seems incredible that it should have escaped notice so long.” Most inventions emerge, as printing did, by Bacon’s second route: “from the transferring, composition, and application of [things] already known.” The artefacts and gadgets familiar in everyday life are generally the outcome of a continuing trail of incremental improvement. But there can still be revolutionary innovations, despite the immense scientific infrastructure that was quite lacking in earlier centuries. Indeed, the lengthening frontiers of knowledge increase the chance of some remarkable surprises.






Faster Forward?


Over an entire century, we cannot set limits on what science can achieve, so we should leave our minds open, or at least ajar, to concepts that now seem on the wilder shores of speculative thought. Superhuman robots are widely predicted for mid-century. Even more astonishing advances could eventually stem from fundamentally new concepts in basic science that haven’t yet even been envisioned and which we as yet have no vocabulary to describe. It is impossible to make firm projections that entail huge extrapolations of present knowledge 


Ray Kurzweil, guru of “artificial intelligence” and author of The Age of Spiritual Machines, claims that the twenty-first century will see “20,000 years of progress at today’s rate.” That is just a rhetorical claim, of course, since “progress” can be quantified only within limited domains.


There are physical limits to how finely silicon microchips can be etched by present techniques, for the same reason that there are limits to the sharpness of the images that microscopes or telescopes can give us. But new methods are already being developed that can print circuits on a much finer scale, so “Moore’s law” need not level off. Even within ten years, wristwatch-size computers will link us to an advanced internet and to the global positioning system. Looking further ahead, quite different techniques—tiny crisscrossing optical beams, not involving chip circuits at all—may increase computing power still further.


Miniaturisation, though already amazing, is very far indeed from its theoretical limits. Each tiny circuit-element of a silicon chip contains billions of atoms: such a circuit is exceedingly large and “coarse” compared to the smallest circuits that could in principle exist. These would have dimensions of only a nanometer—a billionth of a meter, rather than the micron (millionth of a meter) scale on which present-day chips are etched. One long-term hope is to assemble nanostructures and circuits “bottom up” by sticking single atoms and molecules together. This is how living organisms grow and develop. And it is how nature’s “computers” are made: an insect’s brain has about the same processing power as a powerful present-day computer.


The evangelists of nanotechnology envisage an “assembler” that could grab single atoms, shifting them around and assembling them one by one into machines with components no bigger than molecules. These techniques will allow computer processors to be a thousand times smaller, and information to be stored in memories a billion times more compact than the best we have today. Indeed, human brains may be augmented by implants of computers. Nanomachines could have as intricate a molecular structure as viruses and living cells, and display even more variety; they could carry out manufacturing tasks; they could crawl around inside our bodies observing and taking measurements, or even performing microsurgery.


 Nanotechnology could extend Moore’s law for up to thirty further years; by that time, computers would match the processing power of a human brain. And all human beings could by then be bathed in a cyberspace that allows instant communication with one another, not just in speech and vision but via elaborate virtual reality.


The robotics pioneer Hans Moravec believes that machines will attain human-level intelligence and may even “take over.” For this to happen, processing power is not enough: the computers will need sensors that enable them to see and hear as well as we do, and the software to process and interpret what their sensors tell them. Advances in software have been far slower than in hardware: computers still can’t match the facility of even a three-year-old child in recognising and manipulating solid objects. Perhaps more will be achieved by trying to “reverse-engineer” the human brain, rather than by just speeding up and compacting traditional processors. Once computers can observe and interpret their environment as adeptly as we do through our eyes and other sense organs, their far faster think- ing and responses could give them an advantage over us. Then they will truly be perceived as intelligent beings, to which (or to whom) we can relate, at least in some respects, as we to other people. Ethical issues then arise. We generally accept an obligation to ensure that other human beings (and indeed at least some animal species) can fulfil their “natural” potential. Will we have the same duty to sophisticated robots, our own creations? Should we feel obligated to foster their welfare, and guilty if they are underemployed, frustrated, or bored?






A Human or Posthuman Future?


These projections assume that our descendants remain distinctively “human.” But human character and physique will soon themselves be malleable. Implants into our brain (and perhaps new drugs as well) could vastly enhance some aspects of human intellectual powers: our logical or mathematical skills, and perhaps even our creativity. We may be able to “plug in” extra memory, or learn by direct input into the brain (the injection of an “instant Ph.D.”?). John Sulston, a leader of the Human Genome Project, speculates on further implications: “How much non-biological hardware can we hook up to a human body and still call it human? . . . A little more memory, perhaps? More processing power? Why not? And if so, perhaps a kind of immortality is just around the corner.”


A further step would be to reverse-engineer human brains in enough detail to be able to download thoughts and memories into a machine, or reconstruct them artificially. Humans could then transcend biology by merging with computers, maybe losing their individuality and evolving into a common consciousness. If present technical trends proceeded unimpeded, then we should not dismiss Moravec’s belief that some people now living could attain immortality—in the sense of having a life span that is not constrained by their present bodies. Those who seek this kind of everlasting life will need to abandon their bodies and have their brains downloaded into silicon hardware. In old-style spiritualist parlance, they would “go over to the other side.”


A superintelligent machine could be the last invention that humans need ever make. Once machines have surpassed human intelligence, they could themselves design and assemble a new generation of even more intelligent ones. This could then repeat itself, with technology racing towards a cusp, or “singularity,” at which the rate of innovation runs away towards infinity. (The Californian futurologist Vernor Vinge was the first to use the term “singularity” in this apocalyptic context.) It is impossible to predict what the world might be like after the occurrence of such a “singularity.” Even the constraints based on currently understood physical laws may be insecure. Some of the “staples” of speculative science that flummox physicists today— time travel, space warps, and the like—may be harnessed by the new machines, transforming the world physically as well.


 Kurzweil and Vinge are of course on (or even beyond) the visionary fringe, where scientific prediction meets science fiction. Belief in the “singularity” relates to mainstream futurology rather as the millenarian hope of “Rapture”—being physically plucked up into the Heavens at an imminent Last Day—relates to mainstream Christianity.






The Steady Backdrop


Information systems and biotechnology can surge ahead rapidly because unlike, for instance, traditional forms of power generation and transport infrastructure they do not depend on huge facilities that take years to construct and have to be operated for decades. But not everything is as mutable and transient as electronic hardware.


Barring some calamitous destruction—or unless there were indeed a technological surge towards a “singularity,” after which superrobots could transform the world more drastically than we can now conceive—there are limits to how fast our terrestrial environment could alter. We will still have roads and (probably) railways, but these may be supplemented by novel means of travel (for example, GPS systems could allow automated collision-free journeys by land or air). The developing world could, on optimistic scenarios, acquire a new twenty-first-century infrastructure, unencumbered by the legacy of the past. But some limits are set by energy and resources: supersonic travel is unlikely to become routine for most of the world’s population, unless some radically new plane design or engine is invented. Much travel will, however, become superfluous, superseded by telecommunication and virtual reality.


What about exploitation of space (perhaps using novel propulsion systems)? Robotics and miniaturisation are weakening the short-term practical case for manned space flight. In the coming decades, swarms of miniaturised satellites will orbit Earth; intricately instrumented unmanned probes will roam and explore throughout the solar system; and robotic fabricators will assemble large structures, perhaps extracting raw materials from the Moon or from asteroids. Within fifty years, if our civilisation escapes disastrous setbacks in the meantime, there could be a vibrant programme of human space exploration, though it is likely to be led by entrepreneurs and adventurers rather than by governments.


Even if there is an expanding human presence in space, it will involve only a trivial fraction of humanity. Nowhere away from Earth offers a habitat that is even as clement as the Antarctic or the deep ocean bed; nonetheless, space may offer the backdrop for enthusiastic explorers and pioneers, who may eventually set up self-sustained social groups away from Earth. By the end of the century, such communities could have been established— on the Moon, on Mars, or freely floating in space—either as refuges, or in a spirit of exploration. Whether this happens, and how, could be crucial to posthuman evolution, and indeed to the fate of intelligent life in future centuries. Although it would be little consolation to those on Earth, life would have “tunnelled through” its era of maximum jeopardy: no terrestrial catastrophe could thereafter quench life’s long-term cosmic potential.






The Real World: Longer Horizons


Techno-forecasters, their attitudes moulded by the social and political environment of the West Coast of the United States, where so many such people are congregated, tend to envisage that changes proceed untrammelled, in a social system supportive of innovations and that consumerist motivations dominate other ideologies. These presumptions may be as unwarranted as it would have been to downplay the role of religion in international affairs, or to predict that sub-Saharan Africa would have advanced steadily since the 1970s rather than regressing further into destitution. Unpredictable social and political developments add extra dimensions of uncertainty. Indeed, a main theme of this book is that technical advances will in themselves render society more vulnerable to disruption.


But even if disruption were no worse than it is today, these forecasts do little more than set the “envelope” of what might be possible: the gap between what is technically possible and what will actually happen is going to widen. Some innovations just don’t attract enough economic or social demand: just as supersonic flight and manned space flight stagnated after the 1970s, today (in 2002) the potentialities of broadband (G3) technology are being taken up rather slowly because few people want to surf the Internet or watch movies from their mobile phones.


For biotechnologies, the inhibition will be more ethical than economic. If there were no regulations to rein back the application of genetic techniques, the physique and mentality of human beings could morph within a few generations. Futurists like Freeman Dyson speculate that within a few centuries, Homo sapiens may have diversified into numerous subspecies, adapting to a variety of habitats beyond Earth.


Economic decisions generally discount into insignificance what may happen more than twenty years from now: commercial ventures are not worthwhile unless they pay off far sooner than that, especially when obsolescence is rapid. Government decisions are often as short-term as the next election. But sometimes—in energy policy, for example—the horizon extends to fifty years. Some economists are trying to provide incentives for longer-term planning and prudent conservation by putting a monetary value on a country’s natural resources, thereby rendering explicit in a nation’s balance sheet the cost of depleting them. The debates about global warming that led to the Kyoto Protocol take cognisance of what might happen one or two centuries ahead: the consensus is that governments should take preemptive actions now, in the putative interest of our twenty-second-century descendants (though whether these actions will actually be implemented is still unclear).


There is one context in which official public policy looks even further ahead, not just for hundreds but for thousands of years: the disposal of radioactive waste from nuclear power stations. Some of this waste will remain toxic for many millennia; both in the UK and the US, the specification for underground depositories demands that hazardous materials should remain sealed off—with no leakage via groundwater, or through fissures opened up by earthquakes—for at least ten thousand years. These geological requirements, imposed by the US Environmental Protection Agency, were important factors in the choice of a Nevada location, deep underground below Yucca Mountain, for the US’s national waste dump.


The prolonged debates on radioactive waste disposal have had at least one benefit: they have generated interest and concern about how our present-day actions resonate through several millennia—time spans still infinitesimal, of course, compared to the future of Earth, but nonetheless far beyond the horizon of most other planners and decision-makers. The US Department of Energy even convened an interdisciplinary group of academics to discuss how best to design a message that could be understood by human beings (if any should exist) several millennia hence. Warnings unambiguous and universal enough to bridge any conceivable culture gap could be genuinely important in alerting our remote descendants to hidden dangers like radioactive waste depositories.


The Long Now Foundation, an initiative promoted by Danny Hillis (best known as inventor of the “Connection Machine,” an early massively parallel processing computer), aims to promote long-term thinking by constructing a large ultradurable clock that would record the passage of several millennia. Stewart Brand, in his book The Clock of the Long Now, discusses how to optimise the content of libraries, time capsules, and other enduring artefacts that could help to raise our gaze towards longer time horizons.


Even if changes proceed no faster than in the last few centuries, there will certainly be a “turnover” in cultures and political institutions within a single millennium. A catastrophic collapse of civilisation could destroy continuity, creating a gap as wide as the cultural chasm that we would now experience with a remote Amazonian tribe. In Walter M. Miller Jr.’s novel A  Canticle for Leibowitz, North America reverts to a medieval state after a devastating nuclear war. The Catholic Church is the only institution to survive, and generations of priests attempt, for several centuries, to reconstruct prewar knowledge and technology from fragmentary records and relics. James Love-lock (best known as the originator of the “Gaia” concept, likening the biosphere to a self-regulating organism) urges compilation of a “start up manual for civilisation,” copies of which should be dispersed widely enough to ensure that some survive almost any eventuality: it would describe techniques of agriculture from selective breeding to modern genetics, and cover other technologies similarly.


By making us aware of longer time horizons, the proponents of the Long Now remind us that the welfare of far-future generations should not be jeopardised by imprudent policies today. But they are perhaps downplaying the qualitatively new consequences of computers and biotechnology. Optimists believe that these will lead to the transformations discussed in this chapter; realists accept that these advances will open up new peril. Prospects are so volatile that mankind might not even persist beyond a century—much less a millennium—unless all nations adopt low-risk and sustainable policies based on present technology. But that would require an infeasible brake on new discoveries and inventions. A more realistic forecast is that society’s survival on Earth will, within this century, be exposed to new challenges so threatening that the radioactivity level in Nevada thousands of years from now will seem supremely irrelevant. Indeed, the next chapter suggests that we have been lucky to survive the last fifty years without catastrophe.
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