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INTRODUCTION


Ever since the early 1970s the world has been living through a scientific and technological revolution. New genetic techniques have transformed science, providing profound insights into the whole tree of life and allowing us to investigate a huge range of organisms with astonishing precision. These discoveries have been turned into novel technology with far-reaching implications, putting food in the fields and healing bodies. Vast fortunes have been made as whole sectors of the pharmaceutical industry have been transformed. To give just one example: if you take insulin, it was produced in a genetically engineered microbe.


Built upon dreams, genetic engineering has equally provoked nightmares throughout its history. The impact of the new genetics on popular culture and our global mindset over the last fifty years has mirrored the promises and doubts about nuclear power during the post-war decades. Nuclear physics lost its innocence in the searing white heat of Hiroshima and Nagasaki; genetic engineering has yet to suffer a similar fate but that is not for want of trying – from the very beginning, hidden from history, the new science has been used to create terrifying new weapons. The potential for the nightmares to become reality grows with our increasing mastery and our endless appetite for ever more audacious applications.


With every new development there have been promises of new sources of food or medicine, or new cures for diseases, which have been rapidly counterbalanced by fears of plagues, of genetically manipulated humans, or of the inadvertent or deliberate release of dangerous organisms. Genetically modified plants promised to transform agriculture, but opponents feared ecological catastrophe. Neither happened. The genetic dreams and nightmares have tended to recur: the promises are rarely fully realised, the worst fears never come to pass and after a while the whole issue subsides, only to re-emerge a few years later following new discoveries and applications.


This cycle has occurred repeatedly over the last half-century. Now, after a long period in which the technology began to appear commonplace, three recent developments have brought the dreams and nightmares back into our waking lives, providing amazing opportunities and raising the real possibility of catastrophe:


• In 2018 we stepped into the brave new world of heritable human genome editing when Chinese researcher He Jianqui used CRISPR gene editing in a botched experiment that mutated three healthy embryos, with unknown consequences for the resulting children. Despite a global outcry, there is no agreed way of preventing this from happening again.


• We can now transform whole ecosystems through a process known as a gene drive, which is essentially a genetic chain reaction. This could eradicate malaria mosquitoes, but as the scientists working on these systems have warned, it could also wreak havoc on the ecosystem.


• Well-meaning scientists trying to gain insight into the potential shape of future pandemics have deliberately produced new variants of lethal pathogens that are even more dangerous than before. These experiments were not behind the COVID-19 pandemic, but such research could inadvertently lead to an outbreak of a terrifying new disease.


These are not fantasies nor absurd predictions; this is where science has brought us.


My motivation in writing this book has been to explore my own fears about these three areas. Each of them worries me in different ways, but I recognise that many of my concerns are similar to those expressed by people faced with previous applications of genetic engineering, most of which turned out to be either exaggerated, or at least to be controllable by careful regulation and strict safety procedures. I needed to decide if these most recent developments of genetic engineering are truly novel and full of real threat, or if they, too, will turn out to be overblown in terms of both promise and peril. For the moment, I remain deeply concerned – we are indeed faced with new and serious threats and great care will be needed to negotiate the coming years. Above all, the key lesson I have learned is that to understand what these developments mean and how we should respond to them, we need to understand how we got here.


✴


The history of nuclear power shows that dangerous technology can be used safely, despite its inherent potential for accidental or deliberate disaster. The rise and fall of the atom as a driver of culture and of popular anxiety also shows that as dangerous technology is safely employed, it loses some of its emotional power. Over recent years, that seems to have happened with genetic engineering too.


Many technologies have followed a similar arc, but in one extremely significant respect genetic engineering is unique. From the very outset, potential dangers led scientists to impose a temporary halt to experimentation while safety concerns were addressed. 


No group of researchers, apart from geneticists, has ever voluntarily paused their work because they feared the consequences of what they might discover. Extraordinarily, this has happened not just once but four times – in 1971, in 1974, then again in 2012 and most recently in 2019.


There were some precedents for this. In the 1930s, Leo Szilard, who conceived the nuclear chain reaction, argued for the details to be kept secret; following the subsequent discovery of nuclear fission he tried to persuade his colleagues to omit certain key bits of information from their publications to avoid helping Nazi Germany. Later, while working on the Manhattan Project, Szilard and other researchers opposed the continuing development of the atom bomb after the defeat of Germany in May 1945. But Szilard’s protests were of limited effect and the result was the horror of Hiroshima and Nagasaki.


Geneticists have been more decisive in response to potential threats. In 1971, when the first experiment mixing two very different kinds of DNA – from a virus and a bacterium – was proposed, researchers raised fears that it might go horribly wrong, causing an outbreak of cancer. There were private discussions about the dangers and eventually some experiments were quietly abandoned by the handful of scientists involved. But new discoveries soon made the technique much simpler and within two years dozens of laboratories around the world could master it. The question of what might happen was posed once again, but this time on a global scale. That led to the first publicly declared research moratorium, which was announced in July 1974 and lasted about eight months while scientists argued about the issue.


The culmination of this process was a conference held in February 1975, at Asilomar in California, at which scientists came up with safe ways of performing their experiments but notably refused to consider the social or political consequences of what they were doing. Over the subsequent decades the self-regulation that was proposed at Asilomar has repeatedly been held up as an example of how science can act responsibly. And indeed, the great virtue of Asilomar was that the meeting took the potential dangers of genetic engineering very seriously indeed, thrashing out protocols that would protect researchers, the public and the environment and insisting that even with these safety measures, some experiments involving pathogens remained too dangerous to be carried out under any circumstances. But the debates were focused entirely on these biosecurity issues, with the sole objective of establishing safety criteria that would allow the moratorium to be lifted.


The organisers ruled out any discussion of moral issues, or of the potential military uses of what was known as recombinant DNA. And yet the political and social issues that have dogged the last fifty years of the development and application of genetic engineering were precisely those that were ruled off the Asilomar agenda. Two key issues that shaped subsequent decades – the commercial exploitation of genetic engineering and the terrifying threat of new bioweapons made with recombinant DNA – were both being actively developed at the time of Asilomar but were not discussed. They were known to only a handful of privileged delegates, and no one was aware of both developments. Had there been an open debate about these matters, subsequently involving the whole world, later events might have turned out rather differently.


The reasons why molecular geneticists took this unprecedented step of halting their research until it could be made safe, while scientists in other controversial areas such as nuclear weapons research did not, probably lies as much in the people and the times as in the degree of existential threat. Genetic engineering was the right subject, in the right place, at the right time, with the right scientists involved, for such a stance to be taken.


Asilomar occurred in a period of doubt about science and its role in society, centred around the upheavals of 1968 and the long wave of global unrest and social uncertainty that surrounded those events, all of which was framed by the Cold War. Most of the organisers of Asilomar had been involved in campus protests against military research and against the US war in Vietnam and Cambodia. Furthermore, this was a field that involved a small number of scientists, working in groups of only a handful of researchers with no military or government involvement, which gave them a degree of autonomy.


The third pause in genetic engineering took place more recently, in 2012, when a few dozen scientists became alarmed at the direction being taken by their research on the extraordinarily dangerous H5N1 bird flu virus, which they were manipulating in order to prepare for future pandemics. That self-imposed moratorium lasted about eight months and, as at Asilomar, was similarly resolved through the adoption of new safety procedures, which arguably saved us from an accidental lab-leak pandemic that would have dwarfed COVID-19. However, those procedures were not globally binding – different countries have different biosecurity standards, some of which may lead to disaster in the future.


Both the recombinant DNA and the H5N1 research pauses were widely accepted and observed. The most recent call for a research moratorium, focused on heritable human gene editing, has not been met with such unanimity. In 2015 leading researchers and scientific authorities around the world declared it would be irresponsible to try and edit a human embryo using CRISPR, but there was no call for a pause on research. Indeed, those same researchers and authorities sought to chart what they called a ‘prudent path’ to heritable human genome editing. Then, in November 2018, He Jiankui announced to a stunned world that he had carried out such an experiment on three normal baby girls, with potentially disastrous results. A few weeks later, at the beginning of 2019, a group of leading geneticists called for a five-year moratorium on editing humans, but others, including Nobel Prize-winning leaders of the field, have rejected this approach. This time around, there is no consensus. Despite the widespread revulsion at the CRISPR babies experiment, there is no guarantee that it will not be repeated tomorrow.


These examples show the singularity of genetic engineering in the history of science and technology – its strong connection with questions of social responsibility and a sense of doing the right thing. That is why, although this book surveys the last half-century and more, the central issues it addresses revolve around the current potential of the new science and how we can control it and prevent catastrophe. In a sense, the past, present and future of genetic engineering are on trial in these pages, and you are part of the jury.


✴


To some readers, the term ‘genetic engineering’ will have a rather old-fashioned feel. This is partly because the name by which this technology is known has morphed and shifted down the decades. From genetic engineering, through recombinant DNA, gene stitching (that one did not catch on), gene cloning and gene splicing, to genetic modification and most recently gene editing, different terms have embodied various subtleties to both scientists and the public. Sometimes these names have been adopted because they present a new application of the science as somehow less threatening than previous, contested versions (this is clearly the case with ‘gene editing’ which seems simple and rather domestic). Some terms refer to a much broader field – for example, ‘biotechnology’ or ‘synthetic biology’, both of which incorporate genetic engineering as a base technology but tend to have different ambitions and outlooks. What all these approaches have in common is the ability to deliberately and precisely introduce new changes into the genes of an organism – genetic engineering.


One of the key consequences of the new ability to manipulate genes that appeared in the 1970s was that, right from the outset, this technique was turned into a technology and was given practical application. This in turn led to fears and protests as new organisms made the transition from the laboratory to the factory or the field. These challenges form an integral part of the history of genetic engineering – they not only shaped public attitudes to the science, they also led to a series of regulations designed to assuage fears and to allow the safe application of the technology.


Nevertheless, faced with the ability to mix genes from wildly different species, many people continue to feel uneasy. Writing in 1997, as global suspicion of genetically modified (GM) crops was about to reach a paroxysm, pioneer molecular biologist François Jacob reached deep into our collective psyche to identify what he thought was the fundamental problem:


The notion of recombinant DNA is tied to the mysterious and the supernatural. It rekindles the terror associated with the hidden meanings of monsters, the revulsion engendered by the notion of two beings merged in defiance of nature.1


The results of genetic engineering can be unsettling, and not simply because it can seem a bit weird when put starkly (for example, in my research I use flies that have genes from jellyfish in them, controlled by other genes from yeast). But a far greater problem than any unease we might feel is that, as with any technology, the outcome of genetic engineering is not guaranteed in advance. Its essence is the ability to produce inherited changes, and change may not always go in the direction we intend.


✴


This book is not simply an account of how a revolution in science and technology has taken place – how brilliant men and women have developed theories, dreamed up experiments and imagined applications – and how the dangers have been perceived and countered. It also shows how those discoveries have formed part of a broader cultural, political and economic history, shaping our present day.


One significant feature of this story is the growing internationalisation of genetic engineering. In its earliest years it was largely US-based, now every continent is touched by this science and its application, and every inhabited continent is covered in the pages that follow. There is one specific change in the geographical focus of this story which is of fundamental importance and will increase in significance in the years to come – the growing influence of Chinese research. This is a product of both the growing economic and scientific power of China and the Chinese government’s long-standing commitment to the application of genetic technology. China was the first country in the world to approve a GM crop and it now has the largest number of approved gene therapy protocols. And yet China is as vulnerable to genetic nightmares as anywhere else – the prospect of GM rice divides the Chinese Communist Party leadership and has led to a strikingly open debate in the country. Genetic engineering has the power to excite and disturb right across the planet.


Throughout its history, this technology has been intertwined with broader cultural and political changes – from the US counterculture of the 1960s and early 1970s, through the get-rich-quick deregulation years of the 1980s and 1990s, the collapse of the Soviet Union and the end of the Cold War, the growing opposition to globalisation around the turn of the century, the global responses to the 9/11 attacks, right up to the fears of a new pandemic which were tragically realised at the beginning of 2020. Genetic engineering and its applications have played a significant role in local, national and global politics, shaping and threatening our future as surely as the atom shaped the post-war world.


Although the pages that follow include plenty of experimental detail, this is not an academic account covering every conceivable aspect of the subject. The impact of genetic engineering on virtually every part of biology over the last half-century has been so overwhelming that a book detailing those effects would turn into a history of modern biology itself. As a consequence, many scientific, technical and social developments that flowed from, or coincided with, the appearance of genetic engineering are deliberately not covered in any detail here – IVF, stem cell biology, embryo research, biotechnology, mammalian cloning, synthetic biology, genomics, DNA sequencing, transhumanism and many others. Some experts will undoubtedly find that their favourite technique, their favourite experiment or their favourite researcher has been missed out for reasons of space. My apologies for any disappointment, but rather than covering all the twists and turns of the history or every conceivable implication of the technology, I have preferred to focus on the key applications of genetic engineering and how it has acted as a cultural force, prompting creators to produce works that have inspired, stimulated and amused us.


In some cases, these creations have proved so powerful that they have almost replaced the old references to Frankenstein. Like Mary Shelley’s influential book, many of these works – from Jurassic Park to untold numbers of B-movies, from high-concept novels by Nobel Prize winners to clunky thrillers, from pop songs and comic books to sculptures and pieces of conceptual art – focus on the nightmares, shaping attitudes to the scientific and technological moments we have been living through for the last few decades. Like news media, TV and radio programmes, cultural and artistic artefacts have their place in the story of genetic engineering as they have refracted the science and politics of our times and left lasting traces. This broad focus makes this book much more than an inward-looking history of science.


✴


Nevertheless, there is quite a bit of science in this history. I have tried to keep the technicalities to a minimum and to explain each step only as much as is strictly necessary, but if you are unsure about the basics of genetics, the following three paragraphs will give you the key information you need to begin (there is also a glossary at the back).


Our genes are made of DNA, a molecule that has two strands – the famous double helix. Each strand carries a sequence of four chemical structures called bases, which are known by their initials, A, C, G and T. The shape of these bases means that the two strands of DNA are complementary – if there is an A on one strand, the base on the opposite strand has to be a T, and vice versa. The same is true of the C and G bases. Genes consist of unique sequences of bases and, in general, a gene codes for a protein (a string of amino acids), which is produced by the cell following the instructions in the gene. Each group of three bases, called a codon, corresponds to an amino acid. Amino acids are strung together by the cell to form proteins, which can do an infinite variety of things in the organism – in particular they can be structural (for example, hair) or they can alter physiology (for example, enzymes or hormones).


When a gene is activated, the double helix is unravelled by enzymes in the cell and the gene is transcribed: the DNA on the strand that carries the gene is used to produce a molecule called messenger RNA (mRNA), which is a complementary copy of the gene, just like the DNA on the other strand, except that in RNA the T base is replaced by another base called U. This mRNA molecule is then used by cellular structures called ribosomes to turn the genetic message into a protein. Each three-base codon is read by the ribosome, and the corresponding amino acid is found within the cell and brought to the ribosome by transfer RNA (tRNA) molecules, where it is attached to the amino acid preceding it to form a protein. Ribosomes are made of RNA and protein; like everything else, they are encoded by genes. In some cases, RNA or protein produced from a gene’s DNA is used by the cell to control the activity of other genes.


Viruses have played a key role in genetic engineering. They are replicating parasitic molecules, made of either DNA or RNA, concealed in a protein coat (the instructions to make that coat are encoded in the virus’s DNA or RNA). The sole function of a virus is to penetrate a cell and hijack its internal mechanisms, using the cell’s biochemistry to reproduce copies of the virus’s DNA or RNA, and then to turn that into more viruses. There are untold numbers of different kinds of virus on the planet; most are harmless, some are lethal. The beginning of the genetic engineering revolution occurred when scientists set out to harness the ability of viruses to introduce DNA into a cell. Their ultimate objective was to alter a virus so that it carried well-understood bacterial DNA and to transfer that DNA into a mammalian cell, thereby shedding light on the mysteries of gene function in multicellular organisms.


That is all you really need to know to start reading.i You will know a lot more by the time you have finished.




✴


This book takes you through the changing science of genetic engineering, explaining the links between science and politics, ethics, business and culture, rooting our developing knowledge in the changing world of the last half-century and showing how fears and protests have been there from the very outset. This history carries lessons for all branches of science where discoveries might produce dangers, perpetuate inequalities or otherwise damage society. It highlights the importance of the general population being informed about and involved in decisions about science and its application from the very beginning.


Such social questions are not an optional add-on, something that can be left at the door of the laboratory. They are there, in embryo, in every genetic engineering experiment. They are part of the politics implicit in this revolutionary technique which has transformed science, medicine and agriculture. These issues are present in genetic engineering in a way that is not the case in other branches of genetics because, as my good friend the historian of science Michel Morange has put it, the whole point of the field is to transform molecular biology ‘from a science of observation into a science of intervention and action’. When you intervene and act upon the world, rather than simply observing, when you create things that have never existed before, you run the risk of things happening that you did not intend, or which you may desire but others do not. Resolving these issues is a political question – science and society are intertwined.


This interventionist, creative aspect of genetic engineering was first imagined centuries ago, long before the discovery of genetics. When he died in 1626, the English thinker Sir Francis Bacon left an unfinished fragment of fiction known as The New Atlantis, which purported to be an account of life on the imaginary island of Bansalem, somewhere in the Pacific Ocean. A key feature of the island was Salomon’s House, a kind of research institute that investigated all aspects of the natural world with a view to ‘enlarging the bounds of human empire’, developing not just knowledge, but also application and control. At a time when heredity was so profound a mystery that the word had no biological meaning, Bacon’s fictional institute was able to manipulate plants and animals in a precise and desired way, mixing different species and creating new organisms for the benefit of all:


We finde Meanes to make Commixtures and Copulations of diverse Kindes; which have produced New Kindes, and them not Barren, as the generall Opinion is. We make a Number of Kindes, of Serpents, Wormes, Flies, Fishes, of Putrefaction; Wheroff some are advanced (in effect) to be Perfect Creatures, like Beastes or Birds; And have Sexes, and doe Propagate.2


Despite the weird spelling and understandable lack of detail, Bacon was describing our world. Four centuries later, we have exactly the kind of power over nature that Bacon dreamed of. The idea of mixing the characteristics of different species goes deep into mythology – half-human, half-animal creatures are a common feature of many cultures – but Bacon’s proposal that we might deliberately create such hybrids to exploit their characteristics was both novel and profoundly significant, heralding the shift in attitudes to the natural world that took place with the development of science, technology and industry over subsequent centuries. In a way, this book is about the realisation of Bacon’s dream.


I hope you will be enthralled, amused, moved and alarmed by what you read here – I did not know all of this history and there were things that I discovered that made my blood run cold. Above all, you should be informed – decisions on using the latest versions of this technology need to be in the hands of every citizen on the planet. By understanding the past and the present we can be more confident in our ability to control the future, or at least to limit the damage that might occur there. As you will see, this is too important to be left to the scientists.


Four hundred years ago, Francis Bacon hoped we would enlarge the bounds of human empire, subduing the forces of nature. To an extent, genetic engineering has helped us do that. But technology is not neutral – it changes the way we behave. In 1872 the German philosopher-revolutionary, businessman and honorary Mancunian Friedrich Engels explored the consequences of our mastery of the forces of nature through technology. As he put it, those forces avenge themselves by imposing a veritable despotism upon us. In other words, technology shapes our social organisation, it requires us to behave in a particular way. In the case of genetic engineering, this has shaped our view of life itself – some organisms have become pieces of machinery that can apparently be controlled and their behaviour predicted. But sometimes, our predictions are poor, our control is inadequate and discovery creates danger.


There is no way of unlearning what we have found out, and equally we cannot escape the implications of what we have created – we have to meet the potential threats that we now face. To do that, we must first understand them. As Francis Bacon also said, ‘knowledge is power’. That is the point of this book.


Manchester, March 2022


1


Footnote


i If you want to know how we discovered all this, I would immodestly recommend my 2015 book, Life’s Greatest Secret: The Race to Crack the Genetic Code (London, Profile).














– ONE –


PRELUDE


Humans have been changing genomes for millennia. From our earliest days in Africa, hundreds of thousands of years ago, we have inadvertently altered the genes of the animals and plants we eat, acting as a force of natural selection just like other predators. Some animals and plants were able to adapt to our attentions; others could not and went extinct, in particular the megafauna – mammoths, woolly rhinoceroses, giant sloths and so on. Then, with the slow development of agriculture around 10,000 years ago, we began to systematically domesticate animals and plants, deliberately breeding those types that suited our needs.


The results could be dramatic. Genomic analysis shows that all modern horses are descended from a small group of animals that were domesticated in the Western Eurasian steppes around 4,000 years ago.1 Strong and docile, they rapidly replaced the other breeds of horses that we had tamed. We can see this process in the horse genome – our ancestors selected for behavioural and physiological characteristics that allowed the animals to be ridden for long distances and made them more placid, but underlying this process were unseen molecular genetic changes that we can now understand. It is even possible that, over hundreds of thousands of years, we domesticated ourselves, intuitively selecting against aggressive behaviour and in favour of all sorts of cooperative characteristics. With the development of agriculture, we also began to use the simplest form of biotechnology, unwittingly harnessing the activity of microbes to make bread, cheese, beer and wine, inadvertently selecting the varieties that best suited our purpose.2


That activity has also led to insight – understanding mating and pollination became of great importance once agriculture had begun. There is a rough synchronicity between when people around the world realised how reproduction works and when they domesticated plants and animals: the growth in our knowledge of the natural world and our increasingly detailed attempts to assert control over it have gone hand in hand.3


Despite this deep history, 1972 marked a real qualitative change in our ability to change genes – blind tinkering became precise and deliberate manipulation. This happened through the publication of the work of a group of researchers at Stanford University in Palo Alto, California, in what is now known as Silicon Valley (not much of a valley, to be honest). The researchers, led by 45-year-old Paul Berg, took a mammalian virus called SV40 and added to it DNA from a bacterium, Escherichia coli. Berg’s idea was to use the virus to introduce the well-understood genetic material from E. coli into a mammalian cell and thereby gain the first insight into how genes work in multicellular organisms. The following year the approach was simplified, allowing the fusion of DNA from virtually any organisms. Once the procedures were shown to be safe and controllable, this ability to produce what was called recombinant DNA led to the explosion of the biotechnology industry, the development of GM crops and gene therapy, massive advances in our scientific understanding of the whole of biology and, ultimately, the current excitement over CRISPR gene editing.


The techniques used during this revolution have changed – Berg’s pioneering but primitive genetic engineering and today’s gene editing are radically different in their detail – but in outlook and in underlying approach all the methods used over the last half-century trace their origin back to Stanford in 1972. As with any revolution, to understand the key moment and the events it unleashed, we need to explore what came before and what came afterwards. We need to begin, not at the beginning, but before the beginning. And before there was fact, fiction could outline what might be possible, enabling thinkers to explore both the promise and the perils of future developments centuries before science could make them a reality.


✴


The most powerful fictional portrayal of the dangers of science is surely Frankenstein, written by the teenager Mary Shelley in 1816 and published two years later.4 Influenced by Greek mythology and the story of Prometheus, the Greek god who gave humanity fire and suffered terribly as a consequence (‘The New Prometheus’ is the subtitle of the book), by the Jewish myth of the Golem – a man-made creature that would do its creator’s bidding – and by the German story of Faust and his pact with the Devil, Shelley’s book has been taken as a warning tale about the potential dangers of the new way of knowing – science – and in particular the risks of creating something profoundly unnatural.


Towards the end of the nineteenth century, the slow discovery of the mechanisms of heredity led to this new phenomenon becoming the focus of fiction. H. G. Wells conjured the horror that might occur if modern medicine were able to create grotesque hybrid animals through vivisection in his 1896 novel The Island of Doctor Moreau. Eight years later, Wells imagined what would happen if food additives changed our heredity. In his now-forgotten novel The Food of the Gods, farm animals and children grow to giant size after consuming a substance known as Boomfood; most significantly, they pass their gigantism to their offspring, with terrible social and political consequences. The Food of the Gods was published three years after the rediscovery of Mendel’s laws of genetics, which were first established in 1865.


The twentieth century was the century of genetics. For its first few decades, it was also the century of eugenics – the desire to deliberately manipulate human genes by selective breeding. This was widely applied, notably in the United States and Sweden, mainly by sterilising those who were deemed unfit – in particular the poor and the disabled. This reached its foul culmination in Nazi Germany, where selective breeding became systematic murder.5 The most influential fictional account of the consequences of eugenics is Aldous Huxley’s 1932 novel Brave New World, in which humans are bred in artificial wombs using Podsnap’s technique and Bokanovsky’s process and have a genetically determined role in society. Although Huxley made up the sciencey-sounding genetic technology employed in his dystopia, he did not have to imagine what eugenics might look like – it was around him, infesting society, irrespective of politics (the socialist Wells was one of many left-leaning eugenicists).


The horror of the Holocaust dampened the appetite for eugenics in the post-war world but growing scientific interest in the nature of genetic material and what might be done with it percolated into fiction. In 1951, the pulp science fiction writer Jack Williamson published an unremarkable novel, Dragon’s Island, which revolved around the fictional science of what he called genetic engineering – ‘a process for creating new varieties and species at will’ by ‘directing mutation’.6 The result was the appearance of ‘Not-men’ – ‘superhuman monsters… Hiding among mankind, and waiting to overwhelm us.’7 By the end of the story the protagonists prophetically decide to set up a company to spread the benefits of the new technology and make pots of money.i




Williamson might have written a clunker (in best pulp tradition, the dramatic title and the lurid cover had little to do with the story), but he had detected the glimmer of scientific and pecuniary potential contained in a discovery that had been made in 1944 by Oswald Avery at the Rockefeller Institute in New York. Avery showed that pneumonia bacteria could be transformed from infectious to benign, and vice versa, by adding an extract of the other kind of microbe. The earliest interpretation of Avery’s work suggested that transformation induced a mutation in the receiving bacteria – it looked as though the process produced a specific genetic change. 8 This would have been revolutionary – existing methods of creating mutations with X-rays or chemicals were essentially random, while selective breeding, which had been the basis of agriculture for millennia, was a slow, hit-and-miss process.






[image: image]

The paperback edition of Dragon’s Island (1952).








But this interpretation was wrong. Avery and his colleagues had in fact discovered something much more fundamental: the nature of the genetic material itself. To their surprise, the material they transferred between bacteria – they called it the transforming principle – turned out to be made of deoxyribonucleic acid, or DNA. This substance had been thought to have a purely structural role in chromosomes, which carry genes – it was seen as a kind of scaffold, while genes were generally assumed to be made of proteins. Through a series of careful experiments, Avery and his colleagues, Colin MacLeod and Maclyn McCarty showed that, in bacteria at least, genes were made of DNA. This opened the road to decades of discoveries in molecular biology, the great new science of the second half of the twentieth century.


During the 1950s, speculation about transferring DNA from one organism to another, or using enzymes to change DNA sequences, moved from science fiction into science itself. In December 1958, Ed Tatum gave a lecture in Stockholm, to mark his share in half of the 1958 Nobel Prize in Physiology or Medicine for showing with George Beadle that genes can produce enzymes (the other half of the prize had gone to Joshua Lederberg, who had turned to bacterial genetics after reading Avery’s 1944 paper on DNA). Tatum was speaking a little over five years after Jim Watson and Francis Crick, using data from Rosalind Franklin and from Maurice Wilkins, had proposed that DNA has a double-helix structure. At this time the role of DNA as the hereditary material in all life was still no more than a working hypothesis. It had taken over a decade for Avery’s discovery to be widely accepted, and there was still no decisive proof that all genes were made of DNA. Scientists could be reasonably sure of the genetic function of DNA only in bacteria and viruses; the situation in more complex organisms remained unclear until the late 1960s.9


The closing part of Tatum’s speech – a mere 400 words entitled ‘Predictions’ – looked into the future and foresaw our present:


Perhaps within the lifetime of some of us, the code of life processes tied up in the molecular structure of proteins and nucleic acids will be broken. This may permit the improvement of all living organisms by processes which we might call biological engineering.10


The kind of engineering Tatum had in mind involved synthesising DNA molecules with desired characteristics and introducing these molecules into an organism by injection or by using engineered viruses. The aim of this work, he argued, would be to cure genetic defects and to create more productive and disease-resistant animals and plants. He predicted that a full understanding of the interplay of nature and nurture would lead to a new Renaissance ‘in which the major sociological problems will be solved and mankind will take a big stride towards the state of world brotherhood and mutual trust and well-being envisaged by Alfred Nobel’.


Although Tatum’s description of the direction of science was remarkably accurate, you may have noticed that it did not lead to his utopia. Tatum, like many who predict the future, underestimated the difficulties in applying scientific discoveries. Understanding needs to be turned into reliable and scalable technology and there must be cultural acceptance of both the techniques involved and their application. That acceptance can be affected by all sorts of contingent factors: in the years that followed Tatum’s speech, political and social developments profoundly altered global views on science, building on a growing suspicion of the power of the atom that dominated the Cold War world of the 1950s. By the end of the 1960s a new, pessimistic attitude crystallised, colouring and shaping responses to the coming revolution in genetics.


✴


In January 1960, Time magazine named US scientists as its ‘Men of the Year’.11 The fifteen men who represented the profession were mainly physicists, but there were two molecular geneticists on the list – Beadle and Lederberg – and the Time article hailed the ‘glittering opportunities’ of molecular biology, in particular the hope that in the near future ‘it should become possible to treat and correct genetic diseases, now mostly incurable’. For Time, science was ‘at the apogee of its power for good or evil’.


A mere twelve months later the balance seemed to have shifted towards the negative. In January 1961, as President Eisenhower handed over power to his successor, John F. Kennedy, the old soldier broadcast to the nation, alerting the American people to the growing influence of the military-industrial complex, criticising the links between science and government, and predicting that ‘public policy could itself become the captive of a scientific-technological elite’. Eisenhower’s gnomic warning – soon amplified by fears of nuclear annihilation during the Cuban Missile Crisis of October 1962 – connected to a slow growth in pessimism about science that was taking place across Western societies.12


These doubts and suspicions were principally driven by the menace of nuclear weapons, and focused not only on the immediate threat of thermonuclear annihilation, but also on the danger of radioactive fallout from nuclear tests that was increasingly recognised as a potential trigger for a possible epidemic of cancers and mutations. In 1954, US nuclear tests on Bikini Atoll caused a scandal when they produced unexpectedly high levels of fallout, which affected hundreds of people on nearby islands and on a Japanese fishing boat. In Nevil Shute’s best-selling 1957 novel On the Beach, which was made into a film two years later, nuclear weapons cause the death of humanity through a massive cloud of fallout that rolls around the planet. By the mid-1950s there were alarming numbers of atmospheric tests (over 250 had taken place by 1958) and calls grew for a ban on atmospheric and undersea tests. Eisenhower was initially supportive of a ‘moratorium’ on tests – this term became widespread with regard to nuclear weapons and would eventually be used repeatedly down the decades in debates about the dangers of genetic engineering.


Eventually, after a great deal of politicking on both sides of the Iron Curtain and a lot of campaigning by protestors, including chemist Linus Pauling, who won the Nobel Peace Prize in 1962 for his role, the Partial Test Ban Treaty came into effect at the end of 1963. That did not mean that the threat of fallout went away. In the United States there were repeated attempts to develop the peaceful use of nuclear weapons through Project Plowshare, in which nuclear bombs would gouge out new harbours in Alaska and Australia or even blast a new sea-level Panama Canal that would directly link the Atlantic and Pacific Oceans (this would have required anywhere between 185 and 925 explosions, depending on the route).13 Devised by Manhattan Project veteran and ‘father of the hydrogen bomb’ Edward Teller, Project Plowshare carried out twenty-seven test detonations between 1957 and 1973 (it was finally defunded in 1975), leaving 100-metre-deep craters and ejecting debris nearly five kilometres into the atmosphere. From the outset, the project was dogged by hubris, as grandiose plans turned out to be unfeasible, unwanted or hideously expensive, while there was repeated opposition from the public and from local authorities who were concerned that underground explosions might produce dangerous levels of fallout. Which is what happened. Radioactive isotopes were repeatedly found in the environment – including in neighbouring towns and on farmland, causing widespread protest and weakening governmental support for a project that looked increasingly out of step with reality.


Hollywood picked up on these fallout fears in the crudest way – 1954 saw the release of Them!, a monster movie in which radiation from atomic tests led to the appearance of two-metre-long giant ants that threatened Los Angeles. When the ants were finally defeated by conventional weaponry, one of the scientists concluded: ‘When Man entered the Atomic Age, he opened the door to a new world. What we may eventually find in that new world, nobody can predict.’ The power of the atom and the power of the gene became intertwined in the popular imagination. Media aimed at the younger generation was particularly interested in the question – key Marvel Comics characters created in the early 1960s, such as the Hulk, Spider-Man and the X-Men, derived their superpowers from the effects of radioactivity on their DNA.ii Similarly, when the Daleks, the iconic baddies in the BBC TV science fiction series Doctor Who, first appeared in 1963 they were revealed to be mutants created by a centuries-long atomic war on the planet Skaro.




Both the bomb test moratorium and the test ban treaty required the public to trust their political and military leaders at a time when confidence in authority – including in science – was becoming increasingly fragile. Intellectuals began to question science’s claims to authoritative knowledge, in particular following the publication of Thomas Kuhn’s The Structure of Scientific Revolutions in 1962. Kuhn explored how scientific disputes were also struggles for power within science; to his dismay, some readers concluded that truth was a purely relative thing and that ultimately science was just another story. More concretely, there were growing worries about the inadvertent effects of chemicals, as highlighted by the thalidomide scandal, when a drug prescribed to relieve morning sickness caused tens of thousands of children to be born with deformities. The side effects of chemicals were also at the heart of Rachel Carson’s prophetic 1962 book Silent Spring, which described the unintended environmental effects of insecticides. Meanwhile, the fallibility of technology and the potential for a technical incident to produce annihilation were portrayed with savage black humour in Stanley Kubrick’s 1964 film, Doctor Strangelove.


The creeping American involvement in Vietnam was a key contributory factor to a growing mistrust of government in the United States.14 Gradual awareness of the use of chemical weapons such as napalm, Agent Orange and dioxin in Vietnam reinforced widespread suspicions about the involvement of scientists in government-sponsored projects.15 iii Throughout the 1950s and 1960s, fiction writers explored the inadvertent consequences of chemical and microbial research, for example in John Christopher’s novel The Death of Grass (1956), in which a pesticide causes a virus to mutate and kill all grasses and related plants, leading to a global famine. In the United Kingdom, concerns about bioweapons were amplified in 1962 when a scientist at the Microbiological Research Establishment at Porton Down died after being accidentally infected with bubonic plague.




Fears of a bioweapon escaping from the laboratory were a popular trope that featured, for example, in Alistair MacLean’s 1962 thriller The Satan Bug, which was turned into a blockbuster movie in 1965. In one of the most famous post-apocalyptic novels, John Wyndham’s 1951 The Day of the Triffids, the main character speculates that the triffids – motile, venomous, oil-producing plants with a malevolent streak – were deliberately created in a Soviet biolab before being accidentally released.16 In 1963, Kurt Vonnegut’s satirical novel Cat’s Cradle described the creation by the military of a special form of ice – ice-nine – which froze at room temperature. It inevitably escaped and spread its characteristics, in a terrifying runaway fashion, to every drop of water on the planet.


Fears of hidden forces using science to manipulate the world were expressed in fiction by Thomas Pynchon in novels such as V (1963) and The Crying of Lot 49 (1966) and by films like The Manchurian Candidate (1962), which soon nourished conspiracy theories over the assassination of President Kennedy a year later. A year after publishing Dune, science fiction writer Frank Herbert combined the themes of Brave New World with the new sensibility of suspicion in The Eyes of Heisenberg (1966) in which an immortal elite used genetic manipulation to control the behaviour of the human population. Non-fiction also pursued similar alarming themes. Science and Survival, published in 1966 by cell biologist Barry Commoner, who had played a key role in the opposition to Project Plowshare, helped to lay the basis for the US environmentalist movement, with its critique of industrial and technological development, frequently spiced with urban fantasies about the attractiveness of country living. Books such as Barbara Ward’s Spaceship Earth (1966) sought the solution to the ills they diagnosed not in more growth or smarter technology but in fundamental changes to the way in which society worked. The times they were a-changin’.


✴


In the late 1960s, the global public’s alarmed fascination with the sometimes macabre implications of modern biology reached its height with the publication of a series of popular books with dramatic titles, each of which offered a deeply disturbing vision of the near future. These books sold millions, influencing the public, the media and scientists themselves.17


In 1968, US biologist Paul Ehrlich published The Population Bomb, which opened with the terrifying assertion that overpopulation and lack of resources would lead to hundreds of millions of people starving to death in the coming decade. A few months later, The Biological Time Bomb by British science journalist G. Rattray Taylor appeared. This focused on imminent biological and medical developments such as IVF, genetic engineering and the apparent possibility of creating life. The book contained disturbing predictions, including the claim that scientists would shortly be able to create ‘combinations of characteristics which have never previously existed in nature’ and that they would even ‘with the aid of artificial gestation, go on to manufacture completely novel organisms’.18 Rattray Taylor’s conclusion was bleak:


Man now possesses power which is so extreme as to be, at most, godlike.… It is precisely because we cannot see, in detail, the consequences of using the new technology that they constitute dangers. The fact that they might be used for benign purposes or so as to benefit man is not the point, for history shows us that man is far more likely to use power wrongly rather than rightly.19


The media responded to The Biological Time Bomb with alarm. As a UK newspaper put it:


Mr Rattray Taylor has drawn a diagram of the bomb. This must now be used to defuse it, use its components carefully and build in the safeguards for our survival. The alternative is inaction that will set the world on fire. It is not too late to confiscate the matches and put them in the hands of responsible, politically independent far-seeing people.20


Some scientists took these concerns seriously. In October 1968, Francis Crick gave a lecture in which he surveyed the future of biology, taking as his starting point Rattray Taylor’s book.21 Although Crick considered that the two key steps required for genetic engineering to become a reality – altering genes in a desired fashion and transferring genes between organisms – looked rather difficult, he felt that the implications needed to be addressed immediately. ‘We must start to think about these problems now’, he told his audience. ‘Many of us need a totally new outlook to deal with them.’


A year earlier, Marshall Nirenberg, who cracked the genetic code in 1961 and was shortly to receive a Nobel Prize for his work, had accurately predicted the ‘reprogramming’ of DNA in mammalian cells, embracing the view of life as information that had become increasingly widespread in the 1960s: ‘my guess is that cells will be programmed with synthetic messages within twenty-five years. If efforts along those lines were intensified, bacteria might be programmed within five years.’22 Worried that we would be able to manipulate our own genes long before we had resolved the concomitant ethical and moral problems, Nirenberg proposed that once this power became real, humanity should refrain from using it. In other words, he proposed there should be a moratorium on such genetic experimentation. Other scientists disagreed. Joshua Lederberg responded by saying that experimental bans, whether they were imposed by individuals or by the state, would inevitably hamper scientific and medical progress.23 The future battle lines surrounding genetic engineering were being drawn, even before the science was a reality.


Some people were enthusiastic at the prospect of manipulating genes. In 1967, Brian Richards and Norman Carey, two UK research scientists at the pharmaceutical company Searle, wrote a confidential document in which they outlined how the hypothetical technology might be used: curing genetic diseases and cancer, enabling organ transplantation and improving agricultural animals and plants. The pair even suggested that genetic manipulation might be a route to enabling agriculture in the ocean and in extraterrestrial environments. They do not appear to have considered any potential downsides.24


Despite the alarming tone of much of the popular and scientific coverage in this period, there were few suggestions about how to respond to the looming possibility of manipulating genes. Most proposals revolved around action by the United Nations, by nation states or simply by scientists themselves – there was no sense that the broader public should be involved. And yet in the world outside the laboratories, profound political and cultural changes were taking place that had serious implications for science and how it was viewed by the population, in particular the young.


1


Footnotes




i Although Williamson believed he had coined the term ‘genetic engineering’, the phrase had already appeared in Science in 1949 referring to genetic counselling and eugenics. Furthermore, an earlier usage, closer to today’s meaning, was made in 1934 by Nikolaj Timoféeff-Ressovky, who described the creation of mutations by radiation as a type of genetic engineering. Two years before that, a talk entitled ‘Genetical Engineering’, referring to the selective breeding of crops and farm animals, was given at the Sixth International Congress of Genetics. Nevertheless, Williamson was the first to use the term to describe deliberate, directed mutations. Stern, K. (1949), Science 110:201–8; Timoféeff-Ressovky, N. (1934), Biological Reviews 9:411–57; Crowe, J. (1992), Genetics 131:761–8.




ii Despite its apparent triviality, the changing origin story of the X-Men nicely illustrates one of the themes of this book – the shift in public fears from radiation to genetic engineering and how these were reflected in culture at all levels. At their creation, the X-Men gained their powers through mutations that were implicitly caused by radiation, with this link being explicit in the case of The Beast (his father was a nuclear engineer, as explained in X-Men #15, from 1965). But in 1980, as fears of radiation receded and worries about the power of genetics grew, a new layer of Marvel mythology was added, involving hokey von Däniken-esque aliens known as the Celestials. According to the new origin backstory, a million years ago the Celestials visited the Earth and carried out a series of genetic engineering experiments on pre-humans (What If…#23). One experiment, carried out by a Celestial called Oneg the Prober, produced the human lineage, replete with a ‘latent gene’ that when mutated would later produce superpowered individuals.




iii Ironically, leading scientists, such as the pioneer molecular geneticist Matthew Meselson, played a key role in exposing the use of these weapons.














– TWO –


TOOLS


In the closing years of the 1960s, tumultuous events shook the whole world. In the United States, the United Kingdom, Mexico, Germany, France, Japan, Czechoslovakia and elsewhere, student unrest, a partial consequence of the recent massive global growth in higher education, fused with protests over civil rights, the Vietnam War and the perception of technocratic rule. There were occupations, protests and, in France in May 1968, the largest general strike the world has ever seen as over ten million workers downed tools. These movements challenged existing power structures at every level of society and culture, radicalising millions of young people, including the younger generation of scientists.1


This inchoate movement was deeply suspicious of technology, in particular where it had links with industry and the military.2 The most striking expression of this was seen a few years later in the critical response of many activists to what still seems to have been the height of US technological power – the Apollo moon landings.3 In the words of Gil Scott-Heron’s 1970 poem ‘Whitey on the Moon’:


I can’t pay no doctor bill.


(but Whitey’s on the moon)


Ten years from now I’ll be payin’ still.


(while Whitey’s on the moon)


The man jus’ upped my rent las’ night.


(’cause Whitey’s on the moon)


No hot water, no toilets, no lights.


(but Whitey’s on the moon)


In the United States, university departments that undertook military research became a focus of protest as radical young scientists set up a loose group called Science for the People. One of their main targets was the staid American Association for the Advancement of Science (AAAS) – from 1969 to 1971, Science for the People members regularly disrupted AAAS meetings, holding alternative sessions, street theatre events and generally aping some of the features of Chairman Mao’s Cultural Revolution. As one Science for the People leaflet from 1970 put it, referring to AAAS attendees: ‘They are not here to educate us. We’re here to educate them.’4 For some of those protestors, power came from the end of a test tube.


One key event took place on 4 March 1969 when scientists and students at the Massachusetts Institute of Technology (MIT) organised a day-long research strike in protest against the growing power of the military-industrial complex. One MIT group released a statement highlighting the areas in which science posed an existential threat to humanity: nuclear weapons, pollution-induced climate, ecological changes and genetic manipulation. One MIT debate, which involved students and academics from all the neighbouring institutions, discussed the lessons to be learned from the failure of the nuclear scientists in the 1940s to prevent the use of the atomic bomb.5 The overwhelming view of the protestors was that such a mistake should not be repeated – scientists should act. In response, the chairman of President Nixon’s Science Advisory Committee, Lee DuBridge, insisted on the right of researchers to study whatever they wanted, without any social control. DuBridge accepted that government might restrict research that was ‘harmful or dangerous’, but that was not the fundamental point. ‘Scientists’, he argued, ‘must be free to pursue the truth wherever they can hope to find it.’6


On the other side of the country, the very nature of science itself was challenged by Stanford historian Theodore Roszak in his highly influential book, The Making of a Counter Culture. Roszak argued not only that the younger generation was opposed to science and technology, but also that scientific objectivity itself was an illusion.7 In what now looks like a profound contradiction, Roszak’s anti-science book nestled on young scientists’ shelves next to Jim Watson’s recent best-selling novelised account of the race to discover the structure of DNA, The Double Helix.i Watson’s book described events that occurred fifteen years previously but the breakthrough was only now bearing fruit. Furthermore, his lively first-hand descriptions of scientists and their sometimes base motivations seemed to capture the imagination of the young generation: although Watson’s scornful treatment of women, in particular his depiction of Rosalind Franklin, was straight out of the 1950s, The Double Helix made molecular biology seem modern, attractive, rule-breaking and sexy.




These complex and contradictory cultural, political and psychological changes that were shaking the world had consequences for how genetic discoveries were viewed. This can be seen in the strikingly contrasting responses to two important findings that took place on either side of the pivotal year of 1968.


In December 1967 Arthur Kornberg and his colleagues at Stanford and Caltech reported they had been able to synthesise viral DNA in a test tube. Furthermore, the DNA was functional – if the molecule was introduced into a bacterial cell, the microbe reproduced the virus, following the molecular instructions in the synthesised DNA.8 A key step in this work had been described a month earlier, when Kornberg reported that an enzyme called a ligase could cause the ends of two molecules of DNA to fuse together (to ligate, in the jargon). In these essential steps towards making genetic engineering a reality, Kornberg’s experiments showed that bits of DNA could be synthesised, assembled and would function in a cell.9


A carefully organised press conference announced the discovery to enormous global excitement. James Shannon, director of the US National Institutes of Health (NIH), provocatively described the work as involving ‘the creation of one form of life in a test tube’.10 President Johnson hyped up the result in his Texan drawl, calling it ‘an awesome accomplishment… [one of] the most important stories you ever read or your daddy read or your grandaddy ever read’.11 Scientists piled in to highlight the implications – one bacteriologist suggested ‘it may be only a few years before scientists will be able to take selected genes from humans, make large amounts of genetic material, then get it into cells where it can alter the heredity of the cells’.12 On the front page of the Los Angeles Times, Kornberg’s co-author Robert Sinsheimer spoke of a forthcoming ‘second Genesis’ when humanity would make a completely new cell from scratch, while in The Encyclopedia Britannica Yearbook, Joshua Lederberg praised the experiment as ‘a cardinal event in the history of biology’, claiming that ‘the historic importance of the event was unchallengeable’.13


Two years later, after 1968 had convulsed the world, another step towards control over DNA got a completely different reception. In November 1969 the scientific journal Nature published a study by a group of young researchers from Harvard Medical School. They were led by 31-year-old Jon Beckwith, a member of the Boston chapter of Science for the People who had been involved in the 4 March events, and included James Shapiro, at 26 years old a recently minted PhD. Beckwith’s youthful group described how they had isolated a gene known as lac from E. coli – this gene encodes an enzyme that enables the bacterium to break down the sugar lactose.14 lac was of particular interest because it is only activated under certain circumstances – the environment in which the bacterium is reared affects whether the enzyme is produced.


When viruses infect bacteria – these viruses are called bacteriophages, or ‘phages’ – they often end up with fragments of their host’s genome in their own DNA. Beckwith and his group allowed phages to repeatedly infect E. coli, thereby gathering up bits of bacterial DNA and eventually producing a virus that contained the whole bacterial lac gene. The degree of control involved was exquisite and unprecedented; Beckwith emotionally described his feelings about the experiment: ‘we derive a great deal of pleasure from the type of work we do. The manipulations of genes, practically at will, has been a lot of fun. It is a constant temptation for me to spend all my waking hours thinking and working in this area.’15


But when the research was announced at a press conference there was none of the hype and triumphalism that had accompanied Kornberg’s work two years earlier. Instead, the young researchers created an international scandal by emphasising the potential dangers that flowed from their discovery. Beckwith told journalists:


I feel the bad far outweighs the good in this particular work. I feel that it is far more frightening than hopeful. It is obvious that it raises the possibility of genetic engineering.16


Shapiro declared that their method could lead to ‘bad consequences over which we have no control’.17 A few weeks later the youngest member of the team, Lawrence Eron, who had been involved in the project as a summer student, outlined the lurid possibilities the trio were concerned about – possibilities that in fact were far removed from their work:


For example, it might be possible at some future date to inject viruses containing a sterility gene into the water supplies.… You could thereby eliminate future generations of blacks or Indians.… It might also be possible for dictators to use this technique in the distant future to eliminate dissent by injecting genes into humans which make their behaviour more placid, more assenting.18


Although Beckwith soon admitted that their statements were misleading and awkward, the world’s press immediately jumped on the story, ramping up the fear factor.19


‘Genetic “Bomb” Fears Grow’ proclaimed London’s Evening Standard, while the Los Angeles Times inadvertently conjured up an odd image when it warned its readers ‘Test-tube Man Feared’.20 In London, an editorial in The Times drew parallels between the huge leaps made by molecular biology and the link between modern physics and nuclear power:


So may there not be a biological equivalent of the atomic bomb?… In molecular biology, as in nuclear physics, the step between the test-tube and the production plant is not merely uncertain but long. Vigilance is for the time being sufficient. Foreboding is not yet called for.21


Within weeks, Shapiro and Beckwith created further waves when they were interviewed on NBC’s Today programme. Shapiro doubly scandalised viewers, first by not wearing a tie and then by announcing that he was going to give up science because of his fears about the misuse of research. As he put it priggishly in a newspaper interview:


I am dropping out of science because it is simply being exploited by the people who run this country to serve their own ends. To work in a laboratory is futile at the present time. The only useful mode of life I can imagine now is to challenge the political system.22


Surprisingly, Shapiro’s declaration that he was going to drop out and become a political activist (he would survive on his inheritance, he said) led to a very positive article in Science. Salvador Luria told the journal he supported the move – ‘I think it is important that there are scientists like Shapiro who point out the misapplications of science.’ On the other hand, when Luria was asked if he thought Shapiro’s decision represented a loss to science, he laughed and said ‘There are enough scientists as it is…’23


A couple of months later, Beckwith received an award for his research from the US pharmaceutical company Eli Lilly; in keeping with the spirit of the times, he warned the prize ceremony that ‘science in the hands of the people who rule this country and who run our industries is being used to exploit and oppress people all over the world’ and went on to denounce the US drug industry for its vast profits, its manipulation of patents and its pernicious links with the medical profession. In a final snub Beckwith announced that he was going to give his $1,000 prize money to the Black Panther Party, a radical African American organisation.24


Nature responded to the Beckwith group’s statements with a disdainful editorial that expressed bewilderment about the growing tendency of the public ‘to seek sombre consequences for scientific discoveries’.25 A month later the editor of Nature, John Maddox, tried to rally scientists against what he called the ‘doomsdaymen’, calling on his readers to stamp out ‘heresies’ – negative views of science and technology.26 As to all the recent fuss, it could be dismissed – ‘it is not merely irrelevant but mischievous to raise false spectres like genetic engineering’, he said.ii




This was becoming a theme for Nature, which earlier in the year had despaired that apparently radical young people were technological conservatives, almost Luddites, but was unable to understand why, nor to explain why these feelings had become stronger in the 1960s.27 Raging against pessimism – this became something of a hobby horse for Maddox, who soon dashed off a best-seller on the topic – would not do the trick.28 The growing gulf between the scientific establishment of journal editors and Nobel Prize winners on one side and the younger generation of scientists and concerned members of the public on the other was not simply caused by a difference in mood.29 Deeper changes in global society were responsible.


✴


Some senior scientists were more in tune with the new mood. In April 1969, Maurice Wilkins, who in 1962 had won the Nobel Prize with Watson and Crick for his work on the structure of DNA, helped set up the British Society for Social Responsibility in Science (BSSRS – pronounced ‘bissriss’); I joined when I was a student in the middle of the 1970s.30 Wilkins had been a member of the Communist Party until 1939 and had retained his left-wing sympathies – the British security services routinely opened his mail until 1953, and in October 1962 the MI5 Scientific Officer, Peter ‘Spycatcher’ Wright, questioned Crick about Wilkins’s political reliability shortly after he won the Nobel Prize along with Watson and Crick.31 BSSRS was hardly a product of the counterculture: it was launched at the Royal Society’s new headquarters at Carlton House Terrace in the heart of the British Establishment and had the backing of the UK’s left-leaning intellectual aristocracy – among those who signed a statement of support were Eric Hobsbawn, Aldous Huxley, J. D. Bernal and Bertrand Russell.


One of BSSRS’s first initiatives was a London meeting on ‘The Social Impact of Modern Biology’, a kind of extended version of the 4 March debates at MIT, which focused on the issues raised by recent discoveries and the worries highlighted by Beckwith, who was one of the key speakers.32 Held at Friends House opposite Euston Station on 26–28 November 1970, with an audience of up to 800 crammed in each day, the meeting saw a procession of scientific superstars, from Jacques Monod to Jim Watson, as well as mathematician Jacob Bronowski (yet to make his influential Ascent of Man documentary series), historian Bob Young and sociologist Hilary Rose (the only woman invited).


In his opening remarks, Wilkins focused on ‘the crisis in science’, as evidenced by widespread student unrest and a perceptible change in how scientists viewed their work: he felt that some of his colleagues were beginning to lose confidence in the value of science.33 In general, the meeting did not take up the challenge of exploring this question – the lectures tended to be heavy on the biology and light on the social impacts. Above all there was a mismatch between the views of the older generation, as represented by Jacques Monod’s defence of science’s quest for objective knowledge, and those of younger speakers, such as Young and Rose, who emphasised not only that ‘all facts are theory-laden’ but that, even more provocatively, in Young’s words, no biological fact ‘is immune from the ideologising influences of its social content’.34 The old guard were firm believers in science as a neutral, objective force; the young radicals understood that science takes place in a social context and has political implications, in particular when it is applied.


The contrast between these views was particularly stark in the final two talks, from Beckwith and Bronowski. Beckwith called for scientists to ‘build the ties with the rest of the people’ in order to ‘bring science to the people’. He denounced the structure of the meeting, with its Fellows of the Royal Society (FRSs) and Nobel Prize winners – even his own presence, he explained, was simply a consequence of the press-sponsored notoriety he had acquired. In contrast, Bronowski focused on the need to make science independent from the influence of the military and the state by creating an international umbrella organisation to oversee funding. This staid view of social responsibility in science was not well received by the more rebellious parts of the audience. In the discussion, psychologist Tim Shallice – then a representative of the radical wing of BSSRS, now an FRS – dismissed Bronowski’s proposal as ‘a prize example of liberal claptrap’. There were even occasional interjections of ‘balls’ and ‘bullshit’ from the audience at various points.35 Writing in the US magazine Science for the People, Beckwith later repeated Jim Watson’s suggestion at the meeting that scientists should begin a dialogue to educate the world’s citizens, but followed Watson’s words with a classic piece of seventies radical-speak: ‘Right on! Science for the People!’36
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Programme of the November 1970 BSSRS meeting on ‘The Social Impact of Modern Biology’.








Looking back, it is striking that there was very little discussion at the meeting about how to respond to the possibility of genetically engineered organisms. Although there was a brief debate about their potential use in biological warfare, the most focused exploration of the question came from Bronowski, who – like Wilkins – referred to the horrified realisation of the physicists in the 1930s that their science could destroy the world. (Wilkins had worked on the Manhattan Project and abandoned physics for molecular biology after the bombs were dropped on Hiroshima and Nagasaki.) Like Nirenberg three years earlier, Bronowski argued that scientists should voluntarily agree not to pursue potentially menacing discoveries. As he put it:


If science is to express a conscience, it must come spontaneously out of the community of scientists.37


This lack of engagement with what was soon to become a key issue is all the more surprising because one of the talks at the meeting described recent progress in creating genetically modified plants. In his lecture on ‘Molecular Biology and Agricultural Botany’, Arthur Galston of Yale University presented his unpublished research showing that the introduction of foreign RNA into tobacco plant tissue could stop the production of a particular enzyme. He also described Dieter Hess’s claim from the previous year that DNA could be transferred between plants, transforming a white petunia into a red-flowering version, much like Avery had done with bacteria in the 1940s. There had been a number of such reports – in 1968 the Belgian researcher Lucien Ledoux published an article in Nature showing that bacterial DNA could be integrated into the DNA of germinating barley seeds.38 Galston was a leading campaigner against the United States’ use of Agent Orange in Vietnam, well aware of the potential dangers of science, and yet neither he, nor anyone else at the meeting, raised any ethical, environmental or safety concerns about the suggestion that nucleic acids could be transferred between very different organisms.39 The potential implications were all seen as positive. There were no triffids or death of grass to give the audience sleepless nights; instead Galston hoped that genetic manipulation of plants might ‘yet permit man to gain time in his struggle against starvation, pollution and waste’.40 No one batted an eyelid.


These reports of the genetic modification of plants do not form part of the usual story of genetic engineering, or even of molecular biology.41 Such histories are always focused on viruses and bacteria – they are coloured the grey of the Petri dishes in which scientists grow their microbes, not the green of plants. The reason for this apparent bias is simple: there were growing doubts about the validity of all these experiments that claimed to show transfer of genetic material in plants. Researchers found it difficult or impossible to replicate the results and less dramatic explanations could be found for the effects.42 Confidence in the claims gradually waned until they were forgotten, even by historians.43


✴


Despite these supposed breakthroughs with plants, by the end of the 1960s molecular biology appeared to be in the doldrums. The excitement associated with the fundamental discoveries of the 1950s and of the race to understand the genetic code and its role in protein synthesis had all evaporated. Leading researchers such as Francis Crick, Sydney Brenner and Seymour Benzer had shifted their attention, arguing that all the interesting molecular stuff had been discovered and that the key intellectual challenge was now to understand the nervous system, while Jim Watson was concentrating on cancer and running Cold Spring Harbor Laboratory. In 1968 phage geneticist Gunter Stent captured the mood in an elegiac account of the field that appeared in Science: ‘That Was the Molecular Biology that Was.’44 French researcher François Gros, who had worked with Watson at the beginning of the 1960s, later recalled that ‘by the beginning of the 1970s the whole discipline went into crisis… research was treading water and the heart had gone out of it’.45


Not everyone agreed. In September 1970 British molecular biologist and Nature journalist Benjamin Lewin – he would soon jump ship and create Cell, an enormously influential and highly profitable journal – wrote a long review proclaiming ‘The Second Golden Age of Molecular Biology’.46 But despite Lewin’s confidence-boosting title, the results he highlighted merely suggested that the models of gene function and protein synthesis developed in bacteria were indeed applicable to multicellular organisms, as everyone had expected. However, Lewin’s article also described the recent discovery of the key tools that would soon make it possible to carry out genetic engineering, although he dismissed the possibility as far-fetched: ‘The idea that the day will soon come when extra pieces of DNA can be synthesised and added at will to the genome of higher organisms to repair their defects is not only naive but also wrong-headed.’47


As well as the ability to synthesise DNA in the test tube and to stitch bits of nucleic acid together to make a gene, Lewin highlighted the surprising discovery that some RNA viruses were able to make an infected cell copy their RNA into DNA, thereby enabling it to integrate into the cell’s genome, where it would produce more viruses. This process was known as reverse transcription and involved an enzyme called reverse transcriptase, which had been simultaneously described in 1970 by Howard Temin and Satoshi Mizutani at the University of Wisconsin and by David Baltimore at MIT.48 This enzyme was of decisive importance for the future of genetic engineering because it provided a way to turn messenger RNA – produced from the cell’s DNA as a gene functions – back into a DNA sequence (this became known as complementary DNA, or cDNA). Eventually, scientists were able to transfer cDNA molecules between organisms.


In 2021, Baltimore told me it took him only a couple of days to do the experiments that led to the demonstration of the mechanics of reverse transcription and then to an unusually rapid Nobel Prize a mere five years later. He also revealed how, for his 32-year-old self, science and politics were intertwined, and one of the most significant discoveries of the decade was made amid campus protest. When Baltimore began doing the experiment in spring 1970, much of MIT – staff and students – was on strike against the recent US invasion of Cambodia. Baltimore – who in 1969 had helped organise the 4 March events at MIT – told me that after he had completed his experiment, ‘I closed up the lab. I didn’t tell anybody what I’d done. I was out on the streets, with everybody else, trying to keep my students from ending up in jail. And we did that for the next three or four days. Then I went back to the lab.’


Another key set of genetic engineering tools that was discovered at this time, but which were not highlighted by Lewin, were what are known as restriction enzymes. They take their name from the fact that some strains of bacteriophage cannot survive in some species of bacteria – bacterial enzymes restrict the ability of the virus to reproduce by cutting viral DNA into pieces. This ability of bacteria to defend themselves against viral infection had been discovered in 1953 and had been intensively studied by Werner Arber and Daisy Roulland-Dussoix in Geneva. In 1968, Matthew Meselson and Robert Yuan at Harvard isolated the first of these enzymes and two years later Hamilton Smith at Johns Hopkins University discovered a restriction enzyme that chopped up viral DNA into stretches that always began and ended in the same three bases, suggesting that the enzyme somehow recognised a specific sequence.49 This finding was of such significance that in 1978 Smith was awarded the Nobel Prize for his work, along with both Arber and Daniel Nathans, who was rewarded for his research in the 1970s on the topic.


Scientists had now assembled the key tools for manipulating DNA. They had found enzymatic scissors for cutting up DNA at precise points, identified enzymes that could stick two bits of DNA together, developed methods for replicating nucleic acids in the test tube and learned how to move genetic information from one kind of nucleic acid (mRNA) into another (DNA) using reverse transcriptase, and from one bacterium to another using a virus as an intermediary. The possibility of turning knowledge into action, of transforming biology into engineering, was slowly materialising. As to the potential dangers, any concerns were repeatedly slapped down by the leaders of the scientific community.50 In the summer of 1971 the editor of Science, Philip Abelson, condescendingly dismissed such worries:


Talk of the dire social implications of laboratory-related genetic engineering is premature and unrealistic. It disturbs the public unnecessarily and could lead to harmful restrictions on all scientific research.


This same point had been highlighted a few weeks earlier by Lee DuBridge, who used the broader context of the culture wars that were wracking US society to repeat his argument of the previous year, claiming science as an essential part of the American dream:


Make no mistake, a limitation on experimentation in whatever cause is the beginning of a wider suppression. When we fail to experiment, we fail. In failing, we bring the best part of American society as we know it today to a halt.… If these trends progress, our society will become dull, stodgy, and altogether stagnant.


The coming conflict over genetic engineering was going to extend far beyond the benches of the molecular biology laboratory.


1


Footnotes




i Well, on my bookshelf at least. What both books evoked in me was a numinous sense of the power and immanence of discovery.




ii To bolster his argument Maddox compared concerns about genetic engineering to the recent suggestion that using fossil fuels would lead to increased CO2 levels and rising temperatures. There was no need to worry about CO2, he insisted: ‘whatever effects there may be are likely to be at once slower and smaller than the more gloomy prophets say.’














– THREE –


BIOHAZARDS


On 28 June 1971, Bob Pollack made a telephone call from his office at Cold Spring Harbor Laboratory on Long Island. Pollack was a keen young researcher whose Amish-style ‘chin curtain’ beard with its bare upper lip seemed to go with his earnest, somewhat reserved character.i He had just got wind of a planned experiment to introduce DNA from a virus that caused tumours in mammalian cells into E. coli, a bacterium found in the human gut. This had made him unusually agitated. He was concerned this proposed experiment might cause an epidemic of cancer and wanted to convince the researchers involved to abandon their project. His telephone call would set in motion a train of events that eventually changed the world.




Cold Spring Harbor is on the north coast of Long Island, about an hour’s train journey from New York. The laboratory buildings sit on the west side of an inlet, nestling in a massive variety of trees, some native to the region, many others brought in to form a fabulous collection. Converted from a disused whaling station into a laboratory at the end of the nineteenth century, the research institute was a centre of eugenics before its shift to the genetics of bacteria and viruses in the 1940s. In the 1950s and 1960s, the Cold Spring Harbor Laboratory annual symposium and training courses became an essential part of global science as molecular biologists raced to crack the genetic code and then tried to understand gene function. Over the decades, tens of thousands of researchers from around the world have played volleyball on the sand bar, held late-night beach parties, attended the inevitable lobster banquet and studied hard in these idyllic surroundings. In 1968, Jim Watson became director and reoriented the laboratory towards the study of cancer. Pollack, who was only thirty years old, had recently been recruited by Watson to work on mammalian cell genetics, with new facilities being built especially for this research.


In that warm June, Pollack was running an intensive three-week summer course to initiate researchers in the arcane techniques of cell culture, with a particular focus on cancerous cells. There were twenty students, from Europe and the United States; one of the four women was Janet Mertz, a 21-year-old PhD student from New York.1 After completing a dual degree in engineering and life sciences at MIT (only 5 per cent of MIT students were women at the time), in January 1971 Mertz crossed the continent to work in Paul Berg’s laboratory in the Department of Biochemistry at Stanford Medical School.2 Berg was impressed with her intellect – ‘smart as hell’, he later recalled – but he also found that ‘in the beginning she was a pain in the butt’.3


A couple of years earlier, Berg had begun working on SV40, a monkey virus that causes tumours when injected into newborn hamsters. SV40 was used to explore the cellular processes of cancer, in particular the then-fashionable idea that all cancers were viral diseases.4 Many bacterial viruses end up adding bits of their host DNA to their own genome – this was the feature that had been exploited by Beckwith and his colleagues when they synthesised the lac gene. Berg began to wonder if mammalian viruses might do the same thing; if so, it might be possible to use this effect to transfer DNA from one mammalian cell to another, opening the road to the precise genetic manipulation of mammals.


Berg’s initial idea was to use SV40 to transfer a bacterial gene of known function, such as lac, into a mammalian cell line. This would enable researchers to study gene function in mammals, about which virtually nothing was known. During laboratory discussions about this project Berg’s group also considered the possibility of performing the opposite experiment – transferring SV40 DNA into an E. coli bacterial cell, after first integrating it into phage-derived plasmid DNA that naturally infects E. coli. This side experiment would not directly advance any of Berg’s main interests, but it would provide insight into viral action and might ultimately contribute to the aim of using SV40 as a tool to probe how human cells work. This relatively minor project was given to Janet Mertz, months before she headed east to Cold Spring Harbor for Pollack’s training course.


At the beginning of the course, each student summarised their current research. When Pollack then gave a seminar on ‘Safe Work in a Safe Laboratory’, there was discussion about Mertz’s proposed experiment, which continued throughout the course. Pollack was incredulous: ‘Do you really mean to put a human tumour virus into E. coli – a gut bacterium?’ he asked her.5 Inserting viral DNA that could potentially cause cancer into a bacterium that is naturally present in the human gut appeared to Pollack to be reckless. SV40 was already intensively studied without using bacteria that could infect a human; putting SV40 DNA into E. coli seemed to be simply asking for trouble. Eventually, after a lot of thinking, Pollack picked up the telephone on that Monday afternoon and got through to Berg in Stanford.


The conversation started off badly – Pollack blurted out ‘Why are you doing this crazy experiment?’ while Berg was irritated by Pollack’s audacity in calling him at all. In 2021, Pollack told me that Berg replied: ‘Who the bleep are you?’ (Pollack, who is still a quiet and reserved man, refused to say what the missing word was.) Berg in turn said he could not recall his exact words but that he probably told Pollack to go to hell.6


Berg had already heard from Mertz that the proposed experiment had caused a row on the course and he had his responses ready: the chances of the manipulated bacterium escaping from the lab and causing problems were negligible, and anyway he would use a strain of E. coli that would die if it escaped from the lab. Pollack was unmoved and pressed his case, even inviting to fly Berg to the east coast so he could give a closing talk at the end of the course in four days’ time (Berg declined, saying he was too busy). Eventually, Berg agreed to think about the problem and rang off. As he later admitted, he was ‘really quite annoyed’, or as he put it on another occasion, perhaps more frankly: ‘My first reaction was, this is stupid; this is bunk. I thought it was outrageous.’7


Part of the reason behind Berg’s irritation was that as departmental chair he had paid a great deal of attention to the potential dangers associated with SV40 – he had responded to concerns amongst researchers and technicians by building a laboratory with filtered air and special fume cupboards; the facility was maintained at negative pressure so that air would only flow into the room, trapping any escaped microbe.8 But now it appeared that there was an additional problem he had not foreseen.


There was an element of culture clash in the exchange between the younger Pollack, a radically minded postdoctoral researcher on a temporary contract at an east coast research institution, and the established Berg, a tenured professor in a prestigious university. In his mid-forties, recently elected Chair of the Department of Biochemistry, Berg was definitely part of the square generation. Nevertheless, he was politically on the left – he had been involved in various teach-ins against the war in Vietnam and had travelled to Washington to protest against Nixon’s bombing of Cambodia.9 Further proof that Berg was no fuddy-duddy can be seen in a scientific countercultural event that he organised a few weeks before the telephone call from Pollack. Hundreds of writhing, stoned students and some talented dancers and musicians turned the molecular processes of protein synthesis into a performance.


This happening, which involved a fourteen-piece funky acid-rock band (organ, saxophone, bongos and the rest), took place on a Stanford playing field and was filmed.10 Released a few months later under the title ‘Protein Synthesis: An Epic on the Cellular Level’, with a biochemical pastiche of Jabberwocky read over the soundtrack, the thirteen-minute film opens with a slim, staid Berg – short hair, tie, white short-sleeved shirt with two pens in the pocket – explaining protein synthesis in front of an office chalkboard. The scene then abruptly switches to long-haired, brightly clothed (or semi-naked) students dancing in the sun, acting out the steps involved in protein synthesis to the sound of pulsating music (Janet Mertz – completely sober – was part of a ribosome). The film has had over a million views on YouTube.11 ii




After Pollack’s course was over, Mertz flew back to California, taking with her a bundle of documents, including a six-page document on safety and ethics, drawn up by Pollack and his friend and colleague, Joe Sambrook. This included a section entitled ‘Are there any good experiments using human cells and viruses that should not be done?’ which focused on the possibility of changing eggs or spermatozoa, or introducing DNA from humans or from viruses that infect humans into bacteria – exactly the experiment Berg envisaged. The document concluded:


You ought to ask yourself if the experimental results are worth the calculable dangers. You ought to ask yourself if the experimental techniques are over the boundary and amount to experimentation with people. Finally, you ought to ask yourself if the experiment needs to be done, rather than if it ought to be done, or if it can be done. If it is dangerous, or wrong, or both, and if it doesn’t need to be done, don’t do it.12


In a particularly prescient passage, Pollack and Sambrook warned their students how scientists could be seduced by the attractions of mass communication:


No one should be permitted the freedom to do the first, most messy experiments in secret and present us all with a reprehensible and/or dangerous fait accompli at a press conference.13


On the same day that Pollack made his phone call to Berg, he and Sambrook produced a condensed version of their document, in the form of a letter to the editors of Science and Nature, which they hoped would ‘initiate some discussion, in print and in private’.14 In the end, they decided not to send the letter, wary of provoking the ire of laboratory director Jim Watson who might have felt attacked. Had the document been sent and published, the course of history might have been, if not different, at least substantially accelerated.


Mertz returned to California uncertain about how to proceed, her confidence shaken by the discussions that had taken place. As she recalled a few years later:


Coming from a radical background, I figured, ‘Well, even if there’s only a 1 in 1030 chance that there’s actually something dangerous that could result, I just don’t want to be responsible for that type of danger.’ I started thinking in terms of the atomic bomb and similar things. I didn’t want to be the person who went ahead and created a monster that killed a million people. Therefore, pretty much by the end of the week I had decided that I wasn’t going to have anything further to do with this project.15


Berg was also mulling over the criticism from Pollack and over the next few months he discussed the issue with leading researchers, including Joshua Lederberg and David Baltimore, both of whom thought the risks were extremely small, but could not find a good reason to proceed. At a July 1971 conference in Sicily, Berg described his experiment over beer one night to a group of several dozen young researchers. To his discomfort, many of them focused on the ethical and moral questions raised by his proposed experiment and expressed their disapproval. Francis Crick, who was also present, uncharacteristically had nothing to say.16


One of the many informal discussions Berg had in that summer of 1971 was with his close friend Maxine Singer, at a dinner party she organised with her husband, the lawyer Dan Singer. One of the guests was Leon Kass, who worked on bioethics at the NIH. Berg’s proposed experiment worried everyone, with Kass and Dan Singer raising ethical and legal points that Berg had not previously considered. Although Berg maintained that the experiment was safe, the criticisms from friends and colleagues eventually wore him down – all the more so because the experiment that was causing the stink was not fundamental to his research. In the autumn of 1971, he telephoned Pollack and announced his decision:


We are not going to do that part of the SV40 hybrid experiment, that worried you. You were right about it. We had not fully considered the possibly hazardous consequences.17


The first pause on research in genetic engineering had been decided and virtually no one knew.


✴


Berg not only told Pollack he would not be doing the experiment, he also explained that he now fully appreciated the significance of biosecurity issues in this kind of research, and urged Pollack to join him in organising a conference on the question. As Pollack put it a few years later: ‘typical of the man, he didn’t just give me a brush-off; he used judo on the whole argument – just flipped the whole thing over and instead of being the guy who is the problem, he became the guy who is ostensibly the solution’.18 Berg’s judo flip was even more astute than appeared – having convinced Pollack that a conference would be a good idea, Berg deftly handed the tedious task of organising it to Pollack and two colleagues.


The conference, ‘Biohazards in Biological Research’, involved around 100 delegates (all but two of them from the United States) and took place in January 1973 at the Asilomar Conference Centre, a location habitually used by Berg’s department for its academic retreats. Situated on the California coast just north of Santa Monica, the Asilomar centre is surrounded by pine trees, with the waves of the Pacific crashing on the beach a few hundred metres away. The key word in the title of the meeting – biohazards – was relatively new. The NIH and the National Cancer Institute had begun to use the term in the mid-1960s to describe various viruses and bacteria, and in 1966, Charles Baldwin of Dow Chemical designed a warning symbol to denote containment facilities that contained such hazardous biological material. Its fluorescent orange-red circles – redolent of the three rays of the radiation symbol – soon became widespread.19








[image: image]

Biohazard symbol, as designed in 1966 by Charles Baldwin of Dow Chemical.








The 1973 Asilomar conference focused on procedures for dealing with existing threats, in particular SV40. The issue that had so preoccupied Pollack – the introduction of tumour virus DNA into a widespread bacterium – was not mentioned. Indeed, there was no discussion of genetic engineering at all. At various points the discussion revealed the dangerous practices that existed in many laboratories – one researcher sheepishly admitted to having accidentally swallowed SV40 while mouth pipetting (a largely abandoned procedure that involves sucking up material into a pipette, hoping you do not suck too hard and that the aerosol components are not inhaled, or even worse, the liquid is not ingested, which inevitably happens sometimes).20


Some attendees felt that the whole biohazards business was a fuss about nothing. This led to a spiky clash between Jim Watson and Francis Black of Yale Medical School. Black adopted a coldly utilitarian approach, emphasising the significance of the breakthroughs that might come by studying cancer viruses:


Even if, as has been suggested, five or ten people were to lose their lives, this might be a small price for the number of lives that would be saved.


Watson fired back:


I’m afraid I can’t accept the five to ten deaths as easily as my colleague across the aisle. They could easily involve people in no sense connected with the experimental work, and most certainly not with the recognition and fame which would go to the person or group that shows a given virus to be the cause of a human cancer.


Watson feared that unless laboratory security improved, the wider population might be exposed to real dangers, which he likened to a catastrophic accident at a nuclear power plant – the parallels between the potential dangers of genetic research and the perils of the atom were repeatedly brought up at this time.


As to what should be done, the proposals adopted by the meeting were limited to calls for a long-term cancer screening programme for research workers (this never happened), the publication of a biohazards newsletter and an insistence on the need for increased funding for better containment facilities. There was no mention of Pollack and Sambrook’s argument that there might be experiments that ought not to be done. The potential consequences of mixing DNA from different species were not raised at all. This was surprising because the question was no longer hypothetical. Berg’s original starting point – the project of fusing viral and bacterial DNA – had already happened.


✴


In autumn 1971 Berg abandoned the idea of introducing DNA from a mammalian virus into a bacterium, but he continued with the central part of his project, which involved introducing bacterial DNA into the SV40 virus. Other people had already begun thinking along the same lines, completely independently. This is not unusual in science – in general, scientific discovery is so overdetermined that even if researcher X fell under a bus on her way to the laboratory where she was about to make a particular discovery, the history of science would generally not be much perturbed, because researcher Y would have made a similar discovery at around the same time. No matter what scientists might imagine, in the long term the impact of any given individual is generally of little significance.


On 6 November 1969, shortly before Jon Beckwith denounced his own research at that press conference about his article in Nature, Peter Lobban submitted a proposal for his PhD research to a panel at Stanford. Lobban was a student in Berg’s Department of Biochemistry working in Dale Kaiser’s laboratory, which focused on how viruses were able to insert themselves into the DNA of their bacterial victim. In his nine-page proposal Lobban described how he aimed to use viruses to collect DNA from animals and plants and then introduce those sequences into bacteria that could be much more easily manipulated. According to the jargon, these bacteria would become ‘transductants’, capable of expressing a gene from another organism. But in contrast to Berg, who wanted to create a similar tool for the relatively narrow project of understanding human gene function, Lobban’s bold idea was to study a range of animals and plants and ‘to produce a collection of transductants synthesising the products of genes of higher organisms’.21 With the eventual approval of the members of his thesis committee – some of whom, along with other people he consulted, were convinced the experiment would not succeed, but decided to let him learn the hard way – Lobban set to work at the beginning of 1970.


There was also a group of private-sector researchers who were working on a similar project. In 1971, scientists at the International Minerals and Chemical Corporation in Illinois started trying to add cow DNA to the T7 phage. However, there was something wrong with the protocol used by the Illinois group, and the enzyme that was supposed to bring the bits of DNA together – the ligase – did not do its job. No new molecule was created and the group dispersed without pursuing the topic any further.22


Throughout 1971 and the first half of 1972, the Stanford researchers tried to solve the problem of getting two pieces of DNA to fuse together, using what were called ‘sticky ends’. Phage DNA is composed of the usual double helix, but at either end one of the strands sticks out an extra twelve bases.iii These twelve-base sequences at each end are complementary, meaning that the two ends can fuse together – the shape of the DNA molecule means that A can only bind with T and C can only bind with G. The result is a chain of viral double helixes, or even a circular molecule. These sticky ends would be used as pieces of molecular Velcro that would allow larger molecules to be assembled.




David Jackson, a post-doctoral researcher in Berg’s lab, was working on Berg’s original problem of trying to get bacterial DNA into a mammalian cell. Some of the enzymes that were needed for his experiments and for Lobban’s were made available by the department’s founder and resident Nobel Prize winner, Arthur Kornberg, and were shared by the different groups in what Berg later described as a very ‘giving and open’ atmosphere – ‘It wasn’t secretive. It wasn’t competitive’, he said. As a result, he put it nonchalantly, ‘the actual accomplishment was quite straightforward’.
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