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PREFACE



THIS PROJECT began with a simple question: When should a person cooperate, and when should a person be selfish, in an ongoing interaction with another person? Should a friend keep providing favors to another friend who never reciprocates? Should a business provide prompt service to another business that is about to be bankrupt? How intensely should the United States try to punish the Soviet Union for a particular hostile act, and what pattern of behavior can the United States use to best elicit cooperative behavior from the Soviet Union?


There is a simple way to represent the type of situation that gives rise to these problems. This is to use a particular kind of game called the iterated Prisoner’s Dilemma. The game allows the players to achieve mutual gains from cooperation, but it also allows for the possibility that one player will exploit the other, or the possibility that neither will cooperate. As in most realistic situations, the players do not have strictly opposing interests. To find a good strategy to use in such situations, I invited experts in game theory to submit programs for a Computer Prisoner’s Dilemma Tournament—much like a computer chess tournament. Each program would have available to it the history of the interaction so far and could use this history in making its choice of whether or not to cooperate on the current move. Entries came from game theorists in economics, psychology, sociology, political science, and mathematics, I ran the fourteen entries and a random rule against each other in a round robin tournament. To my considerable surprise, the winner was the simplest of all the programs submitted, TIT FOR TAT. TIT FOR TAT is merely the strategy of starting with cooperation, and thereafter doing what the other player did on the previous move.


I then circulated the results and solicited entries for a second round of the tournament. This time I received sixty-two entries from six countries. Most of the contestants were computer hobbyists, but there were also professors of evolutionary biology, physics, and computer science, as well as the five disciplines represented in the first round. As in the first round, some very elaborate programs were submitted. There were also a number of attempts to improve on TIT FOR TAT itself. TIT FOR TAT was again sent in by the winner of the first round, Anatol Rapo-port of the University of Toronto. Again it won.


Something very interesting was happening here. I suspected that the properties that made TIT FOR TAT so successful in the tournaments would work in a world where any strategy was possible. If so, then cooperation based solely on reciprocity seemed possible. But I wanted to know the exact conditions that would be needed to foster cooperation on these terms. This led me to an evolutionary perspective: a consideration of how cooperation can emerge among egoists without central authority. The evolutionary perspective suggested three distinct questions. First, how can a potentially cooperative strategy get an initial foothold in an environment which is predominantly noncooperative? Second, what type of strategy can thrive in a variegated environment composed of other individuals using a wide diversity of more or less sophisticated strategies? Third, under what conditions can such a strategy, once fully established among a group of people, resist invasion by a less cooperative strategy?


The tournament results were published in the Journal of Conflict Resolution (Axelrod 1980a and 1980i), and are presented here in revised form in chapter 2. The theoretical results about initial viability, robustness, and stability were published in the American Political Science Review (Axelrod 1981). These findings provide the basis for chapter 3.


After thinking about the evolution of cooperation in a social context, I realized that the findings also had implications for biological evolution. So I collaborated with a biologist—William Hamilton—to develop the biological implications of these strategic ideas. This resulted in a paper published in Science (Axelrod and Hamilton 1981) which appears here in revised form as chapter 5. The paper has been awarded the Newcomb Cleveland Prize of the American Association for the Advancement of Science.


This gratifying response encouraged me to present these ideas in a form that would make them accessible not only to biologists and mathematically oriented social scientists but also to a broader audience interested in understanding the conditions that can foster cooperation among individuals, organizations, and nations. This in turn led me to see applications of the ideas in a great variety of concrete situations, and to appreciate how readily the results could be used to generate implications for private behavior and for public policy.


One point worth stressing at the outset is that this approach differs from that of sociobiology. Sociobiology is based on the assumption that important aspects of human behavior are guided by our genetic inheritance (e.g., E. O. Wilson 1975). Perhaps so. But the present approach is strategic rather than genetic. It uses an evolutionary perspective because people are often in situations where effective strategies continue to be used and ineffective strategies are dropped. Sometimes the selection process is direct: a member of Congress who does not accomplish anything in interactions with colleagues will not long remain a member of Congress.


It is a pleasure to acknowledge the help received at various stages of this project from Jonathan Bendor, Robert Boyd, John Brehm, John Chamberlin, Joel Cohen, Lou Erste, John Ferejohn, Patty French, Bernard Grofman, Kenji Hayao, Douglas Hofstadter, Judy Jackson, Peter Katzenstein, William Keech, Martin Kessler, James March, Donald Markham, Richard Matland, John Meyer, Robert Mnookin, Larry Mohr, Lincoln Moses, Myra Oltsik, John Padgett, Jeff Pynnonen, Penelope Romlein, Amy Sal-dinger, Reinhart Selten, John David Sinclair, John T. Scholz, Serge Taylor, Robert Trivers, David Sloan Wilson, and especially Michael Cohen. I would also like to thank all the people whose entries made the tournaments possible. Their names are given in appendix A.


With gratitude I acknowledge the institutions that made this work possible: the Institute of Public Policy Studies of The University of Michigan, the Center for Advanced Study in the Behavioral Sciences, and the National Science Foundation under Grant SES-8O23556.


















FOREWORD TO THE NEW
EDITION OF THE EVOLUTION
OF COOPERATION


THIS IS A BOOK OF OPTIMISM. But it is a believable optimism, more satisfying than naive, unrealistic hopes of pie in the sky (or rapture in the revolution).


To be believable, an optimism must first acknowledge fundamental reality, including the reality of human nature, but also the nature of all life. Life as we know it, and probably throughout the universe if there is life elsewhere, means Darwinian life. In a Darwinian world, that which survives survives, and the world becomes full of whatever qualities it takes to survive. As Darwinians, we start pessimistically by assuming deep selfishness at the level of natural selection, pitiless indifference to suffering, ruthless attention to individual success at the expense of others. And yet from such warped beginnings, something can come that is in effect, if not necessarily in intention, close to amicable brotherhood and sisterhood. This is the uplifting message of Robert Axelrod’s remarkable book.


My own credentials for writing this foreword have been peripheral but recurrent. In the late 1970s, a few years after publishing my own first book, The Selfish Gene, which explained the pessimistic principles mentioned above, I received out of the blue a typescript from an American political scientist whom I didn’t know: Robert Axelrod. It announced a “computer tournament” to play the game of Iterated Prisoner’s Dilemma and invited me to compete. To be more precise—and the distinction is an important one for the very reason that the computer programs don’t have conscious foresight—it invited me to submit a computer program that would do the competing. I’m afraid I didn’t get around to sending in an entry. But I was hugely intrigued by the idea, and I did make one valuable, if rather passive, contribution to the enterprise at that stage. Axelrod was a professor of political science, and in my partisan way, I felt that he needed to collaborate with an evolutionary biologist. I wrote him an introduction to W, D. Hamilton, probably the most distinguished Darwinian of our generation, now sadly dead after an ill-fated expedition to the Congo jungle in 2000. In the 1970s, Hamilton was a colleague of Axelrod in a different department of the University of Michigan, but they didn’t know each other. Upon receiving my letter, Axelrod immediately contacted Hamilton, and they collaborated on the paper that was the forerunner of this book and is abridged as Chapter 5. It had the same title as the book, was published in Science in 1981, and won the Newcomb-Cleveland prize of the American Association for the Advancement of Science.


The first American edition of The Evolution of Cooperation was published in 1984.1 read it as soon as it appeared, with mounting excitement, and took to recommending it with evangelical zeal, to almost everyone I met. Every one of the Oxford undergraduates I tutored in the years following its publication was required to write an essay on Axelrod’s book, and it was one of the essays they most enjoyed writing. But the book was not published in Britain, and in any case, the written word sadly has a limited constituency compared with television. So I was pleased when, in 1985, I was invited by Jeremy Taylor of the BBC to be the presenter of a Horizon program largely based upon Axelrod’s work. We called the film Nice Guys Finish First. I had to speak my lines from such unaccustomed locations as a football pitch, a school in Britain’s industrial midlands, a ruined medieval nunnery, a whooping cough vaccination clinic, and a replica of a First World War trench. Nice Guys Finish First appeared in the spring of 1986 and it enjoyed some critical success, although it was never shown in America—whether that is because of my unintelligible British accent I don’t know. It also brought me temporary standing as a public partisan of “forgiving,” “nonenvious,” “nice guys”—a welcome relief, at least, from notoriety as the alleged high priest of selfishness, and salutary testimony to the power of title over content; My book had been The Selfish Gene, and I was regarded as an advocate of selfishness. My film was called Nice Guys Finish First, and I was hailed as Mr. Nice Guy. Neither accolade was borne out by the content of book or film. Nevertheless, in the weeks after Nice Guys was broadcast, I was lunched and consulted on niceness by industrialists and manufacturers. The chairman of Britain’s leading chain of clothes shops gave me lunch in order to explain how nice his company was to its employees. A spokeswoman from a leading confectionery company also took me to lunch on a similar mission, in her case to explain that her company’s dominant motivation in selling chocolate bars was not to make money but literally to spread sweetness and happiness among the population. Both, I fear, had slightly missed the point.


I was invited by the world’s largest computer company to organize and supervise a whole day’s game of strategy among their executives, whose purpose was to bond them together in amicable cooperation. They were divided into three teams—the reds, the blues, and the greens—and the game was a variant on the prisoner’s dilemma game that is the central topic of this book. Unfortunately, the cooperative bonding that was the company’s goal failed to materialize—spectacularly. As Robert Axelrod could have predicted, the fact that the game was known to be coming to an end at exactly 4 p.m. precipitated a massive defection by the reds against the blues immediately before the appointed hour. The bad feeling generated by this sudden break with the previous day-long goodwill was palpable at the postmortem session that I conducted, and the executives had to have counseling before they could be persuaded to work together again.


In 1989, I acceded to Oxford University Press’s request for a second edition of The Selfish Gene. It contains two chapters based upon the two books that most excited me during the intervening dozen years. It will come as no surprise that the first of these chapters was an exposition of Axelrod’s work, again called Nice Guys Finish First. But I still felt that Axelrod’s own book should be available in my own country. I took the initiative by approaching Penguin Books and was pleased that they accepted my recommendation to publish it, and they invited me to write a foreword to their British paperback edition. I am doubly pleased that Robert Axelrod himself has now invited me to update that foreword for this new edition of his book.


In the twenty-two years since The Evolution of Cooperation was first published, it is no exaggeration to say that it has spawned a whole new research industry. In 1988, Axelrod and a colleague, Douglas Dion, compiled an annotated bibliography of research publication more or less directly inspired by The Evolution of Cooperation. They listed more than 250 works up to that date under the following headings: “politics and law,” “economics,” “sociology and anthropology,” “biological applications,” “theory (including evolutionary theory),” “automata theory (computer science),” “new tournaments,” and “miscellaneous.” Axelrod and Dion collaborated on another paper published in Science (Volume 242, 1988, 1385-1390) with the title “The Further Evolution of Cooperation” summarizing the progress of the field in the four years since 1984. Since that review, nearly two decades have gone by and the growth of research fields inspired by this book has continued apace. The graph gives the numbers of annual citations of Robert Axelrod in the scientific literature, and it clearly shows the impact that one influential book can have on the development of a field. Note the steep upturn of the graph after 1984, the publication date of The Evolution of Cooperation. Extensions of cooperation theory are found in books on prevention of war (Huth 1988), social evolution (Trivers 1985), cooperation among animals (Dugatkin 1997), human history (Wright 2000), evolutionary game theory (Gintis 2000), networks of trust and reciprocity that build social capital (Putnam 2000), microeconomics (Bowles 2004), science fiction (Anthony 1986), as well as books by Axelrod himself (1997 and 2001).
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But in contemplating the welter of new research, the main impression I am left with is how little the basic conclusions of the book need to be changed. Ancient Mariner-like, I have continued over the years to press it upon students, colleagues, and passing acquaintances. I really do think that the planet would be a better place if everybody studied and understood it. The world’s leaders should all be locked up with this book and not released until they have read it. This would be a pleasure to them and might save the rest of us. The Evolution of Cooperation deserves to replace the Gideon Bible.




RICHARD DAWKINS


Oxford, June 2006
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CHAPTER 1

The Problem
of Cooperation



UNDER WHAT CONDITIONS will cooperation emerge in a world of egoists without central authority? This question has intrigued people for a long time. And for good reason. We all know that people are not angels, and that they tend to look after themselves and their own first. Yet we also know that cooperation does occur and that our civilization is based upon it. But, in situations where each individual has an incentive to be selfish, how can cooperation ever develop?


The answer each of us gives to this question has a fundamental effect on how we think and act in our social, political, and economic relations with others. And the answers that others give have a great effect on how ready they will be to cooperate with us.


The most famous answer was given over three hundred years ago by Thomas Hobbes. It was pessimistic. He argued that before governments existed, the state of nature was dominated by the problem of selfish individuals who competed on such ruthless terms that life was “solitary, poor, nasty, brutish, and short” (Hobbes 1651/1962, p. 100). In his view, cooperation could not develop without a central authority, and consequently a strong government was necessary. Ever since, arguments about the proper scope of government have often focused on whether one could, or could not, expect cooperation to emerge in a particular domain if there were not an authority to police the situation.


Today nations interact without central authority. Therefore the requirements for the emergence of cooperation have relevance to many of the central issues of international politics. The most important problem is the security dilemma: nations often seek their own security through means which challenge the security of others. This problem arises in such areas as escalation of local conflicts and arms races. Related problems occur in international relations in the form of competition within alliances, tariff negotiations, and communal conflict in places like Cyprus.1


The Soviet invasion of Afghanistan in 1979 presented the United States with a typical dilemma of choice. If the United States continued business as usual, the Soviet Union might be encouraged to try other forms of noncooperative behavior later on. On the other hand, any substantial lessening of United States cooperation risked some form of retaliation, which could then set off counter-retaliation, setting up a pattern of mutual hostility that could be difficult to end. Much of the domestic debate about foreign policy is concerned with problems of just this type. And properly so, since these are hard choices.


In everyday life, we may ask ourselves how many times we will invite acquaintances for dinner if they never invite us over in return. An executive in an organization does favors for another executive in order to get favors in exchange. A journalist who has received a leaked news story gives favorable coverage to the source in the hope that further leaks will be forthcoming. A business firm in an industry with only one other major company charges high prices with the expectation that the other firm will also maintain high prices—to their mutual advantage and at the expense of the consumer.


For me, a typical case of the emergence of cooperation is the development of patterns of behavior in a legislative body such as the United States Senate. Each senator has an incentive to appear effective to his or her constituents, even at the expense of conflicting with other senators who are trying to appear effective to their constituents. But this is hardly a situation of completely opposing interests, a zero-sum game. On the contrary, there are many opportunities for mutually rewarding activities by two senators. These mutually rewarding actions have led to the creation of an elaborate set of norms, or folkways, in the Senate. Among the most important of these is the norm of reciprocity—a folkway which involves helping out a colleague and getting repaid in kind. It includes vote trading but extends to so many types of mutually rewarding behavior that “it is not an exaggeration to say that reciprocity is a way of life in the Senate” (Matthews 1960, p. 100; see also Mayhew 1975).


Washington was not always like this. Early observers saw the members of the Washington community as quite unscrupulous, unreliable, and characterized by “falsehood, deceit, treachery” (Smith 1906, p. 190). In the 1980s the practice of reciprocity is well established. Even the significant changes in the Senate over the last two decades, tending toward more decentralization, more openness, and more equal distribution of power, have come without abating the folkway of reciprocity (Ornstein, Peabody, and Rhode 1977). As will be seen, it is not necessary to assume that senators are more honest, more generous, or more public-spirited than in earlier years to explain how cooperation based on reciprocity has emerged or proved stable. The emergence of cooperation can be explained as a consequence of individual senators pursuing their own interests.


The approach of this book is to investigate how individuals pursuing their own interests will act, followed by an analysis of what effects this will have for the system as a whole. Put another way, the approach is to make some assumptions about individual motives and then deduce consequences for the behavior of the entire system (Schelling 1978). The case of the U.S. Senate is a good example, but the same style of reasoning can be applied to other settings.


The object of this enterprise is to develop a theory of cooperation that can be used to discover what is necessary for cooperation to emerge. By understanding the conditions that allow it to emerge, appropriate actions can be taken to foster the development of cooperation in a specific setting.


The Cooperation Theory that is presented in this book is based upon an investigation of individuals who pursue their own self-interest without the aid of a central authority to force them to cooperate with each other. The reason for assuming self-interest is that it allows an examination of the difficult case in which cooperation is not completely based upon a concern for others or upon the welfare of the group as a whole. It must, however, be stressed that this assumption is actually much less restrictive than it appears. If a sister is concerned for the welfare of her brother, the sister’s self-interest can be thought of as including (among many other things) this concern for the welfare of her brother. But this does not necessarily eliminate all potential for conflict between sister and brother. Likewise a nation may act in part out of regard for the interests of its friends, but this regard does not mean that even friendly countries are always able to cooperate for their mutual benefit. So the assumption of self-interest is really just an assumption that concern for others does not completely solve the problem of when to cooperate with them and when not to.


A good example of the fundamental problem of cooperation is the case where two industrial nations have erected trade barriers to each other’s exports. Because of the mutual advantages of free trade, both countries would be better off if these barriers were eliminated. But if either country were to unilaterally eliminate its barriers, it would find itself facing terms of trade that hurt its own economy. In fact, whatever one country does, the other country is better off retaining its own trade barriers. Therefore, the problem is that each country has an incentive to retain trade barriers, leading to a worse outcome than would have been possible had both countries cooperated with each other.


This basic problem occurs when the pursuit of self-interest by each leads to a poor outcome for all. To make headway in understanding the vast array of specific situations which have this property, a way is needed to represent what is common to these situations without becoming bogged down in the details unique to each. Fortunately, there is such a representation available: the famous Prisoner’s Dilemma game.2


In the Prisoner’s Dilemma game, there are two players. Each has two choices, namely cooperate or defect. Each must make the choice without knowing what the other will do. No matter what the other does, defection yields a higher payoff than cooperation. The dilemma is that if both defect, both do worse than if both had cooperated. This simple game will provide the basis for the entire analysis used in this book.


The way the game works is shown in figure 1. One player chooses a row, either cooperating or defecting. The other player simultaneously chooses a column, either cooperating or defecting. Together, these choices result in one of the four possible outcomes shown in that matrix. If both players cooperate, both do fairly well. Both get R, the reward for mutual cooperation, In the concrete illustration of figure 1 the reward is 3 points. This number might, for example, be a payoff in dollars that each player gets for that outcome. If one player cooperates but the other defects, the defecting player gets the temptation to defect, while the cooperating player gets the sucker’s payoff. In the example, these are 5 points and 0 points respectively. If both defect, both get 1 point, the punishment for mutual defection.


What should you do in such a game? Suppose you are the row player, and you think the column player will cooperate. This means that you will get one of the two outcomes in the first column of figure 1. You have a choice. You can cooperate as well, getting the 3 points of the reward for mutual cooperation. Or you can defect, getting the 5 points of the temptation payoff. So it pays to defect if you think the other player will cooperate. But now suppose that you think the other player will defect. Now you are in the second column of figure 1, and you have a choice between cooperating, which would make you a sucker and give you 0 points, and defecting, which would result in, mutual punishment giving you 1 point. So it pays to defect if you think the other player will defect. This means that it is better to defect if you think the other player will cooperate, and it is better to defect if you think the other player will defect. So no matter what the other player does, it pays for you to defect.




FIGURE 1
The Prisoner’s Dilemma
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So far, so good. But the same logic holds for the other player too. Therefore, the other player should defect no matter what you are expected to do. So you should both defect. But then you both get 1 point which is worse than the 3 points of the reward that you both could have gotten had you both cooperated. Individual rationality leads to a worse outcome for both than is possible. Hence the dilemma.


The Prisoner’s Dilemma is simply an abstract formulation of some very common and very interesting situations in which what is best for each person individually leads to mutual defection, whereas everyone would have been better off with mutual cooperation. The definition of Prisoner’s Dilemma requires that several relationships hold among the four different potential outcomes. The first relationship specifies the order of the four payoffs. The best a player can do is get T, the temptation to defect when the other player cooperates. The worst a player can do is get S, the sucker’s payoff for cooperating while the other player defects. In ordering the other two outcomes, R, the reward for mutual cooperation, is assumed to be better than P, the punishment for mutual defection. This leads to a preference ranking of the four payoffs from best to worst as T, R, P, and S.


The second part of the definition of the Prisoner’s Dilemma is that the players cannot get out of their dilemma by taking turns exploiting each other. This assumption means that an even chance of exploitation and being exploited is not as good an outcome for a player as mutual cooperation. It is therefore assumed that the reward for mutual cooperation is greater than the average of the temptation and the sucker’s payoff. This assumption, together with the rank ordering of the four payoffs, defines the Prisoner’s Dilemma.


Thus two egoists playing the game once will both choose their dominant choice, defection, and each will get less than they both could have gotten if they had cooperated. If the game is played a known finite number of times, the players still have no incentive to cooperate. This is certainly true on the last move since there is no future to influence. On the next-to-last move neither player will have an incentive to cooperate since they can both anticipate a defection by the other player on the very last move. Such a line of reasoning implies that the game will unravel all the way back to mutual defection on the first move of any sequence of plays that is of known finite length (Luce and Raiffa 1957, pp. 94-102), This reasoning does not apply if the players will interact an indefinite number of times. And in most realistic settings, the players cannot be sure when the last interaction between them will take place. As will be shown later, with an indefinite number of interactions, cooperation can emerge. The issue then becomes the discovery of the precise conditions that are necessary and sufficient for cooperation to emerge.


In this book I will examine interactions between just two players at a time. A single player may be interacting with many others, but the player is assumed to be interacting with them one at a time.3 The player is also assumed to recognize another player and to remember how the two of them have interacted so far. This ability to recognize and remember allows the history of the particular interaction to be taken into account by a player’s strategy.


A variety of ways to resolve the Prisoner’s Dilemma have been developed. Each involves allowing some additional activity that alters the strategic interaction in such a way as to fundamentally change the nature of the problem. The original problem remains, however, because there are many situations in which these remedies are not available. Therefore, the problem will be considered in its fundamental form, without these alterations.




1. There is no mechanism available to the players to make enforceable threats or commitments (Schelling 1960). Since the players cannot commit themselves to a particular strategy, each must take into account all possible strategies that might be used by the other player. Moreover the players have all possible strategies available to themselves.


2. There is no way to be sure what the other player will do on a given move. This eliminates the possibility of rne-tagame analysis (Howard 1971) which allows such options as “make the same choice as the other is about to make.” It also eliminates the possibility of reliable reputations such as might be based on watching the other player interact with third parties. Thus the only information available to the players about each other is the history of their interaction so far.


3. There is no way to eliminate the other player or run away from the interaction. Therefore each player retains the ability to cooperate or defect on each move.


4. There is no way to change the other player’s payoffs. The payoffs already include whatever consideration each player has for the interests of the other (Taylor 1976, pp. 69-73).




Under these conditions, words not backed by actions are so cheap as to be meaningless. The players can communicate with each other only through the sequence of their own behavior. This is the problem of the Prisoner’s Dilemma in its fundamental form.


What makes it possible for cooperation to emerge is the fact that the players might meet again. This possibility means that the choices made today not only determine the outcome of this move, but can also influence the later choices of the players. The future can therefore cast a shadow back upon the present and thereby affect the current strategic situation.


But the future is less important than the present—for two reasons. The first is that players tend to value payoffs less as the time of their obtainment recedes into the future. The second is that there is always some chance that the players will not meet again. An ongoing relationship may end when one or the other player moves away, changes jobs, dies, or goes bankrupt.


For these reasons, the payoff of the next move always counts less than the payoff of the current move. A natural way to take this into account is to cumulate payoffs over time in such a way that the next move is worth some fraction of the current move (Shubik 1970). The weight (or importance) of the next move relative to the current move will be called w. It represents the degree to which the payoff of each move is discounted relative to the previous move, and is therefore a discount parameter.


The discount parameter can be used to determine the payoff for a whole sequence. To take a simple example, suppose that each move is only half as important as the previous move, making w = ½. Then a whole string of mutual defections worth one point each move would have a value of 1 on the first move, ½ on the second move, ¼ on the third move, and so on. The cumulative value of the sequence would be 1 + ½ + ¼ + ⅛ . . . which would sum to exactly 2. In general, getting one point on each move would be worth 1 + w + w2 + w3. . . . A very useful fact is that the sum of this infinite series for any w greater than zero and less than one is simply 1/(1 –w). To take another case, if each move is worth 90 percent of the previous move, a string of 1’s would be worth ten points because 1/(1–w) = 1/(1–.9) = 1/.1 = 10. Similarly, with w still equal to .9, a string of 3 point mutual rewards would be worth three times this, or 30 points.


Now consider an example of two players interacting. Suppose one player is following the policy of always defecting (ALL D), and the other player is following the policy of TIT FOR TAT, TIT FOR TAT is the policy of cooperating on the first move and then doing whatever the other player did on the previous move. This policy means that TIT FOR TAT will defect once after each defection of the other player. When the other player is using TIT FOR TAT, a player who always defects will get T on the first move, and P on all subsequent moves. The value (or score) to someone using ALL D when playing with someone using TIT FOR TAT is thus the sum of T for the first move, wP for the second move, w2P for the third move, and so on.4


Both ALL D and TIT FOR TAT are strategies. In general, a strategy (or decision rule) is a specification of what to do in any situation that might arise. The situation itself depends upon the history of the game so far. Therefore, a strategy might cooperate after some patterns of interaction and defect after others. Moreover, a strategy may use probabilities, as in the example of a rule which is entirely random with equal probabilities of cooperation and defection on each move. A strategy can also be quite sophisticated in its use of the pattern of outcomes in the game so far to determine what to do next. An example is one which, on each move, models the behavior of the other player using a complex procedure (such as a Markov process), and then uses a fancy method of statistical inference (such as Bayes-ian analysis) to select what seems the best choice for the long run. Or it may be some intricate combination of other strategies.


The first question you are tempted to ask is, “What is the best strategy?” In other words, what strategy will yield a player the highest possible score? This is a good question, but as will be shown later, no best rule exists independently of the strategy being used by the other player. In this sense, the iterated Prisoner’s Dilemma is completely different from a game like chess. A chess master can safely use the assumption that the other player will make the most feared move. This assumption provides a basis for planning in a game like chess, where the interests of the players are completely antagonistic. But the situations represented by the Prisoner’s Dilemma game are quite different. The interests of the players are not in total conflict. Both players can do well by getting the reward, R, for mutual cooperation or both can do poorly by getting the punishment, P, for mutual defection. Using the assumption that the other player will always make the move you fear most will lead you to expect that the other will never cooperate, which in turn will lead you to defect, causing unending punishment. So unlike chess, in the Prisoner’s Dilemma it is not safe to assume that the other player is out to get you.


In fact, in the Prisoner’s Dilemma, the strategy that works best depends directly on what strategy the other player is using and, in particular, on whether this strategy leaves room for the development of mutual cooperation. This principle is based on the weight of the next move relative to the current move being sufficiently large to make the future important. In other words, the discount parameter, w, must be large enough to make the future loom large in the calculation of total payoffs. After all, if you are unlikely to meet the other person again, or if you care little about future payoffs, then you might as well defect now and not worry about the consequences for the future.


This leads to the first formal proposition. It is the sad news that if the future is important, there is no one best strategy.


Proposition 1. If the discount parameter, w, is sufficiently high, there is no best strategy independent of the strategy used by the other player.


The proof itself is not hard. Suppose that the other player is using ALL D, the strategy of always defecting. If the other player will never cooperate, the best you can do is always to defect yourself. Now suppose, on the other hand, that the other player is using a strategy of “permanent retaliation.” This is the strategy of cooperating until you defect and then always defecting after that. In that case, your best strategy is never to defect, provided that the temptation to defect on the first move will eventually be more than compensated for by the long-term disadvantage of getting nothing but the punishment, P, rather than the reward, R, on future moves. This will be true whenever the discount parameter, w, is sufficiently great.5 Thus, whether or not you should cooperate, even on the first move, depends on the strategy being used by the other player. Therefore, if w is sufficiently large, there is no one best strategy.


In the case of a legislature such as the U.S. Senate, this proposition says that if there is a large enough chance that a member of the legislature will interact again with another member, there is no one best strategy to use independently of the strategy being used by the other person. It would be best to cooperate with someone who will reciprocate that cooperation in the future, but not with someone whose future behavior will not be very much affected by this interaction (see, for example, Hinckley 1972). The very possibility of achieving stable mutual cooperation depends upon there being a good chance of a continuing interaction, as measured by the magnitude of w. As it happens, in the case of Congress, the chance of two members having a continuing interaction has increased dramatically as the biennial turnover rates have fallen from about 40 percent in the first forty years of the republic to about 20 percent or less in recent years (Young 1966, pp. 87-90; Polsby 1968; Jones 1977, p. 154; Patterson 1978, pp. 143-44).


However, saying that a continuing chance of interaction is necessary for the development of cooperation is not the same as saying that it is sufficient. The demonstration that there is not a single best strategy leaves open the question of what patterns of behavior can be expected to emerge when there actually is a sufficiently high probability of continuing interaction between two individuals.


Before going on to study the behavior that can be expected to emerge, it is a good idea to take a closer look at which features of reality the Prisoner’s Dilemma framework is, and is not, able to encompass. Fortunately, the very simplicity of the framework makes it possible to avoid many restrictive assumptions that would otherwise limit the analysis:




1. The payoffs of the players need not be comparable at all. For example, a journalist might get rewarded with another inside story, while the cooperating bureaucrat might be rewarded with a chance to have a policy argument presented in a favorable light.


2. The payoffs certainly do not have to be symmetric. It is a convenience to think of the interaction as exactly equivalent from the perspective of the two players, but this is not necessary. One does not have to assume, for example, that the reward for mutual cooperation, or any of the other three payoff parameters, have the same magnitude for both players. As mentioned earlier, one does not even have to assume that they are measured in comparable units. The only thing that has to be assumed is that, for each player, the four payoffs are ordered as required for the definition of the Prisoner’s Dilemma.


3. The payoffs of a player do not have to be measured on an absolute scale. They need only be measured relative to each other.6


4. Cooperation need not be considered desirable from the point of view of the rest of the world. There are times when one wants to retard, rather than foster, cooperation between players. Collusive business practices are good for the businesses involved but not so good for the rest of society. In fact, most forms of corruption are welcome instances of cooperation for the participants but are unwelcome to everyone else. So, on occasion, the theory will be used in reverse to show how to prevent, rather than to promote, cooperation.


5. There is no need to assume that the players are rational. They need not be trying to maximize their rewards. Their strategies may simply reflect standard operating procedures, rules of thumb, instincts, habits, or imitation (Simon 1955; Cyert and March 1963).


6. The actions that players take are not necessarily even conscious choices. A person who sometimes returns a favor, and sometimes does not, may not think about what strategy is being used. There is no need to assume deliberate choice at all.7




The framework is broad enough to encompass not only people but also nations and bacteria. Nations certainly take actions which can be interpreted as choices in a Prisoner’s Dilemma—as in the raising or lowering of tariffs. It is not necessary to assume that such actions are rational or are the outcome of a unified actor pursuing a single goal. On the contrary, they might well be the result of an incredibly complex bureaucratic politics involving complicated information processing and shifting political coalitions (Allison 1971).


Likewise, at the other extreme, an organism does not need a brain to play a game. Bacteria, for example, are highly responsive to selected aspects of their chemical environment. They can therefore respond differentially to what other organisms are doing, and these conditional strategies of behavior can be inherited. Moreover, the behavior of a bacterium can affect the fitness of other organisms around it, just as the behavior of other organisms can affect the fitness of a bacterium. But biological applications are best saved for chapter 5.


For now the main interest will be in people and organizations. Therefore, it is good to know that for the sake of generality, it is not necessary to assume very much about how deliberate and insightful people are. Nor is it necessary to assume, as the sociobiologists do, that important aspects of human behavior are guided by one’s genes. The approach here is strategic rather than genetic.


Of course, the abstract formulation of the problem of cooperation as a Prisoner’s Dilemma puts aside many vital features that make any actual interaction unique. Examples of what is left out by this formal abstraction include the possibility of verbal communication, the direct influence of third parties, the problems of implementing a choice, and the uncertainty about what the other player actually did on the preceding move. In chapter 8 some of these complicating factors are added to the basic model. It is clear that the list of potentially relevant factors that have been left out could be extended almost indefinitely. Certainly, no intelligent person should make an important choice without trying to take such complicating factors into account. The value of an analysis without them is that it can help to clarify some of the subtle features of the interaction—features which might otherwise be lost in the maze of complexities of the highly particular circumstances in which choice must actually be made. It is the very complexity of reality which makes the analysis of an abstract interaction so helpful as an aid to understanding.





The next chapter explores the emergence of cooperation through a study of what is a good strategy to employ if confronted with an iterated Prisoner’s Dilemma. This exploration has been done in a novel way, with a computer tournament. Professional game theorists were invited to submit their favorite strategy, and each of these decision rules was paired off with each of the others to see which would do best overall. Amazingly enough, the winner was the simplest of all strategies submitted. This was TIT FOR TAT, the strategy which cooperates on the first move and then does whatever the other player did on the previous move. A second round of the tournament was conducted in which many more entries were submitted by amateurs and professionals alike, all of whom were aware of the results of the first round. The result was another victory for TIT FOR TAT! The analysis of the data from these tournaments reveals four properties which tend to make a decision rule successful: avoidance of unnecessary conflict by cooperating as long as the other player does, provocability in the face of an uncalled for defection by the other, forgiveness after responding to a provocation, and clarity of behavior so that the other player can adapt to your pattern of action.


These results from the tournaments demonstrate that under suitable conditions, cooperation can indeed emerge in a world of egoists without central authority. To see just how widely these results apply, a theoretical approach is taken in chapter 3. A series of propositions are proved that not only demonstrate the requirements for the emergence of cooperation but also provide the chronological story of the evolution of cooperation. Here is the argument in a nutshell. The evolution of cooperation requires that individuals have a sufficiently large chance to meet again so that they have a stake in their future interaction. If this is true, cooperation can evolve in three stages.




1. The beginning of the story is that cooperation can get started even in a world of unconditional defection. The development cannot take place if it is tried only by scattered individuals who have virtually no chance to interact with each other. However, cooperation can evolve from small clusters of individuals who base their cooperation on reciprocity and have even a small proportion of their interactions with each other.


2. The middle of the story is that a strategy based on reciprocity can thrive in a world where many different kinds of strategies are being tried.


3. The end of the story is that cooperation, once established on the basis of reciprocity, can protect itself from invasion by less cooperative strategies. Thus, the gear wheels of social evolution have a ratchet.




Chapters 4 and 5 take concrete settings to demonstrate just how widely these results apply. Chapter 4 is devoted to the fascinating case of the “live and let live” system which emerged during the trench warfare of World War I. In the midst of this bitter conflict, the front-line soldiers often refrained from shooting to kill—provided their restraint was reciprocated by the soldiers on the other side. What made this mutual restraint possible was the static nature of trench warfare, where the same small units faced each other for extended periods of time. The soldiers of these opposing small units actually violated orders from their own high commands in order to achieve tacit cooperation with each other. A detailed look at this case shows that when the conditions are present for the emergence of cooperation, cooperation can get started and prove stable in situations which otherwise appear extraordinarily unpromising. In particular, the “live and let live” system demonstrates that friendship is hardly necessary for the development of cooperation. Under suitable conditions, cooperation based upon reciprocity can develop even between antagonists.


Chapter 5, written with evolutionary biologist William D. Hamilton, demonstrates that cooperation can emerge even without foresight. This is done by showing that Cooperation Theory can account for the patterns of behavior found in a wide range of biological systems, from bacteria to birds. Cooperation in biological systems can occur even when the participants are not related, and even when they are unable to appreciate the consequences of their own behavior. What makes this possible are the evolutionary mechanisms of genetics and survival of the fittest. An individual able to achieve a beneficial response from another is more likely to have offspring that survive and that continue the pattern of behavior which elicited beneficial responses from others. Thus, under suitable conditions, cooperation based upon reciprocity proves stable in the biological world. Potential applications are spelled out for specific aspects of territoriality, mating, and disease. The conclusion is that Darwin’s emphasis on individual advantage can, in fact, account for the presence of cooperation between individuals of the same or even different species. As long as the proper conditions are present, cooperation can get started, thrive, and prove stable.
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