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Introduction

			
Who is this book for?

			How To Teach Computer Science is for new or aspiring teachers wishing to improve their subject knowledge and gain confidence in the classroom. It’s also for experienced computer science teachers who wish to hone their practice, especially in the areas of explicit instruction, tackling misconceptions and exploring pedagogical content knowledge.

			Trainee teachers, NQTs and early-career teachers will find this book invaluable. Experienced teachers will find it inspiring. And all will benefit from a fresh look at the hinterland and pedagogy that makes computer science a fascinating subject to teach.

			
What’s in the book?

			We will explore some of the backstory to our subject, the “hinterland” – those fascinating journeys into history that make computer science come alive and place it in historical context. These stories will help you to enrich your lessons, cement core knowledge, develop cultural capital and excite a lifelong love for the subject. We will go beyond the mark scheme to explore the subject knowledge behind the answers, giving you the confidence to discuss the field in greater depth and enabling you to use explicit instruction methods. 

			We will consider the misconceptions that arise when teaching computer science, so you can head them off at the pass. And we will look at pedagogical content knowledge (PCK) – teaching ideas that can be lifted and dropped straight into the classroom to immediately enhance your teaching. 

			
How should I use this book?

			There are three ways in which How To Teach Computer Science could be useful:

			
					
Subject knowledge enhancement. Read this book from start to finish if you’re on an initial teacher training course, in your NQT year, or switching to computer science from another subject. The book is organised into chapters by England’s typical GCSE specification, so the content should map easily on to existing textbooks and CPD courses, and enhance your learning.

					
Pedagogy primer. Because it takes a look at all the current research findings and what they mean for the classroom, this book should get you started in considering how to teach computer science – going beyond subject knowledge to the PCK that gets results. This content should be valuable to new and experienced teachers alike. 

					
Resource index. Dip into the book for inspiration when planning lessons, with or without reading the whole thing. Each chapter covers a typical GCSE topic to make finding inspiration simple, while footnotes contain links to online resources and there are more at the companion website, httcs.online. The website will be updated regularly, so check back often! 

			

			
What is PCK?

			Lee Shulman defined PCK as “knowledge of the most regularly taught topics in one’s subject area, the most useful forms of representation of those ideas, the most powerful analogies, illustrations, examples, explanations, and demonstrations ... [it] also includes an understanding of what makes the learning of specific topics easy or difficult”.1 Punya Mishra and Matthew Koehler extended Shulman’s model to include a focus on teaching with technology and gave us “technological pedagogical content knowledge”, or TPCK:

			“TPCK is the basis of good teaching with technology and requires an understanding of the representation of concepts using technologies; pedagogical techniques that use technologies in constructive ways to teach content; knowledge of what makes concepts difficult or easy to learn and how technology can help redress some of the problems that students face.”2

			
				[image: A Venn diagram that illustrates the intersection between PCK and TPCK. There are three circles labelled knowledge, pedagogy and technology. An arrow labelled PCK points to the area where knowledge and pedagogy intersect. An arrow labelled TPCK points to the area where knowledge, pedagogy and technology intersect.]
			

			Figure 1.1: Venn diagram illustrating the intersection between PCK and TPCK.

			This book explores both PCK and TPCK through the lens of a typical GCSE computer science curriculum. The National Centre for Computing Education (NCCE) has published a series of “quick reads” on the Teach Computing blog,3 explaining some of the pedagogical techniques that work, and I have included examples of these in the PCK section of the relevant chapters. The PCK section of each chapter is organised under the following nine headings.

			
1. Core concepts

			It seems obvious, but you can’t teach a subject without first deciding what the learners need to know. Unfortunately, exam board specifications are often assessment-focused, not learning-focused, so aren’t organised around concepts. This section will summarise the core concepts that learners need to grasp. For more clarity and an idea of how to sequence your teaching of these concepts, you may wish to refer to the NCCE “concept maps” on the Teach Computing curriculum website.4

			
2. Fertile questions

			Fertile questions – you may know them as “big questions” or “enquiry questions” – are intriguing questions that the teaching tries to answer, and they help to tie all the lessons in a topic together. Mark Enser explains further in an article for TES:

			“This sense of intrigue sparks my pupils’ natural curiosity. The subject itself becomes engaging rather than an activity designed to hook them. By phrasing each topic as a fertile question to be answered, I have been able to think more carefully about the disciplinary knowledge that a geographer would need in order to answer it. I find myself asking, what propositional and procedural knowledge will they have to bring to the question? Rather than, what can I teach to fill up the lessons this half-term?”5

			To work towards answering the fertile questions, you may devise lesson objectives or, better still, more specific “lesson questions”. William Lau, in his book Teaching Computing in Secondary Schools, gives an excellent explanation of lesson questions, relating them to the computing curriculum:

			“Linked to the Fertile Question should be a lesson question that provides a clearly defined context and encourages higher-order thinking. By having a clearly defined context we reduce demand on working memory.”6

			Lau gives a detailed example of a set of fertile questions and example lesson questions in his book, and I’ve paraphrased the first set in the table below to illustrate the idea. This would be an excellent fertile question for the topic of architecture (see chapter 6).

			
				
					
					
				
				
					
							
							Fertile question

						
							
							Lesson questions

						
					

					
							
							How can we design the fastest computer system in the world?

						
							
							
									Why does my phone get hot, and why does cooling it speed it up?

									Why do my phone and tablet boot in seconds, while my desktop takes a minute?

									Why are some manufacturers’ computers more expensive than others?

									Why did chip manufacturers stop increasing clock speeds and instead add extra cores?

									Why does magnetic storage still exist if solid state drives are quicker?

							

						
					

				
			

			
3. Higher-order thinking

			We all know about Bloom’s taxonomy of thinking skills: remembering, understanding, applying, analysing, evaluating, creating. As teachers, our job is first to ensure learners are secure in the topic: they can remember, understand and apply the new knowledge. Then we should aim to increase a learner’s time spent thinking at the higher levels of the taxonomy: analysing, evaluating and creating. Once learners are ready for the higher-order thinking skills, you can use some of my suggested activities for the topic.

			
4. Analogy and concrete examples

			Analogies help to explain abstract ideas using a similar idea in a familiar concept. Concrete examples exist in the real world and put the learning into context, connecting new computing ideas to other subjects, which helps pupils to assimilate them into their existing understanding. 

			Analogies can be used as part of a “semantic wave”. Also described as “unplug-unpack-repack”, a semantic wave is explained best by James Robinson on the Teach Computing blog: 

			“You take the terminology used by experts, which is often rich in meanings, and you unpack those meanings. You make them simpler, more relevant to the learners, and more concrete. Pupils explore this new concept using a familiar context and simple terminology, making it easier for them to understand and apply. Following this, the pupils can repack those simple meanings into the expert terminology, ensuring that they understand its nuances and can use it appropriately. By following this wave from the original meaning down to something familiar and then back up, you can build pupils’ understanding and prevent them misunderstanding key terms or being limited to overly simplistic language.”7

			
5. Cross-topic and cross-curricular learning

			Computer science should not be taught as a series of discrete units that exist independently of each other. Learners understand the subject much better if the links between concepts are made explicit, and they are encouraged to make their own links either within the subject or across the curriculum. This section will suggest some links that you can make, and activities that make these links explicit.

			
6. Unplugged

			Getting away from the computer is a very useful strategy for making abstract concepts clear. We lose any distractions or technical issues, and can teach computing even without computers. We can make topics real for students using analogies, similes, metaphors, role play, games, puzzles, magic tricks and storytelling. 

			
7. Physical

			Getting hands-on can make a computing lesson engaging and inclusive, with sensory and creative experiences. There is also some evidence that girls engage more with physical computing, as a physical project may have more immediate real-world applications.8 In this section we will discuss ideas for use with Raspberry Pi, micro:bit and other equipment, and if you don’t have these to hand you can borrow them from your local Computing at School hub (England only). 

			
8. Project work

			The upper levels of Bloom’s taxonomy can also be accessed through project work, as pupils apply their knowledge and create products. Projects give pupils a goal, an audience and a brief to fulfil, for which they need to make autonomous decisions about the skills, knowledge and tools they will need. 

			
9. Misconceptions

			Misconceptions can seriously hinder learners’ progress, and studies have shown that teachers who are aware of common misconceptions and actively seek to address them are more effective.9 Each chapter in this book ends with a table of common misconceptions, either from computer science education research, crowdsourced from my personal learning network, or taken from Project Quantum.10 It’s not meant to be an exhaustive list, but those I’ve chosen should help you become misconception-aware.

			
General pedagogical principles

			While the PCK section of each chapter covers topic-specific pedagogy, there are some teaching and learning principles that cut across topics. The following three sections detail these general principles. I recommend you adopt some or all of these in the computing classroom to improve your practice.

			
1. Flipped classroom

			A flipped classroom or flipped learning approach allows for more powerful learning experiences in the classroom. In a flipped classroom, the students do some learning before the lesson, usually set as the previous lesson’s homework. This frees the teacher from delivering some of the core knowledge, so they can instead focus the lesson on practical application of that knowledge. 

			The Learning Foundation website explains the flipped classroom approach,11 while Alan O’Donohoe, long-running host of Preston’s “Raspberry Jam” and provider of computer science teacher training, explains how to use the exa.foundation’s GCSE computer science MOOC12 to facilitate flipped learning on his YouTube channel.13

			The exa MOOC contains many links to online sources that can be used in a flipped approach, including the Craig’n’Dave video playlists. I often set an exa MOOC topic or a Craig’n’Dave video as flipped homework, requiring my students to make notes on the content before the lesson, either in Sketchnote form or in Cornell style for older students. You can read more about Craig’n’Dave’s flipped approach on their website.14

			
2. Using specialist language

			This book’s clear descriptions of each topic and deep exploration of the hinterland should enable teachers to explain topics in great depth, suitable for a direct-instruction approach to teaching. Pedagogical approaches such as Talk for Writing from Pie Corbett15 have shown that children internalise the key terms and language structures needed to write knowledgeably about the subject when teachers “talk the text” confidently, model their thought processes and explicitly teach the specialist language of the subject.

			
3. Cognitive science approach

			I use the techniques described in this book as part of a wider strategy of research-informed teaching. I take an approach that follows Barak Rosenshine’s Principles of Instruction,16 explored by Tom Sherrington in his book Rosenshine’s Principles in Action.17 You can read more on the introduction of Rosenshine’s principles to my classroom on my blog.18

			Much of the PCK advice in each chapter is aimed at increasing what Doug Lemov calls ratios, explained in a blog post by Adam Boxer:

			
					“Participation ratio: how many of your students are participating and how often?

					
Think ratio: when they are participating, how hard are they thinking?”19


			

			Increasing these ratios is important because “memory is the residue of thought”, as Daniel Willingham explains in his book Why Don’t Students Like School? 20 The PCK ideas in each chapter offer many ways to get students thinking hard about the subject knowledge that matters.

			Every teacher should have at least a passing understanding of cognitive load and how to ensure learners’ working memory is not overloaded. We will see in this book how techniques like PRIMM, pair programming, worked examples and Parsons problems can all reduce cognitive load. You can read more about cognitive load theory in the computing classroom in Phil Bagge’s article for Hello World magazine.21

			
4. Retrieval practice

			Another key finding from psychology is the Ebbinghaus forgetting curve and the role of retrieval practice in overcoming it. From 1880 to 1885, the German psychologist Hermann Ebbinghaus tested his own recall of nonsense three-letter words such as “wid” and “zof”. He found that memory declines rapidly at first, then more slowly, but crucially can be boosted by what Ebbinghaus called “overlearning”.22 We can achieve this boost through retrieval practice, using techniques such as self-quizzing and frequent, low-stakes review quizzes. 

			Doug Lemov describes the forgetting curve and how to defeat it in Teach Like a Champion23 and you can read more on his blog.24 Lemov recommends a “do now” activity to review previous learning at the start of every lesson. William Lau describes on his blog how he runs a “quick fire five” low-stakes quiz at the start of every lesson,25 and he’s published a large set of suitable questions at mrlaulearning.com.

			Learners should be encouraged to do their own retrieval practice, using techniques such as look-say-cover-write-check26 and digital retrieval practice tools such as Quizlet, Memrise, Cram and GoConqr. The founder of the CogSciSci discussion group,27 Adam Boxer, has created a website dedicated to retrieval practice called Carousel Learning.28

			
Inclusion

			There is no subheading for inclusion in each chapter. That’s because adopting some or all of the suggested PCK techniques would inherently make your classroom more inclusive. The suggested activities mostly have “a low floor, wide walls and a high ceiling” – a phrase coined by Seymour Papert that guided the development of Scratch at MIT.29

			Reducing cognitive load can also support SEND learners. As Catherine Elliott explains in her discussion of PRIMM for Hello World magazine, “A young person with SEND can thus learn about the same computer science concepts as their peers, without the fear of failure, or the demand on working memory and recall that writing a program from first principles involves.”30

			As Beverly Clarke writes, also for Hello World, equitable computing would mean “experiences that are high quality in terms of pedagogy and robust in terms of nature and scope of learning goals, taking students beyond the curriculum”.31 And unplugged activities, physical computing and project work offer multiple means of engagement, representation, action and expression, as recommended in the Universal Design for Learning (UDL) framework discussed in Hello World.32

			
Universal Design for Learning

			In Computer Science in K-12: an A to Z handbook on teaching programming, Maya Israel and Todd Lash explain that the UDL framework “maximises students’ strengths and reduces instructional barriers”.33 These might include accessibility barriers such as visual impairment, which might suggest a screen-reader-compatible programming environment. Cognitive load barriers would benefit from explicit instruction, modelling and scaffolding, using the techniques described in this book. 

			Israel and Lash explain the UDL Instructional Planning Process, which has four steps posed as questions:

			
					What are my instructional goals?

					What barriers could interfere with students achieving those goals?

					What methods and materials can I use to address the instructional barriers in this activity?

					How might I assess learning in a flexible manner?

			

			When answering question 3, we might decide to scaffold a learning activity. Scaffolding might take the form of several stages of explicit instruction: modelling, guided practice, then independent practice with support. This is what P. David Pearson and Margaret Gallagher called “gradual release of responsibility”, or the “I do, we do, you do” model.34 This model aims to keep the learner in what Lev Vygotsky called the “zone of proximal development”.35 Thus we reduce what John Sweller called “extraneous cognitive load”36 so the learners can focus just on what they need to learn at each stage. 

			You can read more about UDL at udlguidelines.cast.org.

				
					As an aside, once I understood cognitive load theory, I realised that one problem my learners faced was extraneous load from the plethora of languages and platforms in my curriculum. I inherited a KS3 plan that included Scratch, Small Basic, Code Lab (JavaScript), App Inventor (Java) and Python. With just one lesson per week, my poor students spent most of their time learning new coding environments and syntaxes, so there was very little room for “germane cognitive load”, i.e. computational thinking.

				

			
Gender balance

			Teachers should also be aware of current research around gender balance in computing, with women accounting for just 17% of IT specialists in the UK.37 The advice in this book can be augmented by an approach that encourages girls to study the subject at GCSE and beyond. Computing at School (CAS), in collaboration with the University of Manchester, produced a helpful booklet that includes advice such as these tips:

			
					
“Tip 1: women can change the world. Make links to the big picture and real-world computing roles that have an ethical remit – for example, designing assistive technologies to enable people to overcome a disability, or highlight technology’s role in medicine, humanitarian work, science, fashion, communications, art, journalism or sport. Mainstream media representations of people working in computing are largely white males writing computer code. It’s important to provide a more realistic, balanced and aspirational viewpoint.”


					
“Tip 2: role models. Discuss female role models and put up displays of women in technology. Many young women do not identify STEM careers as interesting, relevant or appropriate for their gender.”


					
“Tip 3: out and about. Plan trips where girls can see female role models working in technology that isn’t just coding, such as Jodrell Bank, Cadbury World or local employers.”


					
“Tip 8: encourage and praise. Ensure that praise addresses all aspects of learning computing, including creative solutions, planning and conceptual understanding, as well as technical knowledge and skills.”38


			

			Many of the other tips in the CAS booklet reinforce the need for a range of activities in computing lessons, including unplugged, physical and project work that allows for collaboration and freedom of expression. 

			By employing some of these strategies, I have aimed to foster a powerful, inclusive learning environment in my computing classroom. The results so far have been promising, with the proportion of girls in my Year 10 classes rising from 5% in 2016-7 to 30% in 2020-21. But like the IT industry and society more generally, I still have a long way to go!

			
Why did I write this book?

			The germ of an idea for this book was planted by a blog post by Tom Sherrington called “Signposting the hinterland: practical ways to enrich your core curriculum”. Sherrington explains that curriculum can be divided into “core” and “hinterland”, where the hinterland is as important as the core and serves the purpose of:

			
					“Increasing depth: niche details about a particular area of study that deepen and enrich the core.

					
Increasing breath: wider surveys across the domain of any curriculum area that help to locate any specific core element within a wider frame.”39


			

			Sherrington quotes from an earlier blog post by Christine Counsell that explains why the hinterland is important: 

			“The core is like a residue – the things that stay, the things that can be captured as proposition. Often, such things need to be committed to memory. But if, in certain subjects, for the purposes of teaching, we reduce it to those propositions, we may make it harder to teach, and at worst, we kill it.” 40

			The original aim of this book was to assist computer science teachers in sharing some of that hinterland with their students, in order to enrich their studies, cement core knowledge in a wider context, and engender an appreciation for the subject that goes beyond what’s required to pass exams and, in many learners, excites a lifelong love for the subject. Once I started to write the book, I realised that the pedagogy of our subject is underappreciated in the classroom practitioner community. So I decided to enhance the book with insights into some of the current research, making the concepts accessible to teachers with concrete, practical ideas.

			
Why is this book needed?

			Computer science is a young subject, taught in schools only since the early 1980s and – after a hiatus in which “ICT” took over in UK schools – re-established as a core subject only in 2014, as part of the national curriculum subject of “computing”. Computer science graduate teachers are scarce, and many schools employ non-specialists to teach our hugely important subject. Pedagogy specific to computing is therefore underdeveloped and – by many teachers – largely overlooked. Computing teacher forums and social media groups are awash with requests for “lessons on network protocols” and “schemes of work for network security”. Much rarer are conversations around questions such as “Should we do protocols before network security?”, “What is a good analogy for teaching protocols?” and “What misconceptions do students develop when learning about networks?” Questions like these are seen regularly in online communities dedicated to more mature subjects such as English and history.

			In How To Teach Computer Science, we will explore pedagogy, such as the best way to teach sorting algorithms. We’ll see how more emphasis on reading code before writing it and working in pairs as “driver and navigator” is getting results in programming lessons. We’ll look at techniques to explain networking, including “Post-it note packet switching”, and we’ll ponder the question “Are we spending too long making topologies out of string, and not enough on how the internet works?”

			Reading this book should improve your performance as a computer science teacher. That is my primary aim. I also hope it improves your confidence and allows you to enjoy teaching our wonderful subject as much as I do. 

			In the introduction to his important book A Discipline of Programming, Edsger Dijkstra wrote: “My original idea was to publish a number of beautiful algorithms in such a way that the reader could appreciate their beauty.”41 If this book reveals only a tiny fragment of the beauty of computer science and gives you the confidence to share it with young learners, then I will have achieved my goal. 
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Chapter 1. Data representation

			 

				
					
Switzerland, June 1816 

					George Gordon, Lord Byron, has fled England and settled in Switzerland, with his fellow poet Percy Bysshe Shelley and Shelley’s future wife, Mary. During days of incessant rain, which keeps the party indoors, Byron suggests a competition to write the best ghost story. Mary imagines a mad professor who reanimates a corpse with tragic consequences. She names the scientist Victor Frankenstein and publishes the story anonymously on her return to England in 1818.

					Byron, meanwhile, having left behind scandal, a doomed marriage, his beloved homeland and his first child – his infant daughter Augusta Ada – pens these lines:

					Is thy face like thy mother’s, my fair child!

					Ada! sole daughter of my house and heart?

					When last I saw thy young blue eyes, they smiled,

					And then we parted, — not as now we part,

					But with a hope. — Awaking with a start,

					The waters heave around me; and on high

					The winds lift up their voices: I depart,

					Whither I know not; but the hour’s gone by,

					When Albion’s lessening shores could grieve or glad mine eye.

				

			
Meeting Ada

			Augusta Ada, known as Ada, was raised by her mother, the highly educated mathematician Annabella Milbanke. Byron, famously described by one of his many lovers as “mad, bad and dangerous to know”, had been an ill match for the devoutly religious Annabella and the Byrons had separated after only a year of marriage. Byron never saw Ada or Annabella again. He travelled on through Italy to Greece, where he helped the Greeks fight for independence from the Ottoman Empire, ultimately earning Greek national hero status. He died of a fever in 1824, when Ada was eight years old. 

			Fearing Ada might inherit what she called Byron’s “insanity”, Lady Byron schooled her daughter in science and mathematics and discouraged literary study. Ada was a diligent pupil, studying under Mary Somerville and Augustus De Morgan; her studies and social exploits brought her together with the greatest minds of the age, including Michael Faraday, Charles Dickens and one Charles Babbage. Ada went on to marry William King, who was later made Earl of Lovelace, whereupon she became Countess of Lovelace.

			
				[image: A portrait of Ada Lovelace (circa 1840) believed to be by Alfred Edward Chalon. The portrait has been superimposed on a digital code background inside a picture frame.
]
			

			Figure 1.2: Ada, Countess of Lovelace, sometimes considered the first computer programmer.

			In her adolescence, Ada was fascinated by the mechanics of flight, studying birds and documenting her thoughts on human flight in a book she called Flyology, written at the age of 12. Ada showed a knack for using mathematics to understand nature. Her maths tutor, Mary Somerville, was one of the first female members of the Astronomical Society and the first person to be described in print as a scientist. Somerville introduced the 17-year-old Ada to the inventor and mathematician Charles Babbage at a party, where Babbage was demonstrating his Difference Engine, a mechanical calculator designed to speed up the computation of scientific tables. Ada was fascinated by the machine and became a friend, student and assistant to Babbage for the rest of her life.

			
Numbers for everything

			Ada Lovelace was 100 years ahead of her time in her ability to imagine what might be accomplished by computers. She saw only an unfinished prototype of the Difference Engine within her lifetime; she died of cancer in 1852, at the age of 36, while Babbage worked on an improved design for the machine. Despite having only physical experience of the number-crunching machine, Lovelace was able to describe the concept of a general-purpose computer that would be able to manipulate sounds and images. In 1843, she wrote:

			“[The Analytical Engine] might act upon other things besides number, were objects found whose mutual fundamental relations could be expressed by those of the abstract science of operations, and which should be also susceptible of adaptations to the action of the operating notation and mechanism of the engine. Supposing, for instance, that the fundamental relations of pitched sounds in the science of harmony and of musical composition were susceptible of such expression and adaptations, the engine might compose elaborate and scientific pieces of music of any degree of complexity or extent.” 1

			
Early bitmaps

			Lovelace didn’t limit her imaginary computers to music. Inspired by the images woven into rich brocades, she also suggested that Babbage’s machine might be capable of creating graphics. The Analytical Engine, she wrote, “weaves algebraic patterns just as the Jacquard loom weaves flowers and leaves”.

			The French textile merchant Joseph-Marie Jacquard had patented his automated weaving loom in 1804; by the 1840s, when Lovelace wrote that line, Jacquard looms were common across the UK. Rolls of punched cards drove the raising and lowering of warp threads – a difficult job previously performed by a “draw boy” – thus automating the production of patterned cloth. The presence of a hole meant that a warp was raised; no hole meant that it remained lowered. The cards thus carried a binary code that was interpreted by the loom as a pattern. More than 100 years before digital computer monitors, we see a binary code that represents a two-dimensional image. 

			Babbage would adopt the idea of punched cards in his design for the Analytical Engine, which sadly remained unfinished. But the program that Lovelace designed for it, to calculate Bernoulli numbers, survived and we will look at it in chapter 5.


				[image: A photograph of a Jacquard loom at the Musée des Arts et Métiers in Paris.]
			

			Figure 1.3: The Jacquard loom was fed with binary data on punched cards.

			
News travels slow

			On the other side of the Atlantic, the problem of transcontinental communications was to drive the invention of more codes for data representation. The Gold Rush had swelled California’s population to nearly 400,000 people by 1860. But they were largely cut off from the rest of the Union, with stagecoaches taking a month to make the arduous journey from east to west. With a civil war looming and local businesses demanding faster communications, a group of Missouri-based entrepreneurs founded the original Pony Express. Using a string of 200 relief stations and lone horsemen riding in relays, the service slashed the Missouri-California mail-delivery time; in March 1861, the inaugural address of Abraham Lincoln arrived in the California capital, Sacramento, in a record seven days. But the Pony Express was a flop, folding after 18 months without ever turning a profit.
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