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吾生也有涯，而知也无涯。


Your life has a limit, but knowledge has none.


Zhuangzi


Galloping in unceasing flow ever ahead, denied any further control over their fate, the disconsolate company were borne terribly over the edge of the visible world.


Thomas Pynchon, Against the Day















INTRODUCTION



The New Minds of the World


Woes by wrong imaginations lose the knowledge of themselves.


Shakespeare, King Lear


For all the mastery and knowledge that humans have obtained over nature, from charting the movements of the planets to machine-assisted flight to the mapping of genomes, there remain areas in which our chief accomplishment has been to realize the limits of our understanding and control. Take the chaotic system known as the weather. Despite all the technology deployed to monitor the skies, the tides, and everything in between, our predictions can still be so inaccurate as to be unable to predict whether a hurricane will hit a city tomorrow or whether it will rain in a particular space an hour later. The weather system is too complex, too chaotic, too nonlinear to allow for perfect fine-grained predictions. Much the same holds for the tectonic plates beneath the earth’s surface: we monitor them incessantly but still cannot anticipate when the next big earthquake will hit. And there is the brain itself, where the deeper we delve, the more we find difficulties in determining how our minds arise from this mass of tissue and neurons.


In human society, economics has steadfastly proven resistant to any sort of high-confidence modeling, leading to its moniker “the dismal science.” We may approximate the purchases and sales of herds of people and corporations at a macrolevel, but the flows of commerce remain frustratingly susceptible to sudden and unpredictable shocks, whether in the economic crisis of 2008 or in the wild fluctuations and multiple crashes of the trillion-dollar Bitcoin cryptocurrency.


In the last decade, that sense of bafflement at the complex workings of the human and social sciences has spread to our increasingly vexed everyday interactions, online and offline. The weight of the larger world weighs more heavily on our work, our lives, and our families. The digital world connects us to the bigger picture nonstop. The large and the small no longer seem so distinct. The flood of information and the possibilities for expression given to us by the internet feel more like traps than opportunities, offering us the illusion of control only to bury it under sheer incomprehensible chaos.


Our image of computers remains one of clear, discrete control, a salvation from the messy and opaque systems of the natural and human worlds. Today, however, this could not be further from the truth. While the mainframes of the 1960s and the PCs of the 1980s were localized and simple enough to permit us a near-perfect understanding of the work they did, the rise of large-scale internet-based networks, Facebook and Google chief among them, has obliterated most of that certainty. Our computer networks today are just as immune to fine-grained control and perfect prediction as the weather, tectonic plates, or the prices of cryptocurrency.


The history of the technological baton passing from Microsoft to Google to Facebook has become a familiar tale of innovative disruptions. We ask ourselves questions about whatever bits of these disruptions happen to come to the forefront of public consciousness: Will AI be a tool for good or evil? Can we make algorithms fair and bias-free? How do we get disinformation off the internet? These big questions of today are fundamentally misformulated because they don’t take into account the new world in which we already live. Without realizing it, we are already immersed in a world administered by enormous computer networks fundamentally out of our control. If we insist on seeing our online lives as resulting primarily from human intentions or algorithmic logic, we have missed the forest for the trees. We fool ourselves into thinking we can make quick fixes or prevail upon corporations and governments to protect us from the harmful byproducts of technology. We search for where the power really lies, when it does not lie anywhere—or else it lies everywhere at once, which is no more helpful.


The real story centers around increases in size and speed—computer systems that grew from modest, containable size into leviathans too great and too fast to be seen in their entirety. It is the story of how the engineers who built these systems were as carried away by them as the people who used them. Like Moore’s law, the enduring maxim that computational processing power will double every two years thanks to advances in semiconductors, it is the story of exponential growth, not only in computing power but also in the amount of computable data and the size of the networks that compute it. But the story is more than that. It is also the story of exponential growth in the amount of human behavior computers capture, the tightening feedback loops that alter human behavior, and our increasing inability to control those changes.


For all the talk of the metaverse—much of it merely a debate over what the metaverse even is—the fundamental difference between the metaverse (whatever it will be) and the internet today is not quality but quantity.1 The metaverse threatens to add virtual reality (fake physical space), “augmented” reality (digitally enhanced real physical space), and cryptocurrency-driven NFTs (non-fungible tokens, which are artificially scarce digital assets to buy) to the existing potent online world, but all of the metaverse’s changes will amount to the same thing: more data, more connectivity, more transactions, more complexity. The movement from Web 1.0 to Web 2.0 to the metaverse and onward has not stemmed from radical new technologies. Rather, the change in online life is like the evolution of the brain, growing ever more complex until surprising new phenomena emerge purely through that complexity—along with that much less ability to understand what is going on. The metaverse, for all practical purposes, is already here, growing incessantly. We lose more control to it by the day.


The consequences of wrapping our world in networked computation have not merely been lifestyle changes but also the increasing and steady growth of autonomous networks—meganets—not under the control of their corporate or governmental administrators. To understand today’s world, we have to think not like a sapiens, nor like a state, but like a server. A server—or more accurately, a collective army of servers—sees the world as computable data, floods of numbers representing every facet of life in more and less accurate ways, in quantities so great that much of the meaning of this data is lost, even as we feed ever more data into the system. In turn, our servers feed that data back to us, and we come to see the world the same way. Without realizing it, machines and humans are building a new world together, a world we cannot control in the way we controlled the old world.


FACEBOOK’S UNPLANDEMIC


The biggest face of this chaos and transformation has been and remains Facebook. Facebook has become a magnet for all complaints about the internet more generally—and not without reason. Nobody likes Facebook, but everyone uses it. It is a fount of misinformation, a petri dish in which false facts and crazy theories grow, mutate, and metastasize. It sucks up our time, bastardizes our emotions into a handful of emoticons, and bludgeons us with inflammatory content. Worst of all, it harms our civic life by creating insular virtual subcultures that shut out anything that contradicts their worldviews, allowing extremism to grow in all directions.


That, at least, is the conventional wisdom. While some of these charges may be exaggerated, none are fundamentally untrue. The phenomena they describe exist on Facebook, and they do cause harm, as even Facebook’s own employees admit. Despite studies showing that quitting Facebook improved people’s mental health, there are just as many articles explaining why people can’t quit Facebook as there are preaching why they should.2 Helplessness breeds anger. At the center of it all, Facebook CEO Mark Zuckerberg shrugs off boycotts from users and advertisers alike, blithely observing, “My guess is that all these advertisers will be back on the platform soon enough,” the effects of the boycotts too small to make a difference on Facebook’s bottom line.3


What is less understood, however, is why Facebook allows all this chaos to fester and boil over. Behind Facebook’s seeming strength and Zuckerberg’s intransigence is a near-adolescent helplessness not so different from that felt by Facebook’s frustrated users. After the Cambridge Analytica scandal of 2016, in which Facebook gave information to a third-party application provider that was used to target potential Trump voters, one would have expected Facebook to wield an iron hand over abuse on its system. Instead, COVID-19 brought with it myriad conspiracy theories spreading through the veins of Facebook’s network sometimes even accompanied by cryptic (and not-so-cryptic) incitements to violence. However much Zuckerberg rejects criticism, the platform cannot possibly be what he (or anyone) actually wants.


Facebook’s critics appeal to the simplest explanation—greed—as the reason for why Facebook has refused to clamp down, but simple capitalistic greed doesn’t even begin to explain the problem. Nowhere is it clear that the spread of bad information and leakage of information benefits Facebook compared to the chronic public relations nightmare now plaguing them, one which CEO Mark Zuckerberg had more or less given up on fixing. Just before the COVID-19 pandemic, Facebook publicly pledged to crack down on antivaccine misinformation that vaccines can cause autism in a news post entitled “Combatting Vaccine Misinformation.”4 By May 2019, the Wall Street Journal observed “not much happened,” noting that Facebook still ran ads for antivaccine groups and that the top three vaccine-related Instagram accounts were the conspiracy-minded “vaccinetruth,” “vaccinesuncovered,” and “vaccines_revealed.”5


Things only got worse when the pandemic hit. In early 2020, despite Zuckerberg himself working with the World Health Organization (WHO) and publicly (and seemingly sincerely) pledging that Facebook was “removing false claims and conspiracy theories that have been flagged by leading global health organizations,” he could not make good on his own commitments.6 By May, the infamous Plandemic video was flying across the platform unimpeded, while conspiratorial posts about the disease, masks, and vaccines increasingly populated people’s walls.7 The thirty-minute Plandemic video claimed to expose corruption among the medical and global elites, including the WHO and the US Centers for Disease Control, accusing them of profiting from COVID-19, even suggesting that the coronavirus was implanted in people through flu vaccination and activated by wearing face masks.8 Exploiting existing paranoia, the video was talked up by sympathizers, but as a Harvard study showed, its appeal was mostly to the already converted, and the suppression of a second video by social media giants didn’t prevent the impact of theories that were already running wild before the first video had even been released.9 The video was only the visible tip of a much larger, unmovable iceberg.


Despite critics claiming that Facebook cares only about money, that explanation is almost too cozily reassuring. It would be simpler to believe that Facebook could fix the problem if only it cared more about doing the right thing instead of promoting lucrative clickbait. Internal documents, though, revealed that Facebook was trying, at least partly, to do what its critics desired. The company just couldn’t. “Our ability to detect (vaccine hesitancy) in comments is bad in English—and basically non-existent elsewhere,” read one memo.10 The documents showed Facebook hapless, conflicted, and impotent, slowly recognizing the scope of the problem its own CEO had pledged to fix, yet literally unable to take sufficient action to address it.11


By the end of 2020, Facebook was limiting how much any content could be forwarded, regardless of what it said. New political advertising was entirely banned in the run-up to the November election.12 One former content moderator complained that Facebook 


is not committed to content moderation, does not have a clear strategy or even a good handle on how to do it, and the people trying to do the actual work are under immense pressure to shovel shit uphill without proper tools or direction.13 


He was not necessarily wrong. But hidden in his statement was the assumption that some other alternative, whether improved tools, better leadership, or external government regulation, could successfully address the problems he was pointing out. 


Yet the blunt fact of one of the world’s biggest companies failing to address ongoing, stinging criticism from all sides on an issue that doesn’t greatly profit them in any way does not speak to malice and not even to incompetence. It speaks to an actual inability to solve the problems. And Zuckerberg’s own frustration was that of an unfathomably rich and powerful man who could not control what he had created any more than its users could stop logging on to it. Zuckerberg’s creation had become as autonomous as nature—as the weather, as the tides, as plate tectonics. This loss of control, more than privacy violations and the spread of disinformation, was a fact Facebook (the company) wished to obscure. In one internal Facebook memo the company’s communications department worried, above all, about people thinking that Facebook employees couldn’t control their own networks


Limit the meme that we’re slow to spot misuse—and can’t control Facebook


Limit the meme that we cannot control our systems—or are too slow to spot these different types of abuses.14


Facebook wants to quash such ideas partly because they are true—as much as Facebook takes pains to disguise it. Such a lack of control hardly suits one of the most valuable companies in the economy, one of the richest men in the world, and one of the largest and most powerful platforms in existence. And yet the evidence of the last decade makes Facebook’s impotence hard to deny. The battle is not the elites versus the masses but the elites versus the networks they have themselves birthed, and the networks are winning.


THE MEGANET


The Googles, Facebooks, cryptocurrencies, and government systems of our world accumulate influence at a mystifying rate. The constant critiques and attempted regulation directed at these systems never seem to yield real reform. Such efforts run into a brick wall for one ultimate reason: no one is really in control. Even the companies and executives who run them are trapped by the persistent, evolving, and opaque systems they have created. What is it that has so destabilized our elites so that they have lost control of the very systems they built and run? With every passing day we intuitively sense a loss of control over our daily lives, society, culture, and politics, even as it becomes more difficult to extricate ourselves from our hypernetworked fabric. No explanation ever seems sufficient.


I saw this new world being created when I worked in the engine rooms of Microsoft and Google for more than a decade. I can say, for certain, that we did not know the impact of what we were creating. We were wildly overoptimistic about it, to be sure: Google’s slogan “Don’t be evil” made that clear. But moreover, we did not fully grasp the uncontrolled power of the systems growing around us. Very few among us not only understood that these new, huge networks could behave unpredictably and uncontrollably but that they were also becoming intrinsically more unpredictable and uncontrollable. And we did not know how to prevent this because the systems extended beyond our direct control. Yes, we controlled the code, but we did not control the people using it, nor did we choose the data that was being put into it. And the ever-growing networks moved faster than we could keep up with. Coarse-gained, approximate influence increasingly replaced total, microscopic control. We did not predict the consequences of that loss of control either.


When I transitioned to being a technologist, policy analyst, and writer, I moved to a world that was alternately dazzled by and resentful toward the new technological leaders. Yet nearly without exception, my colleagues assigned unwarranted agency to the creators of the technologies and tech companies that they criticized. They would tell me: “If only tech companies would change this, life online would be so much better!” Either regulation or user pressure could make Facebook, Google, Amazon, Apple, Microsoft, Twitter, and whoever else see the light and remove the ugliness. I would respond: “What you’re asking for, the companies just can’t do. It’s too difficult. There’s too much data and not enough ability to process it.” Without exception, they would disagree. How could such big companies not be responsible for the world they foist on us? Whatever problem was wrought on society through social media or the internet more generally, whether it was fake news or online abuse or cryptocurrencies, the assumption was that the Mark Zuckerbergs and Steve Jobses of the world could fix these growing problems if only they had a stronger ethical core and less attention to profits—if only they would put people before profits and ethics before growth.


I overestimated tech companies myself. Though I had left Google by 2011, when it rolled out its social network Google+, I expected that on the strength of its successes, Google would be able to assemble a social network to rival and even surpass Facebook’s. What I didn’t expect was the aimless, confused product that followed, one that poked its nose into Google’s more successful properties (Gmail, YouTube) without ever gaining traction. By 2015, Google+ was thoroughly irrelevant, and Google finally shuttered it completely in 2019. Just because Google had organized the web for utility and profit did not mean that it could organize people for the same ends. If one of the largest and most successful companies in history could not gain any ground in creating a social network out of its hundreds of millions of existing users, was there any more reason to think Facebook had any greater degree of control over its users?


☐ ☐ ☐


This book is addressed to those who feel lost—or at least perplexed. If you feel at home in the world today, comfortable with the size and scope of daily and global events, what I say will likely seem superfluous or irrelevant. Yet it is rare that I meet people, however happy they may be, that do feel at home in such a way. Even the most successful and contented bemoan a world that, in its complexity and its inseparability, leaves them only with the options of being trapped in engagement or else opting out completely and escaping. Indeed, the happiest seem to have chosen the latter. Money has become less a tool for changing the world than for merely regaining one’s autonomy. Fame and prestige have far more negative associations than when they were the preserve of a remote, elite class. Whether one is an internet celebrity, an influencer, or a movie star, fame today is more like having a target on one’s back. Visible impact in the world has come to feel less important than privacy, autonomy, and independence—the freedom from the automated and semiautomated processes that sweep up most of us into routines from a very young age.


We repeatedly point to one or another phenomenon that seems to have created this new world: computers, smartphones, social media, data more generally. No doubt, the injection of exponentially growing computing power set the stage for the loss of control we currently experience. This unprecedented growth has created an unprecedented situation, but that nonlinear sheer size does not point to a way out of this mess we are in, nor does it fully explain what has happened. The fundamental explanation lies in how humans and technology have combined to form unfamiliar, disruptive phenomena.


The Industrial Revolution brought about great shifts in human existence as cities became centers of industry and modes of work drastically shifted, for better and for worse. Industrial technology and the science behind it were necessary precursors to the societal changes of the nineteenth century, but by themselves, they hardly explain the new economic and social organization that resulted. From looking at the steam engine, one would not immediately make the jump to filthy factories, child labor, and the migration from traditional rural life to the explosive growth of cities. Yet the Industrial Revolution lies in those social changes just as much as it does in the technology that spurred them. Similarly, today’s enormous online networks have produced new forms of social, economic, and political organization, but we have been slow to perceive them because they are so unfamiliar to us. Growth and connectivity have fueled the invisible human-machine behemoths that I call meganets, radically restructuring our lives as drastically as the Industrial Revolution did—a fact that we are just beginning to comprehend. These meganets are fundamentally new combinations of huge numbers of people and enormous amounts of computational processing power. They evolve faster than we can track them. Their workings are opaque even to their administrators. And they irreversibly occupy our lives with an ongoing persistence that makes them inextricable from the fabric of society.


The driver behind our loss of control is neither “populist” masses of people nor technology per se but this new kind of force, something that did not exist even twenty years ago. It emerged sometime in the first decade of this century and exploded in the second, triggered by the massive deployment of mobile computing devices that connected huge numbers of people to the internet without interruption. The tight tethering of humans to global communications networks created this new sort of beast operating beyond the control of the individuals, companies, and governments that created them, commandeering our inner lives and daily reality.


Conspiracy theories are fundamentally comforting. When confronted with uncertainty and chaos, it is a reassuring backstop to imagine that in some secret location, behind closed doors, someone is still in control, orchestrating the mystifying events around us. Whether it’s foreign governments, our own government, industry CEOs, or the 1 percent, hypothesizing conspiracies lets us believe that if only we could seize control from the secret actors, we could set things right. If no one is in control, then the worst may likely be true: no one can be in control. Unfortunately, it is this latter situation that is far more frequently the truth, and it is why, in the words of philosopher Kenneth Burke, we build our cultures by “huddling together, nervously loquacious, at the edge of an abyss.”15 It may not be a conspiracy theory to believe that Mark Zuckerberg is choosing to sow social unrest for profit, or that Silicon Valley elites are undermining democracy, but it is conspiratorial thinking. And it is incorrect.


Meganets, in truth, strongly resist attempts to control them as they accumulate data about all our daily activities, our demographics, and our very inner selves. They construct social groupings that could not have even existed twenty years ago. And, as the new minds of the world, they constantly modify themselves in response to user behavior, resulting in collectively authored algorithms none of us intend—not even the corporations and governments operating them. And in keeping with the exponential explosion in computation, they too will continue to grow at nonlinear rates, faster than we can keep up with. 


From the internet came subrevolutions like Web 2.0 and social media, followed by an ongoing series of buzzwords that capture whatever new forms of growth we have discerned in meganets. Whether it’s big data, the cloud, the internet of things, blockchain, augmented reality, or the much-ballyhooed metaverse, these labels all present partial time-sliced views of the larger, sweeping trend of the meganet sweeping up our lives into a part-machine, part-human leviathan. 


THE CRYPTOMETASOMETHINGVERSE


The metaverse is here, and we don’t know what it is. Not only has Facebook changed its name to Meta to signal its full-throated backing of this brave new world, but the metaverse became the business buzzword of 2022, with JPMorgan declaring it a $1 trillion business opportunity, while Morgan Stanley and Goldman Sachs raised the bet to $8 trillion.16 Those are enormous numbers for one of the most nebulous concepts to have come down the pike since “the cloud.” Yet even if the term itself fades as just another buzzword like the internet of things or big data, the technologies and networks being developed under the name of the metaverse will remain with us for a very long time and deeply alter our lives at a personal and global scale. Many of these technologies are already with us.


While popular discussion of the metaverse has focused on the long-latent promise of virtual reality (VR), that by itself isn’t enough to explain the trillion-dollar expectations placed on it. Rather, much of the metaverse’s promise relies on the hopes for an entire new universe of online goods to buy: not just accessories for virtual avatars but also tickets to virtual concerts and online “land” in the form of digital properties. In the blockchain-based online world of Decentraland, a cross between a role-playing game and a real estate development, people as different as Ariana Grande and JPMorgan CEO Jamie Dimon have purchased parcels of physically nonexistent land for upward of $12,000 and built virtual mansions on them.17 Far beyond online gaming, this is the creation of a major new marketplace in which companies like Meta and Microsoft will act as sellers and brokers in much the way that Amazon today acts as broker and guarantor for its market of physical goods and third-party sellers.


The technology underpinning the marketplace is not VR, though VR will make digital goods more appealing and glitzier. Rather, the technology is cryptocurrency, or more precisely the blockchain algorithms that enable cryptocurrency to exist. So-called non-fungible tokens, or NFTs, act as decentralized proofs of ownership for virtual goods. Formerly, “ownership” of digital goods was something asserted by the company providing the particular world in which those goods existed. If I owned some sort of virtual object in some online virtual world or game, whether it was a really awesome axe in World of Warcraft or a cute skirt in Roblox, that object and ownership of that object were only valid in the world in which I had purchased it because there was no robust, universally agreed-upon mechanism for proclaiming my axe or skirt ownership somewhere else (Facebook, Instagram, wherever). NFTs (or equivalent technologies) obliterate those barriers, allowing for collective, universal, and indisputable agreement on who owns what. In effect, NFTs, blockchain, and cryptocurrency allow for a new international economy in which the virtual goods of all online worlds can be merged into one enormous market. The massive NFT crash of mid-2022 only hastens this consolidation by eliminating small players and speculators, allowing for domination of NFT transactions by established tech titans. Metaverse barons like Facebook and Microsoft will provide the biggest marketplaces, as well as manage many of the blockchain transactions. That is where that $8 trillion is to come from.


Yet there is a price to be paid for this lucre, and the price is paid in a loss of control. The metaverse is only the most visible evidence of the shocking hold that cryptocurrency, as well as the blockchain-based NFTs that are its offspring, has gained over the world. Cryptocurrency, once considered an eccentric and cultish enthusiasm of laissez-faire techies, has become a trillion-dollar phenomenon, a permanent part of the economic landscape attracting large-scale institutional investment. The peculiarities of its mechanisms, which are subject to the intrinsic workings and limitations of the meganet, threaten to have a far greater impact on the world than social media. The greater financial system has already absorbed cryptocurrencies into its workings, so that cryptocurrency’s swings are no longer isolated. In early 2022, International Monetary Fund financial counselor Tobias Adrian observed increasing correlation between cryptocurrency and equity markets, declaring: “Crypto is now very closely tied to what is happening in equities. We can’t just dismiss it.”18 The proof came only months later, with May’s immense crash in cryptocurrencies and November’s collapse of the much-vaunted yet fatally sketchy FTX exchange devastating but hardly destroying the market, simultaneously proving cryptocurrency’s hold on us as well as our inability to control it.


The underlying nature of cryptocurrencies and NFTs, true to their origins, holds great risks. True to their designers’ intentions, the benefits of cryptocurrencies are inseparable from their anarchic, consensus-requiring design. The history of Bitcoin and Ethereum is a chronicle of philosophical schisms, money heists, disreputable exchanges and outright scams, and disastrous bugs—none enough to undo the fundamental success of the technology but enough to raise great concerns over such technology underpinning $8 trillion of the world and enough to destabilize the rest of the economy should something go wrong. 


When Bitcoin exchange Mt. Gox went bankrupt in 2014 after hackers stole $460 million in Bitcoin, the massive losses were ultimately only a minor setback to cryptocurrencies.19 Yet such incidents underscore that when something goes wrong on the blockchain, no one can fix it because no one has control over it. Everyone collectively can fix it if everyone can agree on how to fix it. An economy built on blockchain, cryptocurrency, and NFTs is built on the faith that humans can reach consensus in dealing with any problem. Unfortunately, “everyone” can rarely agree on anything. If a crisis should arrive, there will be no Federal Reserve to step in because the nature of cryptocurrency doesn’t allow for one, and another financial crisis like that of 2008 will loom. The massive crash of cryptocurrencies in May 2022 and FTX’s subsequent implosion months later will seem mild in comparison to what is to come. The price of cryptocurrency is the risk of chaos.


No doubt the enormous corporations and world governments will attempt to rein in the wild west excesses of cryptocurrency. In some regards, they will succeed by providing greater guarantees and stamping out some bad actors. The metaverse promises to centralize many cryptocurrency transactions within massive corporate entities. But the fundamental design of cryptocurrencies prevents easy regulation and containment of any problems that arise within them, and over the course of this book, we will see how cryptocurrency and NFT algorithms are inextricably linked to the strengths and failings of human nature, as amplified by the meganet.


LOSS OF AGENCY


Today there is a pervasive fallacy of assigning greater agency to others than to ourselves. I was fortunate enough to step into a great many waters over the course of my careers as software engineer, journalist, part-time academic, and DC think tank fellow, gaining more perspective than any single position could provide. In each of them, there was a dominant strain of thought that assigned power to one or more of the other factions. Journalists saw Silicon Valley threatening their jobs and centralizing power. Tech workers saw journalists and politicians impinging on their lives. DC policy wonks saw a failed regulatory state that couldn’t control corporate businesses. And academics felt at the mercy, more or less, of all of them. Each faction was convinced that someone else had the power. People are searching for where the power really lies, when it does not lie anywhere. Even Mark Zuckerberg, the target for so many grievances, is said by his own colleagues to be without a clear plan on crucial issues facing his company and his creation: “The whole point is, he changes his mind all the time.”20


Such confusion originates from the simultaneous power and inadequacy of meganets. Even as we feel humbled by technology and tech companies, we wonder why they are so inept. Financial Times editor Elaine Moore summed it up when she asked in 2021: “If Big Tech has our data, why are targeted ads so terrible?” She was offended not just by the invasive tracking but also by the shoddiness of the results:


I have been using Facebook platforms for more than a decade. The company has had the opportunity to track my movements and scrape information for years. Yet the end result is a random, largely inaccurate overview. If I were an advertiser I would want my money back.21


Yet there is a greater implication of this ineptitude. If companies cannot even target advertising well after collecting so much data, how on earth could they address the more profound problems of social disorganization and disinformation? If the best and the brightest cannot marshal their algorithms to a level of self-interested competence, what reason do we have to believe that governmental oversight would compel them to do better?


It is easy enough to think that our problems arise from tech companies’ pursuit of profit. Yet despite their immense profitability, the meganets created by Facebook, Google, and others are hugely imprecise and, moreover, impossible to “fix,” if fixing means removing all possibility of error, bias, and unintended consequences. The only full fix would be to shut the meganets down, which will not happen. But as long as they continue to grow in size and complexity, we must accept that these systems are too large for us to supervise and control in any traditional manner. Meganets cannot be controlled in the way we control an airplane or a factory. They can, however, be shaped and ushered in more benevolent directions. If not fixable, they can, with the right approach, be tamed.


SOLUTIONS, NOT FIXES


There have been two primary responses to the loss of control caused by our meganets. On the one hand, many simply shrug and accept it as the cost of the brave new virtual world gifted to us. The Amazons, Apples, Facebooks, and Googles of the world are too big, too central, and too profitable to ignore or boycott. The public-private data and surveillance infrastructure is too necessary, too ubiquitous, and too powerful to shut down. Cryptocurrencies are too anarchic, decentralized, and (sometimes) lucrative to shut down. Just as the recording and movie industries spent years fruitlessly fighting illegal file sharing before embracing the new technology of streaming, many people, whether CEOs, politicians, or ordinary workers, accept the consequences of the new technological world because they see no alternative. Elsewhere, in China, Russia, and even India, the greater population lacks even the agency to object to any particular impact of meganets on their lives. In the case of India’s government-mandated identity system Aadhaar, there has been a societal shrug about it going “rogue” from its original intent. For cryptocurrency ecosystems, chaos, anarchy, and conflict are simply the norm.


On the other hand, there is a constant stream of selective, directed outrage whenever unacceptable consequences of the technology present themselves too visibly. Whether it’s hate groups gathering on the internet, Facebook’s Cambridge Analytica voter-profiling scandal, or Google’s YouTube recommendation algorithms pointing to fringe content, media feeding frenzies now pop up regularly, calling either for greater self-policing or for government regulation. These crises usually fade away rather than being resolved, and the next one inevitably arises within weeks if not days.


As we have seen and will explore in more detail, the Facebooks and Googles of the world are not indifferent to such bad publicity, but they now view it as unavoidable—not because they choose to ignore the scandals but because their own creations are not sufficiently under their control. Calls for reform and regulation cascade, yet there is failure to achieve any real such reform: the best we seem to manage are pop-up notifications telling us that we can’t use a website unless we accept their cookies, a useless and superficial mandate from the EU.22 Can we really expect the nascent attempts at regulating AI, a far more complicated issue, to be any more adequate?


To fix something, we must know how it is broken. We will first get a grip on the nature of the problem facing us by exploring both the structure of the meganet and the effects that structure has on human interaction. Bearing in mind that the meganet is not wholly technological, nor wholly human, but an unprecedented combination of both, we will see how the traditional scale and organization of the world has been upended by virtual networks extending their tendrils through every populated inch of the planet, whether by smartphones, laptops, digital cameras, or one of thousands of other networked devices deployed throughout the world. By themselves, these devices are not so remarkable, but their integration and unification into huge nation- and globe-spanning networks is.


That unification creates the new phenomena that so vex us. Anyone can now broadcast information to hundreds of millions of others, and computers instantaneously react to that information and modify and amplify it further. All of this happens so fast, and so incessantly, and so broadly that no single entity, whether a person or a corporation or a government, can keep up with it. The consequences are the out-of-control incidents that flare up constantly online and offline, whether it’s something as harmless as a flash mob or something as damaging as the spread of paranoid conspiracy theories.


We will then take a brief trip to the past to see how these changes snuck up on us. I was fortunate enough to be present at the birth of several of the most successful meganets in my time as a software engineer at Google and at Microsoft. I witnessed firsthand the nascent loss of control, which took even the most veteran engineers by surprise. While we knew what we were building technologically, none of us were wholly aware of how people would use our systems and what would be born once hundreds of millions of people were inextricably and ubiquitously tied to our systems.


Social networks are only the most visible manifestation of meganets—and not even their most supercharged manifestation. Social networks show how information and influence can spiral out of our control once meganets manage and conduct them, but even more severe possibilities exist when money is thrown into the mix. Here, the world of online role-playing games has something to teach us, as their “imaginary” economies have proven to be more real than even their creators imagined, with floating exchange rates and illegal transactions. The toy currencies of World of Warcraft, EverQuest, Pokémon, and many other games have yielded economies beyond their creators’ control. It is no wonder that Microsoft and others see gaming as the new paradigm for online life in the metaverse era, replacing the social media of today. 


Games also set the scene for cryptocurrency, the far more consequential economic manifestation of meganets. While cryptocurrency and blockchain technology are set to structure the metaverse, their history already contains plenty of predictions and warnings about how such a decentralized and chaotic technology may impact the global economy. We will see how cryptocurrency’s remarkable explosion is based in a surrender of any kind of centralized control, as well as how that lack of control has already produced ongoing chaos within the crypto community. We will see how both cryptocurrency players as well as external entities have attempted to exert some kind of control, with mixed success, resulting in a paradoxically centralized decentralization riven with scams and schisms. And we will see how so-called crypto stablecoins like Tether and TerraUSD, proposed as a moderating influence on the fundamental anarchy of Bitcoin and Ethereum, are in fact not so stable after all on account of their meganet-like properties and how they threaten the world economy.


Beyond economics, politics has also fallen under the sway of meganets administered by governments themselves. In this, the West is behind other parts of the world. The government-run Aadhaar meganet provides an “identity service” for all India’s citizens that, while officially optional, has become all but mandatory to utilize any number of crucial governmental services as well as to register for bank accounts and cell phones. As by now will seem inevitable, Aadhaar has slipped out of the control of the Indian government, its benefits bringing with it unavoidable flaws that the government had pledged to prevent. A comparison with China, a far less liberal society, is illustrative. While China subjects its citizens to far more monitoring and governmental oppression than India, this increase in control has ironically caused China to realize more quickly the limits of what such meganet-driven control can gain for them.


For all of the flood of information that drives the meganet, one major cure-all has been proposed: artificial intelligence and deep learning in particular. Deep-learning AI, some of its proponents argue, is a technique for taming the mountains of data and activity that are too great for humans, collectively or individually, to manage. And if an AI could monitor and prevent the negatives of the meganet, it would be nothing short of a godsend. Unfortunately, the reality is very nearly the opposite. While deep learning is uncannily skilled at analyzing analog data, the sheer opacity of deep learning (and of AI more generally) ends up amplifying the existing problems of meganets tenfold. Unable to grasp the nuances of human behavior and interaction, AI will end up dragging vastly more data into the meganet while obscuring what that data actually means to the meganet. As meganets continue to balloon in size and complexity, AI will make them more difficult to manage, not less, even though its technical achievements will still appear amazing.


If AI is not the solution, then what is? Many technological ethicists and policy specialists suggest a far greater degree of governmental regulation or at least self-regulation of how data can be managed. Such approaches, unfortunately, are pure placebos. Neither corporations nor governments can change the nature of meganets any more than they can control the weather or prevent natural disasters. By framing meganets’ problems as a lack of will or ethics on the part of meganet-operating corporations like Google and Facebook, we search for solutions where none exist. Only by accepting that the problem is systemic and insoluble, centered around processes that we can neither fully understand nor control, can we hope to cope with meganets’ negatives. There is a middle path between unrealistic idealism and defeatism. We can abandon the dream of fixing meganets while retaining some ability to shape their functions. When a hurricane hits, one does not blame the government for the hurricane itself—yet we expect the government to mitigate and address the damage done by the hurricane. The meganet, and its hurricane of dynamic data, cannot be brought to heel—but it can be mitigated.


To take one high-profile hotspot: How could one fix the degradation, balkanization, and radicalization of discourse on Facebook, Twitter, and YouTube? It can’t be fixed by trying to stamp out unwanted discourse, nor by expecting the companies to police their platforms thoroughly, nor by creating regulatory agencies to demand such of companies. Rather, the problem is one of social engineering, albeit at a far greater scale than has ever before been seen. Instead of fruitlessly policing civility, social networks need to create mechanisms for dissipating and dehomogenizing discourse, mechanisms that aren’t surgically targeted but instead will have subtle yet wide-ranging effects. I will discuss some of these potential mechanisms in detail later in this book, but such strategies include:




1. Injecting unfamiliar participants and elements into virtual communities


2. Randomizing and decentralizing meganet control mechanisms such as recommendation engines, ranking algorithms, and advertisement targeting


3. Intentionally “tainting” or “polluting” large meganet data stores and AIs with random garbage data


4. Breaking up and/or dispersing long-standing virtual communities


5. Creating and encouraging participation in new, heterogeneous virtual communities


6. Involving end users in correcting and dehomogenizing data and analytics





All of these mechanisms center on diminishing, disrupting, and breaking up the self-reinforcing feedback loops that meganets inevitably create.


These mechanisms will work most effectively if they are not surgically targeted because the size of meganets makes surgical targeting infeasible to begin with. We read about some problematic community only after it has metastasized into a malignancy that is too big and too toxic to treat. Only by applying soft social engineering universally can we improve the overall health of the online world. As much as we may wish for cancer drugs and chemotherapy to only target the bad cells of a human body, they do not work at so fine-grained a level. The same applies to these meganet control mechanisms.


The term social engineering is discomfiting. Despite widespread acknowledgment of the social problems created by meganets and the communities they foster, there is still a justifiable and sacrosanct ideal that association and discourse should remain more or less free from authoritative social control mechanisms. Realistically, however, meganets make a liberal, laissez-faire approach to social engineering unfeasible. Yet the social engineering I recommend will not have the effect of cracking down on free speech but of preventing the selective, ham-fisted censorship performed by corporations and governments in response to the complaints of politicians and media. There will always be some degree of social control on networks that are not complete anarchy. Even within intentionally decentralized networks such as Bitcoin or Twitter-competitor Mastodon, social control occurs through collective enforcement of norms; there is just no clear ownership of that social control. By implementing soft, nontargeted social engineering, we will ironically ensure a greater degree of freedom for meganet participants than we would by surgically attacking problem spots with hard social controls like censorship and ostracism.


Meganets disconnect our traditional sense of cause and effect. As with the environment, humanity collectively has difficulty addressing problems in which the causal links between behaviors and their larger effects scatter and grow unclear, problems where it’s difficult to gauge whether a chosen course of action is actually improving things. Even in the face of overwhelming evidence that burning fossil fuels is contributing to economically and socially devastating climate effects, the lead time on climate change is so long that even if we were to stop all fuel-based carbon production tomorrow, we would not see the climate stabilize for years at best—and possibly a lot longer.23 Likewise, containing meganets requires subtle, far-reaching interventions, and it will be far from obvious how they are helping. That is why it is first necessary to understand them, since over the next few decades, meganets will increasingly force our political institutions and social norms to evolve. Large corporations, polities, and hedge funds will still exert great force in the economic realm, but they will now compete with decentralized and near-anonymous aggregates of self-organizing traders, both in equities and in cryptocurrencies. Politics will be guided less by political parties and more by seemingly spontaneous groupings of like-minded—and angry—individuals. This seeming populist empowerment simultaneously creates blinkered microenvironments that corral and balkanize human thought and behavior. Self-determination will be a distant myth, as our personalities, characteristics, and habits will be gleaned from birth onward and used to sort us; humans will be subjected constantly to the decisions of algorithms and AIs that, when questioned, cannot be explained or reversed. This is our future with meganets. The loss of our old ways will be mourned, but it does not have to be all dark.
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A WORLD TOO BIG TO KNOW


Automata [machines] can help us to skip levels of consciousness, and we often must respond to the strains of practical demands by automatizing ourselves.


Hans Blumenberg, “World Pictures and World Models”


We no longer understand the structure of human existence. Perhaps we never did; perhaps we only construct rationalized stories in retrospect that explain the immense changes spurred by the scientific and industrial revolutions. Yet until recently, the amount of knowledge was manageable. Today, the world itself has grown beyond collective human comprehension, thanks to the digital revolution and the titanic information networks it has created.


One example: In 2019, a group of Iranian architects entered plans for a dual-purpose skyscraper, Crypto-Park, into the eVolo magazine Skyscraper Competition. Designers Ramtin Taherian, Illia Attarpour, and Dadbeh Mohebbi Gilani proposed a two-thousand-foot vertical waterpark built around an enormous cryptocurrency mining operation, to be built in the hills of Tehran. The water would cool the energy-hungry cryptocurrency rigs, even as the rigs heated the water. The architects intended Crypto-Park as a means of autonomous financial support and a way to do an end run around economic sanctions imposed on Iran.1 


Crypto-Park was a conceptual proposal. Even the cryptocurrency obsessives at the Bitcoinist news site deemed it a mad idea.2 But all the designers did was to place in one physical location activities that are already occurring around the world at similarly massive scale. Enormous Bitcoin mining rigs run deep around the world, consuming more electricity than the entirety of Sweden.3 Invented currencies, from Bitcoin to Ethereum to Tether to the in-game currencies of World of Warcraft, remove governments as intermediaries and guarantors of value and replace them with corporations, individuals, or pure algorithms themselves. Around it all is the virtual life that technology has created for us, a world to which our “real” lives increasingly migrate day by day. And increasingly, the walls between online networks break down as data spreads out of control. 


In 2020, Singapore’s citizens were outraged by a leaking of data from a COVID tracing app to law enforcement. Singapore had mandated that its citizens install a COVID-19 contact tracing app, TraceTogether, before they could enter indoor public spaces again.4 The always-on app, which could be installed on either a mobile or a dedicated wearable tracking device, used Bluetooth to keep a record of which other citizens a user had been in proximity with. Despite promises that the information gathered would be used exclusively for contact tracing, police easily obtained access to TraceTogether data in a murder investigation in May of that year, sparking outrage even in a country not known for its civil liberties.5 As so often is the case, the sensitivity of the data posed little obstacle to its promiscuous spread, and even the legislative response was half-hearted. The bill passed in February 2021 still allows for use of TraceTogether data for investigations across seven types of “serious crimes” including murder, sanctioning the very violation of data privacy that had triggered the debate in the first place.6 


We hear incessantly about such broken promises of privacy and security to the point where we are numb to them. Most such breaches happen in the private sector, but as governments move online and our official lives are increasingly encoded in data, the uncontrolled spread of data accelerates in spite of our best intentions and promises to contain it.


Take the Baltic country of Estonia, one of the first Soviet republics to break away as its parent nation fell apart. Estonia has aggressively pursued the digitalization of its citizenry and country, moving government services almost entirely online. It is commonly termed the most wired country in the world. In 2019, President Kersti Kaljulaid touted blockchain as the crucial technology securing wholly digital government services: “a majority of government services are offered 24/7 online, and data integrity is ensured by blockchain technology.”7 Yet Estonia’s president had it wrong. There is no blockchain in Estonia’s databases. The X-Road system that synchronizes them does use one algorithm—hash-based time-stamping, which is used to validate the exact time a particular transaction took place—which is also central to blockchain. But such time-stamping is no more blockchain than a wheel is a car.8


Princeton researcher Arvind Narayanan observed that the word blockchain itself was so hyped up that banks were eagerly trying to adopt the technology even when it was completely unnecessary. 


“Private blockchain” is just a confusing name for a shared database.… It’s a bit like hammering in a thumb tack, but if a hammer is readily available and no one’s told you that thumb tacks can be pushed in by hand, there’s nothing particularly wrong with it.9


The reality of the blockchain, in fact, makes that hammer ill-suited for many purposes. The benefits of blockchain that Narayanan lists—“the level of security, irreversibility, and censorship-resistance”—are things that governments and banks don’t want because they would entail a genuine and irreversible loss of centralized control.10 True blockchain would remove power from the government while dispersing it across individuals, none of whom could control the entire system. It would be inimical to government’s underlying goal of perpetuating itself. This is, in fact, the goal of the Bitcoin architects’ anarchist vision: to take centralized power away from hierarchical human organizations and lock it up with impermeable algorithms.


The question is, What world results when we lose centralized power over our technologies? Whatever it might be is enough to baffle Estonia, and yet the financial potential of these technologies drives their continued integration into the fabric of the world. Rather than supplementing our lives with technological accessories, we are tightly wrapping our lives around technology and putting online networks at the core—like a waterpark wrapped around an enormous Bitcoin mining rig.


Whether a Bitcoin skyscraper or a contact tracing app, no such technologies would be deployed if they did not promise significant benefit to their users. And their benefits—and not merely financial ones—cannot be denied. The efficiency, convenience, accountability, and communication provided by computer and communication technologies has brought significant human value into the world. Yet what’s unnerving about their downsides is not that they are necessarily catastrophic—the drawbacks of these new technologies are frequently more subtle than horrific—but that their downsides are so often unpredictable and difficult to mitigate. We do not feel plagued by these technologies for the most part, but we do feel increasingly unable to control them. And by “we,” I do not mean only the users but also the corporations, governments, and even engineers who deploy these technologies. This uncertainty poses a threat not just to individuals’ rights and privacy but also to businesses who have an increasingly difficult time estimating risks posed by new technologies—or even understanding them.


Even though smartphones, social networks, and the internet itself would appear hopelessly alien to someone who had been asleep for the last forty years, these changes have come gradually and slowly enough that the surrealness and novelty of decentralized finance or digitalized governance rarely strikes us as deeply as it should. Consider some of the bizarre questions confronting us day by day on social networks. Are you reading the words of a person or a bot? What content are algorithms hiding from you—or promoting to you? Do you belong to an organic group or an astroturfed operation? Are you seeing a picture or a deepfake? The controversy and uproar following the last two US presidential elections centered around debates that could not have taken place twenty years ago. The threat of viral misinformation dominated discussion of the 2016 election, with Facebook accused of letting third parties, both domestic and foreign, improperly access its data for purposes of electoral targeting. It was not only Republican-funded firms like Cambridge Analytica but also Russian trolls who cast a pall over the result. Similar viral misinformation spread like wildfire after the 2020 election, as dubious authorities popped up on Facebook, Twitter, and YouTube to spread conspiracy theories about manipulated voting machines and corrupt election officials, fomenting every bit of doubt they could. As a result, many finally realized that it is trivial to spread dubious information on the internet and that the sheer volume of that information means that some of it will inevitably go viral. It is only the first of many uncomfortable wake-up calls to come.


Westerners may feel coerced and even oppressed by Facebook and Google, but the governments of India and China have already created similarly ubiquitous systems. India’s Aadhaar and China’s nascent Social Credit System both display the same pitfalls as their established Western brethren: they are invasive, prone to mistakes, and susceptible to data leakage. Rather than taming the Facebooks and Googles of the world, governments are far more likely to mimic them in their own highly interconnected networks. As governments roll out mechanisms to prove COVID-19 vaccination, such as New York’s Excelsior Pass or Canada’s vaccine passport, these systems are built on top of a growing digital infrastructure that can instantaneously validate such passes and passports. It’s anachronistic to see such passports as an omen of Big Brother–like monitoring because such infrastructure has long been in place far deeper in society (albeit less visibly). Already, government intelligence blithely tracks and amasses voluminous data files on all citizens in what its own technicians term “vacuum-cleaner surveillance.”11 In the West, such surveillance and tracking is mostly invisible, and most of the data goes unused and even unseen, but vaccine passports are one augur of an era in which governments will increasingly employ Facebook-like and Google-like networks for both the benefit and the tracking of citizens. China’s Alipay Health Code, built by a public-private partnership including Ant Financial, automatically quarantines citizens by assigning them one of three colors—green, yellow, and red—assigned by centralized servers. A New York Times report could not determine what the specific triggers were: someone could go from green to red and back with no explanation. The mechanism is opaque, yet one Chinese woman was resigned to it: “Alipay already has all our data. So what are we afraid of? Seriously.”12 In mid-2022, Zhengzhou citizens found out one answer to that question when a number of them protested local banks freezing their deposits, and the local officials secretly flipped over a thousand protesters’ codes to red to limit their movements.13 As data, tracking, and connectivity grow, that opacity becomes the norm.


All of these networks have peculiar, unprecedented properties. They grow organically, they evolve rapidly and unpredictably, and they are decidedly imperfect. Above all, they are not ultimately under our control. No one has been especially keen to acknowledge this truth. Corporations prefer to say they are the masters of their creations, government agencies and watchdogs wish regulation of these networks to be possible, and no user would ask to be subject to the whims of some out-of-control proto-Skynet. Unfortunately, the exponential growth of computing technology and data collection has yielded a world that, upon examination, is too big for us to know.


What happens when our technological systems of control themselves prove uncontrollable, when they become semiautonomous—not as unitary minds but as large, complex systems like the weather or traffic patterns? They yield meganets.
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DATA ABUNDANCE


As recently as fifty years ago, the overwhelming majority of people’s lives went undocumented and unrecorded. It wasn’t data but simply life. We possessed neither the means to codify most of our lives as data, nor the resources with which to analyze and store it.


Things have changed. Our world has acquired a new substrate of data. Every single day, we now produce more computational data than was produced in the entire history of humanity up until the year 2000.14 Nearly everything we do now carries with it a trace of computable data that can be recorded, preserved, analyzed, and synthesized. The change was not instantaneous. For much of the twentieth century, computers dealt almost exclusively with numbers: balance sheets, physical measurements, and other purely quantitative data. Today, however, computers can glean data from a picture, a conversation, and any bit of daily activity, usual or unusual, and the monitoring infrastructure exists for computers to access much of that activity automatically. In the last twenty years, computers have gone from seeing very little of the world to seeing nearly all of it—and with it, the whole world has become data.


In a 1984 article titled “Is It O.K. to Be a Luddite?” Thomas Pynchon observed:


Since 1959, we have come to live among flows of data more vast than anything the world has seen. Demystification is the order of our day, all the cats are jumping out of all the bags and even beginning to mingle.… What is important here is the amplifying of scale, the multiplication of effect.15


Yet in the ensuing decades, the continuing inflation of data has had the opposite effect. The world is more mystifying than ever, and the unbagged cats are now buried amid a gale of noise and chaff. The power we have gained through the amplification of our efforts has grown so great as to become tangled in itself, creating new phenomena more confusing than those we attempted to control. The unveiling of reality has given way to a growing and chaotic series of onion layers, the fundament increasingly obscured.


When I joined Microsoft at the turn of the century as a software engineer, the company was at its peak of dominance with Windows and Office. I ended up by chance on Messenger, which became one of its few successful internet offerings at the time. Google was nothing but a start-up with a search engine and nothing else, while Facebook and YouTube did not exist. The social aspect of online life was little more than blogs and chat rooms. 


By the time I departed Microsoft five years later to join Google and work on its search engine, the dotcom boom had crashed and Microsoft had lost a good deal of its prestige in the wake of the antitrust trial brought against it by the Department of Justice and ongoing delays to its Windows Vista operating system. Bigger changes were on the horizon. The momentum all pointed online: the web was exploding in size, and more than information moving online, people were beginning to move online. Friendster, MySpace, and Facebook heralded a new era of online presence, while YouTube and iTunes started the shift of content to digital distribution. The release of the first iPhone in 2007 augured the era of being always online, always reachable; the internet began to supplant the phone system.


These shifts have only accelerated. An entire generation has grown up unable to imagine a life without smartphones and streaming. Electronic payments have superseded physical currency in many parts of Africa. The idea of being offline has gone from the norm to a rare luxury.


In the first decade of this century, ensconced in the internet’s crow’s nest at Google, I realized that something new was being born, not in culture or in technology alone but through an unprecedented combination of them. Exactly why it was unprecedented—how it was different from the PC revolution or the commercialization of the internet—took me years to understand because there was no new technology driving this shift, only so much more of the same technology. During my time at Google, the company released Gmail and bought YouTube. MySpace and Friendster had exploded and stagnated, while Facebook was quickly rising. The internet was becoming something different, yet unlike the first online boom, this one didn’t seem driven by any particular advances in technology. Instead, the change revolved around a critical mass of people, computers, and data coming together and interacting in fundamentally new ways. The world was reordering itself, sorting itself into massive networks to which people were always connected. Some were operated by corporations in plain daylight; others (like surveillance networks) were operated by governments in low profile. Still others, like Bitcoin, evolved under the radar before bursting anarchically into prominence.


The social history of computing is the story of how we have turned ourselves—our lives, our actions, our purchases, our words—into data, online and offline. We have become increasingly data driven, which means more than merely making decisions based on data. The data now determines what decisions we make in the first place. Take the endemic shift in the last twenty years from searching to recommending. At the dawn of the web, we typed in what we wanted to look for, whether into AltaVista, Lycos, or Google. Now, these networks increasingly tell us what we are interested in, recommending a never-ending stream of content. We off-load our choices to these networks, but it was only after millions upon millions adopted and engaged with these networks that they could make such recommendations. A new creature was born that could manage the data boom and absorb, filter, and recommend it: the meganet.


There was no one single innovation that created this creature. The general-purpose computer, the internet, the smartphone—each provided a great advance in the ability for the average human being not just to access data but also to generate it. The cumulative impact of this online networked growth, breaking through to a critical mass of connected people and data generation, triggered our new age of high-velocity, densely interconnected networks of people and computers. We have moved from information scarcity to informational abundance.


A curious fact emerges when it comes to the effects of these technologies on society: size really counts. Anyone who witnessed the first light bulb or automobile was immediately stunned. But only an expert or a visionary might have been dazzled by computational prototypes like Charles Babbage’s analytical engine or the World War II military computer ENIAC (Electronic Numerical Integrator and Computer), which held eye-opening potential but were too primitive (or, in Babbage’s case, unbuilt) to change the world by themselves. The revolutionary effects of the computer played out more slowly. They were driven just as much by what happened after the introduction of the new technology into businesses and homes. It was a slow-motion revolution, built by humans working in tandem with computers.


The result of this revolution is something beyond computers in themselves. It is a hybrid of countless computers perpetually attached to countless humans. It is the product of humans using computers to input, analyze, and output data, which then causes more data to be created, repeating the cycle at ever-increasing size.


Our existing vocabulary doesn’t suffice to describe these data-generating networks. “Social networks,” “the web,” “the internet,” “big data,” and “digital life” all reflect some aspects of them, but none capture how sheerly organic and out of control these networks are. Artificial intelligence, particularly the deep-learning AIs that process and analyze petabytes of data in the bowels of Google and Facebook, has absorbed a lot of the praise and blame for qualities that would exist even in the total absence of AI technologies. Because there was no single technology that heralded these new larger networks of humans and computers, society searched for a culprit for why the world had turned so chaotic and hostile, and AI was in the right place at the right time.


Deep learning and AI play an important but ultimately secondary role in these new networks. They greatly amplify the unpredictability and power of meganets but only by virtue of the already existing large-scale assemblages of people, computers, and data.


TRANSISTORIZED


If there is a seed from which this entire revolution grew, it lies deep within computers, in the transistors that form the integrated circuits of most every electronic device. Specifically, it lies in the unprecedented scalability of the semiconductor technology underlying them and how engineers shrunk down the functionality of a three-inch vacuum tube to a transistor the size of a single virus particle.


The crux of the transistor revolution is the speed at which scientists have exponentially miniaturized semiconductors. That mind-boggling trend is the essence of Gordon Moore’s observation in the 1960s, which came to be known as Moore’s law, that transistors were being miniaturized at such a rate that the number of transistors capable of fitting into an integrated circuit was doubling roughly every eighteen to twenty-four months. And that in turn meant that devices whose capabilities were gated on transistor capacity—namely, key components of the computer such as the processor, memory, and disk space—were also experiencing exponential growth at roughly the same rate.


Against most predictions, Moore’s law held up for sixty years. In recent years it has shown indications of slowing down, but the benefits (or damage) have already accrued.16 The processing power and speed of a smartphone today is millions of times more powerful than mainframes that filled entire office rooms fifty years ago. The results of this bizarre, almost unprecedented change in scale are simultaneously obvious and elusive. Computational technology is now everywhere; data collection and analysis are now everywhere. Yet the simple existence of the smartphone doesn’t begin to touch on what it means to have scaled-up computer technology to such absurdly high levels.


My first computer, an Apple IIe in 1984, had 128 kilobytes of memory (131,072 bytes). It used floppy disks that could store about 140 kilobytes (143,360 bytes). It had a CPU speed of a little more than 1,000 kilohertz, meaning that it went through over 1,000,000 clock “cycles” per second, during which all its hardware transistors opened or shut in accordance with processing the next primitive instruction. It was not cutting edge for its time but thoroughly acceptable for a home computer. Today, the computer on which I’m typing this has 16 gigabytes of memory (about 16 billion bytes). It has a 256 gigabyte hard disk (about 256 billion bytes). And its CPU has six cores, each running at 2.38 gigahertz (6 * 2,380,000,000 clock cycles per second), though clock speed numbers don’t wholly reflect the increase in processor efficiency that has taken place since the 1980s. In every regard, today’s computers are tens of thousand times bigger than computers of the 1980s, and their memory and disk storage are hundreds of thousands of times faster. When you use today’s $1,000 iPhone, it is not obvious that it is as powerful as the $30 million, six-thousand-pound Cray-2 supercomputer of 1985, but you are indeed carrying around a tiny device that, with the use of a small rechargeable battery, can do as much as a refrigerator-sized mammoth from thirty-five years ago that required 200 kilowatts of energy to run.17 Moreover, it’s not even clear where all that computing capacity is even going. The Cray-2 was an elite machine, the fastest of its time, used for military and scientific research. We now have that much computing power in our pockets. The supercomputer of today (which would take the form of a server farm or data center, not a single machine) could do the work of ten thousand of those $30 million machines of 1985. 


Think about what this would mean for technologies that have not scaled exponentially—which is to say, most of them. If batteries were ten thousand times more efficient than in 1980, one charge would power my phone for years. If fuel efficiency were ten thousand times more efficient than in 1980, cars and planes could travel for years on a single tank of gas. And if medicine could expand the human life span by ten thousand, human society would change so drastically as to be unrecognizable. Exponential growth in any of these fields would utterly transform the use of the underlying technology. We take it for granted that innovation in most technologies will proceed incrementally, if at all. At the same time, we forget exactly how anomalous the exponential miniaturization of transistors and integrated circuits has been. Any such exponential growth should yield results that are mind blowing and bizarre, but we fail to ask ourselves, “What are we doing with all this power?” because we forget that until recently, we did not have it.


Consequently it is a tricky matter to think of “the computer revolution” because it did not simply occur with the invention of the computer but evolved over a decades-long time span as computer technology vaulted itself into vastly more powerful domains. Yet unlike with automobiles or electricity, which were fully formed before they took over the world, the very nature of computer technology changed as it accumulated enough power and speed to generate and process more data than the world had ever known.


A QUESTION OF SIZE


Many articles and books try to explain what the internet is doing to us. This is not my goal, or at least not my starting point. Rather, I wish to look at certain structural commonalities among these new human-machine meganets and from there examine what limits we’ve put on ourselves by entrusting our lives to them. Meganets present a problem of size and scale whose implications are bizarre and even contradictory. Moore’s law gives some indication of the nonlinear increase in technology, but it doesn’t give any clue as to the underlying structural changes resulting from that increase. Things would be simpler if the practical upshot of that explosion in processing power and data still produced comparatively simple human phenomena. Cars and televisions are complex machines, but the average person can utilize them because expert knowledge and infrastructure create simple, manageable interfaces for them. But while computers present us with comprehensible (if sometimes creaky) interfaces to the web and internet, the very nature of meganets makes them nigh-impossible to understand and control. We will see many examples as to why, but the simplest explanation is that these networks are fundamentally too fast, too big, and, more than anything else, too interconnected.


Like the efficiency of transistors, interconnectivity grows exponentially. The simplest kind of network is one to one, or point to point. Physical mail, telephones, and text messaging all deliver communications from one entity to a single other entity. Adding a person to this network increases its size but not its complexity. Then there are one-to-many networks like radio and television and online mass media, where a small elite group broadcast their communications en masse to receivers, who all see and hear the same thing. Again, adding new broadcasters and receivers to one-to-many networks increases the size of these networks incrementally but not their overall complexity.


The internet gave us the first large-scale many-to-many networks, in which every participant theoretically possessed the ability to broadcast to every other participant. While the network’s density was fairly sparse, in the early years of the internet and the web the explosion of social media in the last fifteen years realized the interconnected potential of the internet, giving us meganets. Each new participant connects to an arbitrary number of other members, so that everyone is simultaneously broadcasting on multiple channels and receiving the broadcasts of countless others across those same channels and others. Here is the combinatorial explosion: the links between participants no longer increase linearly but exponentially. Each person may now broadcast to millions of others as easily as she may privately message a single friend. No wonder we are overwhelmed, and no wonder we now need computational help to filter and organize this growing influx of data. This is the everyday manifestation of the underlying data boom.


These networks are simultaneously vast and claustrophobic, huge yet stifling. The sheer amount of data reminds us how much we are missing, even while we have the sense that the entire world is constantly looking over our shoulder online. The whole system can see us, even though we cannot possibly see it. The combination of unending access and unending surveillance leads to what Harvard professor Shoshana Zuboff, author of The Age of Surveillance Capitalism, termed a “perverse amalgam of empowerment inextricably layered with diminishment.”18 Our potential reach into the world has deepened immensely, and we have great choice over how we present ourselves and engage in the connected digital world. Yet our gain in control doesn’t match the far greater gain in things we don’t control: the online world grows faster than our agency does. Our supposed power becomes a placebo, providing an illusion of control over the things we do see, while what we don’t see increasingly encroaches on us.


We find it increasingly difficult to distinguish between little and big. Distance—and physical space itself—has ceased to be a primary measure of size. When an exabyte (a million terabytes or trillion megabytes) of data can be stored in a single room, even as the books required to print that data at humanly readable size would be on the scale of the Great Wall of China, we lose a concrete sense of what big and small even are. The world of meganets breaks the human sense of space and size; the world is paradoxically bigger and smaller. It is more robust and more fragile. 


The content delivery network (CDN) Fastly is one of a number of key players providing underlying server infrastructure to guarantee fast and reliable access to web content and streaming video. Such plumbing usually ensures that any particular technical glitch won’t be noticed by end users, but when a misconfiguration in Fastly’s platform took Reddit, CNN, Hulu, and thousands of other sites offline on June 8, 2021, tech analyst Ben Wood remarked:


It’s astonishing that one small piece of the immense jigsaw that powers the internet is able to cause such a massive outage. On the one hand, it’s an unbelievably robust platform. On the flip side, these occasional blips underline the fragility of its fabric.19


By sheer dint of its importance, it hardly seems accurate to call Fastly “small,” yet in purely numerical terms, it is only a minuscule portion of the overall internet. Is Fastly a big piece, a small piece, or both?


That paradox even extends to the very name I have given to these huge networks. The mega prefix comes from Greek, where it denoted something freakishly large, even godlike.20 In 1873 it was cemented as a metric prefix designating a million.21 It maintained its status as the largest prefix until the computer age, when far bigger numbers were becoming a practical reality. In 1960, the International System of Units added prefixes for a billion (giga) and a trillion (tera), both from Greek words applied to titans, giants, and leviathans—not just freakishly huge but monstrously so.22 They, too, are no longer remarkable. Today, my personal hard disks hold several terabytes, and Google and Facebook deal in exabytes of data. Today, a megabyte is simultaneously huge—a million is no small amount—and tiny, dwarfed by the overwhelming mass of data we have created. This disturbing and permanent distortion of perspective flows out of meganets’ exponential growth.


ENTER THE METAVERSE


From the miniaturization of the transistor to the explosion of data, the distortion of our very idea of physical space continues. The recent talking up of the metaverse (sometimes known as Web 3.0) promises to push these distortions further. Despite Facebook’s rebranding to Meta and a boom in companies claiming to fuel metaverse technology, many are hard-pressed to say exactly what the metaverse is. This, I argue, is a consequence of the nature of the meganet.


Dictionary definitions of the metaverse are less than helpful:


Oxford English Dictionary:


“a virtual-reality space in which users can interact with a computer-generated environment and other users”23


Merriam-Webster: 


“a highly immersive virtual world where people gather to socialize, play, and work”24


The curious thing about these two definitions is that they more or less describe the internet as it already exists. Don’t we already socialize, play, and work in an all-too-immersive online world? That world may not be The Matrix, but all the connecting tissue is already there. “Virtual reality” colloquially describes physically simulated worlds that appear as tangible as the real world, but when we go online (and we are almost always online), we inhabit a world as virtual and absorbing as any—just less flashy and less sensorial.


Some other sources point a little closer to what the metaverse might be.


Victoria Petrock (eMarketer): 


“the next evolution of connectivity where all of those things [like shopping and social media] start to come together in a seamless, doppelganger universe, so you’re living your virtual life the same way you’re living your physical life.”25


Matthew Ball (metaverse venture capitalist): 


“a successor state to the mobile internet, as well as a platform for human leisure, labor, and existence at large.”26


Sara Fischer (Axios): 


“bringing people together in a virtual interactive world.”27


Meta Horizon: 


“a social experience where you can explore, play and create in extraordinary ways.”28


Wikipedia: 


“a buzzword for public relations purposes to exaggerate development progress for various related technologies and projects.”29


In all these definitions, save the last, the metaverse is a combination of the internet, social media, e-commerce, and online games: Facebook plus Snapchat plus YouTube plus Roblox plus Fortnite plus Bitcoin. It is the internet, except more so, online life blown up to the point where it can replicate and surpass offline life. As to how this enlargement will happen, details are scarce, but they revolve around new forms of interactivity like headsets and feedback gloves, which will shut out the physical world and replace it with a convincing fiction all the better to substitute for offline life.


There is still something terribly vague about all of this. In answer to the question of what one would actually do in the metaverse, the Associated Press offered this answer: “Things like go to a virtual concert, take a trip online, and buy and try on digital clothing”—and work from home.30 This is all notable but hardly revolutionary. Crypto and gaming entrepreneur Shreyash Singh described the metaverse in similarly incrementalist terms:


Web 3.0 offers even more functionality and interoperability than any of the preexisting services, so the possibilities for remote work, teleconferencing, telemedicine, remote socializing and so much more become profoundly enhanced. I would say it is reasonable that the metaverse will become a significant part of the regular individual’s life in the coming decade and beyond.31
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