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			Praise for What every teacher needs to know about psychology
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			“This is a must-read book for every beginning teacher. And even the most experienced teachers will also find many new and useful things here. I certainly did.”

			Dylan Wiliam, Emeritus Professor of Educational Assessment, 
University College London
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			“In an era when policy makers deem that teachers needn’t be qualified, this book explores the complex psychological processes that underpin all teaching and learning.”

			Alex Quigley, Director of Teaching and Learning at Huntington School and author of The Confident Teacher
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			“A book of rapacious research, relentless drive and keen intellect. It works as an entry point into the history of cognitive psychology, presenting findings from an array of inter-related areas with such clarity that the previously forbidding is easily understandable to even the most distracted of ingénues. The key thing with this work though is that the evidence is not just presented and left to grow cold, but is sifted and judged so that easily implemented recommendations are made as to how a teacher might use such research.” 

			Phil Beadle, author, Rules for Mavericks
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			“This book fills this yawning gap in our collective understanding of the way our students think and behave. Didau and Rose enable teachers to beat a path between the intellectual rigours of their subject and the patchy prior knowledge of their students. I look forward to seeing a copy of this book in every staff room I visit.”

			Stephen Adcock, Deputy Director Academies, 
United Learning and co-author of Headstrong: 
11 Lessons of School Leadership
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			“Every teacher, at any stage of their career, should read this book. It makes you think and challenges some of the assumptions, so that we approach the latest fad with a healthy scepticism and a determination to self-evaluate our own impact.”

			Jackie Beere, author, trainer and school 
improvement consultant
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			“In these days of such monstrosities as ‘brain based learning’ and the pursuit of ‘the answer’ when it comes to ‘how to teach’, this book offers salvation. What Every Teacher Needs To Know About Psychology should be the first stop and, more importantly, the last stop on every teacher’s itinerary into this field. Disarmingly well written, and accessible even when it deals with some difficult concepts this book can serve as the teacher textbook for this area.”

			Martin Robinson, teacher, consultant and 
author of Trivium 21st Century
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			“...manages to strike the importance balance between the world of cognitive psychology and practical application in the classroom. If you are interested in how students think and learn and want to use that knowledge at the chalk face, this is the book for you.”

			Liam Collins, Headteacher of Uplands Community College and vice-chair of the Headteachers’ Roundtable
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			“I predict that a great many students will benefit from their teachers having read this terrific book. A very helpful and accessible guide to understanding the complexities of learning.”

			Phil Stock, Assistant Head, 
Greenshaw High School
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			“The perfect blend of research and thought-provoking questions for schools to grapple with. The beauty of the approach is that it opens up a range of issues and presents the research and then lets schools debate and move forwards.” 

			Oliver Knight, Headteacher at Greenwich Free School 
and author of Creating Outstanding Classrooms
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			Writing a book is a collaborative process and, as always, too many people have contributed in so many small ways that it would be impossible to thank each of them directly. Two people we need to single out for special thanks are Dylan Wiliam whose questions, comments and suggestions have greatly enhanced the book and Rob Coe for writing the foreword and for taking the time to point out where our understanding of assessment was unclear. 

			Particular thanks should also go to Martin Robinson, who gave permission for extracts from Nick’s chapter in Trivium into Practice to be reproduced in Chapter 1: Evolutionary psychology. Others who have taken time to read the time to read early drafts and make helpful suggestions are Pedro de Bruyckere, John Tomlinson, Yana Weinstein, Cindy Wooldridge, Cristina Milos, Oli Knight and Greg Ashman.

			We also need to thank Jonathan Barnes and Alex Sharratt at John Catt for putting up with our chaotic working practices and slipshod approach to the whole thing. Well done on making us look so good.

			Finally, thanks to everyone who has read and commented on our blogs over the years – your contributions have certainly helped to shape our understanding of what every teacher needs to know about psychology.

			David & Nick, June 2016

		

	
		
			Foreword

			[image: ]

			When I was teaching in schools, some twenty years ago, my sense was that you would be hard pushed to find advocates for a list of ‘what every teacher needs to know about psychology’ that went beyond a few snippets of Piaget and Vygotsky. Many teachers would recall dry ‘theory’ sessions on Piagetian Stages or the Zone of Proximal Development in their pre-service training that were widely seen as irrelevant once they actually got into schools. As a trainee teacher, I recall a group of real teachers, hardened by time at the chalk-face and made cynical by repeated experience of having to dodge barmy initiatives promoted by experts and bosses, giving the following advice:

			“Lecturers in the university have to justify their existence with all that pointless theory – they’d be worried Education is not a proper subject without it. And they need something to cover for the fact that they couldn’t hack it in the classroom. But once you start working in a school you’ll soon forget all that stuff, and you’ll never miss it.”

			Perhaps things have moved on, but writing a substantial book full of psychological theory for teachers does not seem like an obvious proposition for a best-seller. Do all teachers really need to know this?

			Actually, I think they do. All too often, attempts to promote educational evidence, research and theory have seemed unconvincing to teachers, but this book does three things really well. First, it is appropriately selective in the evidence it presents: to meet the standard for ‘what every teacher needs to know’ the psychological research must be both rigorous and relevant. Second, it challenges a lot of traditional practice and ideas about teaching. The case for a scientific approach is at the heart of the thinking behind the book. Intuition, common practice and folk-wisdom can all be wrong, and often are, so we need something more trustworthy. Of course, this kind of challenge may not be welcome to every teacher, but Didau and Rose take no prisoners here. Third, and crucially, it connects the research to its implications for practice in classrooms. Every chapter contains a list of direct implications of the evidence discussed for teaching. 

			Interestingly, Piaget does get most of a chapter devoted to his work, though you have to wait until Chapter 21, and the discussion is mostly quite critical. Vygotsky gets a couple of passing mentions. The work of plenty of other psychologists gets a good airing on a very wide range of topics and it will be a rare teacher who can claim they knew all this already. Indeed, the scale and range of content covered is enormous and is likely to overwhelm anyone who tries to read it start to finish. To engage with the ideas deeply and avoid overloading working memory – about which plenty more follows – most people should probably take it in small doses.

			In the last few years there seems to have been a significant growth of interest from teachers and policy makers in research evidence and a scientific approach to understanding and improving education. In the space of a decade in England, randomised controlled trials in education have gone from being almost unheard of to being commonplace. A number of robust and accessible summaries of relevant research have become widely known by teachers. Social media, led by teacher bloggers and tweeters, has helped create communities of teachers who want to engage with research and discuss the ideas and their implications. There is an appetite for research evidence and an increasingly critical and sophisticated research stance. In that context it would be nice to think that maybe a book like this could be a best-seller. 

			What we still lack is the translation of all this theory into scalable models for practice. Even if teachers know about, for example, Bjork’s idea of ‘desirable difficulties’, they still have to work quite hard to plan their own teaching to incorporate spacing, interleaving and retrieval practice into the learner’s experience. They must work from first principles, building the tools they need to use. The landscape is still one where a few pioneers forge a route through a challenging environment, working hard to gain every step of the journey. We don’t yet have the infrastructure of roads, railways and settlements that would allow mass travel, but slowly and inevitably it will come. This book helps to bring that closer.

			Robert Coe,
Professor in the School of Education and Director of the Centre for Evaluation and Monitoring (CEM), Durham University,
 July 2016

		

	
		
			What every teacher needs to know about psychology
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			When we began this project, many of the teachers we spoke to about it responded enthusiastically, saying things like, “Great! It’s about time someone wrote about how we can use all that therapy stuff with our students.” Others groaned and admitted to hating “all that touchy-feely crap”. This is not that kind of book. One of the many motivations for undertaking this venture was to challenge the notion that psychology is synonymous with therapy. Clinical psychology – that branch of the subject concerned with the assessment and treatment of mental illness and behavioural problems – is enormously worthwhile but not, in our opinion, what teachers really need to know about. This book considers the broader science of the study of the mind and human behaviour. We have chosen to focus on those aspects of psychology which consider how children learn and what teachers can do to better help them learn. 

			Much of what we do in classrooms is intuitive, steered by what ‘feels right’, but all too often what feels right proves a poor, sometimes treacherous guide. Although what we know about the workings of the human brain is still pitifully small, the science of psychology can and has revealed certain surprising findings that teachers would do well to heed.

			But the relationship between psychology and teaching is an uneasy one. Research often falls into one of two camps – the blindingly obvious and the obviously wrong. Some findings are dismissed because everyone already knows them and others because they run counter to what everybody knows. But both categories of research can be made to bear fruit, the first because quantifying and qualifying what ‘everybody knows’ gives it power and importance, the second because the human mind is lamentably prone to prejudice and bias.

			Over the past few decades, psychological research has made real strides into understanding how we learn, but it’s only in the last few years that education has become aware of these insights. Part of the problem is a tendency amongst teachers to resist being told ‘what works’ if it conflicts with intuition. Dylan Wiliam says:

			To build a bridge, you need to know about the behaviour of steel and stone when compressed and when stretched, but knowing all this will never tell you what the bridge should look like. In the same way, psychology will never tell teachers how to teach, but there are now clear principles emerging about how we learn best; principles that teachers can use to make teaching more effective, such as the fact that spaced practice is better than massed practice and the benefits of frequent classroom testing for long-term retention.1

			One of the criticisms of psychology is that it’s not ‘hard science’. Although the social sciences cannot claim the same credibility as the natural sciences, they can still be held up to the rigours of the scientific method. Nobel prize winning physicist Carl Weiman argues that rigorous education research is not so very different from ‘hard’ science as some might want to suggest. Good science has the power to make useful predictions; if research can be used to inform our actions then it is useful. It’s unnecessary to accurately control and predict how every student in every context will behave or learn, just as a physicist has no need to control or predict how every single atom will behave in a physics experiment. All that’s necessary is that we can predict an outcome that is both meaningful and measurable.

			This tells us that the insights of psychology, gleaned over many years and predicated on well-designed, repeatable tests that build on prior research and which produce broadly consensual meaningful and measurable outcomes, should not be dismissed as unlikely to work in the classroom. If the scientists are right, we could make a profound difference to how well our students learn. If all our empirical evidence turns out to be wrong, no one’s died. It may not be worth betting your life on, but it outweighs the risk of going with a hunch. 

			Whilst we cannot and should not relinquish our professional judgement in the face of outlandish claims, we should at least be aware of what scientists have discovered about learning, thinking, motivation, behaviour and assessment over the past few decades.

			This though is far easier said than done. Every year thousands of research papers are published, some of which contradict each other. How can busy teachers know which research is worth investing time in reading and understanding? This book is an attempt to lay out the evidence and theoretical perspectives on what we believe are the most important and useful psychological principles of which teachers ought to be aware. That is not to say this book contains everything you might ever need to know – there is no way it could – it is merely a primer. We hope that you are inspired to read and explore some of the sources for yourself and see what other principles can stand the scrutiny of investigation and find a home in your classroom.

			We’re not claiming that psychology provides quick and easy answers to the difficult problems of teaching and learning, but that it can help us ask better questions about our classroom practice. Some of what we present may be surprising, some dubious, but some in danger of being dismissed as ‘blindingly obvious’2. Before embracing or dismissing any of these principles we urge you to interrogate the evidence and think carefully about the advice we offer. While nothing works everywhere and everything might work somewhere, this is a guide to what we consider the best bets from the realm of psychology. 

			How to read this book

			Obviously enough, this is your book and you can choose to read (or not read) it in any way you want. That said, it might help to know that we haven’t written a book which we’re expecting readers to simply devour from cover to cover. 

			We’ve organised the areas of psychology we’ve chosen to discuss under three broad headings: learning and thinking, behaviour and motivation, and controversies. Within each of themes, we’ve given some thought to the most logical way to sequence the material but it’s important to note that the chapters are not intended to read in any kind of strict order. Each individual chapter is meant to stand alone so that busy teachers can dip into and read about the aspect they feel most currently pressing. We’ve taken some care to point out where ideas in one chapter connect with concepts explored in another chapter but these are merely suggestions rather than directions. As a consequence, we’ve deliberately repeated or revisited material in different sections of the book as an acknowledgement that readers may not yet have encountered explanations or ideas that are important or useful in the understanding of other ideas.

			While this is by no means an encyclopaedia of psychology, we’ve imagined that teachers might use it as a handy reference work to support their practice and professional development. In our most excited moments we’ve hoped that the material we’ve written could prove useful as a course of professional study or as professional reading designed to complement training or investigation into various aspects of teaching. But, of course, we’d be more than pleased if you simply read it.
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			Endnotes

		  1. Wiliam, D. in Didau, D. What If Everything You Knew About Education Was Wrong? (205: ix)

			2. Before you give in to this temptation, we recommend reading Gregory Yates’ monograph, “How Obvious”: Personal reflections on the database of educational psychology and effective teaching research. It can be found here: http://www.unisanet.unisa.edu.au/edpsych/research/HowObvious.pdf

		

	
		
			Part 1: Learning and thinking
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			How students learn and think

			Learning and thinking are terms used carelessly in education. If we are to discuss the psychology of learning then it makes sense to begin with precise definitions. 

			Learning

			Let’s first consider learning. The definition we will use in this book is the retention and transfer of knowledge and skills. Another helpful definition is to see learning as a change in the way we see and understand the world. Learning then has three related aspects: retention, transfer and change. This is not to say that something that has been forgotten was never learned – forgetting is an important part of learning, as we’ll see in Chapter 5 – but it does suggest that if you can’t remember something or are unable to apply it then it would be hard to argue you had really learned it.

			If we accept that in order for learning to meet this definition it must be durable (it should last) and flexible (it should be applicable in different contexts) then we should also accept that it cannot be observed in the here and now. The only way to see if something has been retained over time and transferred to a new context is to look at what students can do later and elsewhere.

			One of the most useful and important concepts for teachers to understand is the distinction between learning and performance. Performance is what students can do. It is all that we can ever observe. Learning takes place inside a student’s mind and as such cannot be observed directly.

			We can make inferences about learning based on the performances we see, but performances at the point of instruction are a very poor predictor of learning. What students can do in a lesson – or in response to feedback – tells us very little about what they might be able to do elsewhere and later. Teachers provide cues and prompts to increase students’ performance in lessons and students are skilled at mimicking what they think teachers want to see and hear. This mimicry might result in learning but often doesn’t.

			Most counter-intuitively, psychologists have found that reducing current performance can actually increase future learning. In certain circumstances it seems that if students struggle to perform well during instruction their memory of what was learned is more flexible and durable.

			Each item in memory has a storage strength and a retrieval strength. Storage indicates how well an item is embedded in long-term memory and retrieval indicates how easily an item can be brought to mind when needed.1 Attempts to increase retrieval strength improve performance in the short term but very quickly fade. It appears that trying to retrieve something from memory too quickly can interfere with our ability to store it more strongly. That said, if we wait until we’ve started to forget something, retrieval practice increases our ability to recall it in the long term. The best way to increase storage strength is to allow memories to fade before trying to retrieve them. Surprisingly, forgetting improves long-term memory.2 (See Chapter 5 for a more detailed explanation.)

			Robert Bjork and colleagues have suggested that the best way to make items in memory more flexible and durable is to introduce ‘desirable difficulties’ at the point of instruction.3 Bjork defines a difficulty as desirable if it makes retrieval practice harder in the short term but acts to increase retention and transfer. The desirable difficulties which have the best evidence base are spacing, interleaving, variation, testing and reducing feedback.

			Thinking

			There are two common usages of the term ‘thinking’. One holds that thinking is everything that the conscious mind does. This would include perception, mental arithmetic, remembering a phone number, or conjuring up an image of an elephant-headed zebra. We might also include the many varieties of unconscious thought but whilst unconscious cognitive processes may well be tremendously important in shaping the way we make sense of the world, we are using ‘thinking’ in its conscious sense. Simply equating thinking with any and all conscious cognitive processes is too broad to be useful. Thinking is an essentially active process and therefore distinct from the more passive ‘thought’. Thought is the result of thinking and thinking is the struggle to get from A to B. 

			So, thinking is conscious and it is active. It is the kind of deliberative cognitive process that allows us to make new connections and create meaning. It is dialogic: it has the quality of an internal conversation between different perspectives, although this is not always immediately obvious. And it is linguistic: verbal for those of us who use spoken language, visual for those of us who use sign language to communicate with others and with ourselves. 

			This is not to say that language is essential for thinking4 but it is certainly connected. We can think things we cannot say but we cannot say anything we cannot think. Although we can catch glimpses of thought untethered to language, we can only really become conscious of what we can put into words. Thought then, for our purposes, is the inner dialogue we have with ourselves.5 

			In this section of the book we will look at what psychology has to tell us about how students learn and think and what we as teachers can do to harness this knowledge.
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			Endnotes

			1. Bjork, R. & Bjork, E. (1992)

			2. Storm, B. et al (2008)

			3. Bjork, R. (1994b)

			4. That is the Sapir-Whorf hypothesis: the idea that certain thoughts an individual thinks in one language cannot be understood by those who think in another language. Most psycholinguists have roundly dismissed this notion.

			5. This is by no means uncontroversial and it should be understood that condensed internal dialogue is quite different and distinct from expanded external dialogue. It is perhaps instructive to read Lev Vygotsky’s essay ‘Thinking and Speech’ as well as Stephen Pinker’s The Language Instinct.

		

	
		
			Chapter 1: Evolutionary psychology1
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			Most social animals, even invertebrates, are attracted to the presence and behaviour of members of the same species. This requires very little flexibility in intelligence or capacity to socially learn, but still allows these animals to exploit food resources or discover good nesting sites. However, many non-human animals also appear genuinely capable of social learning. Difficult cognitive tricks like imitation – for example, birds imitating a local ‘dialect’ of song – and emulation – for example, tool use in chimpanzees – lie at the heart of this ability. These can form ‘traditions’, observed in primates and some other species of mammals, birds and even fish. In this sense, a ‘tradition’ is a durable characteristic of a group of individual animals which is created and sustained through repeated social learning.

			Beyond passing on and sustaining a clever trick or two, to what extent do other animals possess culture? Some anthropologists, like Miriam Haidle, suggest that a basic cultural capacity might be recognized where there exists a diversity of traditions within a social group. The great apes appear to exhibit this diversity of tradition – to a lesser degree, perhaps so too do some other primates and cetaceans. However, even the most advanced forms of non-human animal culture lack a key feature of human culture: a ‘cumulative culture’, where more complex cultural forms are built upon existing ones. 

			The philosopher Daniel Dennett suggests that Darwinian evolution depends upon a high fidelity of transmission. If information suffers too many copying errors, good tricks can be lost from the population as quickly as they might appear. At some point the accuracy with which cultural information was able to be passed on seems to have crossed some sort of threshold, allowing cultural evolution to take off. Chimpanzees might discover a good foraging trick and (if by fortune it is directly observed and imitated), it might be passed on to their troop, but it appears they lack the cognitive architecture required for cumulative culture. Early hominids may have been able to accumulate culture, but without the technology to represent and store these ideas, they could swiftly become lost through accident or poor communication.

			This ability to code and decode notional culture allows us to become time travellers within the realm of ideas. Writing allows us to reach across the sands of time to the occasional diamonds that emerged from the dust. According to psychologist Susan Blackmore, it allowed some “good, useful, true, or beautiful” ideas to travel across this brief period of written history and survive to this day (Blackmore, 2007: 4). Indeed, in the information age, our ability to store and communicate notional culture appears almost unlimited. I say almost unlimited, for there is perhaps one pretty fundamental limitation: our brains are basically the same as those of Upper Palaeolithic humans.

			In Educating the Evolved Mind, David Geary argues for a distinction between two types of knowledge and ability: those that are biologically primary and emerge instinctively by virtue of our evolved cognitive structures, and those that are biologically secondary and exclusively cultural, acquired through formal or informal instruction or training. Evolution through natural selection has built brains that eagerly and rapidly learn the sorts of things which benefited our capability to survive and reproduce. These primary forms of knowledge and ability are not inflexible, but they readily process quite restricted classes of information. Geary divides these biologically primary domains into folk psychology (interest in people), folk biology (interest in living things), and folk physics (interest in inanimate objects). He suggests that we have a motivational bias towards learning such things as peer interaction, play hunting of other species, and exploration of the physical environment within these primary domains. So adaptive were these kinds of knowledge that over time we evolved the ability to create symbolic representations of experiences and techniques like storytelling to communicate these experiences.

			Geary also points out that children’s inherent motivational bias to adapt folk knowledge to the local social environment will often conflict with the need to engage in activities that will result in secondary learning – interacting with your friendship group will always feel more important and fun than doing homework. Another reason why children may struggle with motivation in school is that the cognitive resources we use to learn are well adapted for biologically primary knowledge, but have been co-opted for the purposes of learning secondary knowledge. Learning to read or learning mathematics are not ‘natural’ human activities – in the sense that these technologies have been around for such a short time that evolution through natural selection hasn’t had much of a chance to shape our brains to learn them as easily as we learn ‘folk knowledge’. As a result, such activities are typically much more difficult and take more effort.

			The problem for teachers is that working memory (see Chapter 3) is well adapted to processing the sorts of information and solving the sorts of problem related to biologically primary knowledge. Humans appear to have exapted this cognitive resource to deal with biologically secondary knowledge acquisition – and, as a result, we find such learning difficult.

			Psychologists often use the term ‘schema’ (pl. schemas or schemata) when talking about the encoding and retrieval of information from our long-term memory. First introduced by psychologists such as Piaget and Bartlett, a schema can be thought of as an organized framework representing some aspect of the world and a system of organizing that information. The classic example used frequently in psychology is going to a restaurant (we’ve no idea why; perhaps psychologists can’t cook). The schema for getting a table, ordering food and drink, and paying for the meal, makes visiting a new restaurant for the first time, even in another country, a pretty straightforward process, as we deal with new situations by linking them to things we’ve encountered in the past. Most of the time we can rely on pre-existing schemata as a heuristic, or rule of thumb: it requires little thought and acts like a cognitive ‘shortcut’ when dealing with new information.

			Schemata provide a quick and painless way to deal with new information and allow us to cope with complex changes in the environment or social situation by quickly drawing on our prior experiences. They can also get in the way when learning. Schemata readily form around biologically primary knowledge and act as rough-and-ready rules, intuitive but also often stereotyped or based on misconceptions. When drawing upon schemata we make minimal use of working memory – it simply doesn’t need very much conscious reasoning. Daniel Kahneman, in Thinking, Fast and Slow, describes this as ‘system 1 thinking’: fast, effortless, based on emotions and stereotypes, and usually subconscious. As a result, it leaves decision making open to a wide variety of cognitive biases. These biases represent essential ways in which humans are irrational in their thinking and decision making, but probably emerged because they were in some way adaptive in our evolutionary past (e.g. Geary (2007) suggests such cognitive biases form the basis of primary ‘folk knowledge’). Many examples of these biases and the ways in which these may influence the decisions made in schools are discussed in David’s book, What if Everything You Knew about Education was Wrong? 

			Kahneman contrasts this fast ‘schematic’ processing with system 2 thinking, which is slow, effortful, logical and conscious. We can relate this to what’s happening when working memory becomes heavily involved in the processing of new information. It’s hard and we don’t especially enjoy it. The brain has evolved to make efficient use of schemata (which form most readily around the ‘folk knowledge’ needed to survive and reproduce) and when a schema doesn’t fit we possess only limited mental resources for conscious problem solving (see Chapters 3 and 4). To quote psychologist Daniel Willingham, “Your brain serves many purposes, and thinking is not the one it serves best.”2

			Humans have only very recently, in evolutionary terms, started to significantly accumulate biologically secondary knowledge (science, mathematics, art, literature, engineering, computing etc.). Geary suggests that these cultural advances have resulted in an ever-growing gap between folk knowledge (easy and intuitive) and this growing cultural knowledge base (more difficult to learn) needed for living in society, and that schools emerged in societies to close the gap between the two. Education, in its broadest sense, is what makes homo sapiens such a unique kind of animal.

			Into the classroom

			Evolution through natural selection has shaped our minds to rapidly learn the sorts of behaviours which helped survival and reproduction over the course of our evolutionary past. Things like first spoken language acquisition, developing a basic sense of number, basic motor skills, spatial awareness and social skills arise universally and are easily ‘discovered’ without the need for explicit teaching of any kind (indeed it would be a waste of time and possibly counterproductive). We’re highly motivated to learn this kind of material and it comes to us with minimal effort.

			However, the majority of the learning children do in school involves cultural-specific knowledge which has often taken decades (in many cases centuries or perhaps millennia) to be discovered by humans. For example, whilst spoken language has emerged spontaneously all over the world, written language is a very recent cultural trick. We may rapidly develop a simple sense of small numbers, but there’s an enormous amount of culturally specific learning required to become functionally numerate (let alone a decent mathematician). This kind of learning is effortful and difficult – because evolution through natural selection has not had time to shape our minds to rapidly learn this way.

			As a consequence, we’re forced to use our limited working memory resources to learn this material. It requires considerable motivation as it takes considerable conscious effort to do this, though (as we’ll see) the material we already know actively helps this become easier over time. 

			Theory of Mind and the ability to teach

			To what extent does effective teaching involve a biologically secondary set of knowledge and skills and to what extent is it a biologically primary ability? Effective teachers appear to anticipate how students think about their subject and to use this insight to ask effective questions. The ability to infer how other people think and feel is referred to by psychologists as ‘Theory of Mind’ (ToM). ToM enables a person to explain and predict the behaviour of other people by inferring the mental states which cause that behaviour. The philosopher Daniel Dennett calls this the ‘Intentional Stance’3 – understanding that other people’s actions are goal-directed and arise from their beliefs or desires. 

			Strauss, Ziv and Stein (2002) proposed that ToM is an important prerequisite for teaching. A few other animals, for example chimpanzees, appear to teach conspecifics in a limited way, but only humans appear to teach using the ability to anticipate the mental states of the individual being taught. They point to the fact that the ability to teach arises spontaneously at an early age without any apparent instruction and that it is common to all human cultures as evidence that it is an innate ability. Essentially, they suggest that despite its complexity, teaching is a natural cognition that evolved alongside our ability to learn.

			Strauss, Ziv and Stein taught pre-school children how to play a board game, and then observed that child’s behaviour when teaching another child. The study identified a range of teaching strategies:

			
					Demonstration – teacher actively shows learner what to do, e.g. moves the train on the track and stops at a station.

					Specific directive – teacher tells the learner what to do right now, e.g. “Take this”.

					Verbal explanation – teacher explains to the learner a rule or what he/she should be doing, e.g. “You got green. You can take the cube”.

					Demonstration accompanied by a verbal explanation.

					Questions aimed at checking the learner’s understanding – “Do you understand”? “Remember”?

					Teacher talk about own teaching – teacher shares with the learner his/her teaching strategies, e.g. “I will now explain to you how to play”.

					Responsiveness – teacher responds to utterances or actions of the learner, e.g. answers questions when a learner errs and demonstrates or verbally repeats a rule.

			

			They found that five-year-olds appeared to have a more advanced understanding of teaching compared to three-year-olds: relying more on verbal explanations, more responsive to the learner’s difficulties, along with asking questions aimed at checking the learner’s understanding. 

			From his studies of imitation in infants, the psychologist Andrew Meltzoff suggests ToM is an innate understanding that others are “like me” – allowing us to recognise the differences in the physical and mental states apparent in others by relating them to our own actions, thoughts and feelings4. In essence, ToM is a bit like the ability to use your own mind to simulate and predict the states of others. Baron Cohen has suggested that a functioning ToM involves both affective and cognitive components – the ability to emotionally respond to another’s mental states and the ability to understand another’s mental state. People likely vary on a spectrum across both of these components. He has suggested that psychopaths, for example, probably have a very high functioning cognitive ToM (required to be able to deceive and manipulate people) but ‘zero negative’ empathy for others. 

			It seems likely that great teachers need both: the ability to model other people’s thought processes (e.g. how students think about a subject), balanced by an empathetic concern for others. However, if teaching is essentially a natural ability, then potentially a great deal of professional development may involve trying to teach the sorts of biologically primary abilities we can discover easily for ourselves. So, an important question might be: exactly what is the biologically secondary, ‘technical’ or ‘professional’ body of knowledge or set of skills required of an effective teacher, which can actually be taught?

			One possible part of the answer to this question is ‘pedagogic content knowledge’. In the Sutton Trust report ‘What makes great teaching?’ the idea of what knowledge makes a great teacher was defined as this:

			(Pedagogical) content knowledge (Strong evidence of impact on student outcomes)

			The most effective teachers have deep knowledge of the subjects they teach, and when teachers’ knowledge falls below a certain level it is a significant impediment to students’ learning. As well as a strong understanding of the material being taught, teachers must also understand the ways students think about the content, be able to evaluate the thinking behind students’ own methods, and identify students’ common misconceptions. (2014: 2)

			Whilst a great deal of what we do in the classroom is always going to be instinctual, there’s a lot to learn about the way children think about the subjects and topics we teach, and how we can help them learn. The next chapters will take a look at how psychological research into memory and learning might provide a promising basis for the parts of teaching which require conscious effort like planning a lesson or designing the sequence of a curriculum. 

			What every teacher needs to know about evolutionary psychology

			
					Understanding the evolution of how we learn asks some difficult questions about the curriculum we put in front of children. Whilst they will be highly motivated and engaged when they have opportunities to socially interact and develop other biologically primary abilities, these are things they would probably learn independently without giving up curriculum time.

					We shouldn’t be surprised that students often seem less motivated by school as they get older. Biologically secondary learning is effortful and difficult and we’re adapted to prefer the sorts of primary learning because it was adaptive in our evolutionary past.

					A key idea in the psychology of learning is the ‘schema’. Learning new information requires secure foundations (schemas) of prior knowledge. There are likely to be some concepts, facts or ideas that are more ‘foundational’ than others. 

					How do students ‘select’ which schema to use when tackling questions or problems in lessons? Perhaps, as Geary implies, the more our subject relies upon biologically secondary knowledge, the more readily a student will rely upon a misconception based on their prior ‘folk knowledge’.

					A final possible implication is the use of storytelling or narrative structure in teaching; Willingham makes the point that stories have a privileged place in memory. Our brains have adapted to readily recall stories, and he suggests we might use the abstract structure of stories (he suggests causality, conflict, complications and character) within a sequence of learning. How might we exploit this adaptation of memory to help students build firmer foundations of knowledge?

					Teaching involves the ‘impossible task’ of mind reading – not only identifying gaps in a student’s knowledge, beliefs or skills but also whether they hold incomplete or distorted ideas. In addition, great teachers make countless, unconscious inferences about students’ emotional and motivational states (are they attentive, tired, bored or confused?) and react intuitively to these states. Teaching is such a complex task it is probably impossible to ‘do it consciously’.

					However, there is potentially a body of knowledge which might help to guide conscious tasks like planning and curriculum design. To do this well appears to require in-depth knowledge of a subject area, but also a firm understanding of how children think and learn.
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			Endnotes

			1. Extracts from this chapter first appeared in Martin Robinson’s Trivium in Practice (2016), published by Crown House and are used here with their kind permission.

			2. Willingham, D. (2009: 4)

			3. Dennett, D. C. (1989)

			4. Baron Cohen argues that individuals on the autistic spectrum lack ToM, and struggle with the idea that other people can have different mental states to their own – often assuming that other people will share what they think and know.

		

	
		
			Chapter 2: Prior learning and misconceptions
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			Prior knowledge is the most important difference between students, certainly far more important and useful for teachers to be aware of than any of the concepts discussed in Chapter 25 on individual differences. Students’ minds are not a blank slate; when children arrive at school they already know lots of stuff. Even though students in the same lesson might all go through essentially the same learning process, their background knowledge, experiences, interests and motivations can be wildly different. According to Graham Nuthall, whenever teachers begin a new topic, on average students already know about half of what they’re told – it’s just that they each know a different half.1 Obviously enough, this prior knowledge affects how students acquire new knowledge and skills; what is already known interacts with the material being learned. In Chapters 3-5 we will discuss how memories are formed and schemas of learning established. Then in Chapter 7 we will explore the differences between novice and expert learners.

			As discussed in the previous chapter, when we learn new ideas and pieces of information our minds organise it all into schemas. A schema is a web of interrelated information that allows us to keep track of everything we’ve learned. Say you learn about the Roman practice of decimation – the method  Roman generals used to punish cowardly or disobedient legionaries by forcing them to kill one in ten of their comrades – then this information may be categorised as ‘Roman’, ‘history’, ‘school stuff’, ‘stuff about killing’, ‘disgusting stuff’ and a whole range of other potential categories. This item of information is interesting because it links to so many different schema and so is relatively easy to recall. But if you learn how to do long division, then this might only be stored in the ‘maths’ schema and therefore be tricky to retrieve when you might need the information elsewhere.

			Nuthall says that, “learning does not come directly from classroom activities; learning comes from the way students experience those activities.”2 When students are given new information, they hold it in working memory as they connect it to other new information and experiences and evaluate it against known concepts. If the new information is sufficiently integrated then it will be ‘learnt’: that is, retained in long-term memory. 

			Since what you learn depends on what you know, knowing what students know and can do when they come into the classroom, or before they begin a new topic of study, will help us design lessons that build on student strengths and acknowledge and address their weaknesses. Daniel Willingham says, “students come to understand new ideas by relating them to old ideas. If their knowledge is shallow, the process stops there.”3

			There are two related processes at work here:

			Conceptual growth – learning more about what is already known.

			Conceptual competition – misconceptions continue to influence our thinking even after new understandings are learned.

			Conceptual growth is relatively straightforward, conceptual competition is not. The psychologist Robert Siegler has suggested that the way we learn is like waves overlapping as the tide comes in; although the movement up the beach is inexorable, it is hesitant and sometimes results in false starts. At any given time, children think in a variety of ways and their understanding ebbs and flows as new understandings overlap with existing understandings. The frequency of these ways of thinking shift gradually and more advanced ways of thinking are constantly being introduced. 

			Many misconceptions are widely held, predictable and therefore easily anticipated by a teacher with sound pedagogical content knowledge, but they are probably impossible to completely dislodge for several reasons. Most obviously, students are generally unaware that the knowledge they possess is erroneous. Why else would they believe it? Some misconceptions can become deeply entrenched in students’ thinking and as new information is embedded into their faulty schemas the belief in bad ideas is further entrenched. Some misconceptions are based on folk knowledge, as discussed in Chapter 1 – things that just seem intuitively correct.

			Geary identifies at least three distinctive forms of folk knowledge which lead to children making these kinds of misconceptions: folk psychology, folk biology and folk physics. All three branches of folk knowledge appear to have evolved to help us survive and thrive; folk psychology describes our intuitive fascination with other people and ourselves, whereas folk biology and physics help us to make sense of the world around us. Often though, these intuitive folk understandings are at odds with scientific explanations of how the world actually works. None of this makes much difference to our survival from an evolutionary perspective, but can be pretty annoying from the perspective of education. 

			There’s an obvious link between folk biology and physics and their associated academic disciplines and Geary has suggested that the schemas associated with folk psychology are important in learning to read and write. He speculates that, “the invention of written symbols emerged from the motivational disposition to communicate with and influence the behaviour of other people (e.g. morals in the Bible); thus, writing-reading is predicted to be dependent on folk psychological communication systems. More precisely, learning to read and write involves co-opting primary folk psychological systems.”4 

			Problematically, misconceptions tend to be resistant to instruction5, as whole rafts of students’ prior knowledge will compete with the new schemas being taught. Geary points out that, “Not only is the gap between folk biology and the knowledge base of the biological sciences widening at a rapid pace but also the inferential biases of this folk system may sometimes interfere with the comprehension of scientific models of biological phenomena.” There are similar problems with folk understandings of physics: the knowledge base of the physical sciences is exponentially larger than the knowledge base of folk physics, and in some cases (e.g. quantum mechanics) the accompanying conceptual models bear little resemblance to the naïve concepts of folk physics. 

			One argument is that we can induce cognitive change through conceptual conflict. Because students rely on pre-existing notions to understand and function in the world, they may not easily discard their ideas and adopt a new way of thinking. Simply presenting a new concept or telling students that their views are inaccurate is unlikely to result in conceptual change. Students need to take an active role in reorganising what they know. Cognitive conflict strategies can be effective tools in teaching for conceptual change. The trick is to create situations where students’ existing conceptions about particular phenomena or topics are made explicit and then directly challenged in order to create a state of cognitive conflict or disequilibrium. Cognitive conflict strategies are aligned with Posner et al’s theory of conceptual change in that their common goal is to create the four conditions necessary for conceptual change: students must become dissatisfied with their current conceptions and accept an alternative notion as intelligible, plausible, and fruitful.

			This leads to a discussion of threshold concepts. These are the conceptual areas where students routinely get stuck but upon which further understanding depends. Meyer and Land suggest a threshold concept will most likely possess certain important qualities. Some of the adjectives we could apply to these concepts are:

			
					
Integrative: Once learned, they are likely to bring together different parts of the subject which you hadn’t previously seen as connected.

					
Transformative: Once understood, they change the way you see the subject and yourself.

					
Irreversible: They are difficult to unlearn – once you’ve passed through it’s difficult to see how it was possible not to have understood before.

					
Reconstitutive: They may shift your sense of self over time. This is initially more likely to be noticed by others, usually teachers.

					
Troublesome: They are likely to present you with a degree of difficulty and may sometimes seem incoherent or counter-intuitive.

					
Discursive: The student’s ability to use the language associated with that subject changes as they change. It’s the change from using scientific keywords in everyday language to being able to fluently communicate in the academic language of science.

			

			Until a student has passed through a particular threshold, they will be in a state of liminality (a state of ambiguity or uncertainty). Moving from knowing to not knowing is a lot less straightforward than we think. Often, when it appears that someone has made rapid progress they are merely mimicking what they think we want them to do. We can memorise things in isolation, but as teachers we would argue that this is a necessary but not sufficient component of learning. Students may begin by ‘mere mimicry’ but knowing requires that they integrate new information into their schema of prior knowledge6. It is this process of integration that leads to long-term retention and the ability to transfer – at least to a degree – between contexts.

			Into the classroom

			If we want students to truly understand anything more than the superficialities of our teaching then we need to stop trying to rush them through liminal space. The false certainty of easy answers – successful in-lesson performance – might actively be retarding learning. But we have a problem: we’re genetically predisposed to avoid uncertainty. To survive the various threats they faced, our ancestors evolved to make rapid assessments rather than ruminate. If it looks like a duck or, more to the point, if it looks like a snake, we’re better off assuming it’s a snake rather than having an ontological debate. It’s easy to see how a preference for dithering might quickly have been selected out of the gene pool. We are naturally risk averse and are much more sensitive to threats than we are to opportunities for growth and enhancement.

			This really is a challenge. Rushing to certainty is the problem but we hate the cognitive conflict caused by uncertainty. The reason it’s so problematic is that the rush to certainty leads to maximising short-term performance, which leads to mimicry, but acts to reduce learning in the longer term.

			It’s possible to see glimpses of students’ current understanding of a specific subject area by conducting a diagnostic assessment prior to instruction on a topic, though in practice these often reveal relatively little. Unless such assessments are very well designed, students tend only to recall what is foremost in their minds; just asking students to record what they know will not be enough. Even if we carefully craft the kind of questions that can reveal faulty thinking, we will only ever have a very rough guide as to what students actually think. That said, we would at least be able to see if major, more obvious misconceptions are being used and address them accordingly.

			One possibility is a model-based reasoning approach, which asks students to generate, test and revise a model of their understanding of a topic. Students begin by using their knowledge of the topic to make a prediction about the outcomes of an experiment or the likely developments of a text and explain their reasoning. This mental model can then be tested – either by reading on, conducting an experiment or observing a phenomenon – to see whether they are correct. Any deviation between what was predicted and what occurred should then be discussed, questioned and used to refine the model: what might be a better way of thinking about the topic?

			As we’ve already said, diagnostic assessment doesn’t have to just be a test. Direct measures like tests, concept maps, interviews etc. may all be useful but so, sometimes, are more indirect methods like student self-assessment, reports and inventories of topics that have already been studied. However we go about assessing what students know, some sort of benchmark allows us to have a rough idea of how much they’ve learned at the end of a teaching sequence.

			What every teacher needs to know about prior learning

			Teachers need to bring about significant conceptual change. Some strategies that have might be effective include:

			
					Ask students to write down their pre-existing conceptions of the material being covered. This allows you to explicitly assess their preconceptions and provides them with an opportunity to see how far their understanding has come after learning the new concepts.

					Find conceptions which are correct and build bridging analogies to the new concept or theory to be learned.

					New concepts or theories should be presented in such a way that students see them as plausible, high quality, intelligible and generative.

					Use model-based reasoning, which helps students construct new representations that vary from their intuitive theories.

					Use diverse instruction, wherein you present a few examples that challenge multiple assumptions, rather than a larger number of examples that challenge just one assumption.

					Help students become aware of their misconceptions and present them with examples which contradict their understanding.

					There may be value in presenting students with experiences that cause cognitive conflict. Experiences that can cause cognitive conflict are ones that get students to compare misconceptions alongside, or at the same time as, correct concepts. However, be aware that students need a degree of background knowledge to ‘wrestle’ effectively with the conflict otherwise they may ignore the conceptual differences you are trying to illustrate, or even become more convinced of the misconception (called the ‘backfire effect’ in psychology).

					Use case studies – concrete, real world scenarios with accompanying references – as teaching tools to deepen understanding of new material and reduce misconceptions.

					Help students self-repair their misconceptions. If students engage in a process of ‘self-explanation’ then recalling correct concepts is more likely. Self-explanation entails prompting students to explain text aloud as they read.

					Once students have overcome their misconceptions, engage them in debate to strengthen their newly acquired understanding.

			

			We should certainly try to find out what students know before we start teaching, and since this is an impossible job, we ought to focus on exposing the misconceptions predicted by folk understandings of academic subjects.
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			Endnotes

			1. Nuthall, G. (2007: 35)

			2. Nuthall, G. (2007: 103)

			3. Willingham, D. (2010: 72)

			4. Geary, D. (2005: 504)

			5. It is important to note that the term instruction is used here to mean more than ‘telling’ – we use it to mean both the process of teaching and the role of the teacher to help students learn. See Chapter 10 for a breakdown of what we mean by effective instruction.

			6. We could teach you to say the word ‘ysgol’ in the absence of any context and you could, with some practice reliably repeat the word back to us. There’s been a change in long-term memory – a psychologist might say you’ve learnt it – and technically you have. However, this is an incomplete notion of ‘knowing’ something – some element of ‘parroting back’ is often necessary, but not sufficient for our role as teachers. As well as remembering it, we’d want you to know the meaning of the word and when you might use it. (In case you didn’t know, ysgol is the Welsh word for school.)
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