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Preface



We are living through extraordinary times. The creation of generally capable artificial intelligence (AI), which for a long time has been merely the subject of science fiction, is getting closer by the year. As of today, AI is already being used ubiquitously to automate processes in our everyday lives. However, within our lifetimes we will see transformational change in the way AI is used in almost every aspect of our lives: smart personal assistants will help us get organised, humanoid robots walking among us will become an increasingly common sight, generative AI will revolutionise the way in which media content is created, and AI will even radically speed up the scientific process itself. While many have predicted that these technological advancements will eventually be unlocked, even experts in the field are stunned at the current speed of progress.


How did we get here? This book is for anyone who wants to obtain a basic understanding of the foundations of contemporary AI methods. Creating AI has been the dream of people for centuries. We will discuss the work of Alan Turing, who is often referred to as the father of AI, and explain the difficulty in assessing whether an AI is truly intelligent. The backbone of current AI methods are so-called artificial neural networks. We will learn why this approach to AI is so versatile and why it has been so successful across many areas of AI, from computer vision, to natural language processing, reinforcement learning, and robotics. Given the current progress, it is fair to ask whether AI might at some point become more intelligent than any human on earth or even all of mankind combined. Is such a superhuman AI attainable? Even if it is theoretically possible, are there any conceivable obstacles towards developing such an AI? In case we succeed, how do we ensure such an AI serves humanity and helps us live more fulfilled, healthier and happier lives?


Interestingly, board games and computer games have played a crucial role in making progress on AI so far. We will learn what makes games a fantastic test bed for developing AI, but also why training AI in games can get us only so far. In fact, the past few years have followed a different paradigm: training AI on massive collections of texts and ask it to predict the next word. It might sound counterintuitive at first, but this simple training principle has led to astonishing results. The underlying reason is that an AI that learns to compress texts with the goal of predicting the next word given any context has to have learnt a tremendous wealth of knowledge about the world, ranging from facts, such as knowing which capital belongs to which country, to sophisticated cognitive capabilities, such as mathematical reasoning and even programming. Taking this approach to the extreme has resulted in so-called Large Language Models (LLMs) – artificial neural networks consisting of hundreds of billions of simulated neurons whose only job is to predict the next word in a given text. To be useful as helpful chatbots, such LLMs undergo additional training steps based on human feedback. As of today, chatbots demonstrate remarkable capabilities, such as being able to answer a myriad of questions, writing and correcting code from merely a text prompt, serving as writing companions, or even successfully completing university entry exams.


One of the most exciting application areas for AI is to speed up the scientific process itself. Indeed, AI is already being used to make new scientific discoveries. For example, an AI called AlphaFold1 is able to predict protein 3D structures from amino acid sequences and has populated a database of 200 million predictions.2 In 2021, Forbes called it the most important achievement in AI ever3 as ‘knowing how proteins fold is both ludicrously difficult and absolutely essential to understanding biological processes’. Since then, AI has, among other things, been used to find new, efficient computer programs,4 to help design new materials,5 and to accurately forecast the weather6, to mention just a few examples.


Looking beyond applying AI to specific scientific problems, one might wonder whether AI could even autonomously apply the scientific method and create an open-ended process of knowledge creation in the future. If that was possible, one could even let such an AI use its autonomous scientific inquiry on itself, creating a loop of so-called self-referential self-improvement. Based on current scientific evidence, it seems we are getting closer to a world where the rate of AI progress is rapidly increasing, making it hard for anyone to predict what will be technically possible within a year, let alone a decade. Despite this acceleration, AI is still facing very real limitations today. While chatbots have taken the world by storm, we still don’t have general-purpose humanoid robots that can help us with our daily chores or automate some of the most dangerous physical jobs in the world. The reason is limited access to high-quality training data. Text, images and videos are abundant on the web, but sensorimotor control data is not.


The future of AI is exciting, but with rapid technological advancements also come significant risks. What are some of the most severe short-, medium- and long-term risks associated with increasingly capable AI and how can we mitigate them?


This book is written for the curious reader who wants to learn more about the exciting field of AI. I have omitted most mathematical or formal explanations of AI. This book does not require any knowledge of computer science, mathematics or AI. I hope you will find this book to be a gentle introduction into one of mankind’s most transformative technologies. Furthermore, I hope it sparks your curiosity to learn more about AI, and that it equips you with the basic understanding of contemporary AI technologies so you are able to follow its rapid progress over the next few years.
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What Is Artificial Intelligence?






For millennia, people have dreamt of creating artificial beings that can automate various tasks that would normally require human intelligence and capabilities. In Homer’s Iliad (eighth century BC), Hephaestus, among other things the Greek god of metalworking, sculpting and blacksmiths, created automatons of metal and servants of gold to help him with his chores. Prometheus created people from clay. Similarly, in Jewish folklore, Golem is created from clay. Aristotele, in his work Politics (fourth century BC), foreshadows the advent of automated tools that could make labour unnecessary. The Taoist text Liezi (fourth century) mentions the creation of an artificial man by the engineer and craftsman Master Yan Shi. Gulliver’s Travels (1726) by Jonathan Swift describes ‘The Engine’ with which even ‘the most ignorant person […] might write books in philosophy, poetry, politics, laws, mathematics, and theology, without the least assistance from genius or study’. Until recently, The Engine would have been considered science fiction, but thanks to advances in artificial intelligence, it is becoming a reality. In 1950, Alan Turing published his seminal paper ‘Computing Machinery and Intelligence’7 in which he asks the question, ‘Can machines think?’. It is difficult to formally define ‘thinking’ to the point where it can be used as a hard criterion to evaluate whether an AI is thinking. Hence, to assess this question, Turing proposes the ‘Imitation Game’ which later became known as the famous ‘Turing Test’. This test works as follows. One person serves as the interrogator who is tasked with talking to two other people, A and B, via a textual chat interface. A is a man and B is a woman. The interrogator’s goal is to figure out which one is the woman and which one is the man. However, in addition, person A is replaced with an AI. If the human interrogator makes as many errors when A and B are two people as when A is an AI and B is a person, then that AI is said to be passing the Turing Test. A more modern interpretation might simply task the interrogator with figuring out whether either A or B is an AI. While this test has served researchers as a north star for decades, it also highlights the problem of measuring the degree to which an AI is intelligent as the outcome of the test can depend on many factors. For example, is the interrogator a random person or a trained expert? How long is the interrogator allowed to converse with A and B? Are any topics off limits? If an AI passes the Turing Test, has it demonstrated genuine human-level intelligence or has it rather just demonstrated that it can fool people and pretend something as well as humans?


In 1956, John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon organised the Dartmouth Summer Research Project on Artificial Intelligence. The term ‘Artificial Intelligence’ is believed to have been coined by John McCarthy at that time. In their proposal,8 they ‘conjecture that every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it. An attempt will be made to find how to make machines use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves. We think that a significant advance can be made in one or more of these problems if a carefully selected group of scientists work on it together for a summer.’ While their optimism regarding the speed of progress in AI at the time is commemorable, their intuition was right. They speculated that ‘a large part of human thought consists of manipulating words according to rules of reasoning and rules of conjecture’ and asked themselves how a computer could be programmed to use language, how ‘neuron nets’ could be arranged to form concepts, whether true AI will perform self-improvement, how machines can form abstractions from real-world data, and to what extent randomness plays a role in creative thinking. Now, almost seventy years later, we have artificial neural networks simulating hundreds of billions of neurons that learn to process and generate natural language. In the process, these so-called Large Language Models acquire sophisticated capabilities, such as being able to translate between languages, perform mathematical reasoning and write computer programs.


Interestingly, since Turing and the Dartmouth workshop, AI has been a moving goal post. For millennia, Chess proficiency has been associated with high intelligence in people. Consequently, some believed that once computers can play Chess, they must be truly intelligent. As we shall see in here, since Deep Blue in 1997, AI is superhuman at playing Chess. However, Deep Blue is a relatively straightforward search method resulting in an AI that is only good at one thing and nothing else, namely playing Chess. After 1997, AI also became proficient at playing Go, Diplomacy, Stratego, as well as Atari video games StarCraft II and Dota 2. Before each of these breakthroughs, some might have predicted that once AI is able to do this or that, it must be truly intelligent. However, none of these AIs demonstrate generalisation outside of their particular domains.


In AI, we generally distinguish between ‘weak’ domain-specific, narrow AI and ‘strong’ general-purpose AI. Weak AI is built for a particular task in mind. It might learn to become superhuman at that particular task, but it will not be useful for anything else. Strong AI, on the other hand, is supposed to be able to learn to accomplish any task a human is capable of. Another term for such an AI is ‘Artificial General Intelligence’, or AGI for short. Once such an AGI becomes better at any task that any human can do, we would call it an Artificial Superhuman Intelligence, or ASI for short.9 AIs as shown in Blade Runner, The Terminator, The Matrix, or Her could probably be classified as ASIs. When AI becomes superhuman in science fiction, it often gets dystopian for people quite quickly. At the end of this book, we will discuss opportunities and risks connected with pushing towards more generally capable AI.
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