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Introduction


If you are reading this, you are the proud owner of one of the most complex objects in the known universe: the human brain.


You wouldn’t know this from looking at it: at first glance it’s a 1.4 kilogram pinkish wrinkled blob with roughly the consistency of tofu. It looks so uninspiring, in fact, that until 2,500 years ago it was thought to do nothing more complex than cool the blood.


Now, of course, we know that the brain is a rich tangle of 86 billion neurons which, through a complex ballet of electrical and chemical activity, allows us to experience the world, feel, taste and remember. Over the course of human history it is what has enabled our species to build civilisations, create great art and fly to the moon.


The question of how it manages these feats has kept great minds busy for centuries. In recent decades, though, neuroscientists have had the distinct advantage of being able to use modern brain-imaging techniques to observe in real time as patterns of electrical activity and blood flow hint at what is going on inside.


As these techniques continue to reveal the brain’s workings, neuroscience is forging into new territory, trying to piece together the entire wiring diagram of the human brain. It is, without doubt, the most exciting time in the history of brain science.


As we enter this exciting period of discovery, this New Scientist Instant Expert guide tells you everything you need to know about the human brain. Gathering together the thoughts of leading neuroscientists, and the very best of New Scientist magazine, it will bring you up to date with what the best brains in science know. If you have ever wondered how the brain senses, remembers, how it becomes conscious and what it is doing while we sleep, then read on.


Caroline Williams, Editor
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Welcome to your brain


The brain is the most confusing, complicated and arguably the ugliest organ in our body – yet, in essence, it is simply a collection of nerve cells gathered together in one place to simplify the wiring. A brain can be just a handful of cells, as found in some simple invertebrates, or billions, as in humans. It allows animals to adapt their behaviour to changes in the environment on a much quicker timescale than evolution. Thanks to advances in the field of neuroscience, we now have an exquisite understanding of the brain’s underlying architecture. But how did our human brains evolve, and what makes them different from those of other animals? And what are the philosophical implications of being “just a brain”? Here is a whistlestop tour of your grey matter.


 


The birth of neuroscience


The birth of neuroscience began with Hippocrates some 2,500 years ago. While his contemporaries, including Aristotle, believed that the mind was to be found in the heart, Hippocrates argued that the brain is the seat of thought, sensation, emotion and cognition.


It was a monumental step, but a deeper understanding of the brain took a long time to follow, with many early theories ignoring the solid brain tissue in favour of fluid-filled cavities, or ventricles. The 2nd-century physician Galen – perhaps the most notable proponent of this idea – believed the human brain to have three ventricles, with each one responsible for a different mental faculty: imagination, reason and memory. According to his theory, the brain controlled our body’s activities by pumping fluid from the ventricles through nerves to other organs.


Such was Galen’s authority that the idea cast a long shadow over our understanding of the brain, and fluid theories of the brain dominated until well into the 17th century. Even such luminaries as French philosopher René Descartes compared the brain to a hydraulically powered machine. Yet the idea had a major flaw: a fluid could not move quickly enough to explain the speed of our reactions.


A more enlightened approach came when a new generation of anatomists began depicting the structure of the brain with increasing accuracy. Prominent among them was the 17th-century English doctor Thomas Willis, who argued that the key to how the brain worked lay in the solid cerebral tissues, not the ventricles. Then, 100 years later, Italian scientists Luigi Galvani and Alessandro Volta showed that an external source of electricity could activate nerves and muscle. This was a crucial development, since it finally suggested why we respond so rapidly to events. But it was not until the 19th century that German physiologist Emil du Bois-Reymond confirmed that nerves and muscles themselves generate electrical impulses.


This paved the way for the modern era of neuroscience, beginning with the work of the Spanish anatomist Santiago Ramón y Cajal at the dawn of the 20th century. His spectacular observations identified neurons as the building blocks of the brain. He found them to have a diversity of forms that is not found in the cells of other organs. Most surprisingly, he noted that insect neurons matched and sometimes exceeded the complexity of human brain cells. This suggested that our abilities depend on the way neurons are connected, not on any special features of the cells themselves. Cajal’s “connectionist” view opened the door to a new way of thinking about information processing in the brain, which still dominates today.


Wired to think


While investigating the anatomy of neurons in the 19th century, Santiago Ramón y Cajal proposed that signals flow through neurons in one direction. The cell body and its branched projections, known as dendrites, gather incoming information from other cells. Processed information is then transmitted along the neuron’s long nerve fibre, called the axon, to the synapse, where the message is passed to the next neuron (see diagram, below).


It took until the 1940s and 50s for neuroscientists to get to grips with the finer details of this electrical signalling. We now know that the messages are transmitted as brief pulses called action potentials. They carry a small voltage – just 0.1 volts – and last only a few thousandths of a second, but they can travel great distances during that time, reaching speeds of 120 metres per second (m/s).


The nerve impulse’s journey comes to an end when it hits a synapse, triggering the release of molecules called neurotransmitters, which carry the signal across the gap between neurons. Once they reach the other side, these molecules briefly flip electrical switches on the surface of the receiving neuron. This can either excite the neuron into sending its own signal, or it can temporarily inhibit its activity, making it less likely to fire in response to other incoming signals. Each is important for directing the flow of information that ultimately makes up our thoughts and feelings.


The complexity of the resulting network is staggering. We have around 86 billion neurons in our brains, each with around 1,000 synapses. If you started to count them at one per second you would still be counting 30 million years from now.
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FIGURE 1.1  Structure of a neuron


Unlike the electronic components of a computer, our networks of neurons are flexible thanks to a special class of neurotransmitter. These neuromodulators act a bit like a volume control, altering the amount of other neurotransmitters released at the synapse and the degree to which neurons respond to incoming signals. Some of these changes help to fine-tune brain activity in response to immediate events, while others rewire the brain in the long term, which is thought to explain how memories are stored.


Many neuromodulators act on just a few neurons, but some can penetrate through large swathes of brain tissue creating sweeping changes. Nitric oxide, for example, is so small (it’s the 10th smallest molecule in the known universe, in fact) that it can easily spread away from the neuron at its source. It alters receptive neurons by changing the amount of neurotransmitter released with each nerve impulse, kicking off the changes that are necessary for memory formation in the hippocampus.


Through the actions of a multitude of chemical transmitters and modulators, the brain is constantly changing, allowing us to learn, change and adapt to the world around us.




How did our brains get so complicated?


14 million years ago a small ape lived in Africa. It was a very smart ape but the brains of most of its descendants – orang-utans, gorillas and chimpanzees – do not appear to have changed greatly compared with the branch of its family that led to modern humans. What made us different?


We can only speculate as to why their brains began to grow bigger around 2.5 million years ago, but it is possible that serendipity played a part.


In other primates, the “bite” muscle exerts a strong force across the whole of the skull, constraining its growth. In our forebears, this muscle was weakened by a single mutation, perhaps opening the way for the skull to expand. This mutation occurred around the same time as the first hominids with weaker jaws and bigger skulls and brains appeared.


The development of tools to kill and butcher animals around 2 million years ago would have been essential for the expansion of the human brain, since meat is such a rich source of nutrients. A richer diet, in turn, would have opened the door to further brain growth.


Primatologist Richard Wrangham at Harvard University thinks that fire played a similar role by allowing us to get more nutrients from our food. Eating cooked food led to the shrinking of our guts, he suggests. Since gut tissue is expensive to grow and maintain, this loss would have freed up precious resources, again favouring further brain growth.


Our big brains might also have a lot to do with our complex social lives. If modern primates are anything to go by, our ancestors likely lived in groups. Mastering the social niceties of group living requires a lot of brain power. Robin Dunbar at the University of Oxford thinks this might explain the enormous expansion of the frontal regions of the primate neocortex, particularly in the apes. Dunbar has shown there is a strong relationship between the size of primate groups, the frequency of their interactions with one another and the size of the brain regions that deal with them.


Overall, it looks as if a virtuous cycle involving our diet, culture, technology, social relationships and genes led to the modern human brain coming into existence in Africa by about 200,000 years ago.


So where do we go from here? The answer is that we are still evolving. According to one recent study, the visual cortex has grown larger in people who migrated from Africa to northern latitudes, perhaps to help make up for the dimmer light up there.


Interestingly, we may have reached a point at which there is no advantage in our brains getting any bigger. There may have come a time in our recent evolutionary past when the advantages of bigger brains started to be outweighed by the dangers of giving birth to children with big heads. Or it might have been that our brains got too hungry to feed. Our brains already burn 20 per cent of our food intake and it could simply be that we can’t afford to allocate any more energy to the job of thinking.


What’s more, our brains might even be shrinking. In the past 10,000 years or so the average size of the human brain compared with our body has shrunk by 3 or 4 per cent. Some people wonder if it means we are getting stupider (see Chapter 3 for more on this). Others are more hopeful, suggesting that perhaps the brain’s wiring is more efficient than it used to be.





Mapping the mind


The brain may be a tangle of neurons but it is anything but disorganised. As each brain develops before birth it organises itself into a characteristic shape that, details aside, looks much the same in all of us. There is more than one way to carve up something as complicated as this and different regions have a dizzying number of names and descriptions. At its simplest, though, the brain can be divided into three parts, each of which deals with a particular kind of processing.


Hindbrain


As its name suggests, the hindbrain is located at the base of the skull, just above the neck. Comparisons of different organisms suggest it was the first brain structure to have evolved, with its precursor emerging in the earliest vertebrates. In humans it is made up of three structures: the medulla oblongata, pons and cerebellum


The medulla oblongata is responsible for many of the automatic behaviours that keep us alive, such as breathing, regulating our heartbeat and swallowing. Significantly, its axons cross from one side of the brain to the other as they descend to the spinal cord, which explains why each side of the brain controls the opposite side of the body.


A little further up is the pons, which also controls vital functions such as breathing, heart rate, blood pressure and sleep. It also plays an important role in the control of facial expressions and in receiving information about the movements and orientation of the body in space.


The most prominent part of the hindbrain is the cerebellum, which has a very distinctive rippled surface with deep fissures. It is richly supplied with sensory information about the position and movements of the body and can encode and memorise the information needed to carry out complex fine-motor skills and movements. Recent research has also linked it with fine-tuning of our emotional and cognitive skills.


Midbrain


The midbrain plays a role in many of our physical actions. One of its central structures is the substantia nigra, so-called because it is a rich source of the neurotransmitter dopamine, which turns black in post-mortem tissue. Because dopamine is essential for the control of movement, the substantia nigra is said to “oil the wheels of motion”. Dopamine is also the “reward” neurotransmitter and is necessary for many forms of learning, compulsive behaviour and addiction.


Other regions of the midbrain are concerned with hearing, visual information processing, the control of eye movements and the regulation of mood.
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FIGURE 1.2  Identifying the major parts of the brain (and below)


Forebrain


Many of our uniquely human capabilities arise in the forebrain, which expanded rapidly during the evolution of our mammalian ancestors. It includes the thalamus, a relay station that directs sensory information to the cerebral cortex – the outer, wrinkly area of the brain – for higher processing; the hypothalamus, which releases hormones into the bloodstream for distribution to the rest of the body; the amygdala, which deals with emotion; and the hippocampus, which plays a major role in the formation of memories.


Among the most recently evolved parts are the basal ganglia, which regulates the speed and smoothness of intentional movements initiated by the cerebral cortex. Connections in this region are modulated by the neurotransmitter dopamine, provided by the midbrain’s substantia nigra. A deficiency in this source is associated with many of the symptoms of Parkinson’s disease, such as slowness of movement, tremor and impaired balance. Although drugs that boost levels of the neurotransmitter in the basal ganglia can help, a cure for Parkinson’s is still out of reach.
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Finally, there is the cerebral cortex – the enveloping hemispheres thought to make us human. Here plans are made, words are put together and ideas generated. Home of our creative intelligence, imagination and consciousness, this is where the mind is formed.


Structurally, the cortex is a single sheet of tissue made up of six crinkled layers folded inside the skull; if it were spread flat it would stretch over 1.6 square metres. Information enters and leaves the cortex through about a million neurons, but it has more than 10 billion internal connections, meaning the cortex spends most of its time talking to itself.


Each of the cortical hemispheres have four principal lobes (see diagram). The frontal lobes house the neural circuits for thinking and planning, and are also thought to be responsible for our individual personalities. The occipital and temporal lobes are mainly concerned with the processing of visual and auditory information, respectively. Finally, the parietal lobes are involved in attention and the integration of sensory information.


The body in the brain


The body is “mapped” onto the cortex many times, including one map representing the senses and another controlling our movements. These maps tend to preserve the basic structure of the body, so that neurons processing feelings from your feet will be closer to those dealing with sensations from your legs than those crunching data from your nose, for example. But the proportions are distorted, with more brain tissue devoted to the hands and lips than the torso or legs. Redrawing the body to represent these maps results in grotesque figures like Penfield’s homunculus (below).
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FIGURE 1.3  Penfield’s homunculus: How the brain sees the body


A brain of two halves, and many, many parts


Brains come in two hemispheres, linked together by a tract of about a million axons, called the corpus callosum. Cutting this bridge, a procedure sometimes performed to alleviate epileptic seizures, can split the unitary manifestation of “self”. It is as if the body is controlled by two independently thinking brains. One smoker who had the surgery reported that when he reached for a cigarette with his right hand, his left hand would snatch it and throw it away!


The corpus callosum allows different tasks, carried out by different cortical regions, to be combined smoothly into a seamless experience of the world. Objects are recognised with no awareness of the fragmented nature of the brain’s efforts. Precisely how this is achieved remains a puzzle. It’s called the “problem of binding” and is one of the many questions left to be answered by tomorrow’s neuroscientists.




Mind readers: how scientists measure the brain and its activity


•  Magnetic resonance imaging (MRI) Showing detailed anatomical images, it is like an X-ray for soft tissues.


•  Functional MRI (fMRI) Displays changes in blood supply – assumed to correlate with local nerve activity – to different brain areas during mental tasks such as arithmetic or reading.


•  Diffusion MRI (also called diffusion imaging, tractography) Reveals the brain’s long-distance connections; works by tracking water molecules, which can diffuse along the length of axons more freely than escaping out through their fatty coating.


•  Functional connectivity MRI (resting-state MRI) Also shedding light on long-distance connections, it measures spontaneous fluctuations in activity in different brain areas, which reveals the degree to which they communicate





A mind built on mathematics


While much has been learned from studies of particular brain areas and what they do, in recent years neuroscientists have begun to move away from describing the brain based on particular regions for particular skills, and are instead working towards understanding how the brain’s network of neurons pulls these areas together to become more than a sum of their parts. This has spawned a new kind of neuroscience – a mathematics of the mind, which could reveal the very nature of human experience.


Small world big connections


If you stretched out all the nerve fibres in the brain, they would wrap four times round the globe. Crammed into the skull, you might think this wiring is a tangled mess, but in fact mathematicians know its structure well – it is a form of the “small-world network”.


The hallmark of a small-world network is the relatively short path between any two nodes. You’ve probably already heard of the famous “six degrees of separation” between you and anyone else in the world, which reflects the small-world structure of human societies. The average number of steps between any two brain regions is similarly small, and slight variations in this interconnectivity have been linked to measures of intelligence.
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That may be because a small-world structure makes communication between different areas of a network rapid and efficient. Relatively few long-range connections are involved – just 1 in 25 nerve fibres connect distant brain regions, while the rest join neurons in their immediate vicinity. Long nerve fibres are costly to build and maintain, says Martijn van den Heuvel at the University Medical Center in Utrecht, the Netherlands, so a small-world-network architecture may be the best compromise between the cost of these fibres and the efficiency of messaging.
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The brain’s long-range connections aren’t distributed evenly over the brain, though. Van den Heuvel and Olaf Sporns of Indiana University at Bloomington recently discovered that clusters of these connections form a strong “backbone” that shuttles traffic between a dozen principal brain regions (see Figure 1.4). The backbone and these brain regions are together called a “rich club”, reflecting the abundance of its interconnections.


No one knows why the brain is home to a rich club, says Van den Heuvel, but it is clearly important because it carries so much traffic. That makes any problems here potentially very serious. “There’s an emerging idea that perhaps schizophrenia is really a problem with integrating information within these rich-club hubs,” he says. Improving rich-club traffic flow might be the best form of treatment, though it is not easy to say how that might be achieved.
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FIGURE 1.4  The brain’s 12 “rich-club” hubs
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What is clear for now is that this highly interconnected network is the perfect platform for our mental gymnastics, and it forms a backdrop for many of the other mathematical principles behind our thoughts and behaviour.


The edge of chaos


The brain’s highly connected nature is undoubtedly useful, but it does have a potential downside. Because each neuron is linked into a highly connected small-world network, electrical signals can quickly spread far and wide, triggering a cascade of other cells to fire. So, theoretically, it could even snowball chaotically, potentially taking the brain offline in a seizure.


Thankfully, the chances of this happening are slight – only around 1 per cent of the population will experience a seizure in their lives. This suggests there is a healthy balance in the brain – it must inhibit neural signals enough to prevent a chaotic flood without stopping the traffic altogether.


An understanding of how the brain hits that sweet spot emerged in the 1970s, when Jack Cowan, now at the University of Chicago, realised that this balance represents a state known as the critical point or “the edge of chaos” that is well known to theoretical physicists. Cascades of firing neurons – or “neural avalanches” – are the moments when brain cells temporarily pass this critical point, before returning to the safe side, he said.
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Avalanches, forest fires and earthquakes also result from systems lying at the critical point, and they all share certain mathematical characteristics. Chief among them is the so-called “power law” distribution, which means that bigger earthquakes or forest fires happen less often than smaller ones according to a strict mathematical ratio; an earthquake that is 10 times as strong as another quake is also just one-tenth as likely to happen, for instance.
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In 2003, John Beggs and Dietmar Plenz, both at the National Institute of Mental Health in Bethesda, Maryland, checked whether the brain also follows these rules. Sure enough, they found that, in rat brains, an excited neuron passed its signal to just one neighbour on average, which is exactly what you would expect of a system on the edge of chaos. Larger neural avalanches do occur, but, like earthquakes and forest fires, their frequency drops with size as predicted by a power law distribution.


Functional MRI scans have since suggested that the same kind of edge-of-chaos activity can be found at much larger scales, across the whole human brain; indeed, computer models suggest it might be a result of the small-world structure of the brain.


Balancing on the edge of chaos may seem risky, but the critical state is thought to give the brain maximum flexibility – speeding up the transmission of signals and allowing it to quickly coordinate its activity in the face of a changing situation. Some researchers are beginning to wonder whether certain disorders, like epilepsy, might arise when the brain veers away from this delicate balance. “Just as there’s a healthy heart rate and a healthy blood pressure, this may be what you need for a healthy brain,” says Beggs.


Ideas: fighting for survival


As your mind flits from thought to thought, it may seem as if dozens of sensations and ideas are constantly fighting for your attention. In fact, that’s surprisingly close to the mark; the way different neural networks compete for dominance echoes the battle for survival between a predator species and its prey. Your wandering mind may be a by-product of the process.


Mikhail Rabinovich at the University of California in San Diego and Gilles Laurent at the California Institute of Technology in Pasadena, now at the Max Planck Institute of Brain Research in Frankfurt, Germany, first noticed that neuronal activation fluctuates in a kind of wave. They were studying neurons in the insect equivalent of the olfactory bulb, which processes odours. What they expected to see was something called habituation – that activity would drop off after the neuron had detected a smell. Instead, activity fluctuated up and down as time passed.


Looking closely, Rabinovich noticed that the pattern of activity looks suspiciously like the one described by mathematicians Alfred Lotka and Vito Volterra in the early 20th century to describe the interaction between predators and prey. These show that as a predator near-exhausts its supply of prey, the predator population begins to starve, allowing its prey to recover. When there are enough prey again, the cycle starts once more.
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