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INTRODUCTION

The dream is always the same: go to space and live forever. “Perfect health, immortality, yada yada yada,” Eliezer Yudkowsky tells me. “Transhumanism, transcension, yada yada yada yada. That’s just the obvious stuff. Just include the glorious transhumanist future. . . . Maybe we can do better than whatever scenario but at least that’s the minimum.”1

Yudkowsky is the cofounder of the Machine Intelligence Research Institute (MIRI), a controversial artificial intelligence think tank. He’s telling me about the future he’d like to see if an AI much smarter and more capable than a person can be built and made to serve us, keeping its superhuman abilities under human control. Such a machine could bring us an entirely different way of life. “If you imagine something that’s worse than mansions with robotic servants for everyone, you are not being ambitious enough,” he says. But the “glorious transhumanist future” that he is alluding to goes well beyond that. Transhumanism is the belief that we can and should use advanced technology to transform ourselves, transcending humanity and becoming something more. That generally involves finding ways around the limits of the human body—ending illness, aging, and death—as well as increasing intelligence and other mental capacities. But it also carries with it various promises about the future of humanity (or transhumanity) itself: that our fate lies in the stars, that we will build an intergalactic civilization, that we will reshape the universe to our desires just as we will have reshaped ourselves.

Yudkowsky thinks this future is desirable but not inevitable. What’s inevitable, he says, is the advent of artificial general intelligence (AGI): machines that can outperform humans at any task. AGI is “something that is sufficiently better at predicting and steering the future that it can beat humanity on the grounds we’ve always claimed as our own,” Yudkowsky tells me. He thinks such a machine may not be far off. “My sense is that we are zero to two breakthroughs” away from AGI, he says. He refuses to speculate in detail on when an AGI might be built—“How would I know that, man? I ain’t no oracle!”—but he is confident that it will arrive, perhaps in “more like five years than fifty years.”2 And when it does, he says, it will set about making itself more powerful, gaining control of more resources and more computing power to increase its own intelligence. The problem that Yudkowsky sees is that, while AGI is inevitable, its servitude is not. An AGI’s goals, he fears, won’t be the same as ours. Whatever those goals are, says Yudkowsky, humanity will almost certainly be in its way—so it’ll kill us all once it has found a surefire way to do so.

The idea of AGI is taken quite seriously by many people in the tech industry, as are Yudkowsky’s concerns and desires. Ever since a new generation of AI caught the public imagination with the launch of ChatGPT in late 2022, some AI researchers and tech executives have been warning journalists and government officials about the “existential threat” that out-of-control AGI could pose to humanity. Without careful regulation and industry agreements, they say, Yudkowsky’s worst fears could be realized. Yudkowsky himself goes further: He wants all advanced AI research shut down immediately, via international agreement, until there is a method to ensure any future AGI is unlikely to wipe out humanity. And he wants that shutdown enforced with a nuclear threat. “Make it explicit in international diplomacy that preventing AI extinction scenarios is considered a priority above preventing a full nuclear exchange, and that allied nuclear countries are willing to run some risk of nuclear exchange,” he wrote in Time magazine in 2023.3

Not everyone in AI agrees with Yudkowsky about these purported dangers, and fewer agree that a total shutdown of AI research is a good idea. It’s unlikely that Yudkowsky could broker an international agreement anyhow—he doesn’t have enough political influence to do that. But his ideas do carry weight with some of the politically connected leaders of the tech industry. One of them is Sam Altman, the CEO of OpenAI, the company behind ChatGPT; he’s suggested that Yudkowsky may eventually “deserve the Nobel Peace Prize” for his work on AI.4

Altman doesn’t want to shut down AI research, but he agrees with Yudkowsky that AGI is inevitable and could be coming soon. He also agrees that once AGI does arrive, it will be able to improve itself, leading quickly to a radically different future. “The technological progress we make in the next 100 years will be far larger than all we’ve made since we first controlled fire and invented the wheel,” Altman claims. “This technological revolution is unstoppable. And a recursive loop of innovation, as these smart machines themselves help us make smarter machines, will accelerate the revolution’s pace.” In an essay on his personal website, Altman declares that this inexorably approaching future will involve computer programs doing “almost everything, including making new scientific discoveries that will expand our concept of ‘everything.’” Altman envisions AI taking over all services, manufacturing, and production. “Imagine a world where, for decades, everything—housing, education, food, clothing, etc.—became half as expensive every two years,” he writes. “This revolution will create phenomenal wealth . . . [but] the world will change so rapidly and drastically that an equally drastic change in policy will be needed to distribute this wealth and enable more people to pursue the life they want.”

In his essay, Altman lays out a vision of “capitalism for everyone” as the solution to the policy problem he describes. “The best way to improve capitalism is to enable everyone to benefit from it directly as an equity owner,” he writes. To accomplish this, he proposes that the very wealthiest companies give a small amount of their value to the public each year. This would be accomplished through a tax on those companies, paid in shares, which would then be distributed evenly among the American public. That tax must be much smaller than the average growth rate of the companies—but, Altman assures us, “once AI starts to arrive, growth will be extremely rapid,” allowing the tax rate to be high enough to provide substantial income for Americans through shares of the companies so taxed. “Poverty would be greatly reduced and many more people would have a shot at the life they want,” Altman writes. “If everyone owns a slice of American value creation, everyone will want America to do better. . . . The new social contract will be a floor for everyone in exchange for a ceiling for no one, and a shared belief that technology can and must deliver a virtuous circle of societal wealth.” As a parenthetical aside, Altman notes that “strong” government will still be needed “to make sure that the desire for stock prices to go up remains balanced with protecting the environment, human rights, etc.” He goes on to consider details of how this plan might be implemented—he suggests making the tax part of the US Constitution—and argues that a “pro-business and pro-people” plan like his would be politically popular. “The changes coming are unstoppable,” Altman’s essay concludes. “If we embrace them and plan for them, we can use them to create a much fairer, happier, and more prosperous society. The future can be almost unimaginably great.”5



Altman’s policy proposals seem outlandish, but they carry some weight, if only because of his access to government. Altman has testified before the US Senate and met with Joe Biden while he was president. A few months after the explosive launch of ChatGPT, Altman went on a world tour, meeting with political leaders and venture capitalists in dozens of countries to discuss the present and future of AI. Around that same time, the New York Times wrote that Altman’s “grand idea” was that his company, OpenAI, “will capture much of the world’s wealth through the creation of AGI and then redistribute this wealth to the people.”6 With that lens, his essay takes on a new meaning. Altman apparently wants to make the United States into one enormous company town, with shares in OpenAI replacing the dollar. The US government would become, in effect if not in law, a division of the company, responsible for disbursing company dollars to us, the public. This would, Altman hopes, encourage us to think of OpenAI’s success as America’s success and as our own—Altman explicitly makes this identification in his essay. All products would come from OpenAI in his proposed future, because in that future AI does literally everything, meaning that the company dollars can only be spent at the company store. (Those company dollars are ostensibly shares, but since the amount given out each year is capped below the growth rate of the company, Altman and the board would always retain control of OpenAI, and the shares owned by the American public would never get anywhere near an appreciable fraction of company ownership.) Thus, Altman’s promise of goods halving in price every two years would depend solely on his goodwill, because things will cost whatever Altman and the OpenAI board want them to cost. This is a proposal for total capture of the national economy, making Altman functionally the king of the United States and possibly the world. He has been quite explicit about replacing money: in 2024, he said that in the future, instead of a universal basic income, there might be “universal basic compute,” allocating people time on a future GPT model that can (somehow) produce anything they need.7 The page on Altman’s website hosting his essay contains a surprisingly clear indication of this dream. At the top of the page, there’s an interactive illustration of a pile of dollar bills. Hover your mouse over them, and the dollars turn into computer chips.

*   *   *

Altman’s power fantasies and Yudkowsky’s nightmares are pieces of a bigger picture of the future, one shared by many of the wealthiest and most influential people in the tech industry. That future is straight out of science fiction: people’s minds uploaded into computers to live for all eternity in a silicon paradise, watched over by a benevolent godlike AI; a ceaselessly expanding empire spanning the stars, disassembling planets, and consuming galaxies; all needs satisfied, all fears assuaged, all desires sated through the power of unimaginably advanced technology.

The tech billionaires aren’t coy about this. Like Altman, they talk about such futures as inevitable, or the only good option aside from extinction. Jeff Bezos has repeatedly said that he wants a trillion people living in space to enable a future of perpetual growth, lest we “stagnate” here on Earth. Elon Musk has been tweeting for years about the importance of going to Mars and beyond to save humanity. “The true battle is: Extinctionists who want a holocaust for all of humanity, versus Expansionists who want to reach the stars and Understand the Universe,” he wrote.8 And Marc Andreessen wants an eternally triumphal “techno-capital machine” to conquer the cosmos with AI and the power of entrepreneurship.9 Other tech billionaires have provided millions of dollars to the effective altruism community, which is doing academic work to provide a moral argument in favor of this kind of future. They’ve also given comparable sums to the rationalist movement, a community that developed around Yudkowsky’s fears of an AI apocalypse derailing the glorious future promised by technology.



That future, Altman and his fellow billionaires claim, will be good for everyone. They also claim it’s based on sound science, that this is just the future as revealed by a close study of technology and its development. These claims are, at best, deeply questionable. But the tech billionaires and the groups they fund seem to earnestly believe them, despite the evidence against such ideas. That’s not a huge surprise—these futures are deeply seductive. They offer the promise of something that even billions of dollars can’t buy: transcendence of all limits, even of mortality itself. And in the meantime, before the promised future arrives, its pursuit offers absolution. The credence that tech billionaires give to these specific science-fictional futures validates their pursuit of more—to portray the growth of their businesses as a moral imperative, to reduce the complex problems of the world to simple questions of technology, to justify nearly any action they might want to take—all in the name of saving humanity from a threat that doesn’t exist, aiming at a utopia that will never come. The carbon footprint of Amazon’s shipping network or SpaceX’s rocket fleet can’t possibly matter as much as hastening the glorious immortal future of humanity in space. And if that future never comes, that just means the excuse of its pursuit will never wear out. If the apocalypse actually arrived, the doomsday cult leader would lose their followers.

More than anything, these visions of the future promise control by the billionaires over the rest of us, just as in Altman’s essay. But that control isn’t limited to the future—it’s here, now. Their visions of the future are news; they inform the limits of public imagination and political debate. Setting the terms of such conversations about the future carries power in the present. If we don’t want tech billionaires setting those terms, we need to understand their ideas about the future: their curious origins, their horrifying consequences, and their panoply of ethical gaps and scientific flaws.






1

NOT FADE AWAY

A few years ago, I was sitting at a table outside the undergraduate library on the Berkeley campus on a gorgeous afternoon in late summer, quietly working on a project with a few colleagues who were there with me for a small workshop. Taking a moment to sit and think about what I was doing, my attention—a flighty thing even at the best of times—was caught by a snippet of conversation from the next table over between two students, one older, the other in their first year. The former was trying to sell the latter on a student group promoting effective altruism, a new approach to charitable giving. The older student described it as a fun way to socialize with other students while doing something worthwhile, and he capped off his pitch with a personalized addition for the younger student, who was studying engineering. “A lot of effective altruists are engineers,” he said, “because they like to optimize the shit out of things.”

I chuckled quietly, and then had to explain to the others at my table why, and what I knew about effective altruism. What I didn’t know was that several years earlier, in 2012, a similar conversation had happened on the other side of the country, between Will, a young philosopher specializing in ethics, and Sam, a junior at MIT. Sam was trying to figure out what to do with his life, and at an Au Bon Pain next to Harvard Square, Will pitched him on a central concept of effective altruism: “Earn to give,” the idea, roughly, that one of the best ways to make the world a better place is to make a large amount of money, and then donate much of that money to worthy causes that help people.1 Sam nodded, saying simply, “Yep. That makes sense.” He took Will’s advice—and his philosophy—and ran with it. He adopted effective altruism wholeheartedly, taking it with him to a job at Jane Street, a Wall Street firm specializing in high-frequency trading. After a few years working there as a trader (he claimed that he donated about half of his salary there to charity), Sam left to take a job alongside Will, as director of business development for the Centre for Effective Altruism (CEA).2 Shortly after that, Sam’s career really took off.

Sadly, today Will and Sam aren’t as friendly as they used to be. “I don’t know which emotion is stronger: my utter rage at Sam (and others?) for causing such harm to so many people,” Will wrote in November 2022, “or my sadness and self-hatred for falling for this deception.”3

*   *   *

It’s not possible to give a good explanation of what happened between Will and Sam—and what Sam did that angered Will (and many, many others)—without first explaining effective altruism. Effective altruism seems relatively straightforward on the face of it: evaluate the best ways to make the world a better place, and then devote as much money and time as you can to those efforts. The core of the idea goes back to the philosopher Peter Singer, a professor of ethics at Princeton. Singer has advocated that everyone should give all (or very nearly all) of their disposable income to charity.4 His most famous argument for this idea starts with a simple thought experiment.

Suppose you’re taking a walk down a reasonably busy path in a small park. It’s a bit chilly outside, so you’re wearing a sweater—maybe a pretty nice sweater, cashmere or something like that—and a comfortable yet fashionable coat over it. As you stroll down the road, you come upon a muddy pond, and you immediately see that a child is drowning. In fact, the child appears to be on the verge of sinking entirely into the opaque, slimy waters, barely able to call for help. Nobody else has spotted the child, or if they have, they don’t seem to care, hardly slowing down as they walk past. Every second counts, but luckily the water is pretty shallow, so if you hurry, you know you can wade into the pond and save the kid. But you also know that jumping in immediately would probably ruin your nice sweater, your favorite coat, and the rest of your clothes. And it seems like you won’t be able to see the child once they slip below the surface of the pond, so your best chance to reach them in time is to jump in immediately without stopping to remove your clothes. What do you do? Do you rescue the child? Is the time and money you’ll have to spend replacing your clothes worth saving a life? Or are the clothes and money more important?

Nearly everyone would agree that saving the child is always the right move here and is definitely worth spoiling your clothes. But, Singer argues, if that’s so—if a set of clothes is always less valuable than the life of a child—then surely it doesn’t matter where the child is. And, as Singer goes on to point out, it is in fact at least as easy for a moderately affluent person to save the life of a real impoverished child in another part of the world as it is to save the life of the hypothetical nearby child drowning in the muddy pond. “We are all in that situation of the person passing the shallow pond,” wrote Singer in his 1997 essay “The Drowning Child and the Expanding Circle.” “We can all save lives of people, both children and adults, who would otherwise die, and we can do so at a very small cost to us: the cost of a new CD, a shirt or a night out at a restaurant or concert, can mean the difference between life and death to more than one person somewhere in the world—and overseas aid agencies like Oxfam overcome the problem of acting at a distance.”5

As it turns out, Singer was probably incorrect about the cost of saving one life for these relief agencies. While advertising materials for such charities sometimes state that lives can be saved for less than $100, a more realistic estimate is likely to be around $5,000.6 But Singer’s point still stands, and his thought experiment is easy to modify to account for this: If we say that you happen to be borrowing an exceptionally nice designer jacket from a wealthy friend while you’re out on your walk, you’d probably still elect to save the child even if it means replacing your friend’s jacket. Or we could imagine a situation where you’re out with a large group of friends, and all of you need to jump into a muddy pond to pull a child free, each of you losing several hundred dollars’ worth of clothing, cell phones, and other personal items in the process. There are counterarguments to Singer’s position, but most of them are aimed at the most extreme conclusion that can be taken, namely that all of one’s disposable income should be spent on efforts to save lives around the world.7 Even if that’s not true, Singer’s argument does suggest that we should be spending more on saving lives than most of us usually do.

While Singer’s argument is compelling, his overall approach to ethics is less persuasive. Singer is a utilitarian. Utilitarians believe, roughly, that acting ethically means making choices that lead to the greatest good and least suffering, maximizing an abstract quantity known as “utility.” Singer includes animals in this moral calculus. He has advocated against factory farming and in favor of vegetarianism, and his writings on those subjects are quite influential among animal-rights activists. But taking a utilitarian view of ethics, in its most basic form, reduces ethical questions to an optimization problem: What actions will lead to the largest amount of utility in the world? The obvious follow-up questions are about what constitutes “utility” and how to know what actions will promote it, neither of which are clear. Modern utilitarians have introduced nuance into their positions to handle such questions. Nonetheless, sometimes even more sophisticated forms of utilitarianism can lead to troubling—or even abhorrent—conclusions regarding the best way to promote the greater good and avoid suffering. For example, Singer has said that euthanasia of infants with significant disabilities, as well as adults with advanced dementia, is morally acceptable under certain circumstances.

Unsurprisingly, Singer is infamous for his views on euthanasia. Aside from that, he’s probably best known for his views on animal rights. But it was his argument for giving more to charity that had the most influence on William MacAskill—Will—and a small group of his fellow philosophers. In 2009, while in graduate school at Oxford, MacAskill cofounded the nonprofit Giving What We Can, along with Toby Ord, another philosopher there. The organization asks members to pledge 10 percent of their income to charity until they retire. Mac­Askill and Ord signed the pledge themselves. “I was on board with the idea of binding my future self—I had a lot of youthful energy, and I was worried I’d become more conservative over time,” recalled MacAskill.8

Ord and MacAskill weren’t merely interested in donating as much money as they could—they wanted to figure out the best way to donate that money to help people. Ord had been donating 25 percent of his income to charity and had determined the best place to send that money was a foundation treating blindness in developing countries. MacAskill persuaded him that charities aimed at eliminating intestinal parasites were a better choice, pointing to economic research that suggested such charities were a hundred times more cost-effective. Further research suggested that charities deploying malaria nets in the tropics might save even more lives for each dollar spent.9 MacAskill, Ord, and several others would later dub this data-driven approach to charitable giving “effective altruism,” or EA; even before settling on a name, MacAskill and Ord set about evangelizing for the idea, asking friends and colleagues to sign the 10 percent pledge. When they started Giving What We Can, “we had twenty-three members, and most of them were friends of Toby’s and mine,” MacAskill recalled.10 MacAskill also cofounded another organization, 80,000 Hours—named for the amount of time spent over the course of a lifetime at a typical forty-hour-a-week job—which focused on providing research-based advice on the best careers to pursue to help other people, including the idea of earning to give.11

Meanwhile, MacAskill himself was thriving. In 2015, his first book, Doing Good Better, was published, a 272-page argument for the EA approach to charitable giving. That same year, at age twenty-eight, he became an associate professor of philosophy at Oxford, one of the youngest associate philosophy professors in the world at the time.12 He cofounded CEA, yet another nonprofit organization, which subsumed Giving What We Can and 80,000 Hours into one institutional home.13 His organizations gave away $9.8 million in grants in 2019 alone, and $2.5 billion in donations had been pledged by over seven thousand people by 2022, the year his second book came out.14

That book, What We Owe the Future, advocates for something much less straightforward than the benefits of malaria nets in the developing world. MacAskill argues not only for EA but for a specific strain of EA thought known as “longtermism.” “Future people count. There could be a lot of them. We can make their lives go better,” he writes at the start of the book.15 “What we do now will affect untold numbers of future people. We need to act wisely.”16 Extending Singer’s analogy, MacAskill argues that temporal distance shouldn’t be any more relevant to our moral reasoning than spatial distance. “Distance in time is like distance in space. People matter even if they live thousands of miles away. Likewise, they matter even if they live thousands of years hence. . . . Just as the world does not stop at our doorstep or our country’s borders, neither does it stop with our generation, or the next.”17

Most people would agree with MacAskill that we have moral obligations to future generations. Appeals to fight global warming and save fragile ecosystems often invoke a form of this logic, as do arguments for cultural preservation, such as archiving dying languages or preserving ancient artwork. MacAskill is fully on board with such projects. But longtermism implies a great deal more than that. MacAskill’s book argues that trying to leave a better world for those who come after us isn’t enough—we must also try to ensure that as many people come after us as possible. This is not just about making future generations larger; it’s about maximizing the probability that there are as many of those generations as possible, filled to the brim with happy people. MacAskill is thinking about the truly long term. “To illustrate the potential scale of the future, suppose that we only last as long as the typical mammalian species—that is, around one million years. Also assume our population continues at its current size. In that case, there would be eighty trillion people yet to come; future people would outnumber us ten thousand to one.”18 (To put that into perspective, that would mean that currently living humans would be outnumbered by our descendants in the same proportion as the residents of San Francisco are outnumbered by the rest of the world.) We have an obligation to try to make the lives of those humans as good as possible, according to MacAskill. And he claims we are uniquely positioned to do so. “If humanity survives to even a fraction of its potential life span, then, strange as it may seem, we are the ancients: we live at the very beginning of history, in the most distant past. . . . Few people who ever live will have as much power to positively influence the future as we do.”19

That influence, he claims, extends to whether there will be even more than the aforementioned eighty trillion future humans. About a billion years from now, the Sun’s increased heat will vaporize the Earth’s oceans, kicking off a runaway greenhouse effect that will make the Earth lethal for water-based life. If our species survives until then, somehow maintaining our present population of about eight billion people over that whole span of time, then there will be about one hundred quadrillion (one hundred million billion, or 1017) future people, twelve million for each human alive today.20 And if, instead of merely being limited to the Earth’s surface, we expand humanity out into space, the numbers of potential future humans become correspondingly astronomical. Over that same billion-year span, spacefaring humans could distribute themselves across the entirety of our Milky Way galaxy, home to at least one hundred billion planets. Even if only 1 percent of those are habitable by humans, that still leaves us with enough room for 1026 future humans over the next billion years, if there’s an average population of eight billion people per planet at any given time. But that isn’t the limit: other planets will have liquid water for far longer than a billion years. And if we can fill the Milky Way, why not the observable universe? If humanity fills the universe to the brim, a burgeoning population across the cosmos until essentially all stars die, the number of future humans could be closer to 1040. That’s ten million billion trillion trillion people, a one with forty zeroes after it.21 And this all presumes that our descendants remain human, with our bodies and brains of flesh. If we find a way to transfer human minds into computers, or our primary descendants are themselves conscious AIs, there could be a future filled with unnumbered myriads of electronic life, their silicon circuitry silently traversing the intergalactic voids until the heat death of the universe.

For MacAskill, it’s literally the more the merrier. As long as our descendants’ happiness outweighs their misery, his logic demands that the greater their numbers, the better the future is. He argues that we should be aiming for the most maximalist of these futures, as best we can. “The future of civilization could be literally astronomical in scale, and if we will achieve a thriving, flourishing society, then it would be of enormous importance to make it so.”22 Yet there are so many things that seem unlikely or impossible in these futuristic visions of the final frontier. The idea that our per-world population will remain at an average of eight billion for hundreds of thousands of years, much less millions or billions of years, is already quite suspect. As MacAskill himself notes, this is an unusual period of growth for the human population, and we’re already at an all-time high, which even near-term population forecasts suggest we won’t surpass by much. But putting that objection aside, there are far more serious ones to consider. Living in space is phenomenally difficult. There are no good candidates for long-term human habitation in our solar system, and given the distances involved, sending humans to other star systems is extremely unlikely to be anything other than science fiction. Transferring human minds into computers is probably impossible for a variety of good scientific reasons. Conscious AI may be somewhat more likely, but still far from certain—and sending such an AI into space would come with its own set of practical challenges and ethical concerns.

The likelihood of these futures is small, not just because they’re scientifically implausible but also because they’re rather specific, depending on so many large and small things falling into place, things that we can’t know about, like the individual desires and cultural norms of future humans. Yet the specious beauty of longtermism is that the vanishingly small likelihoods of futures that contain vast numbers of humans don’t actually matter. In MacAskill’s arithmetic, the low probabilities of those futures are outweighed by the number of humans inhabiting them, because the odds of such a future coming to pass, while extraordinarily low, are not zero. Say that there’s a one-in-ten-billion chance that humanity will spread out across the accessible portion of the observable universe. And say that there’s a one-in-ten-million chance that, if such a future does come to pass, a particular choice you make right now—like donating to a foundation that works on studying possible means of interstellar travel—will measurably help all the humans living in such a future. Then, in total, there’s a one-in-1017 chance that such a donation will help humans in such a future. (That’s around the same odds of winning the Powerball and being killed by lightning on the same day.)

If such a future in space did come to pass, the number of people who would live there would be unthinkably huge. Multiplying the fantastically small odds that you’re helping the inhabitants of such a future with your actions now by the even more fantastically huge number of hypothetical people that would inhabit such a future yields the “expected value,” the estimate of how many people will be better off, on average, if you were to make that donation. In this case, the answer comes out to about 1023 people, many trillions of times more than the number of people currently living—roughly the number of atoms in one breath of air. Thus, given the choice between making such a donation and some other hypothetical course of action that would measurably help every single person alive today, the mathematics of longtermism suggests that making the donation to the space propulsion think tank is the better choice. Helping all eight billion humans alive with a single action is a tall order, but that just deepens the problem: there’s no course of action impacting humans here on Earth right now that could possibly compare with the noble mission of helping future humans, because there simply aren’t enough humans alive right now to compete with the needs of the hypothetical quadrillions and quintillions of humans in our glorious-yet-improbable science-fictional future.

MacAskill states that his book is merely a case for longtermism, the idea that future people are an important factor in making ethical decisions, rather than a case for what he calls “strong longtermism,” the idea that future people matter more than anything else in making ethical decisions. He calls the case for strong longtermism “surprisingly strong” but insists it’s not what he’s defending.23 (He does defend it quite vigorously in a separate paper.)24 But he doesn’t have to—the vast numbers of humans in the futures he considers do the work for him. Taken seriously, the moral calculus of his book explicitly demands that such futures must be the overriding consideration in all choices we make about how to effect the most good in the world.

The primary source of the problem here is uncertainty: we don’t know what kind of future will come to pass. If we knew, for sure, that there were only two futures possible, one in which humanity goes extinct soon and another where we spread across the stars indefinitely, MacAskill’s case would be more compelling. But we don’t have that information. This gives the lie to MacAskill’s claim that temporal distance is like spatial distance. Distance in space is fundamentally different from distance in time because, while we do have telephones and airplanes, we don’t have time machines. We can talk with people from all over the world and even go visit them and ask them what they need. But we can’t go to the far future to find out what the people there need from us right now. MacAskill talks about this uncertainty at length in his book, but the drastic conclusions he draws about necessary actions right now, based solely on the possibility of these seemingly outlandish futures, seriously undermines that discussion. He is drawing conclusions that are far too strong based on little more than guesswork about what the distant future could hold. And MacAskill’s ability to forecast the future—even in the short term—is seriously questionable. Given far more information than most, he still didn’t accurately predict what would happen with Sam, just a few months after What We Owe the Future was published.



*   *   *

The fairly salient problems with longtermism weren’t enough to dampen interest in What We Owe the Future when it was published in August 2022. A week before the book came out, the New Yorker published a ten-thousand-word profile of MacAskill, with a headline dubbing him the “reluctant prophet of effective altruism.”25 The next day, the New York Times posted an interview with MacAskill conducted by Ezra Klein.26 And the day after that, Time ran a cover story on effective altruism and MacAskill, concluding that “if the future could be as vast and good as MacAskill thinks, it seems worth trying.”27 Once What We Owe the Future actually came out, it landed on the New York Times bestseller list almost immediately and stayed there for three weeks straight.28 Joseph Gordon-Levitt called the book “an optimistic look at the future that moved me to tears”; Stephen Fry said it was “a book of great daring, clarity, insight and imagination.”29 There were a few dissenting voices amid the media hype, but by and large, the launch of What We Owe the Future was a resounding success.30 (Full disclosure: What We Owe the Future was published by Basic Books, who also published this book, as well as my first book.)

In and of itself, none of this is particularly remarkable. Plenty of nonfiction books making bad arguments end up with a great deal of media attention and approval. But there’s often a reason for it. Books arguing that global warming isn’t a big deal get a lot of approving hype from the right-wing media, because it’s in their interest to further the narrative that global warming either isn’t real or doesn’t matter. Effective altruism and longtermism aren’t nearly as insidious or destructive as climate denial. But like climate denial, EA has a great deal of corporate money supporting it. Nearly all of that money is coming from the tech industry in the form of donations to the various EA charities. The single largest donor to Effective Ventures—the umbrella nonprofit that now houses CEA, 80,000 Hours, Giving What We Can, and several other EA organizations—is Open Philanthropy, a foundation whose approach to charitable giving is itself based on EA.31 Open Philanthropy is mostly funded through the fortune of Dustin Moskovitz, one of the cofounders of Facebook, and his wife, Cari Tuna. As of August 2024, Open Philanthropy has donated over $200 million to Effective Ventures and its constituent organizations.32

Other nonprofits in the wider EA ecosystem have received even more lavish tech funding. “Existential risk”—threats to humanity as a whole, like the AI apocalypse envisioned by Yudkowsky—is one of the major areas of EA concern. The Future of Life Institute (FLI) is a nonprofit with ties to the EA community that is focused specifically on avoiding such “extreme large-scale risks” from technology.33 FLI also has strong ties to the tech industry. It was cofounded by Jaan Tallinn, an Estonian tech billionaire who helped develop Skype and Kazaa; Elon Musk has also donated $14 million to the nonprofit.34 But the overwhelming majority of FLI’s money comes from a single source: Vitalik Buterin, the cocreator of the cryptocurrency Ethereum, donated over $650 million (in the form of a different cryptocurrency called Shiba Inu) to FLI in 2021—instantly putting it on a similar financial footing to more well-known and influential think tanks like the Brookings Institution.35

EA and longtermism are quite compatible with other causes that have been loci of lavish tech industry interest and funding since well before MacAskill met Ord. The longtermists’ idea of a good future requires a phenomenal level of growth—growth in population, in economic productivity, in energy usage, in accessible natural resources. The desire for growth is a general feature of much of capitalism. But the idea of a big future filled with virtually unlimited growth, a future of the specific sort longtermism proffers, has held a great deal of currency in Silicon Valley for decades.36 The most salient example of this is the concept of a technological singularity, usually referred to as the Singularity.

Believers in the Singularity claim that technological progress has been accelerating and will continue to do so, leading to a singular point where so much change happens so rapidly that the fundamental nature of daily human life will transform beyond all imagination or comprehension. Superintelligent AI and human-machine hybrids will usher in a utopia, end scarcity, and make biomedical discoveries that will allow us to live forever or nearly so. Bounded only by the laws of physics, there will be no practical limit to what a post-Singularity civilization can achieve. According to Ray Kurzweil, the most prominent exponent of the Singularity, the current rate of technological change strongly suggests that the Singularity is coming very soon indeed—no later than twenty years from now, in 2045. “Ultimately, it will affect everything,” he claims. “We’re going to be able to meet the physical needs of all humans. We’re going to expand our minds and exemplify these artistic qualities that we value.”37

There’s little scientific basis for the idea of a Singularity and all the attendant miracles it will supposedly perform. Nonetheless, the idea is astonishingly common in Silicon Valley and across the entire tech industry. Kurzweil isn’t some kind of marginal figure. He is a director of engineering at Google, and his books on the Singularity have been bestsellers. “The Singularity is a new religion—and a particularly kooky one at that,” said computer scientist and artist Jaron Lanier. “The Singularity is the coming of the Messiah, heaven on Earth, the Armageddon, the end of times. And fanatics always think that the end of time comes in their own lifetime.”38

This religion is predicated on growth. And the Singularity and longtermism are far from its only manifestations. Rhetoric about the necessity of limitless growth to save the world is commonplace among some of the most prominent tech CEOs. “I believe and I get increasing conviction with every passing year, that Blue Origin, the space company, is the most important work that I’m doing,” said Jeff Bezos in 2018. “I’m pursuing this work, because I believe if we don’t we will eventually end up with a civilization of stasis, which I find very demoralizing. I don’t want my great-grandchildren’s great-grandchildren to live in a civilization of stasis.” Then he explained the origin of his concerns:

If you take baseline energy usage globally across the whole world and compound it at just a few percent a year for just a few hundred years, you have to cover the entire surface of the Earth in solar cells. That’s the real energy crisis. And it’s happening soon. And by soon, I mean within just a few 100 years. We don’t actually have that much time. So what can you do? Well, you can have a life of stasis, where you cap how much energy we get to use. . . . Stasis would be very bad, I think. . . . [But] the solar system can easily support a trillion humans. And if we had a trillion humans, we would have a thousand Einsteins and a thousand Mozarts and unlimited, for all practical purposes, resources and solar power unlimited for all practical purposes. That’s the world that I want my great-grandchildren’s great-grandchildren to live in.39

In a talk he gave in 2019, Bezos elaborated on the dangers of stasis: “A life of stasis would be population control combined with energy rationing. That is the stasis world that you live in if you stay [on Earth].” 40 Meanwhile, Elon Musk sees the alternative to growth as more dire than stagnation and rationing: he has framed the quest for space colonies in Manichean terms, a struggle between “the light of consciousness” and the perpetual darkness of extinction.41 Musk and Bezos aren’t alone in such ideas. They’re quite common among tech CEOs and venture capitalists, dreaming of a perpetual future of investment opportunities in deep space. The cleanest formulation of this thesis comes from the Anatomy of Next podcast, created by Founders Fund, a major tech venture capital (VC) firm. “Human destiny is a binary choice. We can build whole new worlds, around new stars, or we can fade away,” Mike Solana, host of the podcast and chief marketing officer of Founders Fund, proclaimed. “This is a podcast about never fading away.” 42

This choice between perpetual growth and the end of humanity is a false dichotomy. Other good futures are possible—and perpetual growth is impossible. Historically, economic growth has always been tied to growth in energy usage. Just as the global GDP has grown, on average, by 3 to 5 percent annually over the past few decades, so has energy usage grown by 3 percent annually, on average, since then. But that can’t continue indefinitely. If humanity’s energy usage continues to grow by a more modest 2.3 percent per year, then in about four hundred years, we’d reach Earth’s limit—we’d be using as much energy as the Sun provides to the entire surface of the Earth annually. (Other nonrenewable energy sources would have long since run out by this point, with the possible exception of uranium. But at that level of energy consumption, the laws of physics guarantee that waste heat would boil the oceans anyhow.)43 This is what Bezos was referring to: for energy usage to continue to grow past that point, we would have to leave Earth. Yet Bezos seems to have missed a crucial point: while it’s true that the energy available on Earth is finite, the energy available in space is just as finite, and just as subject to limits on growth. If growth in humanity’s energy usage were to continue at the same rate past the four-hundred-year mark, in 1,350 years we’d be using all the energy produced by the Sun; 1,100 years after that, we’d be using all the energy produced by all the stars in the Milky Way. And about 1,250 years after that, 3,700 years from right now, we’d be using all the energy produced by all the stars in the observable universe.44 If Bezos believes that ceasing to grow our energy usage must lead to a culture of stagnation, he’d better get used to the idea. Sometime in the next 3,700 years—only about 80 percent of the present age of the Great Pyramid at Giza—humanity must stop growing its energy use. And it’s probably going to happen much sooner than that.45

Yet the false promise of endless growth as a singular utopia, the only conceivable worthwhile destiny for humanity, shines undimmed by such considerations. Instead, just as with any group that has glimpsed paradise, proponents of this type of future are primarily concerned with imagined fears that could prevent their implausible visions from coming to pass. This allows them to focus on problems they’ve invented, rather than the real problems that currently face humanity. One of those imaginary problems is the idea that we’re not using enough energy, a concern Bezos shares with Marc Andreessen, the internet pioneer and venture capitalist. A variation on this point is made by MacAskill in What We Owe the Future. He acknowledges that there are ultimate limits to economic growth and energy use, but he believes it’s imperative that we continue to grow until we have enough technology to prevent the extinction of humanity.46 (He’s rather vague about what that would look like.) “My concern here is not just with a slowdown in innovation but with a near halt to growth and a plateauing of technological advancement,” he writes in a chapter titled “Stagnation.” “Stagnation could plausibly be one of the biggest sources of risk of extinction or permanent collapse that we face.” 47

These fears are a sort of twist on a standard fear about ending growth: that it will lead to a recession or worse. (“Worse” can mean fears of war and the end of humanity, concerns that MacAskill and the longtermists share.) But there’s another bogeyman that’s truly unique to the tech industry. According to Yudkowsky’s rationalists, the most pressing challenge in the world is AI alignment: how to ensure that an AGI will have goals and desires that are compatible with those of humanity. The rationalists claim that, without AI alignment, we are hurtling toward an imminent future where the world is in thrall to a superintelligent machine that is not evil per se, but simply does not care about humans and their desires, and has the power to use the raw resources of the Earth—including those that currently compose human bodies—to do whatever it likes.

This apocalyptic vision is the obverse of the Singularity’s AI-fueled utopia, and the reasoning behind it is similarly specious—particularly the claim that working to prevent this scenario is the most impor­tant problem facing humanity today. Like the tech billionaires’ fears of stagnation and fading away, the rationalists’ obsession with AI alignment allows them to ignore the real problems of today in favor of the imaginary problems of tomorrow. Longtermism has this problem too, as Peter Singer himself has pointed out. “Viewing current problems—other than our species’ extinction—through the lens of ‘longtermism’ and ‘existential risk’ can shrink those problems to almost nothing, while providing a rationale for doing almost anything to increase our odds of surviving long enough to spread beyond Earth,” he writes. “When taking steps to reduce the risk that we will become extinct, we should focus on means that also further the interests of present and near-future people.” 48

MacAskill and other proponents of effective altruism and longterm­ism have said that this isn’t their view, that effective altruism doesn’t say the ends justify the means. “A clear-thinking EA should strongly oppose ‘ends justify the means’ reasoning,” MacAskill wrote.49 But Singer is right. It’s easy to adapt the moral framework of longtermism to fit into the ideology of your choice. Almost anything can be justified in the name of saving the future of civilization.



This is the entire point. As long as billionaires like Elon Musk and Jeff Bezos couch the rationale for their behavior in the apocalyptic terms of longtermism and related ideas—that is, as long as they say that they’re doing what they’re doing in order to save the future of humanity—then they can cast their critics as enemies of civilization and our species. Musk has done precisely that, quite explicitly: he has said that longtermism “is a close match for my philosophy” and claims that he is simply taking the actions he must take to preserve humanity.50 “Elon’s concept that SpaceX is on this mission to go to Mars as fast as possible and save humanity permeates every part of the company,” says Tom Moline, a former SpaceX engineer. “The company justifies casting aside anything that could stand in the way of accomplishing that goal, including worker safety.” Moline was fired after making complaints about the workplace at SpaceX. A 2023 Reuters report uncovered over six hundred workplace injuries, including amputations, head wounds, and one death. Most were never reported to OSHA. According to Reuters, SpaceX’s “lax safety culture, more than a dozen current and former employees said, stems in part from Musk’s disdain for perceived bureaucracy and a belief inside SpaceX that it’s leading an urgent quest to create a refuge in space from a dying Earth.”51

Such monomania makes things simple. Rather than responding in a meaningful way to legitimate criticism—or examining the complicity that they and their companies share in the problems of today—tech billionaires can brush off their critics as lacking sufficient vision to understand their goals. “I have won this lottery, it’s a gigantic lottery, and it’s called Amazon.com. And I’m using my lottery win­nings to push us a little further into space,” Jeff Bezos said in 2017. “We need to build reusable rockets, and that is what Blue Origin is dedicated to . . . taking my Amazon lottery winnings and dedicating [them] to [that]. . . . It’s a passion, but it’s also important.”52 Don’t look at the horrifying labor conditions at the local Amazon fulfillment center. Look at the shiny rocket instead. Ignore the problems of this world. Everything will be better in space.

*   *   *

There is an entire ideology at work here, sprawling and ill-defined. It’s fueled by a collection of related desires and shared by a set of influential individuals and communities in the tech industry and the San Francisco Bay Area. These groups—the longtermists, the advocates of the Singularity, the rationalists, and more—share deep connections. They’re connected directly by people—there’s a great deal of overlap in membership among these groups—and they’re connected by a set of common aims and beliefs. Specifically, their ideas have three impor­tant features in common, features that go some way toward explaining the popularity of these ideas within these groups and the tech industry at large.

First, these ideas are reductive, in that they make all problems into problems about technology. All the ills of the world will be solved when the Singularity arrives, or when the superintelligent AI solves them for us, or when we go into space. Global warming can be solved with nanotechnology.53 Illness and death, and all the other problems that come with having a body, can be solved by transferring your mind into a computer. Social problems and political problems—like the problems created by tech companies themselves—are dismissed as irrelevant or unimportant when compared to more urgent problems, like avoiding the creation of an improperly aligned AI or the plight of the hypothetical unborn quadrillions of humans that could live on the other side of the cosmos a billion years from now. It is a philosophy made by carpenters, insisting the entire world is a nail that will yield to their ministrations.

Second, these ideas are profitable, aligning nicely with the bottom line of the tech industry via the promise of perpetual growth. Bezos equates the end of growth with a “civilization of stasis.” The longtermists talk about the importance of growing the human species as large as we possibly can, in order to create the largest number of happy lives. The venture capitalists at Founders Fund say an endless future of expansion is the only good one for humanity. The justifications sound noble, but the goal is the same: growth at all costs, growth that will carry corporate profits and billionaires’ portfolios up along with it.

Third, and perhaps most importantly, these ideas offer transcendence, allowing adherents to feel they can safely ignore all limitations. Go to space, and you can ignore scarcity of resources, not to mention legal restrictions. Be a longtermist, and you can ignore conventional morality, justifying whatever actions you take by claiming they’re necessary to ensure the future safety of humanity. Hasten the Singularity, and you can ignore death itself, or at least assure yourself that you can put it off for a few billion years.

This umbrella of related concepts and philosophies, which I’ll call the ideology of technological salvation, sits at the core of the worldview held by many venture capitalists, executives, and other “thought leaders” within the tech industry. This ideology promises a glorious future: technological progress, unchecked. Align the AI, avert the apocalypse, and technology will handle the rest. Humanity will expand across the cosmos, exploiting ever-increasing stores of natural resources. All limits to economic growth and energy usage will melt away. The AI will extend our lifespans by a trillion-fold, merging with us or uploading our minds into its silicon paradise. The messy details of sectarian conflict, political struggles, identity politics, and inequality of all kinds will be rendered irrelevant. Working to hasten this utopia by optimizing the shit out of things is the greatest possible good.

This future (or set of futures) doesn’t work. Picking just one example, there’s no good, scientifically based argument that the future of humanity will be any more secure if we build a settlement on Mars—doing so might actually make the future less secure—nor does the technology to build such a settlement exist right now. Indeed, there’s good reason to think that it’s effectively impossible to put a self-sustaining human civilization on Mars (at least, not without radically restructuring human biology, which may also turn out to be impossible). The radiation levels are too high, the gravity is too low, there’s no air, and the dirt is made of poison. There are many other problems with this idea, and it’s one of the simpler ones involved in these visions of the future. Interstellar travel makes going to Mars look like running a quick errand after work. Differences between computer architecture and human neurophysiology (not to mention the difficulty of in vivo, atomic-scale brain scanning) make transferring a human mind to a computer a dubious prospect at best. The list of problems goes on. But these problems are no obstacle to the ideology of technological salvation, which garbs itself in the raiment of science, understanding the power held by the imprimatur of scientific truth. Science is invoked as justification for the claims made by the ideology on the one hand, while actual scientific concerns about the plausibility of these claims are dismissed by the other hand, just as easily as all other limitations are dismissed.

EA and longtermism fit neatly into this picture. It doesn’t matter that we’re ignoring the plight of island nations in the Pacific as they’re swallowed by rising oceans and battered by global-warming-fueled storms, and it doesn’t matter that there’s good scientific reasons to doubt that humanity can spread across the cosmos. There just needs to be a one-in-a-quintillion chance that such a future could come to pass, one where decillions of people who don’t yet exist will live on planets we haven’t discovered, using technology that might never be possible to build.

Despite his insistence that the ends don’t always justify the means for effective altruists, at times MacAskill has come close to endorsing a version of EA that sounds remarkably like a new gospel of wealth, giving the wealthy a patina of moral rectitude, especially when he’s talking about earning to give. “Obviously there’s some worry that you’re disconnected and lose your values, but I’m coming around to the idea that the rate of doing that via earning to give is no worse than the rate of doing that through direct impact,” he says. “If you’re earning to give, you’re in a cushy lifestyle—you’re giving away 50 percent, but you’re still on a nice salary—working with very smart people, and you know that the impact you’re having is absolutely huge because you’re able to donate to these very well-evidenced charities.”54

Earn to give is predicated on the idea that the source of the money just isn’t as important as the causes it goes to. In a paper laying out the moral case for earning to give, MacAskill writes that it is often “ethically preferable to pursue philanthropy through a higher paid but morally controversial career,” like “working for a petrochemical company, working for a company involved in the arms industry, and some careers within finance, such as those that involve speculating on wheat, thereby increasing price volatility and disrupting the livelihoods of the global poor.”55 Hence EA’s cozy connections with tech billionaires, which MacAskill and other leaders of the movement have cultivated. His friend Sam, meanwhile, became one of those billionaires. And when Sam set up a charitable giving fund, he offered MacAskill a leadership position in it. Sam’s money was coming from cryptocurrency, a notoriously volatile and environmentally destructive set of financial instruments. He assured MacAskill that he’d purchased carbon offsets and was pushing to decrease the carbon footprint of the crypto industry overall.56 So MacAskill accepted Sam’s offer, and helped to dole out his fortune. But as it turned out, MacAskill was right: sometimes, the ends don’t justify the means.

*   *   *



While Sam was working at the Centre for Effective Altruism, he started thinking about ways to earn very large amounts of money so he could make a bigger impact on the world (or so he claimed later).57 He found one in the form of Bitcoin arbitrage—taking advantage of local differences in the exchange rates between Bitcoin and normal “fiat” currencies, like the US dollar and the Japanese yen. Sam knew that in theory, it was possible to make money by buying bitcoin in dollars, selling it in yen, and then exchanging the yen back into dollars. In practice, Japanese banking regulations intended to prevent money laundering and other criminal activities made this set of trades next to impossible to perform.

What happened next isn’t entirely clear. According to Sam, he found a small, rural Japanese bank willing to process the transactions he wanted to make. One of Sam’s EA connections in Japan set up an account there. Starting with $50,000, Sam’s new company, Alameda Research, started making trades, shuttling Bitcoin back and forth between the United States and Japan with a 10 percent return every day. Once he had proven he could do this consistently, Sam used his EA connections again. He started hiring; his first fifteen employees came from the EA community. “This thing couldn’t have taken off without EA,” said Nishad Singh, one of Sam’s early hires. “All the employees, all the funding—everything was EA to start with.”58 Sam secured a $110 million loan from Jaan Tallinn (at a blisteringly high 43 percent interest rate) that served as much of Alameda’s initial capital. Tallinn called in most of the loan just a few months later, but by then Alameda was bringing in more than enough to cover it.59 Sam used his new fortune to build an empire.

In 2019, Sam launched a new cryptocurrency trading platform. If it was successful, as Sam wagered it would be, it would allow him and his EA colleagues at Alameda to profit off transaction fees and investment of the capital they’d have on hand, like an investment bank does with its clients—earning to give on a massive scale. The catch was that cryptocurrency trading is ethically questionable: among other reasons, the phenomenally complex computations involved are massively energy intensive for a computer to perform, and most of that energy is produced using fossil fuels. In 2022, the worldwide energy consumption due to cryptocurrency activity was estimated at 120–240 billion kilowatt-hours, more electrical power than all of Australia uses in a year, approaching 1 percent of all electricity usage worldwide. The carbon footprint associated with crypto is comparably huge, with emissions of about 140 million metric tons of carbon per year, more than annual emissions from Austria, Norway, and Portugal combined.60 In exchange for that hit to the environment, the economy gets an unregulated financial instrument more cumbersome and less useful than normal currency. But Sam was certainly correct that he could make a lot of money: within two years of starting his new cryptocurrency trading firm, Sam had turned his millions into billions. He recruited friends from his time at Jane Street, and from the EA community, to join him in the upper echelons of his company. He tapped MacAskill to help run the charitable foundation he started to give away his new wealth. By 2021, Sam’s company was the third-largest crypto trading platform in the world.61 The company’s directors were entertaining celebrities and investors at their new corporate headquarters in the Bahamas. Sam had a net worth of over $20 billion, making him the richest person under thirty in the world. He even landed on the cover of Fortune magazine in August 2022, the same month What We Owe the Future was published, with a headline asking if Sam Bankman-Fried was “the next Warren Buffett.”

You probably already know the rest of the story. Sam Bankman-Fried’s cryptocurrency exchange, FTX, imploded in November 2022. He and his lieutenants at FTX used customers’ private account funds to cover trades made by Alameda Research, which Bankman-Fried (aka SBF) and his EA gang were still running as a hedge fund alongside the trading firm. When Alameda’s funds crashed with the crypto market in fall 2022, FTX’s customers were left holding the bag, with an estimated $8 billion in customer funds gambled away on bad bets and poured into luxury real estate, political donations, and other extravagant purchases by Bankman-Fried and company. SBF was arrested in the Bahamas in December 2022 and extradited to the United States; he was later convicted of securities fraud, wire fraud, money laundering, and several other charges. He was ultimately sentenced to twenty-five years in federal prison.62

The timing of Bankman-Fried’s fall couldn’t have been worse for MacAskill and the longtermists. Just a few months after the launch of What We Owe the Future, while the good press that it had generated was still coming in, SBF’s fall hit the news. Coverage of the fraudulent cryptocurrency boy-king was everywhere, and a good number of the longer articles went into the unusual moral philosophy purportedly underlying his career. At the same time SBF was committing large-scale financial fraud, he had been donating lavishly to a host of EA organizations. The FTX Future Fund, an arm of FTX’s philanthropic organization with a team composed of MacAskill and other effective altruism luminaries, had given grants to typical EA and longtermist causes such as AI alignment research and pandemic preparedness. They gave to MacAskill’s own organizations, including nearly $27 million to Effective Ventures.63 They also gave millions of dollars to other longtermist and rationalist organizations and recommended investments to promote longtermist and rationalist ideas, including $400,000 “to support the creation of animated videos on topics related to rationality and effective altruism to explain these topics for a broader audience.”64 SBF’s family foundation, Building a Stronger Future, had also made donations to news organizations focused on effective altruist subjects, including $200,000 to the news website Vox—which already had a section, Future Perfect, dedicated to journalism from an EA perspective—specifically for reporting on “technological and innovation bottlenecks that hamper human progress,” and millions of dollars to other outlets like ProPublica and Semafor.65 (The grants to Effective Ventures, Vox, ProPublica, and Semafor have since been returned to the FTX estate as part of the ongoing bankruptcy proceedings.) Now, thanks to SBF, the EA community had finally gotten its wish. Effective altruism had broken into mainstream awareness—in the worst possible way. “How Effective Altruism Let Sam Bankman-Fried Happen,” read one Vox headline in the immediate aftermath of SBF’s fall.66 The New York Times, the Atlantic, the New Yorker, the Washington Post, and many others ran similar headlines.67

Some news reports on the implosion of FTX also picked up on stranger facets of SBF and his circle, things that didn’t quite make sense on the face of it. For example, Caroline Ellison, SBF’s ex-girlfriend, former colleague at Jane Street, and former CEO of Alameda Research, seemingly ran a strange Tumblr account. Media reports on the account, titled “worldoptimization,” collected extremely compelling evidence that Ellison was behind it (the author of the Tumblr shared many traits with Ellison, the account linked to her Twitter, and SBF said it was hers).68 The media also focused on the fact that she posted approvingly about the racist pseudoscience of human biodiversity, and that she said she used to believe “the sexual revolution was a mistake” and that “women are better suited to being homemakers and rearing children than doing Careers.”69 But there were other posts, too, ones that made even less sense to most observers. On a list of “~cute boy things~” she included “controlling most major world governments” and “being responsible for many important inventions and scientific discoveries,” following that list with a set of affirmations:




	if you are a boy who is driven to succeed at ambitious goals you are valid


	if you are a boy who arrives at opinions through logical reasoning you are valid


	if you are a boy with the confidence to advocate for unconventional ideas and take actions based on them you are valid 70




Those quotes from Ellison’s alleged Tumblr appear to be indirect references to a foundational text in the rationalist community, and the name of the Tumblr itself, “worldoptimization,” is a direct reference to it.71 While effective altruism is theoretically independent of rationalism, the two groups have so much overlap in people—so many effective altruists are rationalists and vice versa—that in practice, it’s not possible to fully parse the behaviors and motivations of the two groups independently of each other. Taken in context, Ellison’s Tumblr posts seem less bizarre and more chilling. She and others at FTX seemed to believe that, in order to save the world, they needed to accumulate wealth and power to steer the future of humanity by sheer economic and political force, whether the rest of us liked their ideas or not.

But whether SBF actually believed he was saving the world, rather than merely accumulating wealth and power, is itself questionable. In the summer of 2022, he said to journalist Kelsey Piper (herself an effective altruist who works at Future Perfect, the EA-affiliated section of Vox), “There are a lot of complicated but important second-order harms that come if your core business is bad for the world, in terms of . . . your ability to work with partners in your philanthropic efforts.” But that November, when FTX was falling down around him, he had another conversation with Piper (this time over Twitter DMs), and she asked him whether that was the real answer or just what he was supposed to say. “Man all the dumb shit I said,” he wrote. “It’s not true, not really. . . . I feel bad for those who get fucked by it, by this dumb game we woke westerners play where we say all the right shiboleths [sic] and so everyone likes us.”72 SBF later told the New York Times that he had been referring to greenwashing and similarly hollow corporate PR campaigns; he also claimed that he’d “stupidly forgot” that Piper was a journalist.73

But whether or not the ultra-wealthy tech elite actually believe in the ethical justifications offered by longtermism and the futures promised by technological salvation, such ideas can serve as convenient forms of public relations. Regarding Elon Musk’s plans to settle people on Mars, “I don’t doubt that he wants to do that and that he thinks that’s an exciting idea,” Lucianne Walkowicz, astronomer and cofounder of the JustSpace Alliance, tells me. But, they add, “it sounds a whole lot better than, ‘We’d like to have more NASA contracts, please.’ . . . And I think sometimes the ‘Why do people talk about [wanting to go to Mars]?’ actually is not tied to wanting to go at all. It’s tied to a kind of story crafting about what their Earth-based projects are really doing.”74

Even if Silicon Valley billionaires are deploying the language of technological salvation and spinning out its visions of the future just to garner goodwill from the public, that only works because other people really do believe in those ideas, or at least find them plausible. So understanding the ideology of technological salvation isn’t just about understanding the motivations of the ultra-wealthy. It’s also a crucial step in deflating their power. Technological salvation is being used as an excuse to steer society in a dangerous direction, in the service of an impossible future. Breaking free of these visions means understanding them. For the tech elite, these are visions of transcendence, of escape. But they hold no promise of escape for the rest of us, only nightmares closing in. To wake from the dream, we must first understand its shape. And the best place to start with that is the purest expression of this ideology of perpetual growth, that fantastical vision of a perfect, unstoppable, inevitable technological utopia: the Singularity.
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