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Editor’s Foreword

The problem of communicating in a coherent fashion recent developments in the most exciting and active fields of physics continues to be with us. The enormous growth in the number of physicists has tended to make the familiar channels of communication considerably less effective. It has become increasingly difficult for experts in a given field to keep up with the current literature; the novice can only be confused. What is needed is both a consistent account of a field and the presentation of a definite “point of view” concerning it. Formal monographs cannot meet such a need in a rapidly developing field, while the review article seems to have fallen into disfavor. Indeed, it would seem that the people who are most actively engaged in developing a given field are the people least likely to write at length about it.


Frontiers in Physics was conceived in 1961 in an effort to improve the situation in several ways. Leading physicists frequently give a series of lectures, a graduate seminar, or a graduate course in their special fields of interest. Such lectures serve to summarize the present status of a rapidly developing field and may well constitute the only coherent account available at the time. One of the principal purposes of the Frontiers in Physics series is to make notes on such lectures available to the wider physics community.

As Frontiers in Physics has evolved, a second category of book, the informal text/monograph, an intermediate step between lecture notes and formal text or monographs, has played an increasingly important role in the series. In an informal text or monograph an author has reworked his or her lecture notes to the point at which the manuscript represents a coherent summation of a newly developed field, complete with references and problems, suitable for either classroom teaching or individual study.


Quantum Transport Theory is just such a volume. The author, who has made significant contributions to the scientific literature on this topic, provides for the non-specialist a self-contained account of the developments in quantum transport theory which have led to our present understanding of transport in semiconductors and normal metals. His careful pedagogical presentation makes his book a  useful text or reference volume for both undergraduate and graduate courses, while his chapters on localization and weak localization provide graduate students and experienced researchers alike with an excellent introduction to these frontier topics in condensed matter. It gives me great pleasure to welcome Jørgen Rammer to Frontiers in Physics.


 



David Pines 
Urbana, Illinois 
July, 1998






Preface

This book is an introduction to transport theory, the kinetic equation approach as well as linear response theory. The main physical applications are to electronic transport in semiconductors and metals in the normal state. However, the techniques presented are general, and the book should therefore be of interest to a wider audience than students of condensed matter physics and physicists in general, as for example electrical engineers.

A purpose of the book is also to show the utility of Feynman diagrams in nonequilibrium quantum statistical mechanics. The presentation attempts to emphasize the aspects of quantum transport theory in the simplest and most illustrative fashion. Since emphasis has been put on an approach appealing to physical intuition, the real-time description of nonequilibrium quantum statistical mechanics has been adopted, and the diagrammatic technique for systems out of equilibrium is developed systematically.

The physical systems studied are complicated many-body systems. However, for the phenomena of interest a mean-field description can be adopted, and an effective single-particle description applies. Although the description of fermions in terms of quantum fields is not introduced, the presented single-particle approach can, from a methodological point of view, be considered an application of field theoretic methods in a quantum mechanical context.

The understanding of transport in disordered systems has matured to the extent that it constitutes an important part of condensed matter physics, and a comprehensive presentation of transport in disordered systems is given. A complete allocation of the credit for the recent progress in the understanding of transport in disordered systems has not been attempted. However, the references in particular the review articles, should make it possible for the interested reader to trace this information.

Chapter 1 starts with an introduction to quantum mechanics based on Feynman’s space-time approach in terms of path integrals. In section 1.2 quantum mechanics is then reformulated in the equivalent operator calculus, and elementary representation and transformation theory is presented following Dirac. A reader with a basic knowledge of quantum mechanics, as presented in sections 1.1 and 1.2, should be able to understand the content in the rest of this book. The reader only interested in the main topics of the book, though, can in fact skip the rest of chapter 1 (except perhaps for consulting section 1.8, where the notion of the density matrix is introduced). For the reader not satisfied with the intuitive  and deductive introduction to quantum mechanics presented in sections 1.1 and 1.2, the rest of chapter 1 shows, following Schwinger, how the kinematic structure of quantum mechanics follows from a few experimental facts. Chapter 1 ends with a presentation of the interpretation of quantum mechanics in terms of consistent histories.

In chapter 2 propagators and their role in perturbation theory are presented, and Feynman diagrams are introduced. The analytic properties of propagators, and the consequences of the discrete symmetries, space inversion and time reversal, are discussed. In chapter 3 propagation in a random potential is considered. The diagrammatic impurity-average technique is presented, and the self-energy and topological notions of skeleton diagrams are introduced. Order-of-magnitude estimation of a diagram based on its topological appearance is presented, thereby paving the way for identifying the small parameter of the problem, and a systematic treatment of transport in disordered conductors. In chapter 4 the general quantum kinetic equation for a particle in a random potential is analyzed in terms of diagrams. The Wigner function is introduced, and the criterion for the validity of the Boltzmann transport theory is established from the quantum mechanical description. The physical system of main interest is the conduction electrons in a metal, and in chapter 5 an account of the implications of the fermionic nature of the electrons is given and the Boltzmann theory for an electron gas in a random potential presented. In chapter 6 the nonequilibrium quantum statistical mechanics of a particle interacting with an environment of oscillators is considered and the Feynman diagrammatics established.

In chapter 7 linear response theory is presented. The consequences of causality and time-reversal symmetry for the response functions are explored, and the stability of the thermal equilibrium state is established. The important fluctuation-dissipation theorem is derived, and used to study current and electric field fluctuations. The measurability of correlation functions is demonstrated by considering neutron scattering off a substance. In chapter 8 the linear response of a disordered conductor is studied using the diagrammatic technique. The Boltzmann theory and Brownian motion are identified in terms of diagrams. The quantum kinetic equation that allows a treatment of transport beyond the weak-disorder limit is constructed. The implications of particle conservation and time-reversal symmetry are discussed in terms of diagrams.

In chapter 9 the phenomenon of localization due to impurity scattering is considered. The scaling theory of localization is presented. The quantum interference process responsible for localization of a particle is identified, and the metal-insulator transition discussed using the self-consistent theory of localization.

In chapter 10 the interaction between the electrons and ions in a metal is considered. The collective excitations are identified, and electron-phonon and electron-electron interaction discussed.

In the final chapter quantum transport in weakly disordered systems is presented. The small but important corrections to the Boltzmann results, weak-localization effects, are discussed in detail. The destruction of the phase coherence of the electronic wave function due to electron-phonon and electron-electron interaction  is considered. The anomalous magnetoresistance and the Aharonov-Bohm effect are explored in detail. The weak antilocalization effect due to spin-orbit scattering is investigated as well as the effect of spin-flip scattering. Finally mesoscopic fluctuations are considered, and conductance fluctuations discussed in detail.

The book is intended to be sufficiently broad to serve as a text for a one- or two-semester graduate course on transport theory. Moreover, in view of the simple single-particle approach, the book should be useful in undergraduate teaching as well. It is also hoped that the book can serve as a useful reference book for courses on nonequilibrium statistical mechanics, physics of disordered systems, and quantum mechanics courses in general. The book is self-contained to the extent that it should be useful for students with only elementary knowledge of quantum and statistical mechanics to read it on their own. A number of exercises with solutions (indeed always the case when the result is later used in the main text) has been provided in order to aid self-instruction.

I would like to thank Dr. Dierk Bormann, Professor Ulrich Eckern, and Professor Paul Muzikar for correcting misprints and for helpful suggestions. I am grateful to Tekn. Lie. Staffan Grundberg for providing figures and Latex help. I am especially indebted to Dr. Andrei L. Shelankov for critical reading of the manuscript, and for numerous helpful suggestions.
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Chapter 1

Quantum Mechanics

In this chapter an introduction to quantum mechanics is given. After a brief description of quantum mechanics, we follow Feynman in section 1.1, and deduce the content of quantum mechanics from the few basic principles using the path integral formulation. Having thus established the notions of quantum mechanics, we introduce in section 1.2 the formulation in terms of the operator calculus. The reader with this basic knowledge of quantum mechanics has the necessary tools for understanding the content of the rest of the book. The rest of this chapter is thus not necessary reading (except perhaps for consulting section 1.8 where the statistical operator and the density matrix are introduced). The main part of chapter 1 is thus for the reader not satisfied with the intuitive and deductive introduction to quantum mechanics presented in sections 1.1 and 1.2. In section 1.3 and 1.4 we follow Schwinger, and induce from a few experimental facts the kinematic structure of quantum mechanics, i.e., the notions needed for describing physical systems. In section 1.5 we show how nonrelativistic quantum kinematics emerges from the general theory. In section 1.6 we discuss how physical quantities are related to symmetries through unitary transformations, and consider translations in detail. The presentation in section 1.7 of quantum dynamics, i.e., how the properties of a physical system change in time, stresses the unitary equivalence aspect, and in section 1.8 we introduce the statistical operator and the density matrix. The last section gives an introduction to the consistent history interpretation of quantum mechanics.

Experimental knowledge of the behavior of physical systems shows that they can be described as consisting of point particles. In the quantum mechanical description, the particles are at a given moment in time t completely described by a probability amplitude function, a complex function ψ(x1, x2, ..; t) of the particle positions (and possible internal degrees of freedom). The probability amplitude, which is also referred to as the wave function, has the significance that its absolute square ψ(x1, x2, ..;t) determines the probability of finding the particles at the specified positions at the time in question. The dynamics of the particles is determined by the Schrödinger equation, which specifies the rate of change in time  of the probability amplitude function in terms of a linear operator H [image: 002]

(1.1)



The operator H is called the Hamiltonian and is ultimately determined by experimental knowledge. The symbol ℏ is a constant of nature, and as such also must be empirically determined.

The use of position coordinates to describe the state of the system might be said to have a preferred practical status since experiments are immediately described in space and time. However, to specify the laws of nature, i.e., the Hamiltonian, we need to invoke other physical properties of a system such as momentum. By employing the dynamics of a system, as given by the Hamiltonian, we can obtain an amplitude description in terms of the momentum degree of freedom. The specification of the momentum amplitudes in terms of the position amplitudes can be obtained by considering the method of detection of the momentum. For example, employing a time-of-flight technique to measure the momentum of a free particle demonstrates that the momentum probability amplitude function is given by a Fourier transformation of the position probability amplitude function.1


After this brief description we turn to a detailed discussion of quantum mechanics. In order to elucidate the conceptual structure of quantum mechanics we begin with a presentation of Feynman’s space-time approach since it offers the most intuitive formulation of quantum mechanics.




1.1 The Principles of Quantum Mechanics 

Instead of formulating quantum dynamics in terms of a differential equation, i.e., the Schrödinger equation, we can obtain an integral characterization following Feynman [1]. For clarity of presentation, we first postulate the three basic principles of quantum mechanics. The content and consequences of the basic principles are then illustrated by deriving the Schrödinger equation for the example of a single particle.

The quantitative description of a physical system is provided by the Born rule or

Kinematic Principle:


To any possible event is attributed a complex number ψ called the probability amplitude. The probability P of the event taking place is given by the absolute square of the amplitude [image: 003]

(1.2)



In quantum mechanics probability is thus attributed as a fundamental feature of the physical world.

In the description of a single particle, the probability amplitude associated with the event of the particle being at position x at time t (space-time point (x, t) for  short) is denoted ψ(x, t), and by taking the absolute square of the amplitude we get the probability density P(x, t) = |ψ(x,t)|2 = ψ(x,t) ψ*(x,t) for the particle to be at position x at time t (∗ denotes complex conjugation).2


The probability of two events at different times, events 1 and 2, to take place is specified by the joint probability P(2,1). The joint probability can be expressed in terms of the conditional probability P(2;1), relating the probability P1 for event 1 to take place and the joint probability, P(2, 1) = P(2; 1)P1. We can then introduce the conditional probability amplitude, K(2;1), the amplitude for event 2 to take place given that event 1 has taken place, according to |K(2; 1)|2 ≡ P(2;1). The amplitude for the sequence of events 1 and 2 is then K(2; 1) ψ1, up to an irrelevant phase factor.

So far only the probability amplitudes concept has been introduced and made operational by its physical interpretation. To get a handle on the use of the concept we now specify the two basic rules for ascribing (conditional) amplitudes to events.

The temporal ordering of events allows us to consider an event as the termination of a sequence of events. The assignment of the amplitude to an event is in this case specified by the

Multiplication Principle:


For a sequence of successive individual events, the amplitude for this sequence of events is the product of (conditional) amplitudes for the consecutive events [image: 004]

(1.3)

and the associated probability for the sequence of events is therefore [image: 005]

(1.4)



Holding two pieces of polarizer between a light source and your eye, you can by rotating the two pieces relative to each other gradually block out the light. Each particle, a photon, in the stream of light, is assigned an amplitude for passing the first polarizer and an amplitude for then passing the second. The amplitude for a photon to reach your eye is proportional to the product of amplitudes for passing the two polarizers (and the amplitude for the photon, after passing the second polarizer, to reach your eye). The multiplication rule reflects the fact that time is just a parameter in the theory, and the rule is motivated by the preceding example, or equivalently, by the following analogous consideration. Consider for example the situation where a particle in order to be detected (to arrive at a point in space where detection takes place) has to pass a screen which might or might not have holes for the particle to pass through. The amplitude for the event of arrival at the detector depends on whether the particle can actually pass the screen or  not (the screen having holes or not!). A non-or completely transparent screen has probabilities zero or one for the events of passing, and the probability for reaching a detector must be zero or unaffected. Multiplication of amplitudes for consecutive events is the only general way to implement such features.

The true core of quantum mechanics is the rule for assigning the amplitude to an event that can be effected in indistinguishable ways. More precisely, if an event is realized under conditions without distinction to the alternative ways it can be effected, we must for asserting its probability use the3


Superposition Principle:


If an event can be effected in indistinguishable ways, the amplitude for the event is the sum of the individual amplitudes ψi for the alternative ways the event can be effected [image: 006]

(1.5)

and the associated probability for the event is therefore [image: 007]

(1.6)



The superposition principle is enforced by the characteristic interference phenomena exhibited in nature. In order to illustrate the physical implication of the superposition principle we consider the double slit, shown in figure 1.1, where a particle after being emitted from a source can arrive at space points (the detector screen) in only two ways, viz. through two holes in an otherwise impenetrable wall.

[image: 008]


Figure 1.1 A particle passing a double slit has two alternatives for reaching a point on the screen.

The two ways of passing the double slit are indistinguishable if there is no signature that in principle distinguishes which one of the holes the particle passed through. Arrival through either hole is thus an indistinguishable alternative, and the individual amplitudes for each of the two ways of possible arrival should be added before squaring to get the probability for the event of arrival, thereby producing the characteristic quantum interference arrival pattern in accordance with the last term in eq.(1.6), which in this case equals 2ℜeψ1 [image: 009] = 2|ψ1 ψ2| cos(ø1—φ2). Since the phases depend on the alternative paths in question, this interference term oscillates as a function of the position on the detector screen. Opening up the second hole through which the particle can reach the detector screen thus docs not for all detector points increase the number of arriving particles, it can in fact decrease the number, even to zero!

If on the other hand, say, spin-polarized electrons impinge on the double slit, and a magnetic atom in each trial is prepared in a proper metastable state at one of the holes such that the passage of the electron through that hole will flip the atom spin, the interference pattern will not appear (we assume total efficiency of the flip-interaction; otherwise there will be only partial smearing of the interference pattern). The interference feature in the arrival pattern is now absent because we have distinguishable conditions, since each time a definite alternative is realized. Either the atom spin is flipped or not, and the electron has definitely passed through one or the other of the two holes. Each event of detection is the succession of first the event of passing through one of the holes, and then the event of arrival at a detector.4 The possible event of the particle reaching hole 1 has ascribed, say, the probability amplitude ψ1, and according to the multiplication principle the arrival events occurring with passage through hole 1 happens with a probability P1 proportional to |ψ1|2, whereas the events where the particle passes through hole 2 occur with a frequency P2 proportional to |ψ2|2. The arrival pattern is obtained by the addition of the two frequencies of arrival, P = P1 + P2, and the state of affairs is in accordance with probability calculus where each event sequence, arriving through hole 1 or hole 2, is assigned a probability.5


Since time is just a parameter in quantum mechanics, i.e., not a property of the system, and in practice the one we read off our watches, we readily introduce the time dependence of the amplitudes.6 For example, at times t′ and t the particle is somewhere in space and according to the kinematic principle has associated the amplitude functions ψ(x′, t′) and ψ(x, t). The application of the two rules specifies the relationship between the conditional probability amplitude K(x, t; x′,t′),7 the  probability amplitude for finding the particle at position x at time t given it was at position x′ at time t′, and the amplitude functions at different times[image: 010]

(1.7)



The amplitude to arrive at the position x at time t via the space-time point (x′, t′) equals, according to the multiplication principle, the product of amplitudes K (x, t; x′, t′) ψ(x′, t′) for the two events in sequence: arriving at (x′, t′) followed by the event of arriving at (x, t) via (x′, t′). Since the particle can arrive at (x, t) coming via any alternative point x′ at time t′ we have to sum over all the alternatives according to the superposition principle (for a continuum we have to sum over all the alternative volumes Δx′ the particle can arrive via; i.e., we must integrate). The dynamics of a particle is thus specified in terms of the kernel of the integral equation, cq. (1.7), the conditional probability amplitude K(x, t; x′, t′), which is also referred to as the propagator, since it propagates the wave function. Once the propagator is known and the wave function at a given moment in time specified, the probabilities for the whereabouts of the particle in the future and the past can according to eq.(1.7) be predicted.8


We can obtain an integral expression for the propagator by the following consideration. At any intermediate moment in time the particle has associated events to be at any position. We illustrate each such possible sequence of events pictorially by dots in a space-time plot, as shown in figure 1.2.

[image: 011]


Figure 1.2 A set of consecutive space-time points representing possible events and their associated straight-line path.

Increasing the number of intermediate time slices between t′ and t, each such alternative space-time event sequence corresponds to a path in space, xt, and has an associated probability (density) amplitude Ax,t;x′,t′[xt] (we suppress the parametric dependence on the fixed starting and end points in the following). According to the superposition principle the conditional amplitude for the particle is the sum of the amplitudes for all the alternative paths connecting the space-time points (x′,t′) and (x, t)9 [image: 012]

(1.8)



A path xt can, for example, be represented by its successive straight-line paths, and each such subpath [image: 013] has associated a conditional amplitude [image: 014]. According to its successive straight-line construction, a path xt is the sequence or sum of its subpaths [image: 015], “xt ≡ Σi [image: 016] ”, and the amplitude for the path xt is according to the multiplication principle the product of the sequential amplitudes of its constituent subpaths[image: 017]

(1.9)



The amplitude for a path is therefore of the exponential form[image: 018]

(1.10)

where Sxtx′t′[xt] is a functional of the path, and equals according to eq.(1.9) the sum of the contributions from its constituent subpaths[image: 019]

(1.11)



We call this functional the action. The presence of the imaginary unit is on purpose, as the conservation of the total probability the particle must be somewhere in space at all times then requires the action to be a real functional. The quantity [S] is inserted in order to make the exponent dimensionless, i.e., to account for an eventual dimension of the action. We immediately introduce the notations ℏ ≡ [S], and refer to this quantity as the quantum of action.

Since the actions of sub-paths are additive, eq.(1.11), the action for an infinitesimal straight-line segment is proportional to its time step Δt and is further uniquely characterized by the segment’s position xt and direction ẋt. The action for an isolated particle can therefore be written as an integral over a function L(xt, ẋt) we call the Lagrangian10 [image: 020]

(1.12)



We have thus arrived at the following path integral expression for the conditional probability amplitude[image: 021]

(1.13)

Each alternative path contributes to the propagator through a phase factor determined by the action of the path, a so far unknown functional of the path however.

This is how far the two principles for ascribing probability amplitudes can take us. The form of the action can in general only be obtained by comparison of theoretical ideas and empirical data. However, for the discussion of the low-energy behavior of a single massive particle, the path integral formulation offers an easy assessment of the action. We can namely appeal to the empirical fact that under certain conditions, such as the low-velocity motion of a particle in homogeneous fields, classical mechanics correctly describes the motion. Or evidently, the motion of the center of mass of a large collection of particles follows the trajectory dictated by Newton’s equation.11 This state of affairs is achieved from the path integral expression, eq.(1.13), if in this case only the classical path makes a substantial contribution to the path integral. This, in turn, is achieved if we choose the action for any path as simply given by the expression offered by classical mechanics, i.e., the Lagrangian is identified as Lagrange’s function, and it so happens that the quantum of action is small compared to the action of the classical path. Since the classical path is determined by stationarity of the classical action, Hamilton’s principle,[image: 022]

(1.14)

only paths close to the stationary one will in that case contribute to the sum over paths in eq.(1.13). Contributions from paths deviating from the classical path cancel each other on account of the rapidly oscillating phase factor, Sxtx′t′[xt] ≫ ℏ, (assuming here that the classical path minimizes the action). In this way it is ascertained that probabilities for the particle to be found at places other than those dictated by classical mechanics are vanishingly small. The conditional probability amplitude is then given with sufficient accuracy by the expression obtained in the stationary phase approximation (of the expression in eq.(1.13) or more specificly eq.(1.40)), and we obtain for the quasi-classical propagator12 [image: 023]

(1.15)

where Scl denotes the action for the classical path, Scl(x, t; x′, t′) ≡ [image: 024]. The prefactor is captured with sufficient accuracy by the Gaussian fluctuations around   the classical path, and is specified by the Van Vleck determinant [2] (up to a phase factor [3], [4])13 [image: 025]

(1.16)

representing the density of classical paths arriving in a small volume around x, all originating from x′ and taking the time span in question, but starting out with different momentum values, or more precisely, the Jacobian for the involved transformation, i.e., the aforementioned initial small momentum volume divided by the corresponding final position volume, since the classical action specifies the initial momentum according to [image: 026].14


From correspondence with the classical limit it follows that the action and thereby ℏ, the quantum of action, has the dimension of energy times time. The theory does not fix the value of the quantum of action; it has to be taken from comparison of theoretical predictions with experimental results (say, calculate for the hydrogen atom the energy levels and compare with spectroscopic data using measured values of the mass and charge of the electron). Experiments of highest accuracy (employing the Josephson and quantum Hall effects) set the present value at ℏ = 1.05457266(63) • 10—34 Js, indeed a small value compared to common experienced actions (moving a mass of 1 gram the distance 1 centimeter in 1 second requires the action 5 • 10—8 Js).

The recipe for calculating the fundamental dynamic quantity, the propagator, is thus stated in simple terms in Feynman’s space-time approach: calculate the classical action for any path connecting the space-time points in question; the conditional probability amplitude is then conceived as the sum of amplitudes for propagation along the different alternative paths. However, the conceptual simplicity of the path integral formulation has been obtained at the price of having to perform quite a horrendous summation!

By appealing to correspondence with classical mechanics we have thus revealed the form of the propagator and thereby the fundamental dynamical law of quantum mechanics.15 Before figuring out how to sum over paths quantitatively let us first show that this knowledge is not needed since it can be circumvented by deriving the differential characterization of the dynamics, the Schrödinger equation.


1.1.1 The Schrödinger Equation 

From the path integral formulation we can easily obtain the differential characterization of the dynamics, the Schrödinger equation, even without explicit knowledge of how to sum over paths. We simply need to know the propagator for an infinitesimal time step. Let us consider the case of a particle in a potential. We note that for an infinitesimal time step only the straight-line path contributes to the path integral since no intermediate events are considered, and we have for the propagator[image: 027]

(1.17)

where the proportionality sign reflects our present ignorance of how to assign the measure for the density of paths involved in the path integral. Appealing to correspondence and considering for definiteness the case of a particle of mass m moving in a potential V for which the Lagrangian is[image: 028]

(1.18)

we get[image: 029]

(1.19)



At equal times, the propagator, according to eq.(1.7), is Dirac’s delta function16 [image: 030]

(1.20)

defined according to[image: 031]

(1.21)

for arbitrary wave functions ψ, The prefactor in eq.(1.17) is now immediately asserted from eq.(1.19) (see the representation of the delta function eq.(B.17) of appendix B), and we have for the propagator for an infinitesimal time step (in three spatial dimensions)[image: 032]

(1.22)



The wave function is propagated an infinitesimal time step by inserting into eq.(1.7) the propagator for an infinitesimal time step, eq.(1.22), whereby we obtain[image: 033]

(1.23)

  Introducing the variable [image: 034] = x – x′, and Taylor-expanding on both sides we get (with only terms up to linear order in Δt displayed)

[image: 035]

(1.24)

Performing the Gaussian integrals we obtain the Schrödinger equation for a particle in a potential[image: 036]

(1.25)

whereby we identify the Hamiltonian for a particle in a potential V as17 [image: 037]

(1.26)




Exercise 1.1 Deduce from the Schrödinger equation, eq.(1.125), the conservation of probability; i.e., the integral over space of |ψ(x, t)|2 is independent of time.


 




Exercise 1.2 Show that the probability density n(x, t) = |ψ(x, t)|2 satisfies the continuity equation [image: 038]

(1.27)

where [image: 039]

(1.28)

and consequently is the probability current density.


 



From eq.(1.25), and eq.(1.7), we obtain that the kernel K is the solution of the Schrödinger equation[image: 040]

(1.29)

satisfying the initial condition eq.(1.20).18 The path integral expression for K is a way of expressing the solution of this differential equation in integral form.


Exercise 1.3 Deduce from the conservation of probability (see exercise 1.1 on page 11) that the propagator satisfies [image: 044]

(1.30)

and interpret the result.


The free particle propagator is immediately obtained from the free particle Schrödinger equation by Fourier transformation giving the expression[image: 045]

(1.31)

in d spatial dimensions.

We now show that Fourier transformation has a profound physical meaning in quantum mechanics.


1.1.2 Momentum Measurement 

Let us consider a time-of-flight experiment. Suppose that we at a given time (t = 0) ascertain that a particle is in a definite region of space (say, by administering fast opening and closing of a shutter to a beam of approaching particles). We can then ascribe to a particle making it through the shutter the wave function[image: 046]

(1.32)

which is nonvanishing only in the region near the shutter (a so-called wave packet); i.e., for x ≃ 0 as we choose our reference frame to have its origin in that region. We assume free motion of the particle at times subsequent to t = 0. Suppose the particle after a time span t is detected to be in a volume element Δx situated at position x. We shall then say that the particle at time t = 0 had a velocity vector in the volume Δv ≡Ax/t3 around the velocity vectorv ≡ x/t. We shall also say that the particle at time t = 0 had a momentum in the volume Δp ≡ (m/t)3Δx around the momentum vectorp ≡ mx/t. Upon repeating the measurement (ascertaining the positions of an identical particle according to the foregoing procedure), we will find a distribution in the final position outcomes, and accordingly a distribution in ascribed initial momentum values. In accordance with the preceding definition the two probability distributions are related according to[image: 047]

(1.33)

and the momentum probability distribution density at time t = 0 is given by[image: 048]

(1.34)



Since the initial state is localized near the shutter with a linear extension of size Ls (determined by the functioning of the shutter), we choose the time of measurement so that for the region of momentum values of interest we have mLs/t ≪ min{|px|, |py|, |pz|}. We can then neglect the quadratic term in x′ in the exponent in eq.(1.34), and we get for the momentum probability density at time t = 0[image: 049]

(1.35)

and we have, up to the usual arbitrary overall phase factor of an amplitude, that the position and momentum probability amplitudes are related through Fourier transformation19 [image: 050]

(1.36)



Since the duration of the experiment t is a choice of the experimenter, it can always be chosen large enough (for a given range of momenta of interest) so that the initial confinement due to the shutter arrangement is irrelevant, and we have in general that the position and momentum probability amplitudes are related through Fourier transformation

[image: 051]

(1.37)

We infer from eq.(1.37) and the multiplication and superposition principles, that [image: 052] is the conditional probability amplitude for the particle to have momentum p given it has position x, i.e., the amplitude that if the particle has position x then it has momentum p. For the state of affairs where the particle is at a definite position, corresponding to the probability amplitude function ψx(x′) = δ(x′—x), the corresponding momentum probability distribution has equal probability for any value of the momentum. We have struck on the essential feature of quantum mechanics, complementarity, that if the particle is at a definite position, complete ignorance of the momentum probability distribution reigns.


1.1.3 Path Integrals 

To get a quantitative handle on how to sum over all paths, we note that repeated use of eq.(1.7) gives for the propagator the equation

[image: 053]

(1.38)

In order to evaluate the conditional probability amplitude for any time interval we thus only need to know the infinitesimal time step propagator.

By introducing sufficiently many intermediate times, N, we can in eq.(1.38) employ the infinitesimal propagator, eq.(1.22) and encounter (t—t′ = (N + 1)Δt)[image: 054]

(1.39)

because there are N + 1 infinitesimal time step propagators. We have introduced the notation x0 ≡ x′ and xN+1 ≡ x. Increasing the number of intermediate time slices N, we obtain the limiting expression for the path integral[image: 055]

(1.40)

where L in the continuum limit is seen to be Lagrange’s function.

For a free particle, the integrations over the intermediate positions are Gaussian, and they can be performed.20 After performing first the Gaussian integration over x1 in eq.(1.40) (in the absence of the potential) an expression identical to the starting expression is obtained, except that there is one integration less and the first time step is 2Δt. Upon integrating over x2 this feature repeats and the first time step becomes 3Δt. The form of the free propagator for a finite time step will thus become identical to the free propagator for an infinitisimal time step, and for its evaluation it is irrelevant how many intermediate time steps we choose to include, giving for the free particle propagator the expression in eq.(1.31).

In cq.(1.17) we used the midpoint rule, V(?) = [image: 056], instead of, for example, V(?) = V(x) as in eq.(1.39), This, however, turned out to be irrelevant as the additional terms resulting upon Taylor-expanding the potential term in this case are of higher than linear order in Δt. On the contrary, for the case of a particle with charge e in the presence of a classical electromagnetic field described by the vector potential A(x, t), we have by correspondence with classical mechanics the additional term in the Lagrangian describing the interaction with the vector potential[image: 057]

(1.41)

  and to get the Schrödinger equation one should use the midpoint rule.21 The integral over time appearing in eq.(1.12) is therefore not of the Riemann kind, as we have to invoke extra rules for its evaluation (such as the midpoint rule). The reason for this lack of uniqueness can be attributed to the wild zigzag character of the paths entering in the evaluation of the path integral. In the continuum limit these paths become nondifferentiable, the mean square of the velocity does not exist at any point on the path (complementarity in the language of the path integral; for a discussion of this feature we refer to reference [5]).22


 




Exercise 1.4 Derive from the Lagrange function [image: 060]

(1.42)

and with the use of the midpoint rule, i.e., using [image: 061] in the expression for the infinitesimal propagator, the Schrödinger equation [image: 062]

(1.43)

for a particle with charge e coupled to a vector potential. Show that if instead of the midpoint rule, for example A(x, t) or A(x′, t) is used in the expression for the infinitesimal propagator, an equation violating particle conservation is produced. Show that in the presence of a vector potential, the probability current density is given by [image: 063]

(1.44)



For numerous applications of path integrals we refer to the classic reference [5]. We note that the perturbation theory expressions of chapter 2 can be immediately derived from the path integral expression for the propagator (see the exercise in section 2.6), and the entire diagrammatic perturbation theory of chapter 2 can be obtained without use of the operator formalism.




1.2 Representation Theory 

For calculational purposes it is useful to represent physical quantities by linear operators on the vector space of wave functions. To see how this comes about, let us first consider the geometry of the vector space of wave functions.


1.2.1 State Space 

Let us assume that at most with given equipment we can measure the position of a particle with linear precision a. Therefore we might as well imagine space partitioned into boxes of linear size a. In each box i we label a chosen point xi. A probability amplitude ψa(xi) is ascribed the event of the particle to be in box i, or as we say at lattice point xi, and the probability for the event of the particle to be at lattice point xi is[image: 066]

(1.45)



When the particle is definitely at lattice point xi it is described (with proper phase choice) by the wave function, the Kronecker function,[image: 067]

(1.46)



Any possible wave function is specified by giving the amplitudes at each lattice point, ψa(xi) = ai, and can be expressed as the superposition of wave functions of definite position[image: 068]

(1.47)



The absolute square of the coefficients in the superposition, |ai|2, represents the probability for the event of the particle to be at site i as[image: 069]

(1.48)



The set of wave functions constitutes a vector space over the complex numbers, spanned by the basis of wave functions of definite position, and can be equipped with a scalar product defined for arbitrary wave functions ψ and φ by (we suppress here and often in the following the reference to the lattice, ψ(xi) ≡ ψa(xi)):[image: 070]

(1.49)



In particular the scalar product has the property[image: 071]

(1.50)



The wave functions of definite position form an orthonormal basis for the vector space of wave functions[image: 072]

(1.51)




The probability amplitude, ψ(xi) = ai, for the event of the particle to be at lattice point xi, can be viewed as the projection coefficient of the wave function onto the basis wave function of definite position xi as expressed by the scalar product[image: 073]

(1.52)



This is analogous to the coordinate representation (x1, x2, ..) ↔ x of a spatial vector x in a frame of reference, the only difference being that now the coordinates are complex numbers. The spatial vector, an arrow, can be represented in terms of the sum of its projections onto a set of (orthonormal) basis vectors x = (e1 · x) e1 + (e2 · x) e2 + .. , and its projection coefficients, given by the scalar products, are the coordinates, xi = x · ei. Representing the lattice wave function by a column vector with the entries ψ(xi) = [image: 074] is analogous to the coordinate representation of a spatial vector, and to a wave function we can associate a geometric object, |ψ>, whose coordinates are the values of the wave function at the corresponding lattice point. The vector, |ψ>, is referred to as the state vector. A wave function of definite position, zero everywhere in the column except at one place where the entry is one, has as any wave function according to the above prescription associated a state vector, [image: 075] >a , , and equivalently for the whole orthonormal basis set of definite position wave functions. Just as for a spatial vector the coordinates are the projections of the vector onto the basis vectors, we can also introduce a scalar product between state vectors to produce its coordinates, the wave function. The scalar product between two arbitrary state vectors |φ > and |ψ > is defined to be equal to the scalar product between their corresponding wave functions[image: 076]

(1.53)

and we note for the scalar product of state vectors the property[image: 077]

(1.54)

inherited from eq.(1.50).

In particular the scalar product of an arbitrary state vector, |ψ>, and the basis state vector of definite position, [image: 078], is according to eq.(1.52)[image: 079]

(1.55)

the value of the corresponding wave function at the position in question. We have hereby obtained the geometrical interpretation of the values of the wave function ψ at different lattice points as the projections of the state vector |ψ> onto the orthonormal basis set of state vectors [image: 080], and the projection coefficients specifies the state vector as a superposition of position basis vectors[image: 081]

(1.56)

as we then obtain the wave function, eq.(1.47), by taking the scalar product with [image: 082]. The state vector, |ψ>, carries by construction equivalent information of the state of the system as the wave function.

Introducing the notation for the position basis state vectors, xi,>a ≡ [image: 083], we can rewrite eq.(1.56)[image: 084]

(1.57)



The vector |xi>a, the state vector of definite position xi, represents the state of the particle where it definitely is in box i, or as we shall say in state xi. The scalar product between an arbitrary state vector and the state vectors of definite position was defined to reproduce the wave function, i.e., rewriting eq.(1.55)[image: 085]

(1.58)

and is referred to as the position representation of the state vector |ψ>, or as we shall say, of the particle in state ψ. We recall that the wave function is a probability amplitude, and infer that the scalar product, eq.(1.58), can be interpreted as the conditional probability amplitude that the particle is in state xi given it is in state

The vector space of state vectors is referred to as the state space. The vector space of linear functionals on the state space, the dual space, is isomorphic to the state space, and the scalar product between state vectors can also be viewed as the value of the dual vector, denoted <φ|, on the vector |ψ>. Using that the dual vector is a linear functional we obtain using eq.(1.57) and eq.(1.54)[image: 086]

(1.59)

where in the last equality we have introduced the operator (a mapping of the state space onto itself) in the parenthesis, which resolve the vector |ψ> on the position basis according to (Σi |xi > a a<xi|) |ψ > ≡ Σi a< xi|ψ > xi >a. We can read off that this operator is the identity operator, expressing the completeness of the position basis vectors[image: 087]

(1.60)

the resolution of the identity operator,23 or interpreted as the sum of the projection operators[image: 088]

(1.61)




1.2.2 Position and Momentum Operators 

A wave function of definite position is seen to be characterized by the equation[image: 089]

(1.62)



If we define the position operator as the linear operator [image: 090], which has the following effect on the wave function for a state of definite lattice position:24 [image: 091]

(1.63)

we can express the previous equation as an eigenvalue equation[image: 092]

(1.64)

for a position eigenfunction, i.e., the wave function for a state for which the particle is at a definite lattice point. We can then easily find the effect of the position operator on an arbitrary wave function. The wave function that the position operator turns the superposition in cq.(1.47) into, is by linearity of the operator[image: 093]

(1.65)



The position operator thus acts as the so-called multiplication operator on an arbitrary wave function.

We can rewrite the eigenvalue equation, eq.(1.64), on the form[image: 094]

(1.66)

and obtain, using the linear property of the scalar product, the eigenvalue equation in the state space[image: 095]

(1.67)



We have achieved the goal of expressing any possible position outcome xi for the particle as an eigenvalue with the eigenvector being the definite position state vector corresponding to the position in question.25


We observe by operating on a position basis vector that the position operator on the state space can be expressed as[image: 096]

(1.68)



In the continuum limit where the lattice constant approaches zero, a →0, we have for the probability to find the particle in the volume element ∆x = ad around position x ≡ xi (d is the spatial dimension)[image: 100]

(1.69)

and thereby for the wave function in the continuum limit, ψ(x) ∣2 ≡ P(x), in terms of the lattice wave function (up to a phase factor)[image: 101]

(1.70)

or introducing continuum position state vectors, ∣x > ≡ lima→0 a—d/2∣xi >a:[image: 102]

(1.71)



For the resolution of the identity, eq.(1.60), we get in terms of continuum projection operators (suppressing that the continuum limit, a → 0, is taken):[image: 103]

(1.72)



Using the resolution of the identity, we obtain[image: 104]

(1.73)

and we read off that the scalar product between continuum position basis vectors is Dirac’s delta function[image: 105]

(1.74)



The wave function for a position eigenstate |x> is thus in the continuum limit the delta function[image: 106]

(1.75)



We note that a continuum position eigenfunctions is not normalizable.

In the continuum limit cq.(1.65) becomes[image: 107]

(1.76)

i.e., the continuum position operator is the multiplication operator. According to cq.(1.67) we have in the continuum limit the corresponding eigenvalue equation in the state space[image: 108]

(1.77)



We have achieved the goal of representing the continuum of possible values of positions for the particle as eigenvalues of the position operator with the eigenvectors  being the definite position state vectors corresponding to the position values in question.

We will now, similarly to above, construct a linear operator representing the momentum of a particle. The inverse to the Fourier relationship, eq. (1.37), between position and momentum probability amplitudes is[image: 109]

(1.78)



Inserting eq.(1.78) into eq.(1.37), we obtain the representation of the delta function[image: 110]

(1.79)

or vice versa[image: 111]

(1.80)



A particle that definitely has the momentum p is in the momentum representation specified by the momentum probability amplitude function, up to a phase factor,26 [image: 112]

(1.81)

and is in the position representation, according to eq.(1.78), described by the wave function, the plane wave,[image: 113]

(1.82)

corresponding to equal (relative) probability for finding the particle anywhere in space.27 We have again encountered the essential feature of quantum mechanics, complementarity, that all the physical attributes of a system, here position and momentum of a particle, can not simultaneously be ascribed with arbitrary accuracy. If the particle with definiteness has momentum p, all position outcomes have equal probability (and vice versa).

Introducing the notation for the differential operator28 [image: 114]

(1.83)

a state of definite momentum p satisfies the eigenvalue equation29 [image: 115]

(1.84)



We shall call [image: 120] the momentum operator, and the coefficient on the right-hand side is the eigenvalue of the state of definite momentum, the momentum eigenstate. Since the momentum operator is linear, it acts according to eq.(1.78) also on an arbitrary wave function as the differential operator, eq.(1.83).30


Like any other wave function, the wave function for the state of definite momentum ψp(x) has a corresponding state vector denoted ∣ψp > or ∣p > for short. In terms of the scalar product of state vectors of definite position and momentum, we can rewrite eq. (1.82)[image: 121]

(1.85)

the amplitude for the event of the particle at position x given it has momentum p.

In terms of the scalar product of state vectors, we can rewrite the position representation of the eigenvalue equation, eq.(1.84), as[image: 122]

(1.86)

and thereby the momentum operator eigenvalue equation in the state space 31 [image: 123]

(1.87)



We have again achieved the goal of representing the values of a physical quantity, here momentum, as eigenvalues of an operator which thereby represents the physical quantity in question.

For the scalar product, using eq. (1.78) and eq.(1.79), we have in terms of the momentum probability amplitudes[image: 124]

(1.88)

and we have the following expression for the resolution of the identity in terms of the momentum projection operators[image: 125]

(1.89)

expressing that the momentum eigenstates constitute a complete basis in the state space. Orthonormality[image: 126]

(1.90)

  follows, according to eq.(1.80), by inserting the resolution of the identity in terms of position eigenstates on the left side of the equation.

The Fourier transformations between the position and momentum representations, eq.(1.37) and eq.(1.78), can now be written as simply expressing the various resolutions of the identity[image: 129]

(1.91)

and[image: 130]

(1.92)



We refer to the position and momentum probability amplitude functions as the position and momentum representations of a particle in the state described by the state vector ∣ψ >, respectively.

It follows (([image: 131])ψ(x) = -iħ(x∂x-∂xx)ψ(x) = iħψ(x)) that equal Cartesian components of position and momentum operators satisfy the canonical commutation relation[image: 132]

(1.93)

where we have introduced the commutator of two operators, here position and momentum operators,[image: 133]

(1.94)



For different Cartesian components, the position and momentum operators clearly commute; i.e., their commutator vanishes, and we have generally[image: 134]

(1.95)




Exercise 1.5 Show that the momentum operator in the position representation has the matrix elements [image: 135]

(1.96)




Exercise 1.6 Show that in the momentum representation the momentum operator is the multiplication operator and the position operator the differential operator [image: 136]

(1.97)




Exercise 1.7 Show that the average value of the momentum in an arbitrary state is expressed by the momentum operator according to [image: 137]

(1.98)





1.2.3 Conservation Laws and Energy 

Conservation laws are the basis for a rational understanding of the world. Chaos does not reign because an account has to be balanced. If a subsystem does not carry the total amount of a conserved quantity another one must. Clearly, at a very practical level conservation laws are used to interpret experimental data.

A physical quantity is said to be conserved if it for any state of the system stays constant in time. In quantum mechanics this therefore means that its probability distribution in any state is independent of time. If a quantity is conserved then in particular its average value must be independent of time. Taking the time derivative of the average value and using the Schrödinger equation, conservation of a quantity A is equivalent to the Hamiltonian commuting with the operator representing the quantity in question, i.e., [Â, Ĥ] = 0.32 It follows from cq.(1.110) that if at some moment in time a system is in a state of a definite value of a conserved quantity it will always stay an eigenstate of this quantity with the value in question.

We have already encountered a situation where a quantity is conserved, viz. that of the momentum of a free particle. The position of a particle is never conserved due to the kinetic energy term in the Hamiltonian.

In general only the Hamiltonian commutes with itself, and we shall therefore also call it the energy operator, and the physical quantity it represents the energy. This conclusion could also be arrived at much earlier, directly from the Sehrödinger equation. This we shall now do by considering a special set of states.


1.2.4 Stationary States 

For an isolated system, the Hamiltonian is time independent, and for a time-independent situation we can find solutions of the Schrödinger equation for which the probability distribution is time independent, |ψ(x, t)∣2= P(x). Such a state ψ(x, t), called a stationary state, is seen to have the form (realizing that the average value of the position in a stationary state is time independent)[image: 138]

(1.99)

where ψE(x) satisfies the time independent Schrödinger equation[image: 139]

(1.100)

the eigenvalue equation for the Hamiltonian, and E is a real number completely characterizing the wave function.

At any time the stationary state corresponding to eigenvalue E remains the eigenstate with eigenvalue E as[image: 140]

(1.101)



In general the Hamiltonian is the only operator for which its eigenfunctions stay eigenfunctions at all times with the same eigenvalue (for an isolated system of course). We therefore call the conserved eigenvalue for the isolated system its energy, and the Hamiltonian the energy operator.

We have stated that the position is never a conserved quantity as the position operator does not commute with the Hamiltonian. However, we have identified the special circumstances under which its probability distribution is time independent, viz. for the case of energy eigenstates.


1.2.5 Quantum Dynamics 

We have previously considered the Schrödinger equation in the position representation, we now wish to consider the time dependence of a state vector. For the state vector which at time t is | ψ(t) > we have the wave function ψ(x, t) = < x|ψ(t) >, and the Schrödinger equation, eq.(1.25), can be rewritten[image: 141]

(1.102)

since (using the resolution of the identity eq.(1.72), i.e., expanding ∣ψ(t) > on the complete set of position eigenstates)[image: 142]

(1.103)

and (using the resolution of the identity eq.(1.89), i.e., expanding ∣ψ(t) > on the complete set of momentum eigenstates)[image: 143]

(1.104)



For the time evolution of the state vector we then have the Schrödinger equation in the state space[image: 144]

(1.105)

where[image: 145]

(1.106)

is the Hamiltonian on the state space.

Let us obtain the formal solution of the Schrödinger equation. For a small time step ∆t = t – t′ we have from the Schrödinger equation (we assume the Hamiltonian  is time independent; the time-dependent case is considered in section 2.4)[image: 146]

(1.107)

where O(∆t2) signifies all terms beyond linear order. To generate a finite displacement in time, we use the tactic of small steps. Stepping repeatedly back in time[image: 147]

we obtain successively using the Schrödinger equation, ∆t = (t – t′)/N, [image: 148]

(1.108)

where higher order terms in ∆t have been dropped as we eventually take the limit of large N. Introducing still shorter time steps, we obtain for the time-evolution operator[image: 149]

(1.109)

the expression[image: 150]

(1.110)

where we have used the binomial formula and have in the last line defined the exponential of an operator in terms of its series expansion.

 




Exercise 1.8 Show that the Hamiltonian for a free particle in the position representation has the matrix elements [image: 151]

(1.111)




Finally we wish to express the propagator in terms of the Hamiltonian (again we consider an isolated system). If a particle starts out at the definite position x′ at time t′, its state vector has evolved at time t, according to eq.(1.109), to the state vector[image: 152]

(1.112)

and the amplitude to find the particle at position x at time t is ψx′t′ (x, t) = < x|ψx′t′ (t) >, which by definition equals the conditional probability amplitude K(x, t; x′, t′), for which we then have the operator expression33 [image: 153]

(1.113)



We can also identify the operator expression for the propagator by noting that for an arbitrary state at time t′, ψ(t′) >, we obtain, by using eq.(1.109) and inserting the resolution of the identity[image: 154]

(1.114)

and identify the propagator according to eq.(1.7).

In appendix A we come full circle between the operator and path integral formulations of quantum mechanics, since we there start from the above operator expression for the propagator, and obtain the path integral form eq.(1.40).


1.2.6 Summary of Quantum Mechanics 

Instead of stating the principles of quantum mechanics as in section 1.1, we can equivalently state them as axioms in terms of the operator calculus.

Axiom I. (Quantum Kinematics) The description of a physical system is provided by a space of state vectors, and its physical quantities by an algebra of operators.

Axiom II. (Quantum Dynamics) The change in time of a state vector is determined by the Schrödinger equation[image: 155]

(1.115)

where the Hamiltonian Ĥ is a hermitian operator, and ħ is a constant of nature determined by experiment to be ħ ≃ 1.055 ‧ 10—34 Js.34


A reader with the above basic knowledge of quantum mechanics should be able to understand the rest of this book. The reader only interested in the content of the following chapters can in fact skip the rest of this chapter (except perhaps for consulting section 1.8, where the notion of the density matrix is introduced).  


However, for the reader not satisfied with the preceding intuitive and deductive introduction to quantum mechanics, and interested in how the kinematic structure of quantum mechanics follows from a few experimental facts without referring to the dynamics of the system, we start from scratch and develop quantum mechanics following Schwinger [7].




1.3 Quantum Kinematics 

In the preceding introduction to quantum mechanics we used the quantum dynamics of a system, i.e., How do properties change in time?, in order to derive statements about quantum kinematics, i.e., How are states of a physical system described? This was the case when we obtained the momentum amplitude as the Fourier transform of the position amplitude. Furthermore, we deduced the content of the theory from a few basic principles. In the following we shall instead follow Schwinger [7] and develop the kinematic structure of quantum mechanics from a minimal input of experimental facts whereby the obtained physical theory is the generalization of present experimental knowledge.


1.3.1 State Symbols 

Based on the practical experience of the ability to select physical systems to have definite properties we state the

 



Kinematic Principle:

 




A system selected to have a definite value a of the property A is described by a symbol [image: 156](a), the property symbol.


The simplest type of selection is where we, by administering impenetrable walls with holes (and shutters), select a particle to have a definite position in space (at a definite time).35 For the ensuing discussion, however, it is often useful to have the following example of a selection in mind. Consider repeating sending identical systems (say silver atoms) through an inhomogeneous magnetic field (the Stern-Gerlach experiment). The experiment will reveal that upon emerging from the magnetic field region, the systems can only be found in definite regions of space, as witnessed by the finite number of arrival dots made on a screen detecting arrivals of the systems.36 Punching a hole in the screen at a definite arrival dot allows one to select only systems that pass through hole so and so, and from this datum we can infer that we have selected the system to have the definite property magnetic   moment component so and so along the common direction of the magnetic field and its inhomogeneity.37


We shall say that a system which is selected to have the value a of property A, is in state a or has been prepared in state a. In the following we shall also use the terminology that a system in state a is represented by the state symbol P(a). We shall also refer to property values as quantum numbers.38


In a selection the system experiences interaction (in the Stern-Gerlach experiment with the inhomogeneous magnetic field), which makes it possible to reveal a property value of the system. The final act of the selection is to select only the systems which have a definite property value (in the example, the datum being the passage of the system through a chosen space region).

[image: 157]


Figure 1.3 Schematic representation of a repeated selection for the Stern-Gerlach experiment. The broken arrows represent the inhomogeneous magnetic field.

From a selection only systems with the selected property emerge, and as a matter of experimental fact, a repetition of the selection is without effect; exactly   the same selection results.39 In the Stern-Gerlach example all systems passing the first selection will pass the subsequent identical selection, as illustrated in figure 1.3.40 Using the multiplication symbol for subsequent, and the equality sign for identical to, we can algebraically symbolize this property of the state of the system after a sequence of identical selections as[image: 158]

(1.116)

the state symbol thus being idempotent.

The effect on the state of a system subjected to the selection process which does not discriminate properties; i.e., where no selection is taking place, we symbolize by Î. Since such a nondiscriminating selection is equivalent to the absence of selection, it does not influence any prior or subsequent selection. The state of a prior or subsequent selected system is insensitive to the nondiscriminating selection[image: 159]

(1.117)



The nondiscriminating selection has the algebraic property of the identity; it leaves the state of the system unchanged.

The effect on state of a system resulting from a selection process which selects systems with property values in a subset, a1, a2, .. , without distinguishing any of the possible property values, is represented by the addition of the state symbols for the property values in question. We speak of the system as either in state a1 or in state a2 or ... Since no ordering among nondistinguished property values exists, the addition of state symbols is commutative 41 [image: 160]

(1.118)



In the case of the Stern-Gerlach experiment the incoming silver atom interacts with the magnetic field, and only the holes corresponding to the magnetic moment property values not included in the subset are blocked.

The nondiscriminating selection, Ȋ, therefore produces a state of the system which is represented by the sum of state symbols over the set of all possible property   values, and thus for a total number N of property values, a1, a2, .., aN, we have42 [image: 161]

(1.119)
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