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Foreword


Neal Stephenson, author and chairman/co-founder, Lamina1


The idea of the metaverse has remained a surprisingly consistent and widely shared vision since even before I coined the term in Snow Crash, with systems such as Lucas-Film’s Habitat embodying metaverse-like features as early as 1986 – four years before I started writing the book. Fans of the idea might ask: what has taken so long? Is it going to happen, and if so, when? In Our Next Reality, Alvin Graylin and Louis Rosenberg address these questions by recounting some of the broad experiences that they have had during the course of their careers working on related technologies, beginning in the early 1990s and gathering pace (not without various ups and downs and twists and turns!) in the decades since. Building on that foundation, they then address the present state and future prospects of the metaverse project.


It is easy, and natural, to focus on hardware as the key to building the metaverse. When I wrote Snow Crash, I had just devoted a couple of years to writing computer graphics code on late-1980s vintage hardware that, by modern standards, was ludicrously overpriced and underpowered. The metaverse was my answer to the question ‘What would it take, in the way of mass-market content, to bring 3D graphics hardware within reach of millions of ordinary consumers?’


As it turned out, the answer was developments not envisioned in my novel, notably the video game Doom (which achieved feats of graphics programming I wouldn’t have believed possible) and the World Wide Web (which created huge consumer demand for personal computers that could display colour images). Media coverage of developments in this field has tended to focus on development of AR and VR headsets, which are attention-getting and make good hooks for features in tech journalism outlets. But the real driver of metaverse-related hardware technology has been the video game industry, which long ago surpassed Hollywood in entertainment market share and has come to wield cultural clout that few people expected when Doom first came out.


As Alvin and Louis make clear, however, a more thoughtful analysis of the present and future state of the metaverse gives at least equal importance to the software side of the project. We’ve already reached the point where consumer-grade hardware is equal to the task of rendering high-quality views into the metaverse. The next generation of challenges is going to centre on the software needed to make that hardware do what we, as users and consumers, want the metaverse to be and to do. It’s in this area that Our Next Reality breaks new ground by exploring both good and bad possible outcomes of widespread deployment of an AI-powered metaverse.


Snow Crash is frequently described as a dystopian novel. That’s fair enough. I like to think of it, rather, as a dystopian novel that pokes fun at some of the worn-out tropes of dystopian novels. In any case, some have gone on to characterize the entire metaverse project as a dystopian vision. That certainly wasn’t what I was thinking when I wrote it, and I don’t think it holds up under a close reading of the book. The metaverse, as shown in the book, isn’t inherently dys- or u-topian. True, in some instances it’s used to purvey crude, schlocky entertainment or even to spread malicious viruses. In other places, though, it’s used to create exquisite works of three-dimensional audiovisual art and to preserve knowledge in accessible forms. It contains, for example, an application called Earth, which bears notable similarities to Google Earth. Anyone who has used Google Earth will readily admit that it’s neither dys- nor u-topian in nature, and that its usefulness greatly outweighs its occasional shortcomings, or legitimate concerns that have been raised from time to time about privacy or potential misuse.


The virtue of Our Next Reality is that it takes a similarly nuanced and thoughtful view on the metaverse project as a whole, openly and honestly addressing possible bad outcomes, and talking about how to avoid them, while exploring useful and beneficial ways in which it might be developed.










INTRODUCTION


Why This Book?
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A new reality is coming in which artificial intelligence and immersive technologies will fundamentally change our lives, impacting not only how we work and play, but how we perceive our world, engage our surroundings and interact with each other. And, most of all, it will transform how we view our communities, our nationalities and our own identities. The core technology underlying this future will go by many names – some may call it extended reality (XR) while others will refer to it as spatial computing or immersive media – in this book we will call it the AI-powered metaverse (or metaverse for short) and it will unleash a magical, morphable world that adapts to each of us in real time, customizing our most basic daily experiences. We realize that the word ‘metaverse’ is inconsistently used by many today, and someday it may fade in popularity, but the vision of an immersive future driven by powerful AI technologies will persist, impacting society no less than the invention of the printing press, the steam engine or the internet. Of course, this begs the trillion-dollar question – should we be excited, terrified or something in between?


The truth is, we don’t know yet. But in this book, we’ll provide an honest and balanced view of the benefits and challenges of these transformative technologies, empowering you to make up your own mind and do your part to help steer the future towards positive outcomes. What we do know is that the convergence of artificial intelligence and immersive computing represents a major inflection point in human history unlike anything we have experienced before. It could move society towards a utopian era that brings the world closer together, unleashing remarkable new methods for everything from education and entertainment to the arts, sciences and medicine. Or it could push society towards a dystopian era of mass surveillance and social manipulation, for the tools and technologies that are headed our way could be exploited by the powerful at the expense of everyone else.


On the positive side, immersive technologies have the potential to humanize computing, enabling billions of people to interact with digital content as naturally as we engage the real physical world. Students will be able to visit historical sites in the most remote parts of the planet, experiencing the sights and sounds as if they were really there. And they’ll do it together, not just with their classmates but with students from around the world, sharing experiences with cultures they’d normally not have a chance to engage. Doctors will have x-ray vision, peering into their patients with real-time models based on MRI/CT scans that show disease or injury in the exact location it resides. Consumers will visit hyper-realistic showrooms for everything from cars to furniture without leaving their home, saving time, reducing pollution, and enabling a far greater variety of products than any physical store could stock. In fact, we’ll have much less of a need for physical objects as our natural spatial surroundings get filled with digital artefacts, thereby reducing our collective carbon footprint. All the information or media we ever want will be instantly available, projected naturally all around us without the need to grab a phone or laptop. This AI-powered future will augment not only our reality, but our intelligence, effectively making us smarter as we move through our world. And, most of all, creativity will be unleashed, enabling new forms of interactive artwork and storytelling that will immerse us in magical experiences that we can’t currently imagine. These new technologies have a very real potential to dramatically improve our productivity and reduce our resource burden on the planet. If things go well, we could very well be headed to a world of much greater abundance and reduced inequality.


On the negative side, significant new dangers could emerge through misuse or abuse of these powerful new technologies. In some scenarios, the danger could come from large corporations that leverage the intelligence and adaptivity of the AI-powered metaverse to exploit consumers in predatory ways. In other scenarios, the danger could come from state actors that use this new medium as an instrument of control, persuasion and indoctrination. And across all scenarios we must prepare for amplified person-on-person abuses inside our new immersive worlds. From bullying and harassment to racism and hate, personal attacks experienced spatially will be far more damaging than today’s online abuses, feeling just as authentic as face-to-face encounters. And, with the power of AI, the person you’re talking to may not be who they appear to be. In fact, they might not be a person at all, but an ‘intelligent agent’ that looks, sounds and acts as real as anyone you know but is entirely simulated. In the AI-powered metaverse we will be confronted with entirely new forms of deception, fraud, exploitation and identity theft that could allow bad actors to assume the personas of friends, co-workers or family members with convincing precision. This could create a confusing and predatory world where we never quite know who or what we can trust. Beyond all this, the existential threat that AI poses to humanity is a loud concern around the world, not to mention the risk of significant job displacement.


So which future will it be – utopian or dystopian? This book is written from the perspective that the decisions we make over the next five to ten years about the structure, culture and policies around the AI-powered metaverse could determine where society lands on the spectrum from a modern utopia to a digital dystopia. In many ways, the book is framed as a debate, for there are reasonable arguments that the new reality headed our way will have profoundly positive or deeply negative impacts.


As longtime veterans in this field, each of us has been involved in the development of AI systems and the creation of virtual and augmented worlds for over 30 years. Our goal in writing this book is to present a balanced view of the future, depicting a range of likely scenarios we could face, and providing useful recommendations to guide business leaders, policymakers and members of the public towards the best version of this AI-powered future we can realistically achieve. We have filled this book with personal anecdotes, not because our stories are special, but because our views on the future have been shaped by decades in the trenches, giving us a long-term perspective. And because we are both parents of college-aged kids, the urgency of these issues strike home, and we encourage you to read this book with a view that considers how the decisions we collectively make today will impact the technology-driven world your children will inherit.


In the pages that follow, we will debate the issues from different sides of the utopia versus dystopia spectrum. Although we each have diverse and nuanced views on AI, spatial computing and the immersive future ahead, we both appreciate the potential for remarkable good or significant harm depending on how these technologies will unfold, and the complex interactions between them. To ensure a balanced vision of the future, we will each argue one side of the debate, thereby providing opposing perspectives in every chapter. That said, we both firmly believe that the capacity for positive outcomes will outweigh the potential for harm, but only if industry leaders and policymakers take an early, active and aggressive role in pushing for a safe and responsible future. This book is intended to support the process by providing you with the knowledge, insights and urgency needed to develop an informed position to help push the world towards the most positive outcome we can.


But first, what is the AI-powered metaverse?


With so many definitions floating around, the word ‘metaverse’ is often viewed with confusion and scepticism by those inside and outside the industry. To make things worse, a flood of opportunistic ‘influencers’ have jumped into this space over the last few years and have promoted overly complex and awkward definitions linked to specific infrastructure technologies like Web3 and NFTs (non-fungible tokens). They’ve done this, not because these technologies are inherent to the high-level features and functions of the metaverse, but because they happen to be popular at the moment. The fact is, immersive technologies have been around for over 30 years and have seen many trends come and go. Believe it or not, we’ve both been in the field long enough to recall a time when CD-ROMs and faster dial-up modems were hailed as the breakthrough technologies that would underpin virtual worlds.


Clearly, the definition of the metaverse should not be dependent on specific methods and technologies but should focus on the deeper concepts that will impact the fabric of our lives, both as individuals and as members of society. From this perspective, it’s worth taking a step back and defining the metaverse at the highest level possible, ideally reducing the concept to its essence. In that context, the metaverse can be thought of as the large-scale societal shift from the current digital world based mostly on flat media viewed in the third person, to a new digital world based largely on immersive media experienced in the first person. This may seem like an overly simple way to define the future of computing, but the transition from flat content to spatially realistic immersive experiences is profound.


That’s because it transforms the role of the user from an outsider peering in at digital information to an active participant who feels physically and mentally present within and among the content. This has the potential to deeply humanize our digital lives. After all, the human perceptual system evolved to explore and understand our world in the first person, interacting with our spatial surroundings in natural and intuitive ways. This is very different from today’s computing, which is based largely on users peering through little windows at text, images and videos. And in the metaverse these powerful immersive experiences will not be engaged alone, but with others, from friends and colleagues to total strangers. This will enable groups to collaborate in deeply intuitive ways, leveraging our inherent human capacity to explore, interact and understand the shared world around us.


As for how the transition from flat media to immersive experiences will impact our daily lives, it’s important to stress that the metaverse will not just be fully simulated environments (i.e., virtual reality – VR) as commonly portrayed in science fiction. It will also be the real physical world embellished with virtual content (i.e., augmented reality – AR or mixed reality – MR). The combination of all modes is frequently shortened to XR (eXtended reality). In fact, there are strong arguments to suggest that the metaverse will have its greatest impact on society by augmenting our lives, enabling humanity to experience immersive layers of creative and informative content without having to abandon the real world. From this perspective, in time, lightweight, all-day-wear immersive glasses could replace the mobile phone as our ever-present portal to the digital world, enabling access to the metaverse from the moment we wake until the moment we go to sleep. You often hear a debate on which is more important, VR or AR, and the reality is, in time, there’s no need to choose, as both will play a key role in our daily lives and will reside on the same devices. Even today, top-of-the-line headsets like the Vive XR Elite from HTC and the upcoming Vision Pro from Apple support both VR and AR applications and have buttons or dials for easily switching between.


Looking to the future, continued innovation is required to fully realize the potential of the metaverse. Most people think about this in terms of pushing the limits of the eyewear, aiming for better, smaller, cheaper and more comfortable devices. After all, for over 30 years the most iconic products for virtual and augmented reality have been the headsets. But there is much more to building the metaverse than providing quality visuals. There is also the need for high-speed communication networks, fast and accurate sensors for tracking heads, hands and bodies, spatial sound, haptic interfaces for providing physical feedback, and the vast computational resources needed to enable large populations to inhabit the same spatial worlds. And yes, there is a good chance that Web3 technologies such as blockchain, cryptocurrencies and NFTs will play an important role in the metaverse, but likely not as much as some people would have you believe.


Of all the technologies that are significant to the metaverse, the one that will play a far greater role than most people appreciate is artificial intelligence. As will be discussed throughout this book, AI will almost certainly become a critical component in the designing, building and populating all facets of our immersive future. That’s because creating and managing real-time immersive experiences at scale will require vast levels of automation and that means heavy use of AI. And like all technologies that will contribute to this future, AI raises many positive and negative scenarios that must be carefully considered.


Another way to think about the metaverse is to consider what it will replace in our lives. Most significantly, it will transform the internet as we know it. Today’s websites will be replaced with a network of 3D experiences that can be navigated with a natural glance or gesture. In this future, online businesses will look like real businesses, with virtual showrooms and service counters staffed with artificial salespeople. So an alternative definition of the metaverse could be written in equation form as the 3D version of the global internet we know, powered by AI and primarily accessed using XR devices:


Metaverse = Internet(3D)AI ⇆ XR


In the short term, most will access immersive worlds via flat screens, but XR will be the long-term interface. We had a chance to discuss this definition with Neal Stephenson – the sci-fi writer who first coined the term ‘metaverse’ – and he gave it his blessing. If the definition is OK with Neal, it’s good enough for us.


Still, we need to remember that the metaverse is not about any specific hardware or software, as most will change drastically over time. Instead, it’s about enabling immersive human experiences on a grand scale and making it accessible to the largest number of people on earth, regardless of how that access is achieved behind the scenes. For that reason, this book focuses mostly on the social, economic, political and personal impacts of immersive worlds, providing a balanced outlook that includes both positive and negative scenarios. We will do our best to represent the range of potential futures and provide thoughtful guidance that could help push the industry towards positive outcomes. In that regard, we hope this book serves as a call to action, inspiring corporate executives, entrepreneurs and the public to demand a responsible approach towards building, deploying and managing the technologies around AI and the metaverse. It could be the future of our world.


Some housekeeping


In the coming pages, we use the term ‘users’ to represent humans in the metaverse. Some may prefer ‘citizens’ or ‘inhabitants’ or ‘members’, but for simplicity and clarity, we’re choosing a more common term. Non-human characters (NHCs) will be used to represent what the gaming industry calls non-player characters (NPCs), which are the artificial characters that inhabit these virtual worlds. When NHCs are used for promotional purposes to represent the views of businesses, organizations or other entities, we use the phrase virtual spokesperson (VSP), as they have unique benefits and risks. Also, the terms augmented reality (AR) and mixed reality (MR) are often used similarly, but according to recent definitions from the US Government Accountability Office (GAO) and the XR Association (XRA), the phrase Mixed Reality refers to more advanced immersive systems in which users can reach out and interact with responsive virtual objects integrated into the real environment.1, 2


Given that numerous high-quality books have been written about the history and basic technologies behind AI and immersive media, we’ve decided to limit the background content and focus on the forward-looking benefits and risks of these technologies. We have listed some reference books in the chapter notes and further reading at the end, for those interested in extra details. Please note that the views in the book are those of the authors and do not necessarily represent their respective companies or organizations. We’ve organized the book around the most pressing questions facing society in the coming decade and welcome you to jump directly to the chapters you care about most. The first few chapters are foundational material, the next few relate to specific industries, and the last four look further into the future and consider how we can best aim for positive outcomes. Suggested actions are provided in an appendix for those who want to be more proactive regarding bringing about positive change. That said, to get the most from this book, we recommend starting from the top and reading straight through. To enable further contemplation on the subjects covered, you can also visit OurNextReality.com and have real-time discussions with the custom GPT trained on the content from this book and other materials of the authors. We hope you find the unique format entertaining and informative.










CHAPTER 1


Is the Metaverse Really Going to Happen?
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For most people, the word ‘metaverse’ did not exist until October of 2021 when Mark Zuckerberg sent a letter to Facebook shareholders, informing them about his grand plan to change the company’s name to Meta. This was a controversial move, igniting a wild wave of excitement and scepticism. Either way, it brought the technologies of virtual and augmented reality into the spotlight like never before and got the whole world talking about a very different future for computing. It also accelerated investment in the hardware, software and infrastructure required to deploy immersive worlds at scale.


Still, for many, scepticism remained until June 2023 when Apple announced their Vision Pro mixed-reality headset and laid out their corporate vision for how the future will unfold. Like Meta before them, Apple used grand language, suggesting the world is entering a new age of ‘spatial computing’ and highlighted the potential to bring the digital content we access throughout our daily lives into our spatial surroundings. Of course, Apple and Meta are not the only major corporations pushing this vision. Many of the largest companies in the world by valuation have major efforts in this area, including #1 Apple, #2 Microsoft, #4 Google, #5 Amazon, #6 Nvidia, #7 Meta, #19 Tencent and #22 Samsung (as of 11/23/2023).1


The concepts of virtual and augmented reality emerged decades before any of the above companies entered this space. In fact, it predated the coinage of the term ‘metaverse’ in Neal Stephenson’s 1992 novel Snow Crash. What most people don’t realize is that the underlying technology wasn’t pure fiction back then – the first commercial efforts to build virtual worlds goes back to the late 1980s and early 1990s, while early examples of VR hardware were initially developed in the 1960s. Ironically, during each of those prior waves, the industry believed it was about to take off in a major way.


The big question now is this: are we in another cycle of flaming hype that will soon burn itself out, or will our immersive future really come to life this time, fundamentally changing society? Both of us began working in the field over 30 years ago during the very early days. From first-hand experiences, we both know the field has not evolved in a straight line but has undergone wild swings of hype followed by winters so cold – words like ‘virtual reality’ were effectively outlawed in Silicon Valley. In this chapter, we each look back at our personal experiences in the field and discuss why we believe that the metaverse is not only possible – it’s inevitable. First, it’s Louis’s turn.


Louis on why he’s convinced the spatial computing is inevitable


I wasn’t supposed to use the hardware when nobody else was in the building. Of course, that didn’t stop me from coming into the lab most nights and weekends to keep the project moving. This wasn’t a violation of Air Force security – I was just taking a calculated risk with my own personal safety. You see, every time I wanted to test my software, I had to climb into a huge ‘upper-body exoskeleton’ covered in sensors, wires, motors and bearings, knowing that if anything went wrong the machine could easily break my arm or worse. Once I was inside the exoskeleton, the next step was to lean forward and press my face to the vision system hanging from the ceiling. It used the optics from cannibalized binoculars aimed at computer monitors six feet away, everything carefully arranged so the image would be pulled forward, appearing to float directly in front of you. Some might call it clever, while others might call it makeshift, but for a system built over 30 years ago, it provided better fidelity than the early head-mounted displays that were commercially available. And I needed good fidelity, for this was a project aimed at enhancing human performance in precision manual tasks.


Today, we call this mixed reality. Back then, it was just a far-fetched idea I hoped would pan out. This was 1992 and I was a researcher in the Human Sensory Feedback Group at the Air Force Research Laboratory. I wasn’t military personnel, but a research fellow funded by the Air Force Office of Scientific Research (AFOSR) to develop what would become the first augmented reality (AR) system enabling users to reach out and interact with a unified spatial reality of real and virtual objects. I had pitched the idea to the Air Force a year earlier while doing research at NASA on optimizing depth perception in early virtual reality systems.2 Spending countless hours writing code and running experiments at NASA, I was captivated by the potential of VR and was convinced it would one day transform everything from science and education to shopping and entertainment. Still, I felt oddly uncomfortable with the experience, like nothing was as real as it should be. During those early days, most researchers believed the problem was the fidelity of the visuals, which were certainly crude back then. Still, I thought it was something else – a tension in my brain between the virtual world in front of me and the real world I could sense all around me. What I really wanted to do was take the magical power of VR and splash it all over my physical surroundings, creating a single immersive reality in which my visual, spatial and physical senses were all perfectly aligned. Today, we call this mixed reality. Back then, it was just a far-fetched idea I hoped would pan out.


So, I headed off to Wright Patterson Air Force Base in Dayton, Ohio. By the time the project was complete, the system was using nearly a million dollars’ worth of hardware and took up a good portion of a lab. That’s because it supported not just sight and sound, but touch and feel, injecting spatially accurate virtual objects into your surroundings that felt so authentic, they could help you perform real physical tasks.3 The system even used spatial audio to enhance your sense of presence and your situational awareness. The effort was a success, demonstrating for the first time that an interactive mixed reality was not only possible, but could increase your speed and dexterity in real-world activities.4
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Figure 1.1 Human subject using prototype Virtual Fixtures system during mixed reality research (Wright Patterson AFB, 1992). Photo by Louis Rosenberg.









It was called the Virtual Fixtures platform because the 3D virtual elements that were added to the user’s physical surroundings were designed to serve as fixtures that could aid in precision manual tasks. I’d often explain the concept via a simple metal ruler used to draw lines. A ruler is a real-world fixture that helps you increase your precision and reduce mental effort, allowing faster and straighter lines. Now imagine if the ruler was virtual but looked, felt and sounded real. And imagine that you could place it anywhere in your physical surroundings and have it take on any shape and form. In fact, imagine it wasn’t a simple ruler, but a complex virtual structure used by a surgeon to help guide her scalpel as she performed a delicate surgery. And because it’s virtual, it could pass straight through the patient’s body, preventing incisions from going too deep or impacting vital organs.


This was the promise of the Virtual Fixtures project, its goal to amplify performance in a wide range of dexterous tasks, from surgeons performing delicate procedures to technicians repairing satellites in orbit through telerobotic control. Of course, that first system wasn’t designed for surgery or satellite repair – it was intended to prove the concept of mixed reality by showing that virtual objects could be added to real-world activities and enhance human performance. To demonstrate this, I used a simple task that could quantify dexterity – moving metal pegs between holes on a large pegboard. I then wrote software to create a variety of virtual structures that could be added to a user’s physical surroundings and help them perform the task, from simulated surfaces and cones to virtual tracks that could guide the peg. And it worked, enabling users to perform with far greater speed and precision.


I give this background, not because of the academic results, but because of the profound impact it had on my view of computing and my future as a technologist. I can still remember the first time I moved a real peg towards a real hole and when I got within a certain distance, a virtual surface automatically turned on. Although simulated, it felt authentic, like the peg had bumped into a real object, allowing me to slide along its contour. At that moment, the physical and virtual worlds became one reality, a unified reality where the real and digital were seamlessly combined into a single perceptual experience that targeted all your senses – visual, audio, proprioception, haptics. It didn’t matter that the fidelity was far from attaining modern standards. What mattered was eliminating perceptual cues that were fighting with each other, some cues telling your brain you’re in a simulated world while others were telling you that you’re sitting at a desk or standing in a lab. And I knew, this was the cause of the uneasiness I had experienced while doing VR research at NASA – perceptual inconsistency – and at that moment it was lifted.


That was the first time I had ever experienced a genuine mixed reality. In fact, it may have been the first time anyone had. I say that because once you perceive the real and virtual combined into a single world, all your senses accurately aligned as you reach out and interact with both, the two realms snap together in your mind. It’s almost like those classic visual illusions where there’s a hidden face that you just can’t see and then something clicks and it suddenly appears. When that happened, I realized the future of computing would be a seamless merger of the real and virtual, providing experiences so natural, it would reshape where the physical world ends and the digital world begins. Our digital lives would not stay trapped inside flat screens or even be confined to VR headsets – it would be everywhere, enhancing and embellishing our physical spaces with the magic and flexibility of computing.


That’s when I knew that the place we now call ‘the metaverse’ was inevitable, not as a fully simulated alternative to the real world but as a merger of the physical and digital, with virtual content added to all our experiences. Yes, many of those experiences will be wildly fanciful and will take us far away from the world we know today, but for those environments to feel deeply real, they will integrate some aspects of our physical surroundings. Without that, a perceptual tension exists between the virtual world you see and the real world you sense and feel around you. That tension could be subtle, but it causes fatigue, limiting the amount of time you want to spend in immersive worlds. But when you eliminate that tension and achieve true ‘suspension of disbelief’, that barrier is lifted, and the future of computing becomes immersive, interactive and ubiquitous.


I was so convinced of this future, I founded the early VR company Immersion Corporation in 1993. While most VR companies back then were focused on 3D visuals, we focused on creating integrated immersive experiences that combined 3D visuals with natural physical motions and physical feedback. That approach was successful, allowing the company to go public and survive for decades, weathering the ups and downs of the industry by providing useful solutions to real market needs. For example, we partnered with medical experts in the early 1990s to develop the first commercial VR systems for training surgeons. Our approach was to give doctors real medical instruments to grab hold of, which we adapted with robotic devices to track the motion and provide realistic physical feedback (haptics) when the real tools interacted with virtual patients. By combining real physical aspects of the experience with virtual medical content, we created VR simulators that doctors were comfortable using without fatigue or discomfort. And it worked – medical schools found that students could learn critical skills entirely in VR, developing physical dexterity while learning to visually navigate the internal anatomy of patients.5, 6, 7, 8 As will be described in Chapter 8 on medical applications, this has now become standard practice for medical schools.


I give the example above to convey the power of naturally combining the real and virtual. Even more importantly, these early surgical systems convinced me of the profound value of immersive education. For example, I recall giving a demo of our VR bronchoscopy simulator at a medical show in the 1990s. I grabbed the physical bronchoscope, inserted it into the mouth of the mock patient, and guided it down the throat, all while viewing realistic 3D visuals of the simulated camera feed. But then I physically bumped into the virtual vocal cords, simulated by haptic motors. This physical resistance meant I had to anaesthetize the cords by pressing a foot pedal, just like real doctors use to inject lidocaine. I could then push past, guiding the scope down the trachea and into the bronchial tubes, where I navigated to an awaiting tumour. That’s when I used the real handpiece to extract a virtual biopsy. When I was finished, one of the doctors who was watching me give the demo asked where I went to medical school. I thought he was joking, but then I realized that, by giving countless demos in VR, I had learned not just the physical skills but had internalized the complex spatial anatomy of the human lungs as seen from the inside, developing a 3D mental model that allowed me to navigate within the human body.


More importantly, I had developed these skills through a medium where the acquired knowledge was natural and intuitive. I could never have learned at such a deep level by looking at pictures in a textbook or watching videos. That’s the power of immersive experiences, especially when they create true suspension of disbelief. As will be described in Chapter 9 on education, this type of learning will not be restricted to high-end uses like medical training but will soon be available for students at all levels. Immersive media will allow kids to travel inside the body, shrinking themselves down to the size of blood cells so they can be carried along through the circulatory system. And they won’t take that trip alone, they’ll do it in groups, marvelling together over the biology around them with their teacher along for the ride. They will learn about chemistry the same way, history and culture, too – everything.


This is why I believe it’s inevitable that our digital lives become as immersive as our physical lives, the boundaries between these realms fading away. It’s not about technology. It’s about humanity. It’s in our DNA. The human perceptual system evolved to explore and understand our world by interacting spatially with our physical surroundings. It’s how we test ideas and build intuition. It’s how we form memories. It’s how we create mental models. It’s how we think. We did not evolve to engage our lives through little screens in our hands or on our desks – we evolved to interact, explore and understand a spatial world that exists all around us. And now that our digital lives are rivalling our physical lives for our time and focus, those little screens are getting in the way. This is why our immersive future is inevitable. You can call it the metaverse. You can call it spatial computing. You can call it extended reality. It does not matter – this future is coming and it’s coming soon.


Of course, the media often declares this vision dead. I’ve read obituaries in the 1990s, 2000s, 2010s and now the 2020s, and yet the field keeps ploughing forward, the tools getting better while the market builds momentum. Why? Because the desire for immersive content is central to being human. This will never go away – the only question is, how long will it take to unleash such a future? As I will argue throughout this book, I believe it is mixed reality that is key to widespread adoption, but it will need to be deployed in affordable, lightweight, stylish eyewear that people feel comfortable wearing in public. Many of the largest companies in the world are developing such products and I expect this transition to happen over the next five to ten years. Alvin sees a different path to a similar destination, with more emphasis on virtual worlds in the near term. And that’s the point of this book, to provide two sides to every issue. And with that, let me pass the baton to Alvin, for he’s the person I trust most for deep industry knowledge. At HTC, he is on the front lines of building some of the most innovative immersive products and software solutions on the planet.


Alvin on why this time is different


Similar to Louis’s experiences, I’ve lived through multiple cycles of virtual and augmented reality hype over the last 30 years, each followed by long periods of disappointment. That said, I believe this time is different, not because I hope it will be different, but because I can finally see all the missing pieces falling into place. Hardware devices that were prohibitively expensive, bulky and power-hungry have finally become small and efficient, benefiting from a mobile industry that now produces critical components with massive economies of scale. The gaming industry has offered similar benefits, helping to drive a global infrastructure for cloud-based content, high-speed communications, and 3D graphics chipsets. The COVID pandemic has shown the world the value and viability of remote work and digital life. And AI technology has made astonishing advancements, finally making the dream of automated virtual world creation and moderation a possibility. This convergence of technology has inspired many of the biggest companies in the world to set their sights on the metaverse, putting their full backing and marketing might behind it. Even the biggest enterprises and professional services firms now have dedicated teams to deploy metaverse-related solutions. My friends Nick Rosa (Accenture) and Jeremy Dalton (PWC) have both written comprehensive books on current enterprise uses cases for metaverse-related technologies, so we’ve lightened enterprise-related content in this book. The metaverse is no longer the start-up driven dream of the 1990s or 2000s – it’s now a massive global enterprise with ample capital, industry-wide momentum and genuine technological feasibility.


HOW IT STARTED


For me, the belief that 3D virtual worlds would transform our future began in 1991. I was an undergraduate at the University of Washington and became deeply engaged with the newly formed Human Interface Technologies Lab (HIT Lab) headed by Dr Tom Furness (often called the ‘Godfather of VR’). He had just transferred there after over 20 years of pioneering XR technologies at the US Air Force. I was so excited to have an opportunity to play with the latest devices on the market. My first experience using a VR device changed my perspective on the future of computing. Putting on the 2.5kg VPL Eyephone headset and navigating my avatar in a low-pixel 3D world for the first time using a tethered VPL DataGlove tracked by magnetic sensors gave me a genuine sense of embodiment and presence despite how primitive the technology was at the time. The visual resolution has over 100 times fewer pixels than current consumer VR devices, but it still made me a believer. The system was powered by a high-end Silicon Graphics Workstation, with the whole setup costing several hundred thousand dollars. So, it was definitely not targeted at the consumer market. I focused my research on how VR could be applied to the education market and clearly saw the potential for the immersive teaching model to enhance the learning process far beyond what’s possible using paper and blackboards. At the time, I had confidently predicted that within ten years, all developed countries would be using VR to educate their children. Clearly, I was off by two or three decades, but I’ve never stopped believing this is the future of the education sector and computing in general.


ENTERING A NEW CYCLE


Due to a number of technical and economic reasons, in the mid-1990s, the bottom fell out of the market and most VR development dried up for nearly two decades, especially for consumer applications. The world and the core technologies needed were just not ready yet. In 2013, I had an opportunity to try the Oculus DK1 at my friend Steve MacBeth’s lab at Microsoft, which made me take notice that VR and virtual worlds might finally be ready to re-emerge from its long winter (Figure 1.2). Although I have to admit I actually did feel nauseous for about an hour after its use, the overall experience with such an affordable unit was quite impressive.


In 2015, I was invited to meet with Cher Wang (HTC chairwoman) at its HQ in Taipei and demo the unreleased Vive Dev Kit. After using it, I was made a believer again. I could see all the pieces coming together now, high-fidelity low-latency VR, unhindered room-scale movement, and two-hand embodiment enabling some amazing immersive content demos. And best of all, I didn’t feel sick using it.




[image: Alvin wearing the original Oculus DK1 VR headset.]


Figure 1.2 Alvin testing the Oculus DK1 in 2013.









The technology advancements and cost reductions enabled by the smartphone and gaming industries brought the quality of experience and price point to levels that finally made VR accessible to consumers. Funny thing was I recall Cher asking me why I wasn’t more excited by the demo, and I replied, ‘I tried similar experiences about 25 years ago, just a little lower resolution.’ But I was quite impressed and was ready to re-enter the space again. I soon joined HTC to lead its China Region, and a few months later, we launched the Vive globally to much fanfare. Everyone wanted to get their hands on the Vive device. In fact, the toughest part of our sales team’s job was figuring out how to allocate units to channel partners. Profits were guaranteed for them as they were able to sell the product initially at well above MSRP (manufacturer’s suggested retail price) in many cases. I remembered the night we opened consumer pre-orders online and the whole team stayed in the office past midnight China time to see how the market reacted. We were so excited when we saw the live online sales numbers rocket up. It was clear, the world was eager for VR again and our Vive product was a perfect fit.


A few weeks later, we would start shipping units to end-users. To make the occasion more memorable, I delivered the first consumer device globally to none other than the NBA legend Yao Ming at his home in Shanghai. He’s normally not an easy guy to access, but it turns out he’s actually quite the techy; he’d heard about the Vive and wanted to try it. An old friend, Gin Chao from the China NBA, helped connect us.






[image: Alvin (left) assisting Yao Ming (right) in setting up the HTC Vive at Yao's home.]


Figure 1.3 Yao Ming trying the Vive.









The moment Yao opened his door to let us in was awe inspiring. At 7 foot 6 tall, his head was higher than the door frame. I instantly understood how hard it would be to play against him on a basketball court. At 6 foot 4, that was a new feeling for me. Our team quickly set up the Vive in his living room. Yao was known to be a hardcore gamer during his NBA days, so he dived into the immersive 3D experiences easily. I was also quite impressed by his business sense and strategic thinking. Since retiring from the NBA, he’s founded numerous companies and served as the chairman of the CBA. It was an honour to have such a national hero try the Vive at its inception.


DECADE OF INNOVATION


The XR industry has progressed more in the last decade than the 30 years before it. Most people associate this wave of VR innovation solely with Oculus (Facebook). No doubt, Palmer Luckey and his team helped revitalize interest in VR with their very successful Kickstarter campaign in 2012, and after their acquisition, Facebook’s enormous marketing power helped expose the concept to a much wider audience. But it was actually HTC that was first to commercialize with most major VR innovations over the last eight years. HTC and Valve together delivered the first room-scale VR solutions and full-body tracking systems. HTC was also first to market with both 6-DoF (six degrees of freedom) standalone headsets and thin and light smart glasses, while delivering an open content marketplace for VR apps that supported most headset brands on the market. Ultimately, the rapid advancement of this market can’t be credited to any one company, but rather the amazing XR community and the ecosystem of all the companies that had the foresight to support this industry through thick and thin.


LOOK, MOM, NO CABLES


One innovation I am quite proud to be directly involved with was our first to market with a high-fidelity low-latency wireless-PCVR solution. That’s because the need to have a wire tethered from the headset to the gaming PC restricted the movement of the user and limited the long-term vision for the XR industry. During his October 2016 Oculus Connect keynote, Michael Abrash (Oculus chief scientist) stated that it was not possible to have an untethered PCVR headset for at least five years. In May 2016, as part of my efforts of leading ViveX start-up accelerator in the region, I found a company in Beijing (TPCast) making video streaming devices based on custom chips that could provide high-quality HD video on very low-bandwidth networks and challenged it to make a solution for untethered VR with high fidelity and low latency while keeping the prices reasonable for average gamers. If the device isn’t able to support the high-frequency (90hz) and low-latency (<20ms) requirements of VR, most users would likely become nauseous quickly. After six months working seven days a week, the TPCast team did it by making a new ASIC (Application Specific Integrated Circuit) chip for us and utilizing the high-capacity 60Ghz wireless spectrum to transfer the massive amounts of data needed to support our requirements.


Knowing that wireless VR would be perfect for sports games, I contacted a friend in the sports marketing business, Andrew Collins, and was able to arrange for Kobe Bryant to demo this innovation at the annual Alibaba Sales Festival while he was in China. Kobe was physically less imposing than Yao, but I was equally impressed with him during our interactions. He was quite tech savvy and got the hang of how to use the device intuitively. After trying the system, he spoke deeply about how this technology could be applied in his education-focused endeavours and foundation. Despite being a massive celebrity, he was very patient and courteous to all involved throughout the whole process. Kobe was the first end-user to try a functional wireless PCVR solution in the world. Proving Oculus wrong on its prediction, just one month after its speech, felt quite satisfying. A few weeks later, UploadVR (a famous VR industry website) actually did a video of a user playing a VR game and doing a full backflip using the new wireless accessory with the Vive.9 The video went viral and showed the world what’s possible in VR when you no longer need to be tied by a cable to your PC.


THE TRANSITION TO STANDALONE VR


The same night Kobe demoed the Vive, we also executed the largest live interactive mobile VR demo in the world with over 600 global press participants at the 2016 Alibaba event. The room full of reporters all used 3-DoF mobile VR devices based on the Google Pixel phone (made by HTC) running a special VR enabled firmware to make live ecommerce transactions inside a 3D interface. Since this setup required using a mobile phone and only had rotational movement, it really wasn’t the ideal mobile VR experience yet. The ultimate goal was a fully mobile 6-DoF device. Given the massive amounts of processing power needed and complexity of inside-out tracking systems, it was quite a challenge. Fortunately, Qualcomm, which supplied the CPUs for our high-end phones, also aspired to enable the mobile VR market. In 2017, after numerous long discussions with Hugo Swart, Qualcomm’s head of XR business, and his team, we agreed to collaborate towards bringing a true 6-DoF standalone VR device (aka an AIO – all-in-one – device) to market. Qualcomm had a very early standalone reference kit, but it needed a lot of work to actually get it ready for market. Fortunately, making concepts market-ready was one of HTC’s strong points.


HTC’s PCVR business was booming, so getting resources to pursue an AIO project was challenging. After several months of internal advocacy efforts, we were able to get approval to green-light the project. With huge efforts from a small but capable team, the Vive Focus was announced at Mobile World Conference Shanghai 2017 and delivered early 2018. It was the world’s first 6-DoF AIO VR device and paired with a small 3-DoF pointer-like controller. This device already had the real-time pass-through AR capabilities people have been talking about recently, which I showed off by walking the 50-meter-long runway at Shanghai Fashion Week that year (Figure 1.4).




[image: Alvin wearing the HTC Focus VR headset in a designer coat while walking  down a runway at a fashion show.]


Figure 1.4 Alvin at the 2018 Shanghai Fashion Week GQ Show wearing a coat designed in VR. Photo by 张克雷 KeLei Zhang (Beijing).









We showed the world that full 6-DoF capabilities can be achieved in a standalone form factor. Not needing a PC to power the Vive Focus meant its total cost of ownership would be a fraction of the PC, and setup can be done in minutes versus over an hour for a traditional PC system. The boot-up time was much faster, too. Of course, it didn’t have the full content library of PC-based VR, but the portability and convenience enabled more users to access VR. In China, these devices were deployed at hundreds of schools, offices and entertainment centres all over the country.


Although a breakthrough, the VR experience of that device still wasn’t perfect. A year later, in April 2019, the Vive Focus Plus was released adding full 6-DoF controllers to the system experience and enabling wireless PCVR content streaming. The Oculus Quest, Facebook’s (now Meta) first 6-DoF Standalone, wasn’t released to market until a month later, and its PC streaming solution wasn’t released until over a year later. Although the Quest was late to market, I have to give it credit for having an impressive library of content and a very affordable price of $499, which had been highly subsidized by Facebook. The company reportedly lost an average of $10 billion a year since acquiring Oculus.10


‘THIN AND LIGHT’ TO THE RESCUE


So back to why I believe the metaverse will really happen this time around. During previous hype-cycles from the 1990s to 2020, headsets have been essentially a box on your head, some with wires and newer ones without, but the form factor hasn’t changed too much. Unfortunately, no one will walk around the street with a box on their head (even if that’s how it looked in the 2018 Ready Player One movie). In 2021, a real breakthrough happened. HTC released the Vive Flow, the world’s first standalone immersive glasses that didn’t need another processing unit to operate. It was reasonably fashionable and weighed less than 190 grams by using innovative pancake optics. It also utilized Qualcomm’s new generation of low-power XR-focused chips. This device, more than anything that has come before, shows we can really build XR devices that the public will accept for daily use. It’s certainly not perfect yet but it was a step closer to the thin and light XR device in people’s minds.


At CES in January 2023, the second revision of this thin and light form factor was launched to rave reviews winning over a dozen best of show awards. With the addition of two 6-DoF controllers, full hand tracking and colour cameras to support mixed reality (sometimes called passthrough AR or visual reprojection) mode, we can have greater confidence that thin and light XR glasses are not far away. Neal Stephenson joined our event as a launch partner (Figure 1.5) and was impressed by the XR Elite, saying he knows how hard it was to deliver what was shown given the stint he did with Magic Leap. Since then, Meta and Pico (acquired by ByteDance) have both released pancake lens standalone MR devices following our lead, but the Vive XR Elite is still the most compact and lightweight MR standalone on the market as of mid-2023.




[image: Alvin (left) and Neal (right) wearing the HTC Vive XR Elite during CES 2023.]


Figure 1.5 Alvin and Neal Stephenson posing with the Vive XR Elite at CES 2023.









XR FROM THE CLOUD?


For us to continue reducing the size and weight of devices even more to the all-daywear glasses people are looking for while maintaining high fidelity, it’s likely we’ll need to move offload most of the heavy processing off-device into the cloud. This is where 5G/6G cloud rendering will play a role longer-term. With HTC’s heritage in the telecom space, we’ve been working on remote rendering or split rendering solutions for quite some time. In 2017, my team in China had a working solution with Chinese cable TV operator Dalian Television to trial cloud-rendered VR where games were rendered in remote data centres and the video stream was sent to cheap cable boxes connected to HTC Vives. I have to admit it only worked adequately for slow-paced games, but it was a miracle it worked at all given the limited capabilities of the network and edge devices we were working with.11 By 2023, cloud streaming models are becoming viable on a broad basis for traditional gaming and high-definition video, but even today, XR streaming for large numbers of users over long distances isn’t viable on existing infrastructure. For corporate campus and special event scenarios, HTC’s turnkey 5G private network solutions can set up relatively quickly and can already deliver seamless XR streaming today for a defined audience. For the personal use-case, local area streaming within about the size of a home or between devices on your body can be done in an affordable way using WiFi6/E technology today as well. In the coming decade, with the dramatically increased bandwidth, device capacity and reduced latency of 6G networks, this type of use-case for consumers on a wide area network will be commonplace.



XR HEADING TOWARDS MAINSTREAM



In June 2023, Apple announced the Vision Pro, an MR-focused Head Mounted Display (HMD – sometimes called ‘headsets’) that requires a cable tethered to a separate battery pack and which won’t be released until ‘early 2024’. The $3,500 product will have impressive 4K per eye displays (approximately 4000 × 3000 pixels) and won’t come with any controllers, which is a pretty bold move as it relies purely on hand and eye tracking for the user interface. This also means that most existing XR content would not be compatible without significant development work. As the device doesn’t arrive on the market before the release of this book, it’s a bit difficult to predict what the final market reception will be when it launches. At that very premium price point for consumer electronics of three times the price of other premium devices in this category, it’s unlikely to sell huge units. Less than 1 per cent of phones, PCs or TVs sold each year are above the $3,000 price point. Rumours are their internal forecasts are for well under 1 million units the first year. Sony, which is producing the Micro-OLED displays for the device, recently announced they can’t produce more than 100,000 sets a quarter. It seems this product will likely serve mostly as a dev-kit for developers wanting to enter the Apple spatial computing ecosystem. Either way, having Apple join the XR industry in such a vocal way has definitely added a new level of validation to this product category. They are known for their fast follower strategy, where they enter new markets only when they believe it’ll be sizable, and they focus on optimizing the user experience and design to take the category on a new trajectory.


The biggest contribution I see from the Apple entry is not really their hardware (most things they showed were already parts of existing devices), but rather their more consistent and refined UI/UX. In the past, almost every XR device vendor and even content developer had their own UI/UX models, so having Apple define and enforce a common standard across the developer community will provide a great service to the industry. Interface consistency and usability across content is key to reducing user friction.


SCREEN REPLACEMENT


Although still quite large by size and weight, the visuals quality of the Apple device seems to have impressed everyone who has tried it. It’s good enough to deliver a level of quality that can comfortably use virtual screens inside virtual spaces to replace physical monitors or TVs in the real world. They have embedded two high-end PC-level processors inside a mobile form factor to enable the performance level needed to power these displays as well as the many cameras and real-time sensors on the system. Two years ago, my team worked with the Beijing Film Academy, to conduct a research study on the ability of VR devices to replace PC screens (Figure 1.6). We found that at 2.5K per eye resolution (5K for both eyes), users had no issues reading 10-point font text in documents, but much higher-quality displays are needed to fully replace desktop displays across all their normal uses cases. The maximum human eye resolution is about 60 pixels-per-degree (PPD) in the centre few degrees of view. The Vive Pro2 used in the test is at about 30 PPD, but the Apple device is estimated to be about 40 PPD, making monitor replacement fairly viable.


In the coming five to ten years, I’m confident that the XR industry will be able to achieve devices that can truly appeal to even the laggards among us and replace physical screens as the primary way humans interact with computers and content today. Steve Jobs famously called the PC the ‘bicycle for the mind’. By the end of this book, we hope to convince you why we believe the AI-powered metaverse will be the ‘spaceship for our soul’.




[image: Bar chart showing that the reading comprehension rate of looking at text inside a headset increases significantly when using higher end displays on a simulated screen. ]










[image: Line chart showing the reduction in readability of text on three different display models. Viewing on a PC screen is better as opposed to simulated screens, but above 10pt fonts, the 5K dual eye displays come very close to the PC screen.]


Figure 1.6 How 5K VR improves text readability, enabling path to monitor replacement. Source: Prof. Wang, BFA (Beijing Film Academy), Research on the impact of different definition devices on reading experience, 2021, Solution by HTC Vive Pro 2

















CHAPTER 2


What Is the Role of AI in Our Immersive Future?


[image: image]



If you ask consumers to name the most important technologies in the immersive computing space, they usually focus on the interface hardware. Almost everyone jumps first to the iconic headsets and glasses used for VR and AR respectively. This is usually followed by mentions of the gloves and bodysuits that are so frequently depicted in Hollywood movies despite the fact that neither has played a consequential role in the industry yet. Beyond these familiar elements, most people struggle to name additional technologies of importance. If they have a technical background, they might list global communication networks and cloud-based processing power, which are absolutely critical. They might also mention spatial tracking technologies such as GPS and LIDAR which can be quite helpful, especially for augmented reality (mixed reality) applications. And if they’re fans of the Web3 movement, they’ll undoubtedly highlight blockchain, cryptocurrencies and NFTs.


But if you ask longtime developers in the field, we’ll tell you that artificial intelligence will unquestionably be one of the most important technologies to the metaverse. And like most powerful technologies, the broad capabilities that AI will provide in our immersive future is a double-edged sword. On the positive side, AI will enable the automated creation, deployment and operation of rich immersive experiences at scale. On the negative side, AI could be used to track, profile and influence users so effectively, it could enable predatory risks ranging from immersive misinformation to outright manipulation. And, of course, there are the existential risks of AI that have become a central conversation around the world.


On the following pages we describe why AI will play a major role in all aspects of the metaverse, from improving hardware devices to facilitating the building, maintenance and moderation of immersive worlds and spatial platforms. We will then switch to the dark side and describe the dangers that unregulated AI could pose to individuals and communities in the metaverse. And, along the way, we will provide recommendations to developers, business leaders, consumers and policymakers for leveraging the benefits of AI while limiting the risks.



Alvin on how AI could power an intuitive and magical metaverse


The most important technologies during the early days of what will become the metaverse are the human interface devices that enable basic immersive experiences. But as we transition to widespread deployment of immersive environments for mass markets, few technologies will play a more important role than artificial intelligence. In fact, most of the key components that will make up the metaverse would not be possible without AI – certainly not at scale. Fortunately, there’s been an explosion of breakthroughs in recent years, rapidly enabling powerful new AI technologies, techniques and applications within immersive environments that were not imaginable just a decade ago.
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