


[image: 001]





[image: 001]





To my parents






Introduction


“In an age of advanced technology,
 inefficiency is the sin against the Holy Ghost.”


—ALDOUS HUXLEY


 



“Complexity is a solvable problem in the right hands.”


—JEFF JARVIS

 



 



 



 




Silicon Valley is guilty of many sins, but lack of ambition is not one of them. If you listen to its loudest apostles, Silicon Valley is all about solving problems that someone else—perhaps the greedy bankers on Wall Street or the lazy know-nothings in Washington—have created.

“Technology is not really about hardware and software any more. It’s really about the mining and use of this enormous data to make the world a better place,” Eric Schmidt, Google’s executive chairman, told an audience of MIT students in 2011. Facebook’s Mark Zuckerberg, who argues that his company’s mission is to “make the world more open and connected,” concurs. “We don’t wake up in the morning with the primary goal of making money,” he proclaimed just a few months before his company’s rapidly plummeting stock convinced all but its most die-hard fans that Facebook and making money had parted ways long ago. What, then, gets Mr. Zuckerberg out of bed? As he told the audience of the South by Southwest festival in 2008, it’s the desire to solve global problems. “There are a lot of really big issues for the world to get solved and, as a company, what we are trying to do is to  build an infrastructure on top of which to solve some of these problems,” announced Zuckerberg.

In the last few years, Silicon Valley’s favorite slogan has quietly changed from “Innovate or Die!” to “Ameliorate or Die!” In the grand scheme of things, what exactly is being improved is not very important; being able to change things, to get humans to behave in more responsible and sustainable ways, to maximize efficiency, is all that matters. Half-baked ideas that might seem too big even for the naïfs at TED Conferences—that Woodstock of the intellectual effete—sit rather comfortably on Silicon Valley’s business plans. “Fitter, happier, more productive”—the refreshingly depressive motto of the popular Radiohead song from the mid-1990s—would make for an apt welcome sign in the corporate headquarters of its many digital mavens. Technology can make us better—and technology will make us better. Or, as the geeks would say, given enough apps, all of humanity’s bugs are shallow.

California, of course, has never suffered from a deficit of optimism or bluster. And yet, the possibilities opened up by latest innovations make even the most pragmatic and down-to-earth venture capitalists reach for their wallets. After all, when else will they get a chance to get rich by saving the world? What else would give them the thrill of working in a humanitarian agency (minus all the bureaucracy and hectic travel, plus a much better compensation package)?

How will this amelioration orgy end? Will it actually accomplish anything? One way to find out is to push some of these nascent improvement efforts to their ultimate conclusions. If Silicon Valley had a designated futurist, her bright vision of the near future—say, around 2020 or so—would itself be easy to predict. It would go something like this: Humanity, equipped with powerful self-tracking devices, finally conquers obesity, insomnia, and global warming as everyone eats less, sleeps better, and emits more appropriately. The fallibility of human memory is conquered too, as the very same tracking devices record and store everything we do. Car keys, faces, factoids: we will never forget them again. No need to feel nostalgic, Proust-style, about the petite madeleines you devoured as a child; since that moment is surely stored somewhere in your smartphone—or, more likely, your smart, all-recording  glasses—you can stop fantasizing and simply rewind to it directly. In any event, you can count on Siri, Apple’s trusted voice assistant, to tell you the truth you never wanted to face back then: all those madeleines dramatically raise your blood glucose levels and ought to be avoided. Sorry, Marcel!

Politics, finally under the constant and far-reaching gaze of the electorate, is freed from all the sleazy corruption, backroom deals, and inefficient horse trading. Parties are disaggregated and replaced by Groupon-like political campaigns, where users come together—once—to weigh in on issues of direct and immediate relevance to their lives, only to disband shortly afterward. Now that every word—nay, sound—ever uttered by politicians is recorded and stored for posterity, hypocrisy has become obsolete as well. Lobbyists of all stripes have gone extinct as the wealth of data about politicians—their schedules, lunch menus, travel expenses—are posted online for everyone to review.

As digital media make participation easier, more and more citizens ditch bowling alone—only to take up blogging together. Even those who’ve never bothered to vote in the past are finally provided with the right incentives—naturally, as a part of an online game where they collect points for saving humanity—and so they rush to use their smartphones to “check in” at the voting booth. Thankfully, getting there is no longer a chore; self-driving cars have been invented for the purpose of getting people from place to place. Streets are clean and shiny; keeping them that way is also part of an elaborate online game. Appeals to civic duty and responsibility to fellow citizens have all but disappeared—and why wouldn’t they, when getting people to do things by leveraging their eagerness to earn points, badges, and virtual currencies is so much more effective?

Crime is a distant memory, while courts are overstaffed and underworked. Both physical and virtual environments—walls, pavements, doors, log-in screens—have become “smart.” That is, they have integrated the plethora of data generated by the self-tracking devices and social-networking services so that now they can predict and prevent criminal behavior simply by analyzing their users. And as users don’t even have the chance to commit crimes, prisons are no longer needed either. A triumph of humanism, courtesy of Silicon Valley.

And then, there’s the flourishing new “marketplace” of “ideas.” Finally, the term “marketplace” no longer feels like a misnomer; cultural institutions have never been more efficient or responsive to the laws of supply and demand. Newspapers no longer publish articles that their readers are not interested in; the proliferation of self-tracking combined with social-networking data guarantees that everyone gets to read a highly customized newspaper (down to the word level!) that yields the highest possible click rate. No story goes unclicked, no headline untweeted; customized, individual articles are generated in the few seconds that pass between the click of a link and the loading of the page in one’s browser.

The number of published books has skyrocketed—most of them are self-published—and they are perfectly efficient as well. Many even guarantee alternative endings—and in real time!—based on what the eye-tracking activity of readers suggests about their mood. Hollywood is alive and kicking; now that everyone wears smart glasses, a movie can have an infinite number of alternative endings, depending on viewers’ mood at a given moment as they watch. Professional critics are gone, having been replaced first by “crowds,” then by algorithms, and finally by customized algorithmic reviews—the only way to match films with customized alternative endings. The edgiest cultural publications even employ algorithms to write criticism of songs composed by other algorithms. But not all has changed: just like today, the system still needs imperfect humans to generate the clicks to suck the cash from advertisers.

This brief sketch is not an excerpt from the latest Gary Shteyn-gart novel. Nor is it dystopian science fiction. In fact, there is a good chance that at this very moment, someone in Silicon Valley is making a pitch to investors about one of the technologies described above. Some may already have been built. A dystopia it isn’t; many extremely bright people—in Silicon Valley and beyond—find this frictionless future enticing and inevitable, as their memos and business plans would attest.

I, for one, find much of this future terrifying, but probably not for the reasons you would expect. All too often, digital heretics like me get bogged down in finding faults with the feasibility of the original utopian schemes. Is perfect efficiency in publishing actually  attainable? Can all environments be smart? Will people show up to vote just because they are playing a game? Such skeptical questions over the efficacy of said schemes are important, and I do entertain many of them in this book. But I also think that we, the heretics, also need to take Silicon Valley innovators at their word and have just a bit more faith in their ingenuity and inventiveness. These, after all, are the same people who are planning to scan all the world’s books and mine asteroids. Ten years ago, both ideas would have seemed completely crazy; today, only one of them does.

So perhaps we should seriously entertain the possibility that Silicon Valley will have the means to accomplish some of its craziest plans. Perhaps it won’t overthrow the North Korean regime with tweets, but it could still accomplish a lot. This is where the debate ought to shift to a different register: instead of ridiculing the efficacy of their means, we also need to question the adequacy of the innovators’ ends. My previous book, The Net Delusion, shows the surprising resilience of authoritarian regimes, which have discovered their own ways to profit from digital technologies. While I was—and remain—critical of many Western efforts to promote “Internet freedom” in those regimes, most of my criticisms have to do with the means, not the ends, of the “Internet freedom agenda,” presuming that the ends entail a better climate for freedom of expression and more respect for human rights. In this book, I have no such luxury, and I question both the means and the ends of Silicon Valley’s latest quest to “solve problems.” I contend here that Silicon Valley’s promise of eternal amelioration has blunted our ability to do this questioning. Who today is mad enough to challenge the virtues of eliminating hypocrisy from politics? Or of providing more information—the direct result of self-tracking—to facilitate decision making? Or of finding new incentives to get people interested in saving humanity, fighting climate change, or participating in politics? Or of decreasing crime? To question the appropriateness of such interventions, it seems, is to question the Enlightenment itself.

And yet I feel that such questioning is necessary. Hence the premise of this book: Silicon Valley’s quest to fit us all into a digital straightjacket by promoting efficiency, transparency, certitude, and perfection—and, by extension, eliminating their evil twins of friction,  opacity, ambiguity, and imperfection—will prove to be prohibitively expensive in the long run. For various ideological reasons to be explained later in these pages, this high cost remains hidden from public view and will remain so as long as we, in our mindless pursuit of this silicon Eden, fail to radically question our infatuation with a set of technologies that are often lumped together under the deceptive label of “the Internet.” This book, then, attempts to factor in the true costs of this highly awaited paradise and to explain why they have been so hard to account for.

Imperfection, ambiguity, opacity, disorder, and the opportunity to err, to sin, to do the wrong thing: all of these are constitutive of human freedom, and any concentrated attempt to root them out will root out that freedom as well. If we don’t find the strength and the courage to escape the silicon mentality that fuels much of the current quest for technological perfection, we risk finding ourselves with a politics devoid of everything that makes politics desirable, with humans who have lost their basic capacity for moral reasoning, with lackluster (if not moribund) cultural institutions that don’t take risks and only care about their financial bottom lines, and, most terrifyingly, with a perfectly controlled social environment that would make dissent not just impossible but possibly even unthinkable.

The structure of this book is as follows. The next two chapters provide an outline and a critique of two dominant ideologies—what I call “solutionism” and “Internet-centrism”—that have sanctioned Silicon Valley’s great ameliorative experiment. In the seven ensuing chapters, I trace how both ideologies interact in the context of a particular practice or reform effort: promoting transparency, reforming the political system, improving efficiency in the cultural sector, reducing crime through smart environments and data, quantifying the world around us with the help of self-tracking and lifelogging, and, finally, introducing game incentives—what’s known as gamification—into the civic realm. The last chapter offers a more forward-looking perspective on how we can transcend the limitations of both solutionism and Internet-centrism and design and employ technology to satisfy human and civic needs.

Now, why oppose such striving for perfection? Well, I believe that not everything that could be fixed should be fixed—even if  the latest technologies make the fixes easier, cheaper, and harder to resist. Sometimes, imperfect is good enough; sometimes, it’s much better than perfect. What worries me most is that, nowadays, the very availability of cheap and diverse digital fixes tells us what needs fixing. It’s quite simple: the more fixes we have, the more problems we see. And yet, in our political, personal, and public lives—much like in our computer systems—not all bugs are bugs; some bugs are features. Ignorance can be dangerous, but so can omniscience: there is a reason why some colleges stick to need-blind admissions processes. Ambivalence can be counterproductive, but so can certitude: if all your friends really told you what they thought, you might never talk to them again. Efficiency can be useful, but so can inefficiency: if everything were efficient, why would anyone bother to innovate?

The ultimate goal of this book, then, is to uncover the attitudes, dispositions, and urges that comprise the solutionist mind-set, to show how they manifest themselves in specific projects to ameliorate the human condition, and to hint at how and why some of these attitudes, dispositions, and urges can and should be resisted, circumvented, and unlearned. For only by unlearning solutionism—that is, by transcending the limits it imposes on our imaginations and by rebelling against its value system—will we understand why attaining technological perfection, without attending to the intricacies of the human condition and accounting for the complex world of practices and traditions, might not be worth the price.






CHAPTER ONE

Solutionism and Its Discontents


“In the future, people will spend less time trying to get technology
 to work . . . because it will just be seamless. It will just be there.
 The Web will be everything, and it will also be nothing.
 It will be like electricity. . . If we get this right, I believe we
 can fix all the world’s problems.”


—ERIC SCHMIDT


 



“‘Solutionism’ [interprets] issues as puzzles to which there is a solution, rather than problems to which there may be a response.”


—GILLES PAQUET


 



“The overriding question, ‘What might we build tomorrow?’
 blinds us to questions of our ongoing responsibilities
 for what we built yesterday.”


—PAUL DOURISH AND SCOTT D. MAINWARING

 



 



 



 




Have you ever peeked inside a friend’s trash can? I have. And even though I’ve never found anything worth reporting—not to the KGB anyway—I’ve always felt guilty about my insatiable curiosity. Trash, like one’s sex life or temporary eating disorder, is a private affair par excellence; the less said about it, the better. While Mark Zuckerberg insists that all  activities get better when performed socially, it seems that throwing away the garbage would forever remain an exception—one unassailable bastion of individuality to resist Zuckerberg’s tyranny of the social.

Well, this exception is no more: BinCam, a new project from researchers in Britain and Germany, seeks to modernize how we deal with trash by making our bins smarter and—you guessed it—more social. Here is how it works: The bin’s inside lid is equipped with a tiny smartphone that snaps a photo every time someone closes it—all of this, of course, in order to document what exactly you have just thrown away. A team of badly paid humans, recruited through Amazon’s Mechanical Turk system, then evaluates each photo. What is the total number of items in the picture? How many of them are recyclable? How many are food items? After this data is attached to the photo, it’s uploaded to the bin owner’s Facebook account, where it can also be shared with other users. Once such smart bins are installed in multiple households, BinCam creators hope, Facebook can be used to turn recycling into a game-like exciting competition. A weekly score is calculated for each bin, and as the amounts of food waste and recyclable materials in the bins decrease, households earn gold bars and leaves. Whoever wins the most bars and tree leaves, wins. Mission accomplished; planet saved!

Nowhere in the academic paper that accompanies the BinCam presentation do the researchers raise any doubts about the ethics of their undoubtedly well-meaning project. Should we get one set of citizens to do the right thing by getting another set of citizens to spy on them? Should we introduce game incentives into a process that has previously worked through appeals to one’s duties and obligations? Could the “goodness” of one’s environmental behavior be accurately quantified with tree leaves and gold bars? Should it be quantified in isolation from other everyday activities? Is it okay not to recycle if one doesn’t drive? Will greater public surveillance of one’s trash bins lead to an increase in eco-vigilantism? Will participants stop doing the right thing if their Facebook friends are no longer watching?

Questions, questions. The trash bin might seem like the most mundane of artifacts, and yet it’s infused with philosophical puzzles  and dilemmas. It’s embedded in a world of complex human practices, where even tiny adjustments to seemingly inconsequential acts might lead to profound changes in our behavior. It very well may be that, by optimizing our behavior locally (i.e., getting people to recycle with the help of games and increased peer surveillance), we’ll end up with suboptimal behavior globally, that is, once the right incentives are missing in one simple environment, we might no longer want to perform our civic duties elsewhere. One local problem might be solved—but only by triggering several global problems that we can’t recognize at the moment.

A project like BinCam would have been all but impossible fifteen years ago. First, trash bins had no sensors that could take photos and upload them to sites like Facebook; now, tiny smartphones can do all of this on the cheap. Amazon didn’t have an army of bored freelancers who could do virtually any job as long as they received their few pennies per hour. (And even those human freelancers might become unnecessary once automated image-recognition software gets better.) Most importantly, there was no way for all our friends to see the contents of our trash bins; fifteen years ago, even our personal websites wouldn’t get the same level of attention from our acquaintances—our entire “social graph,” as the geeks would put it—that our trash bins might receive from our Facebook friends today. Now that we are all using the same platform—Facebook—it becomes possible to steer our behavior with the help of social games and competitions; we no longer have to save the environment at our own pace using our own unique tools. There is power in standardization!

These two innovations—that more and more of our life is now mediated through smart sensor-powered technologies and that our friends and acquaintances can now follow us anywhere, making it possible to create new types of incentives—will profoundly change the work of social engineers, policymakers, and many other do-gooders. All will be tempted to exploit the power of these new techniques, either individually or in combination, to solve a particular problem, be it obesity, climate change, or congestion. Today we already have smart mirrors that, thanks to complex sensors, can track and display our pulse rates based on slight variations in the  brightness of our faces; soon, we’ll have mirrors that, thanks to their ability to tap into our “social graph,” will nudge us to lose weight because we look pudgier than most of our Facebook friends.

Or consider a prototype teapot built by British designer-cum-activist Chris Adams. The teapot comes with a small orb that can either glow green (making tea is okay) or red (perhaps you should wait). What determines the coloring? Well, the orb, with the help of some easily available open-source hardware and software, is connected to a site called Can I Turn It On? (http://www.caniturniton.com), which, every minute or so, queries Britain’s national grid for aggregate power-usage statistics. If the frequency figure returned by the site is higher than the baseline of 50 hertz, the orb glows green; if lower, red. The goal here is to provide additional information for responsible teapot use. But it’s easy to imagine how such logic can be extended much, much further, BinCam style. Why, for example, not reward people with virtual, Facebook-compatible points for not using the teapot in the times of high electricity usage? Or why not punish those who disregard the teapot’s warnings about high usage by publicizing their irresponsibility among their Facebook friends? Social engineers have never had so many options at their disposal.

Sensors alone, without any connection to social networks or data repositories, can do quite a lot these days. The elderly, for example, might appreciate smart carpets and smart bells that can detect when someone has fallen over and inform others. Even trash bins can be smart in a very different way. Thus, a start-up with the charming name of BigBelly Solar hopes to revolutionize trash collecting by making solar-powered bins that, thanks to built-in sensors, can inform waste managers of their current capacity and predict when they would need to be emptied. This, in turn, can optimize trash-collection routes and save fuel. The city of Philadelphia has been experimenting with such bins since 2009; as a result, it cut its center garbage-collecting sorties from 17 to 2.5 times a week and reduced the number of staff from thirty-three to just seventeen, bringing in $900,000 in savings in just one year.

Likewise, city officials in Boston have been testing Street Bump, an elaborate app that relies on accelerometers, the now ubiquitous motion detectors found in many smartphones, to map out potholes  on Boston’s roads. The driver only has to turn the app on and start driving; the smartphone will do the rest and communicate with the central server as necessary. Thanks to a series of algorithms, the app knows how to recognize and disregard manhole covers and speed bumps, while diligently recording the potholes. Once at least three drivers have reported bumps in the same spot, the bump is recognized as a pothole. Likewise, Google relies on GPS-enabled Android phones to generate live information about traffic conditions: once you start using its map and disclose your location, Google knows where you are and how fast you are moving. Thus, it can make a good guess as to how bad the road situation is, feeding this information back into Google Maps for everyone to see. These days, it seems, just carrying your phone around might be an act of good citizenship.




The Will to Improve (Just About Everything!) 

That smart technology and all of our social connections (not to mention useful statistics like the real-time aggregate consumption of electricity) can now be “inserted” into our every mundane act, from throwing away our trash to making tea, might seem worth celebrating, not scrutinizing. Likewise, that smartphones and social-networking sites allow us to experiment with interventions impossible just a decade ago seems like a genuinely positive development. Not surprisingly, Silicon Valley is already awash with plans for improving just about everything under the sun: politics, citizens, publishing, cooking.

Alas, all too often, this never-ending quest to ameliorate—or what the Canadian anthropologist Tania Murray Li, writing in a very different context, has called “the will to improve”—is shortsighted and only perfunctorily interested in the activity for which improvement is sought. Recasting all complex social situations either as neatly defined problems with definite, computable solutions or as transparent and self-evident processes that can be easily optimized—if only the right algorithms are in place!—this quest is likely to have unexpected consequences that could eventually cause more damage than the problems they seek to address.

I call the ideology that legitimizes and sanctions such aspirations “solutionism.” I borrow this unabashedly pejorative term from the  world of architecture and urban planning, where it has come to refer to an unhealthy preoccupation with sexy, monumental, and narrow-minded solutions—the kind of stuff that wows audiences at TED Conferences—to problems that are extremely complex, fluid, and contentious. These are the kinds of problems that, on careful examination, do not have to be defined in the singular and all-encompassing ways that “solutionists” have defined them; what’s contentious, then, is not their proposed solution but their very definition of the problem itself. Design theorist Michael Dobbins has it right: solutionism presumes rather than investigates the problems that it is trying to solve, reaching “for the answer before the questions have been fully asked.” How problems are composed matters every bit as much as how problems are resolved.

Solutionism, thus, is not just a fancy way of saying that for someone with a hammer, everything looks like a nail; it’s not just another riff on the inapplicability of “technological fixes” to “wicked problems” (a subject I address at length in The Net Delusion). It’s not only that many problems are not suited to the quick-and-easy solutionist tool kit. It’s also that what many solutionists presume to be “problems” in need of solving are not problems at all; a deeper investigation into the very nature of these “problems” would reveal that the inefficiency, ambiguity, and opacity—whether in politics or everyday life—that the newly empowered geeks and solutionists are rallying against are not in any sense problematic. Quite the opposite: these vices are often virtues in disguise. That, thanks to innovative technologies, the modern-day solutionist has an easy way to eliminate them does not make them any less virtuous.

It may seem that a critique of solutionism would, by its very antireformist bias, be the prerogative of the conservative. In fact, many of the antisolutionist jibes throughout this book fit into the tripartite taxonomy of reactionary responses to social change so skillfully outlined by the social theorist Albert Hirschman. In his influential book The Rhetoric of Reaction, Hirschman argued that all progressive reforms usually attract conservative criticisms that build on one of the following three themes: perversity (whereby the proposed intervention only worsens the problem at hand), futility (whereby the intervention yields no results whatsoever), and jeopardy (where the intervention threatens to undermine some previous, hard-earned accomplishment).

Although I resort to all three of these critiques in the pages that follow, my overall project does differ from the conservative resistance studied by Hirschman. I do not advocate inaction or deny that many (though not all) of the problems tackled by solutionists—from climate change to obesity to declining levels of trust in the political system—are important and demand immediate action (how exactly those problems are composed is, of course, a different matter; there is more than one way to describe each). But the urgency of the problems in question does not automatically confer legitimacy upon a panoply of new, clean, and efficient technological solutions so in vogue these days. My preferred solutions—or, rather, responses—are of a very different kind.

It’s also not a coincidence that my critique of solutionism bears some resemblance to several critiques of the numerous earlier efforts to put humanity into too tight a straitjacket. Today’s straitjacket might be of the digital variety, but it’s hardly the first or the tightest. While the word “solutionism” may not have been used, many important thinkers have addressed its shortcomings, even if using different terms and contexts. I’m thinking, in particular, of Ivan Illich’s protestations against the highly efficient but dehumanizing systems of professional schooling and medicine, Jane Jacobs’s attacks on the arrogance of urban planners, Michael Oakeshott’s rebellion against rationalists in all walks of human existence, Hans Jonas’s impatience with the cold comfort of cybernetics; and, more recently, James Scott’s concern with how states have forced what he calls “legibility” on their subjects. Some might add Friedrich Hayek’s opposition to central planners, with their inherent knowledge deficiency, to this list.

These thinkers have been anything but homogenous in their political beliefs; Ivan Illich, Friedrich Hayek, Jane Jacobs, and Michael Oakeshott would make a rather rowdy dinner party. But these highly original thinkers, regardless of political persuasion, have shown that their own least favorite brand of solutionist—be it Jacobs’s urban planners or Illich’s professional educators—have a very poor grasp not just of human nature but also of the complex  practices that this nature begets and thrives on. It’s as if the solutionists have never lived a life of their own but learned everything they know from books—and those books weren’t novels but manuals for refrigerators, vacuum cleaners, and washing machines.

Thomas Molnar, a conservative philosopher who, for his smart and vehement critique of technological utopianism written in the early 1960s, also deserves a place on the antisolutionist pantheon, put it really well when he complained that “when the utopian writers deal with work, health, leisure, life expectancy, war, crimes, culture, administration, finance, judges and so on, it is as if their words were uttered by an automaton with no conception of real life. The reader has the uncomfortable feeling of walking in a dreamland of abstractions, surrounded by lifeless objects; he manages to identify them in a vague way, but, on closer inspection, he sees that they do not really conform to anything familiar in shape, color, volume, or sound.” Dreamlands of abstractions are a dime a dozen these days; what works in Palo Alto is assumed to work in Penang.

It’s not that solutions proposed are unlikely to work but that, in solving the “problem,” solutionists twist it in such an ugly and unfamiliar way that, by the time it is “solved,” the problem becomes something else entirely. Everyone is quick to celebrate victory, only no one remembers what the original solution sought to achieve.

The ballyhoo over the potential of new technologies to disrupt education—especially now that several start-ups offer online courses to hundreds of thousands of students, who grade each other’s work and get no face time with instructors—is a case in point. Digital technologies might be a perfect solution to some problems, but those problems don’t include education—not if by education we mean the development of the skills to think critically about any given issue. Online resources might help students learn plenty of new facts (or “facts,” in case they don’t cross-check what they learn on Wikipedia), but such fact cramming is a far cry from what universities aspire to teach their students.

As Pamela Hieronymi, a professor of philosophy at the University of California, Los Angeles (UCLA), points out in an important essay on the myths of online learning, “Education is not the transmission of information or ideas. Education is the training needed to make use of information and ideas. As information breaks loose from bookstores and libraries and floods onto computers and mobile devices, that training becomes more important, not less.” Of course, there are plenty of tools for increasing one’s digital literacy, but those tools go only so far; they might help you to detect erroneous information, but they won’t organize your thoughts into a coherent argument.

Adam Falk, president of Williams College, delivers an even more powerful blow against solutionism in higher education when he argues that it would be erroneous to pretend that the solutions it peddles are somehow compatible with the spirit and goals of the university. Falk notes that, based on the research done at Williams, the best predictor of students’ intellectual success in college is not their major or GPA but the amount of personal, face-to-face contact they have with professors. According to Falk, averaging letter grades assigned by five random peers—as at least one much-lauded start-up in this space, Coursera, does—is not the “educational equivalent of a highly trained professor providing thoughtful evaluation and detailed response.” To pretend that this is the case, insists Falk, “is to deny the most significant purposes of education, and to forfeit its true value.”

Here we have a rather explicit mismatch between the idea of education embedded in the proposed set of technological solutions and the time-honored idea of education still cherished at least by some colleges. In an ideal world, of course, both visions can coexist and prosper simultaneously. However, in the world we inhabit, where the administrators are as cost-conscious as ever, the approach that produces the most graduates per dollar spent is far more likely to prevail, the poverty of its intellectual vision notwithstanding. Herein lies one hidden danger of solutionism: the quick fixes it peddles do not exist in a political vacuum. In promising almost immediate and much cheaper results, they can easily undermine support for more ambitious, more intellectually stimulating, but also more demanding reform projects.




Kooks and Cooks 

Once we leave the classroom and enter the kitchen, the limitations of solutionism are delineated in even sharper colors. Political philosopher Michael Oakeshott, conservative that he was, particularly  liked emphasizing that cooking, like science or politics, is a very complex set of (mostly invisible) practices and traditions that guide us in preparing our meals. “It might be supposed that an ignorant man, some edible materials, and a cookery book compose together the necessities of a self-moved (or concrete) activity called cooking. But nothing is further from the truth,” he wrote in his 1951 essay “Political Education.” Rather, for Oakeshott the cookery book is “nothing more than an abstract of somebody’s knowledge of how to cook; it is the stepchild, not the parent of the activity.” “A cook,” he wrote in another essay, “is not a man who first has a vision of a pie and then tries to make it; he is a man skilled in cookery, and both his projects and his achievements spring from that skill.”

Oakeshott didn’t much fear that our cooking habits would be destroyed by the proliferation of culinary literature; interpreting that literature was only possible within a rich tradition of cooking, so perusing such books might even strengthen one’s appreciation of the culinary culture. Or, as he himself put it, “the book speaks only to those who know already the kind of thing to expect from it and consequently how to interpret it.” He was not against using the book; rather, he took issue with people who thought that the book—rather than the tradition that produced it—was the main actor here. Whatever rules, recipes, and algorithms the book contained, all of them made sense only when interpreted and applied within the cooking tradition.

For Oakeshott, the cookbook was the end (or an output), not the start (or an input), of that tradition. An argument against rationalists who refused to acknowledge the importance of practices and traditions, rather than a celebration of cookery books, it’s a surprisingly upbeat moment in Oakeshott’s thought. However, one can only wonder if Oakeshott would need to revise his judgment today, now that cooking books have been replaced with the kinds of sophisticated gadgetry that would have Buckminster Fuller, the archsolutionist who never stopped fantasizing about the perfect kitchen, brimming with envy.

Paradoxically, as technologies get smarter, the maneuvering space for interpretation—what Oakeshott thought would bring cooks in touch with the world of practices and traditions—begins to shrink and potentially disappear entirely. New, smarter technologies make it possible to finally position, as it were, the cookery book’s instructions outside the tradition; almost no knowledge is required to cook with their help. Today’s technologies are no longer dumb, passive appliances. Some of them feature tiny, sophisticated sensors that “understand”—if that’s the right word—what’s going on in our kitchens and attempt to steer us, their masters, in the right direction. Here is modernity in a nutshell: We are left with possibly better food but without the joy of cooking.

British magazine New Scientist recently covered a few such solutionist projects. Meet Jinna Lei, a computer scientist at the University of Washington who has built a system in which a cook is monitored by several video cameras installed in the kitchen. These cameras are clever: they can recognize the depth and shape of objects in their view and distinguish between, say, apples and bowls. Thanks to this benign surveillance, chefs can be informed whenever they have deviated from their chosen recipe. Each object has a number of activities associated with it—you don’t normally boil spoons or fry arugula—and the system tracks how well the current activity matches the object in use. “For example, if the system detects sugar pouring into a bowl containing eggs, and the recipe does not call for sugar, it could log the aberration,” Lei told New Scientist.

To improve the accuracy of tracking, Lei is also considering adding a special thermal camera that would identify the user’s hands by body heat. The quest here is to turn the modern kitchen into a temple of modern-day Taylorism, with every task tracked, analyzed, and optimized. Solutionists hate making errors and love sticking to algorithms. That cooking thrives on failure and experimentation, that deviating from recipes is what creates culinary innovations and pushes a cuisine forward, is discarded as whimsical and irrelevant. For many such well-meaning innovators, the context of the practice they seek to improve doesn’t matter—not as long as efficiency can be increased. As a result, chefs are imagined not as autonomous virtuosi or gifted craftsmen but as enslaved robots who should never defy the commands of their operating systems.

Another project mentioned in New Scientist is even more degrading. A group of computer scientists at Kyoto Sangyo University in Japan is trying to marry the logic of the kitchen to the logic of  “augmented reality”—the fancy term for infusing our everyday environment with smart technologies. (Think of Quick Response Codes that can be scanned with a smartphone to unlock additional information or of the upcoming goggles from Google’s Project Glass, which use data streams to enhance your visual field.) To this end, the Japanese researchers have mounted cameras and projectors on the kitchen’s ceiling so that they can project instructions—in the form of arrows, geometric shapes, and speech bubbles guiding the cook through each step—right onto the ingredients. Thus, if you are about to cut a fish, the system will project a virtual knife and mark where exactly that it ought to cut into the fish’s body. And there’s also a tiny physical robot that sits on the countertop. Thanks to the cameras, it can sense that you’ve stopped touching the ingredients and inquire if you want to move on to the next step in the recipe.

Now, what exactly is “augmented” about such a reality? It may be augmented technologically, but it also seems diminished intellectually. At best, we are left with “augmented diminished reality.” Some geeks stubbornly refuse to recognize that challenges and obstacles—which might include initial ignorance of the right way to cut the fish—enhance rather than undermine the human condition. To make cooking easier is not necessarily to augment it—quite the opposite. To subject it fully to the debilitating logic of efficiency is to deprive humans of the ability to achieve mastery in this activity, to make human flourishing impossible and to impoverish our lives. A more appropriate solution here would not make cooking less demanding but make its rituals less rigid and perhaps even more challenging.

This is not a snobbish defense of the sanctified traditions of cooking. In a world where only a select few could master the tricks of the trade, such “augmented” kitchens would probably be welcome, if only for their promise to democratize access to this art. But this is not the world we inhabit: detailed recipes and instructional videos on how to cook the most exquisite dish have never been easier to find on Google. Do we really need a robot—not to mention surveillance cameras above our heads—to cook that stuffed turkey or roast that lamb?

Besides, it’s not so hard to predict where such progress would lead: once inside our kitchens, these data-gathering devices would  never leave, developing new, supposedly unanticipated functions. First, we’d install cameras in our kitchens to receive better instructions, then food and consumer electronics companies would tell us that they’d like us to keep the cameras to improve their products, and, finally, we’d discover that all our cooking data now resides on a server in California, with insurance companies analyzing just how much saturated fat we consume and adjusting our insurance premiums accordingly. Cooking abetted by smart technology could be a Trojan horse opening the way for far more sinister projects.

None of this is to say that technology cannot increase our pleasure from cooking—and not just in terms of making our food tastier and healthier. Technology, used with some imagination and without the traditional solutionist fetishism of efficiency and perfection, can actually make the cooking process more challenging, opening up new vistas for experimentation and giving us new ways to violate the rules. Compare the impoverished culinary vision on offer in New Scientist with some of the fancy gadgetry embraced by the molecular gastronomy movement. From thermal immersion circulators for cooking at low temperature to printers with edible paper, from syringes used to produce weird noodles and caviar to induction cookers that send magnetic waves through metal pans, all these gadgets make cooking more difficult, more challenging, and more exciting. They can infuse any aspiring chef with great passion for the culinary arts—much more so than surveillance cameras or instruction-spewing robots.

Strict adherence to recipes can produce predictable, albeit tasty, dishes—and occasionally this is just what we want. But such standardization can also make our kitchens as exciting as McDonald’s franchises. Celebrating innovation for its own sake is in bad taste. For technology truly to augment reality, its designers and engineers should get a better idea of the complex practices that our reality is composed of.

As the molecular gastronomy example illustrates, to reject solutionism is not to reject technology. Nor is it to abandon all hope that the world around us can be ameliorated; technology could and should be part of this project. To reject solutionism is to transcend the narrow-minded rationalistic mind-set that recasts every instance of an efficiency deficit—like the lack of perfect, comprehensive  instructions in the kitchen—as an obstacle that needs to be overcome. There are other, more fruitful, more humanistic, and more responsible ways to think about technology’s role in enabling human flourishing, but solutionists are unlikely to grasp them unless they complicate their dangerously reductionist account of the human condition.




Pasteur and Zynga 

I’ll be the first to acknowledge that the problems posed by solutionism are not in any sense new; as already noted, generations of earlier thinkers have already addressed many related pitfalls and pathologies. And yet I feel that we are living through a resurgence of a very particular modern kind of solutionism. Today the most passionate solutionists are not to be found in city halls and government ministries; rather, they are to be found in Silicon Valley, trying to take the lessons they have learned from “the Internet”—and there’s never been a more deceptively didactic source of great lessons about “life, the universe and everything” (to use Douglas Adams’s memorable phrase)—and put them into practice in various civic initiatives and plans to fix the bugs of humanity.

Why the scare quotes around “the Internet”? In the afterword to my first book, The Net Delusion, I made what I now believe to be one of its main, even if overlooked, points: the physical infrastructure we know as “the Internet” bears very little resemblance to the mythical “Internet”—the one that reportedly brought down the governments of Tunisia and Egypt and is supposedly destroying our brains—that lies at the center of our public debates. The infrastructure and design of this network of networks do play a certain role in sanctioning many of these myths—for example, the idea that “the Internet” is resistant to censorship comes from the unique qualities of its packet-switching communication mechanism—but “the Internet” that is the bane of public debates also contains many other stories and narratives—about innovation, surveillance, capitalism—that have little to do with the infrastructure per se.

French philosopher Bruno Latour, writing of Louis Pasteur’s famed scientific accomplishments, distinguished between Pasteur,  the actual historical figure, and “Pasteur,” the mythical almighty character who has come to represent the work of other scientists and entire social movements, like the hygienists, who, for their own pragmatic reasons, embraced Pasteur with open arms. But anyone interested in writing the history of that period cannot just deploy the name “Pasteur” as an unproblematic, objective term; it needs to be disassembled so that its various parts can be studied in their own right. The story of how these disparate parts—including the actual Louis Pasteur—have become “Pasteur,” the national hero of France whom we see in textbooks, is what the history of science, at least in its Latourian vision, should aspire to uncover.

Now, I do not set out to write history in this book. If I did, I would indeed try to show the contingency and fluidity of the very idea of “the Internet” and attempt to trace how “the Internet” has come to mean what it means today. In this book, I’m interested in a much narrower slice of this story; namely, I want to explore how “the Internet” has become the impetus for many of the contemporary solutionist initiatives while also being the blinkers that prevent us from seeing their shortcomings.

In other words, I’m interested in why and how “the Internet” excites—and why and how it confuses. I want to understand why and how iTunes or Wikipedia—some of the core mythical components of “the Internet”—have become models to think about the future of politics. How have Zynga and Facebook become models to think about civic engagement? How have Yelp’s and Amazon’s reviews become models to think about criticism? How has Google become a model for thinking about business and social innovation—as if it had a coherent philosophy—so that books with titles like What Would Google Do? can become best sellers?

The arrival of “the Internet” both boosted and vindicated many of the solutionist attitudes that I describe in this book. “The Internet” has allowed solutionists to significantly expand the scope of their interventions, running experiments on a much grander scale. It has also given rise to a new set of beliefs—what I call “Internet-centrism”—the chief of which is the firm conviction that we are living through unique, revolutionary times, in which the previous truths no longer hold, everything is undergoing profound  change, and the need to “fix things” runs as high as ever. “The Internet,” in short, has supplied solutionists with ample ammunition to ratchet up their war on inefficiency, ambiguity, and disorder, while also providing some new justification for doing so. But it has also supplied them with a set of assumptions about both how the world works and how it should work, about how it talks and how it should talk, recasting many issues and debates in a decidedly Internet-centric manner. Internet-centrism relates to “the Internet” very much like scientism relates to science: its epistemology tolerates no dissenting viewpoints, while all recent history is just about how the great spirit of “the Internet” presents itself to us.

This book, then, is an effort to liberate our technology debates from the many unhealthy and erroneous assumptions about “the Internet.” In this, it’s much more normative than history aspires to be. Following the work of Latour and Thomas Kuhn, many historians of science have come to accept that, while the idea of “Science” with a capital S is even more chock-full of myths than the idea of “the Internet,” they have made peace with this discovery, reasoning that, as long as there are scientists who think there is this “Science” with a capital S out there, they are still worth studying, regardless of whether historians of science themselves actually share this belief.

It’s an elegant and reassuring approach, but I find it very hard to pursue when thinking about “the Internet” and the corrosive influence that this idea is beginning to have on public discourse and the kinds of reform projects that are getting priority. In this sense, to point out the many limitations of solutionism without also pointing out the limitations of what I call “Internet-centrism” would not be very productive; without the latter, the former wouldn’t be half as powerful. So before we can embark on discussing the shortcomings of solutionism in areas like politics or crime prevention, it’s worth getting a better grasp of the pernicious intellectual influence of Internet-centrism—a task we turn to in the next chapter. Revealing Internet-centrism for what it is will make debunking solutionism much less difficult.






CHAPTER TWO

The Nonsense of “the Internet”—and How to Stop It


“The internet is not territory to be conquered,
 but life to be preserved and allowed to evolve freely.”


—NICOLAS MENDOZA, ALJAZEERA.COM


 



“What made Blockbuster close? The Internet. What made At the
 Movies get canceled? The Internet. Who went tromping across my
 lawn and ruined my petunias? The Internet.”


—ERIC SNIDER, CINEMATICAL BLOG

 



 



 



 




These days, “the Internet” can mean just about anything. “The Next Battle for Internet Freedom Could Be over 3D Printing,” proclaimed the headline on TechCrunch, a popular technology blog, in August 2012. Given how fuzzy the very idea of “the Internet” is, derivative concepts like “Internet freedom” have become so all-encompassing and devoid of any actual meaning that they can easily cover the regulation of 3D printers, the thorny issues of net neutrality, and the rights of dissident bloggers in Azerbaijan. Instead of debating the merits of individual technologies and crafting appropriate policies and regulations, we have all but surrendered to catchall terms like “the Internet,” which try to bypass any serious and empirical debate altogether.

Today, “the Internet” is regularly invoked to thwart critical thinking and exclude nongeeks from the discussion. Here is how one prominent technology blogger argued that Congress should not regulate facial-recognition technology: “All too many U.S. lawmakers are barely beyond the stage of thinking that the Internet is a collection of tubes; do we really want these guys to tell Facebook or any other social media company how to run its business?” You see, it’s all so complex—much more complex than health care or climate change—that only geeks should be allowed to tinker with the magic tubes. “The Internet” is holy—so holy that it lies beyond the means of democratic representation. That facial-recognition technology developed independently of “the Internet” and has its roots in the 1960s research funded by various defense agencies means little in this context. Once part of “the Internet,” any technology loses its history and intellectual autonomy. It simply becomes part of the grand narrative of “the Internet,” which, despite what postmodernists say about the death of metanarratives, is one metanarrative that is doing all right. Today, virtually every story is bound to have an “Internet” angle—and it’s the job of our Internet apostles to turn those little anecdotes into fairy tales about the march of Internet progress, just a tiny chapter in their cyber-Whig theory of history. “The Internet”: an idea that effortlessly fills minds, pockets, coffers, and even the most glaring narrative gaps.

Whenever you hear someone tell you, “This is not how the Internet works”—as technology bloggers are wont to inform everyone who cares to read their scribblings—you should know that your interlocutor believes your views to be reactionary and antimodern. But where is the missing manual to “the Internet”—the one that explains how this giant series of tubes actually works—that the geeks claim to know by heart? Why are they so reluctant to acknowledge that perhaps there’s nothing inevitable about how various parts of this giant “Internet” work and fit together? Is it really true that Google can’t be made to work differently? Tacitly, of course, the geeks do acknowledge that there is nothing permanent about “the Internet”; that’s why they lined up to oppose the Stop Online Privacy Act (SOPA), which—oh, the irony—threatened to completely alter “how the Internet works.” So, no interventions will work “on the Internet”—except for those that will. SOPA was  a bad piece of legislation, but there’s something odd about how the geeks can simultaneously claim that the Internet is fixed and permanent and work extremely hard in the background to keep it that way. Their theory stands in stark contrast to their practice—a common modern dissonance that they prefer not to dwell on.

“The Internet” is also a way to shift the debate away from more concrete and specific issues, essentially burying it in obscure and unproductive McLuhanism that seeks to discover some nonexistent inner truths about each and every medium under the sun. Consider how Nicholas Carr, one of today’s most vocal Internet skeptics, frames the discussion about the impact that digital technologies have on our ability to think deep thoughts and concentrate. In his best-selling book The Shallows, Carr worries that “the Internet” is making his brain demand “to be fed the way the Net fed it—and the more it was fed, the hungrier it became.” He complains that “the Net . . . provides a high-speed system for delivering responses and rewards . . . which encourage the repetition of both physical and mental actions.” The book is full of similar complaints. For Carr, the brain is 100 percent plastic, but “the Internet” is 100 percent fixed.

Does “the Net” that Carr writes about actually exist? Is there much point in lumping together sites like Instapaper—which lets users save Web pages in order to read them later, in an advertising-free and undisturbed environment—and, say, Twitter? Is it inevitable that Facebook should constantly prompt us to check new links? Should Twitter reward us for tweeting links that we never open? Or punish us? Or do nothing—as is the case now? Many of these are open questions—and the way in which technology companies resolve them depends, in part, on what we, their users, tell them (provided, of course, we can get our own act together). There may be some business hurdles to making the digital services we use less amenable to discussion, but this is where one has to explore the world of political economy, not that of neuroscience, even if the latter is the much more fashionable of the two. Carr, however, refuses to abandon the notion of “the Net,” with its predetermined goals and inherent features; instead of exploring the interplay between design, political economy, and information science, he keeps telling us that “the Net” is, well, shite. Alas, it  won’t get any better until we stop thinking that there is a “Net” out there. How can we account for the diversity of logics and practices promoted by digital tools without having to resort to explanations that revolve around terms like “the Net”? “The Net” is a term that should appear on the last—not first!—page of our books about digital technologies; it cannot explain itself.

Like Marshall McLuhan before him, Carr wants to score, rank, and compare different media and come up with some kind of quasi-scientific pecking order for them (McLuhan went as far as to calculate sense ratios for each medium that he “studied”). This very medium-centric approach overlooks the diversity of actual practices enabled by each medium. One may hate television for excessive advertising—but then, a publicly supported broadcasting system may have no need for advertising at all; TV programs don’t always have to be interrupted by ads. Video games might make us more violent—but, once again, they can do so many other things in so many different ways that it seems unfair to connect them only to one function. There’s very little that the New York Times has in common with the Sun or that NPR shares with Rush Limbaugh.

Likewise, there’s nothing inevitable about Google making information available permanently or Facebook trying to pitch unneeded products or not limiting the number of links it shows users to, say, ten a day. These are not “inherent” properties of “the Net”; these companies have chosen to do these things—perhaps for business reasons or out of sheer arrogance and self-confidence—but they could have easily chosen otherwise. In fact, all these companies seem to be adding or subtracting at least one feature per week; if anything, this is the best argument for not assuming that their platforms are somehow just a way in which “the Net” speaks to us. If “the Net” does have a voice when it speaks to us, it’s that of a schizophrenic.

Given his McLuhanesque medium-centrism, it’s not surprising that Carr has little to say about fighting all the digital distractions he identifies: his notion of the ever-permanent and rigid “Net” prevents him from identifying structural reforms that can result in less destruction (“My interest is description, not prescription,” Carr told the New York Observer). In Carr’s universe, we can only arm ourselves with software that can cut our Internet connections.

Or we can all move to the silent sanctity of the mountain ranges of Colorado, as Carr himself did when writing his book. Tinkering with “the Net” itself is not just impossible, it’s unthinkable: its logic cannot be reversed; it can only be (occasionally) circumvented.




Against the Internet Grain 

As it happens, Internet skeptics and optimists share quite a lot of common ground; both depend on some stable notion of “the Internet” to advance their arguments. Remove that notion, along with its simplistic assumptions about the inherent benefits of openness or publicness, and the pundits are suddenly forced to confront complex empirical matters, to inquire into the politics of algorithms, to grapple with the history of facial-recognition technologies, to understand how techniques like “deep packet inspection” actually work. As long as Internet-centrism rules supreme, our technological debate will remain lazy, shallow, and unproductive: “the Internet,” no matter how many TED talks and Kindle singles are dedicated to it, will not tell us whether we need regular public audits of search engine giants like Google. Of course, pundits might say that such audits are “a war on Internet openness”—but this is precisely the kind of discourse we ought to avoid, as it makes claims about what appears to be a mythical entity.

It’s not surprising then that imagining life after “the Internet” is so often an exercise in despair, a one-way ticket to irrelevance, cynicism, or madness. “The Internet,” it seems, has arrived for good, and its finality is hardly contested; “the network,” as its foremost theorist Lawrence Lessig assures us in the pages of the New Republic, “is not going away.” It’s not just that we no longer remember the world before Google, Facebook, and Wikipedia; it’s also that large chunks of that world either no longer exist or, as is the case with the print edition of Encyclopaedia Britannica, are in the process of liquidation. Some might feel nostalgic for the time when they actually flipped through those hefty and dusty tomes, but overall it seems that humanity has placed its bet on the younger, leaner, and more efficient offspring.

Still, there’s something peculiar about this failure of our collective imagination to unthink “the Internet.” It is no longer discussed  as something contingent, as something that can go away; it appears fixed and permanent, perhaps even ontological—“the Internet” just is and it always will be. To paraphrase Frederic Jameson on capitalism, it’s much easier to imagine how the world itself would end than to imagine the end of “the Internet.”

Of course, some claim that they can still imagine what it’s like to go without “the Internet” and its toys for a week or two. What they don’t realize is that this experience of the “offline” is also profoundly affected by the experience of the “online”; that we think of technology through the lens of this bifurcation between the two is also a contingent fact of history, not a God-given fact of nature. It is possible to think about activities like search and social networking without positing any such split between two seemingly different worlds. But even if we bracket concerns over this bifurcation, such withdrawal from “the Internet” is not the same as imagining a completely different world—a world where withdrawal itself is no longer required, for the coveted object itself is no longer available. A world in which there is no “Internet” to withdraw from eludes our creative faculties.

Even more peculiar is the fact that our smartest technologists—the guys who basically see the future in their bathroom mirror every morning—are equally helpless in this endeavor. These techies, who worship the god of creative destruction and pray on the altar of innovation and see industries come and go without shedding a tear, might be spending their weekends mining asteroids and jogging on other planets—but even they can’t imagine how “the Internet” would die, let alone suggest what might succeed it. Their predictive models can anticipate and simulate the odds (and probably the consequences) of a global porcupine rebellion, but the basic outline of a world without cables, switches, and URLs still remains beyond their computing abilities.

Was it always like this? Could the Victorians imagine life after the telegraph or the steam engine? Could Marconi and his disciples imagine life after radio? Could the people of 1950s America imagine life after television? Could the French imagine life after Minitel? Science fiction and utopian literature of those eras do contain many a fine testament to that effort. Of course, one might counter, such  analogies are imperfect, unfair even. For one, radio and television are still with us, and only in June 2012 did the French finally pull the plug on Minitel.

Besides, radio, television, even the telegraph—for what is e-mail if not better telegraph?—have reinvented themselves online. But this only adds confusion to our inquiry, for now that most other technologies are mediated by “the Internet,” it’s even harder to imagine how the whole enterprise might be supplanted by something else. If “the Internet” goes, it seems, the entire armament of our technologies—all those artifacts on display in our museums of science and technology and history textbooks—would go with it.

But perhaps we can’t imagine life after “the Internet” because we don’t think that “the Internet” is going anywhere. If the public debate is any indication, the finality of “the Internet”—the belief that it’s the ultimate technology and the ultimate network—has been widely accepted. It’s Silicon Valley’s own version of the end of history: just as capitalism-driven liberal democracy in Francis Fukuyama’s controversial account remains the only game in town, so does the capitalism-driven “Internet.” It, the logic goes, is a precious gift from the gods that humanity should never abandon or tinker with. Thus, while “the Internet” might disrupt everything, it itself should never be disrupted. It’s here to stay—and we’d better work around it, discover its real nature, accept its features as given, learn its lessons, and refurbish our world accordingly. If it sounds like a religion, it’s because it is.

This very notion of “the Internet” is on display when Google’s Eric Schmidt, for example, says that “policymakers should work with the grain of the Internet rather than against it,” or when Rebecca MacKinnon, a prominent commentator on digital politics, notes that “without a major upgrade, [our] political system will keep on producing legal code that is Internet-incompatible.” It’s the same notion of “the Internet” that popular technology blogger and author Jeff Jarvis invokes when, discussing Germans’ complex feelings about privacy, he writes of a “nagging fear Germans harbor that their heritage is coming into fundamental conflict with internet culture—with the future.”

All these thinkers take “the Internet” to be fixed and unified, meaningful and didactic, powerful and unconquerable. And, as Jarvis puts it, it’s “the future.” In a similar vein, popular technology investor Paul Graham writes, “Web 2.0 means using the Web the way it’s meant to be used. The ‘trends’ we’re seeing now are simply the inherent nature of the Web emerging from under the broken models that got imposed during the Battle.” “The Internet,” thus, is believed to possess an inherent nature, a logic, a teleology, and that nature is rapidly unfolding in front of us. We can just stand back and watch; “the Internet” will take care of itself—and us. If your privacy disappears in the process, this is simply what the Internet gods wanted all along.

Perhaps one last example of this quasi-religious sentiment about “the Internet” would suffice. David Post, one of the early champions of the idea that “the Internet” represents a unique and unprecedented stage in human history, argues that “the Internet” might be propelled by laws and regulations as firm as those of nature. Rejecting Lessig’s reasonable claims that “the Internet” has no inherent nature or purpose and that we should try to avoid an “is-ism” mentality whereby we believe that “the Internet” will always be as free as it is now, Post sees “the Internet” as something preternatural and autonomous. (Curiously, Lessig’s point here is the exact opposite of what he wrote in the New Republic about the network “not going away,” but this is hardly surprising: Lessig’s academic self knows that there’s nothing fixed about “the Internet,” but his activist self also knows that claiming that it’s here to stay will make his advocacy much easier). This is what Post actually writes:
There are laws of Nature. . . There are laws of growth, and scale, and organization, reasons why website visits, Internet connectivity, the population of cities, and the frequency of words all follow the same pattern, reasons why the one global network is the one with end-to-end design and distributed routing, though we probably understand those laws . . . not very well. And they matter. . . We can shake our fists at the law of gravity all we like, but if we don’t pay close attention to it when building our bridges, they will all fall down. . .  It is not, as Lessig would have it, “is-ism” to keep looking for them and trying to understand how they work.





Eric Schmidt’s “grain of the Internet,” in other words, is real—for all we know, it might be as real as gravity—and we should keep looking for it by peeking deep inside “the Internet’s” soul. How did we reach a point where “the Internet” is presumed to develop according to laws as firm and natural as those of gravity? That a serious legal academic can write this without anyone suspecting him of being slightly delusional is one indication of just how uncritical discussions about “the Internet” have become.




The Faux Didacticism of “the Internet” 

Does “the Internet” have a message to impart to humanity? Does it contain important lessons that we all need to heed and perhaps incorporate into our institutions? Does it help us rediscover long-forgotten truths about human nature? More and more people—not just ivory tower intellectuals but also regular soldiers in the Internet war, people who join Anonymous and vote for representatives of Pirate Parties in elections—are answering these questions in the affirmative. It’s this propensity to view “the Internet” as a source of wisdom and policy advice that transforms it from a fairly uninteresting set of cables and network routers into a seductive and exciting ideology—perhaps today’s über-ideology.

Science and technology writer Steven Johnson has offered perhaps the sharpest summary of this ideology in Future Perfect. For Johnson, “the Internet” is much more than just a cheap way of sending Skype messages or adding hilariously unfunny captions to photos of cats. Rather, it’s an intellectual template for how society itself should be reorganized; it’s not “the solution to the problem, but a way of thinking about the problem.” Thus, writes Johnson, “one could use the Internet directly to improve people’s lives, but also learn from the way the Internet had been organized, and apply those principles to help improve the way city governments worked, or school systems taught students.” Not surprisingly, he believes that in their political significance, major developments in Internet  history are comparable to, say, the French Revolution or the fall of the Berlin Wall. Hence, “the creation of ARPANET and TCP/IP . . . should also be seen as milestones in the history of political philosophy.” To Hobbes and Rawls, now we must add ARPANET and TCP/IP.

Why? Well, Johnson believes that sites like Wikipedia and Kickstarter, a popular fund-raising platform for aspiring artists and geeks, work because they embed the decentralizing spirit of “the Internet”—the same spirit that runs through and regulates its physical networks. And it’s, of course, the spirit of victory: everything that “the Internet” touches automatically gets better, smarter, prettier. “Slowly but steadily, much like the creation of the Internet itself, a growing number of us have started to think that the core principles that governed the design of the Net could be applied to solve different kinds of problems—the problems that confront neighborhoods, artists, drug companies, parents, schools,” writes Johnson.

What does this mean in practice? Take just one example: Johnson thinks that a site like Kickstarter offers a much better model of funding arts than, say, the National Endowment for the Arts (NEA); in fact, he thinks it’s just a matter of time before Kickstarter overtakes the NEA. “The question with Kickstarter, given its growth rate, is not whether it could rival the NEA in its support of the creative arts. The new question is whether it will grow to be ten times the size of the NEA.” Elsewhere in the book, Johnson writes that he doesn’t want to scrap the NEA, only to make it work more like Kickstarter; what’s most interesting about his argument, however, is that he doesn’t spell out why the NEA should become like Kickstarter and what makes the latter’s model superior. Perhaps, Johnson simply doesn’t have to, as his audience can anticipate the argument that is implied: the Kickstarter approach is simply better because it comes from “the Internet.”

This odd and shortsighted claim focuses on the mechanics of the platform rather than on the substance of what institutions like the NEA actually do. Kickstarter works as follows: creators—they can be start-ups that want to build a cool app or new gadget or artists who want to make a music video—post their fund-raising appeals on the site; if and when enough people chip in, the creators  get the money to embark on their project. Many projects don’t meet the fund-raising target and get no money; those that do sometimes fail to deliver what was expected (Kickstarter’s most famous failed alumnus is Diaspora, an ill-fated start-up that wanted to take on Facebook and offer users better privacy; started in April 2010, the project had collapsed by August 2012, with one of its cofounders committing suicide). Some projects do deliver, but most are at the mercy of “virality”; if the online crowd finds their proposal appealing, money does pour in—often much more than was asked for originally.

Now, this is a very different model from the top-down hierarchical model of the NEA, in which a bunch of artsy bureaucrats make all the decisions as to what art to fund. But the fact that Kickstarter offers a more efficient platform for some projects to raise more money more effectively—bypassing the bureaucrats and increasing participation—does not mean it will yield better, more innovative art or support art that, in our age of cat videos, might seem old-fashioned and unnecessary. Sites like Kickstarter tend to favor populist projects, which may or may not be good for the arts overall. The same logic applies to other governmental and quasi-governmental institutions as well: if the National Endowment for Democracy worked like Kickstarter, it would have to spend all its money on funding projects like the highly viral Kony 2012 campaign, which, all things considered, may only be of secondary importance to both democracy promotion and US foreign policy as a whole.

Besides, it’s not at all obvious whether this new system will promote fairness and justice. Contrary to what most Internet cheerleaders think, virality is hardly ever self-generated and self-sustaining. Memes are born free, but everywhere they are in chains—those of PR agencies and freelancing solo artists. Both have perfectly adapted to this new digital world and found ways to reverse engineer virality by manipulating the economics of social media. They know how to feed the right stuff to bloggers to generate buzz on important, even if niche, platforms, and since so many in the professional media now read sites like Gawker and The Huffington Post, extending their reach far beyond social media.

Thus, while Kickstarter might give us the illusion of more efficient distribution of arts funding than the NEA, it would be naïve  and very shortsighted not to take note of the fact that we’ll also get—and this is much more important than the efficiency of the platform—very different art.

How so? Danish academic Inge Ejbye Sørensen has studied how crowdfunding has affected documentary filmmaking in the United Kingdom. Britain stands out among other countries in that most of its documentaries are produced and fully funded by one of its four main broadcasters (BBC, ITV, Channel 4, and Channel 5), which dictate the terms to the filmmaker. In this context, crowdfunding and Kickstarter seem liberating, even revolutionary.

But, as Sørensen points out, this revolution has a few mitigating circumstances. First, Kickstarter might produce many new documentaries, but the odds are that they will be of a very particular kind (this critique also applies to other sites in this field, like indiegogo.com, sponsume.com, crowdfunder.co.uk, and pledgie .com). They are likely to be campaign-and issue-driven films in the tradition of Super Size Me or An Inconvenient Truth. Their directors seek social change and tap into an activist public that shares the documentary’s activist agenda. A documentary exploring the causes of World War I probably stands to receive less online funding—if any—than a documentary exploring the causes of climate change. Second, some films have significant start-up costs (think drama documentaries or history movies) or involve considerable legal risks that may be hard to price and account for. Say you are making a film that includes an undercover investigation of the oil industry. When you have the BBC’s lawyers backing you up, you’ll probably take many more risks than if you are relying on crowdfunding. But if Kickstarter is your platform of choice, you’ll probably forgo venturing into the thorny legal issues altogether.

Both of these arguments show the danger of viewing the nimble and crowd-powered Kickstarter as an alternative (rather than a supplement!) to the behemoth that is the BBC, or in the American context, the NEA. This might fit quite nicely with David Cameron’s rhetoric of the “Big Society”—whereby individuals take on the roles formerly performed by public institutions—but it would be a mistake to treat the two approaches as producing the same content through different means. Some content is simply unlikely to get crowdfunded.

Johnson, however, does not want to make his case for reforming the NEA on aesthetic grounds; for him, Kickstarter is better because it’s more Internet-like and more participatory. That these may be irrelevant considerations when it comes to funding art does not seem to bother him. This is Internet-centrism at work: the putative values of “the Internet”—be it openness or participation—become the prized yardstick for assessing every field of human endeavor, regardless of its own goals and standards.

But there’s one more problem. Defining Internet values is notoriously tricky. Take someone like Internet pundit Jeff Jarvis, who in his first book, What Would Google Do?, argues that other institutions—both for-profits and nonprofits—should copy Google’s business philosophy. His reasoning goes like this: “The Internet” seems open, public, and collaborative. Google seems so, too, and it’s prospering. Hence its values are openness, publicness, and collaboration; these are also Internet values, and they bring profits and efficiency. So, reasons Jarvis, “the Internet” tells us something very important about Google, and Google tells us something very important about “the Internet.” This logic is so circular, there’s no way for pundits like him ever to be wrong.

But as the last few years show, Google is not driven by an ideology of either openness or publicness; at this point it seems to care only about market competition. When it felt so far ahead of Facebook and Apple, it built open platforms and launched unprofitable but useful services. But those days are long gone: it has shut down many of the platforms celebrated by Jarvis and become much more cautious, now charging for some services and eliminating others altogether. In 2010 it all but gave up on its nominal commitment to “openness” when it struck a deal with Verizon regarding traffic management on mobile networks. It’s true that for a very long time Google stayed out of the content business—positioning itself as a platform for accessing the content of others—but today it owns the restaurant guide Zagat and the travel guide Frommer’s and actively serves its own content in search results. Is Google less of an Internet company today than it was when Jarvis published his book? Or could it be that it never actually had any genuine lessons to impart about “the Internet” and that such lessons are always transitory and in flux?

Or take Wikipedia, which is easily the solutionists’ favorite template for rebuilding the world; books with titles like Wikinomics and Wiki Government are a testament to the role this one website plays in solutionists’ imaginations. The problem with using Wikipedia as a model is that nobody—not even its founder, Jimmy Wales—really knows how it works. To assume that we can distill life-changing lessons from it and then apply them in completely different fields seems arrogant to say the least. Worst of all, Wikipedia is itself subject to many myths, which might result in Wikipedia-inspired solutions that misrepresent its spirit.

“The bureaucracy of Wikipedia is relatively so small as to be invisible,” proclaims technology pundit Kevin Kelly, confessing that “much of what I believed about human nature, and the nature of knowledge, has been upended by the Wikipedia.” But what did Kelly believe before Wikipedia? Kelly writes that “everything I knew about the structure of information convinced me that knowledge would not spontaneously emerge from data, without a lot of energy and intelligence deliberately directed to transforming it.” What a reasonable thing to have believed! Only there’s no reason to stop believing this today. Wikipedia, as it turns out, has a huge—not small—bureaucracy; its rules cover the most arcane issues (just consider WP:MOSMAC, which regulates how Wikipedia articles should discuss “the Republic of Macedonia and the Province of Macedonia, Greece”). One estimate from 2006 posited that discussions about Wikipedia’s governance and editorial policies—the stuff of which bureaucracy is made—constituted at least one-quarter of the whole site. Its bureaucracy is anything but small—and to start applying Wikipedia’s lessons before actually grasping them is a recipe for disaster. That it’s invisible to the likes of Kelly only means that they are looking at it the wrong way; the task of sound technological analysis—which is not beholden to Internet-centrism—is to make the seemingly invisible visible.

The best explanation of Wikipedia is what its own insiders like to say: Wikipedia works in practice but not in theory. It’s a great line, and in addition to being funny, it also shows that we simply have no adequate theories to understand Wikipedia. Perhaps we shouldn’t even strive for such theories, as they will inevitably gloss over the rich world of practices and mediators that make it tick.  There’s nothing wrong with being humble and acknowledging the limitations of our understanding. Obviously, that something doesn’t fit a grand theory of “how the Internet works” does not make it ineffectual, as the Wikipedia example shows so well. Given just how limited our knowledge of Wikipedia is, to expect that we can magically “pull a Wikipedia” whenever confronted with a burning issue is dangerously naïve.




If Internet Theorists Were Bouncers 

Internet-centrism has found its way into regulatory thinking as well. One of the most attractive contemporary theories of Internet regulation, advanced by Harvard’s Jonathan Zittrain, revolves around the idea of generativity. It starts from the premise that openness of the platform is the main reason why “the Internet” has unleashed so much innovation. On “the Internet,” no one has to ask for permission to start a new service. Google could build a search engine without negotiating with ISPs. Wikipedia could build an encyclopedia without negotiating with the likes of Microsoft or AOL. Skype could build its impressive software without negotiating with AT&T.

As an explanation of what has happened in the last two decades, Zittrain’s is a very elegant and pithy theory. However, generativity also prescribes how things should be done in the future: if we want this great wave of innovation to continue, the argument goes, we should maintain—even proactively defend—the openness of “the Internet.” Any development that introduces a set of gatekeepers into “the Internet’s” ecosystem—like the recent fascination with apps for smartphones and tablets—is to be scrutinized and, in most cases, resisted, for the new gatekeepers, greedy as they are, might not have “the Internet’s” best interests in mind. In my book, a hallmark of a good theory of technological change and innovation is whether it can predict—or at least anticipate—how incumbent technology itself would be disrupted. It doesn’t seem extraordinary to expect that theorists of innovation would at least be prepared for the eventual possibility that whatever incumbent technology they are celebrating at the moment might itself get undone by the very same forces of disruption that made it incumbent  in the first place. In other words, if we were to travel back in history and apply what we know about “the Internet” to write better rules for regulating the telephone industry, we would probably put more emphasis on the possibility that the telephone would not be around forever. The same goes for the telegraph, the radio, and even television. If they had a second chance, good theorists of innovation in each of those industries would spend far more time trying to anticipate the death of their object of inquiry—be it the telegraph, the radio, or television—rather than articulating criteria and conditions that could allow those objects to live forever. This, at any rate, is what follows if one assumes that innovation should be platform independent and that maximizing it across all platforms—including future, unanticipated ones—should be the ultimate goal of effective regulation.

But the theory of generativity doesn’t preoccupy itself with the thorny subject of how “the Internet” itself will die—not least because Zittrain, under the sway of Internet-centrism, badly wants “the Internet” to be eternal. His theory is a recipe for how “the Internet” can live forever. This, of course, is never expressed directly, for Zittrain assumes—quite correctly—that his geeky audience shares his desire to make its fetish object immortal. However, we shouldn’t mistake our infatuation with “the Internet” for a genuine theory of innovation. Any robust theory, instead of treating “the Internet” like a permanent gift to civilization, would find a way to compare the innovation potentials of many different platforms and technologies, including those that might eventually threaten to supplant “the Internet.”

Of course, there may be other strong social, political, and even aesthetic concerns about the challenge that the rise of apps presents to digital “forms of life.” However, to claim that Apple—one of Zittrain’s culprits—is bad for innovation because it’s bad for “the Internet” is like claiming that “the Internet” is bad for innovation because it’s bad for the telephone. Well, it might have been bad for the telephone—but when did the preservation of the telephone become a lofty social goal? Such teleological Internet-centrism should have no place in our regulatory thinking. But, alas, the preservation of “the Internet” seems to have become an end in itself, to the great detriment of our ability even to imagine what  might come to supplant it and how our Internet fetish might be blocking that something from emerging. To choose “the Internet” over the starkly uncertain future of the post-Internet world is to tacitly acknowledge that either “the Internet” has satisfied all our secret plans, longings, and desires—that is, it is indeed Silicon Valley’s own “end of history”—or that we simply can’t imagine what else innovation could unleash.

The irony is that Zittrain’s theory of generativity, while very critical of gatekeepers like Apple, is itself a gatekeeper. While generativity green-lights good, reliable, and predictable innovation, the kind that promises to stay within the confines of “the Internet” and leave things as they are, it frowns upon—and possibly even blocks—the unruly and disruptive kind that might start within “the Internet” but eventually transcend, supplant, and perhaps even eliminate it. Zittrain attempts to universalize what he takes to be the operating principles of “the Internet” and present them as objective, eternal, and uncontroversial foundations on which innovation theory itself could run from now on. Thus, if openness has supposedly been one of the defining features of “the Internet,” it gets magically transformed into an objective benchmark for the future of innovation. Aggressive expansion into other domains is one of the hallmarks of Internet-centrism; it colonizes entire theories and domains, imposing its own values—openness, transparency, disruption—on whatever it touches. However, if we put the well-being of “the Internet” aside, absolutely nothing about Apple’s hands-on approach to running its app store or controlling its gadgets suggests that it’s bad for innovation. Its approach may not be “open”; it may not even be “Internet compatible.” But these criteria only make sense in a world where the well-being of “the Internet itself” is the alpha and omega of everything, the summum bonum. This may even be a world in which Jonathan Zittrain and many other geeks would actually want to live; ideologies do have a tendency to present other worldviews as irrelevant or impossible. In reality, though, control and centralization are not inherently antithetical to innovation; if we have come to believe the opposite, then “the Internet” is partly to blame.

Woody Allen once wrote a hilarious satire titled “If the Impressionists Had Been Dentists,” written in the form of a letter  from Vincent van Gogh to his brother (“Theo . . . Mrs. Sol Schwimmer is suing me because I made her bridge as I felt it and not to fit her ridiculous mouth! . . . She claims she can’t chew! What do I care whether she can chew or not!”). The world of Internet theory still awaits its Woody Allen, but an analogous satire—something along the lines of “If Internet Theorists Had Been Nightclub Bouncers”—would be quite useful. If Jonathan Zittrain’s theory is any indication, his Apple nightclub would be run as an oasis of openness—what does he care that some patrons show up drunk or carrying drugs and weapons?—and this openness would make everyone inside the club happy. It’s a nice theory, but there is a reason why real clubs don’t preach the ideology of radical openness: it spoils the clubbing experience. But, Internet theorists might counter, what do we care about the clubbing experience if there’s such a great atmosphere of openness inside the club? Well, good luck to them.

Zittrain’s thought is a manifestation of a broader paradox that has become ubiquitous in our Internet debates. Rare is a reader of technology blogs or an attendee of technology conferences who has not heard the admonition that some dark, evil force—Hollywood, the National Security Agency, China, Apple—is about to “break the Internet.” Technologists and geeks—the group that spends the greatest amount of time philosophizing about “the Internet” and its future—constantly remind us that “the Internet” is unstable and might fall apart. Save for the occasional proclamation that the world will stay as it is minus all the fun and convenience, no one seems to know what awaits us once “the Internet” does break. But break it will—unless some drastic change is taken to maintain its current state. Hence the greatest irony of all: one day we are told that “the Internet” is here to stay, and we should reshape our institutions to match its demands; another day, we are told that it’s so fragile that almost anyone or anything could deal it a lethal blow.

It would be tempting to write this paradox off as a mere contradiction in geek logic. Or, as in Lessig’s case, it might be just a rhetorical trick, a clever ruse that bolsters some important activist cause—say, copyright reform, net neutrality, or opposition to surveillance and censorship—while also nudging our seemingly obsolete political and legal institutions to experiment with technology  and innovation. Such an interpretation certainly seems plausible. But it’s also plausible that we have become utterly confused about “the Internet” and its presumed nature, that we are dead wrong about its finality, that the very idea of “the Internet” has impoverished our thinking about the world, and that we are worshiping false gods and ideologies. So, which is it?




Of Epochs and Epochalisms 

Before examining Internet-centrism’s corrosive influence on solutionism, a few words about its origins are in order. Even though its leading proponents may not be aware of it—being too young or inexperienced with books—Internet-centrism, for all its boasting about the truly revolutionary and exceptional nature of the modern era, overlaps with and feeds on several earlier fetishes and discourses about technology, information, innovation, and digi-tality. Plenty of books on the inevitable arrival of the information age and the postindustrial era, on the virtues and perils of automation, and on the transformational potential of cybernetics and artificial intelligence have all prepared the grounds—and our minds—for the current discussion. To present the discourse on Internet exceptionalism as exceptional would itself be a great error, for it’s anything but.

Technological amnesia and complete indifference to history (especially the history of technological amnesia) remain the defining features of contemporary Internet debate. As British historian of technology David Edgerton points out, “When we think of information technology we forget about postal systems, the telegraph, the telephone, radio and television. When we celebrate on-line shopping, the mail-order catalogue goes missing. Genetic engineering, and its positive and negative impacts, is discussed as if there had never been any other means of changing animals or plants, let alone other means of increasing food supply.” Only a hopelessly brave and optimistic soul would conclude that as “the Internet” comes to dominate and overtake many of these earlier debates, our respect for historical detail will somehow magically increase. If anything, the “Internet turn” in the technology debate will only aggravate this forgetfulness.

Of course, if one’s knowledge of history is reduced to tweet-length CliffsNotes, it’s natural to feel triumphant and unique, to believe one is living in truly exceptional times—an intellectual fallacy I call “epochalism.” It’s not a preserve of Internet optimists only; the pessimists love epochalism as well. After all, their criticisms matter only if the phenomena they are criticizing are seen as unprecedented. Thus, a self-proclaimed Internet pessimist like Andrew Keen can proclaim starkly that the growth of social media is “the most wrenching cultural transformation since the Industrial Revolution” without bothering to produce much evidence. Keen simply presumes that the unprecedented scale of today’s transformations is self-evident—a hallmark assumption of epochalism.

By presuming that we are living through revolutionary times, epochalism sanctions radical social interventions that might otherwise attract a lot of suspicion and criticism. But in truly revolutionary times, everything goes; why not model politics on Wikipedia after all? All this talk about revolutions is just a clever way of legitimizing radical agendas that few would accept in normal times. The paralyzing influence of epochalism induces passivity and limits our responses to change, for the unfolding trends are perceived to be so monumental and inevitable that all resistance seems futile. It blinds us to the banal and highly fleeting nature of the “revolutionary” trends under consideration.

After all, it’s much easier to proclaim yet another digital revolution—and to coin a requisite buzzword—than to wait and see if the observed change, instead of being a complete overthrow of established practices and principles, is just a shift in order and magnitude. But the trickery doesn’t stop here, for the novel buzzword—coined only because we are apparently on the brink of a new era—is fed back into the system as a definite proof that the era is indeed new. Such circularity—whereby “the Internet” is seen as revolutionary because of Factor X, but Factor X is seen as revolutionary because of “the Internet”—is silly, but in an era of profound and revolutionary change, this passes for deep insight.

Take the fake novelty of a term like “crowdsourcing”—supposedly, one of the chief attributes of the Internet era, an idea that gave us that great source of didactic knowledge, Wikipedia. “Crowdsourcing” is certainly a very effective term; calling some of  the practices it enables as “digitally distributed sweatshop labor”—for this seems like a much better description of what’s happening on crowdsource-for-money platforms like Amazon’s Mechanical Turk—wouldn’t accomplish half as much.

But effective euphemisms come with trade-offs; they don’t always capture the historical complexity of the processes they purport to describe. Didn’t the British government turn to “crowdsourcing”—in 1714!—to solve the “longitude problem” and solicit proposals for how to better navigate at sea? Didn’t the Smithsonian Institution—in 1849!—turn to a network of over six hundred volunteer observers (in Canada, Mexico, Latin America, and the Caribbean) to submit monthly weather reports (published in 1861 as the first of a two-volume compilation of climactic data)? Didn’t Toyota hold a contest—in 1936!—to redesign its logo, only to receive 27,000 entries in return? Didn’t Zagat turn to a form of “crowdsourcing” to generate its restaurant reviews long before Yelp made online reviews fashionable? Granted, today it’s much easier and cheaper to do such things, but a revolution in knowledge gathering it isn’t—not if we want the word “revolution” to retain any meaning at all.

This message, however, is lost on our Internet pundits, who think that “the Internet” has fundamentally altered how knowledge is produced—nay, it has even altered what counts as knowledge. This, at any rate, is what David Weinberger of Harvard’s Berkman Center argues in his recent book Too Big to Know. Like Eric Schmidt, Weinberger has seen the grain of “the Internet” and never looked back since. “Knowledge is taking on the shape of the Net—that is, the Internet,” he proclaims, with unabashed enthusiasm. “Knowledge now lives not just in libraries and museums and academic journals. It lives not just in the skulls of individuals. Our skulls and our institutions are simply not big enough to contain knowledge. Knowledge is now property of the network, and the network embraces businesses, governments, media, museums, curated collections, and minds in communication.”

This is heady stuff, but it couldn’t be more wrong. It seems that Internet-centrism turns our most insightful analysts into Martians, who have just landed on Earth and have a hard time imagining how things are run over here. So, in their doomed quest to understand these quirky humans, they venture into a modern university,  where they encounter professors, who spend hours coauthoring papers with strangers on other continents, browsing academic journals housed on servers miles away, giving Skype presentations at international conferences. “Ah,” say the Martians, “we get it: this Internet thingy is the network that generates all your knowledge. Let’s drink to that!”

Poor Martians: they’d never understand that the real knowledge-generating networks lie elsewhere—they tie together scholars, universities, conferences, computer servers, books, norms and practices, the phenomena they study and the tools and laboratories that allow them to do so. “The Internet” may be strengthening and occasionally weakening some of these networks—and it is certainly creating conditions for new networks to emerge—but it doesn’t fundamentally change anything about what counts as knowledge or how it’s made. By Weinberger’s logic, we can also say that knowledge used to be the property of the airport or the post office—those did facilitate its production in the past—but that would be an insight far more trivial than the role Weinberger fashions for “the Internet.”

Contrary to his claim that “knowledge is now property of the network,” knowledge has always been property of the network, as even a cursory look at the first universities of the twelfth century would reveal. Once again, our digital enthusiasts mistake impressive and—yes!—interesting shifts in magnitude and order with the arrival of a new era in which the old rules no longer apply. Or, as one perceptive critic of Weinberger’s oeuvre has noted, he confuses “a shift in network architecture with the onset of networked knowledge per se.” “The Internet” is not a cause of networked knowledge; it is its consequence—an insight lost on most Internet theorists.

But even more disturbing about Weinberger’s account is that it seeks to carve “the Internet” from the complex sociotechnical relations that it embodies and to analyze it on its own terms, as if it were a widget that fell from the sky and hence has no history or connections of any sort. This is a recurring feature of modern Internet discourse—yet another instance of vulgar McLuhanism—for it allows its practitioners to juxtapose “the Internet”—in optimistic accounts, it’s the avatar of everything modern and progressive; pessimistic accounts usually hold the very opposite—against some social force or group, be it the mainstream media, Hollywood, dictators, or  dissidents. Only by severing “the Internet’s” ties with its context and presenting it as a McLuhanesque “medium” does any kind of simplistic score keeping—that never-ending game of trying to determine whether “the Internet” is good or bad for one thing or another—become possible.

It’s time to put an end to this score-keeping game, for it generates nothing but confusion. It enables Weinberger to write, “At the very same time [that “the Internet” is blamed for all sorts of problems], sites such as Politifact.com are fact-checking the news media more closely and publicly than ever before.” Score one for “the Internet”? After all, Politifact.com is a site, and a site is something that belongs on “the Internet’s” side of the ledger. This is plain silly: Politifact.com might be a website, but it’s also a project of the Tampa Bay Times, a venerable newspaper operation. Yes, we should talk about the new forms of fact checking made possible by new technologies, but to imagine that somehow Politifact.com tells us something of interest about the nature of “the Internet”—assuming, for a moment, that such a nature exists—is dead wrong.




With Models Like This . . . 

Weinberger’s commitment to Internet score keeping points to one of the great dangers of relying on “the Internet” as a causal explanation. Once commentators know what they want to say about the universe—that the world is flat, that knowledge is no longer contained in books, that Apple is bad for innovation, that dictatorships are crumbling everywhere, that no one reads serious fiction anymore—“the Internet” can always be invoked to provide a quick and easy (and invariably wrong) explanation. However, the ready availability of such Internet-driven explanations in itself needs to be explained. For both tech boosters and tech critics alike, “the Internet” is like George Soros in Glenn Beck’s diagrams: once you plug it in, the great conspiracy suddenly makes sense. Fiction-wise, it’s a brand new genre all in itself: a Webdunit.

Worse still, what many take to be original Internet theory—that is, a brave attempt to explain the world by accounting for the role of “the Internet” in it—is often just a derivative mishmash that borrows from some of the stalest, most banal approaches of  modern political science and economics. If these approaches were not served with the tasty sauce of Internet-centrism, the explanations they generate would be questioned, opposed, and dismissed far more often. Alas, the conceptual novelty of “the Internet” as a field of inquiry, combined with the irresistible pull of Internet-centrism, renders the highly problematic areas of the underlying theoretical frameworks almost invisible.

Take Clay Shirky’s Here Comes Everybody, which enjoys a cult status in geek circles as a seemingly original argument about the falling costs of collaboration. For much of his theoretical apparatus, Shirky draws on two sources: Susanne Lohmann’s explanation of the 1989 protests in East Germany by means of rational-choice theory (from which Shirky borrows the notion of information cascades) and Ronald Coase’s theory of the firm (from which Shirky borrows the notion of transaction costs). Alas, neither of them is an unambiguously good or neutral guide to understanding digital technologies once we liberate ourselves from Internet-centrism.

OEBPS/page-template.xpgt
 

 
	 
		 
	

	 
		 
	

	 
		 
	

	 
		 
	

	 
		 
	    		 
	   		 
	    		 
		
	



 
	 









OEBPS/evge_9781610391399_oeb_001_r1.jpg
TO SAVE
EVERYTHING,
CLICK HERE

THE FOLLY OF
TECHNOLOGICAL
SOLUTIONISM

EVGENY MOROZOV







OEBPS/evge_9781610391399_msr_cvi_r1.jpg
uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu

TO SAVE

EVERYTHING

CLICK





