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To my parents, Peter and Joy


– for my love of science and of books









Introduction


If you’ve read a popular science book before, I imagine that what you’re probably expecting right now is a striking anecdote; a potted story so intriguing and enticing that it sends you plunging down the rabbit hole of the text. If so, I’m going to disappoint you with this:


This morning, I had to drag myself out of my warm bed. Feeling a little anxious, because I had a difficult work call to make at 9am, I staggered down the stairs and into the kitchen. While switching on the kettle, I reached with my other hand for a mug from the shelf. Normally, I eat porridge for breakfast. But I was starving! It would have to be eggs on toast. First, though, coffee. I poured boiling water from the kettle into the cafetière – and, ouch! I really should have been more careful.


As introductory stories go, it really couldn’t be more mundane. But, to borrow from Lewis Carroll, I just did six impossible things before breakfast. Impossible, that is, if you subscribe to a belief that’s so embedded in our culture that it’s taught to every child in primary school, including my own. I’m talking about the dogma that we have five – and only five – senses.


We owe this model to the Greek philosopher, Aristotle. In De Anima (usually translated as ‘On the Soul’), which dates to some time around 335 BC, Aristotle sets out sight, hearing, smell, taste and touch as the senses. Aristotle was concerned with matching sense organs (such as eyes and noses and tongues) with the experiences of seeing, smelling, and so on. As far as he could tell, we had five types of such organ – though he did think the skin was the ‘medium’ of touch, the primary sense organ being ‘something else within’ – and five distinct types of sensory perception. ‘One might be confident that there is not another sense beyond the five,’ he wrote.


This was solid work – for someone who was working more than 2,000 years ago. Aristotle was an outstanding biologist as well as philosopher, but he was of his time. Physiology was in its infancy. The understanding of the brain was basic, to say the least. (Aristotle himself believed that the brain existed to remove heat from the blood.) Centuries of research since have shown that he had a good deal more insight into our senses than our brain. Still, there isn’t a sense scientist around today who would argue that we have five senses – or even close to five.


Perhaps you’re thinking: well, if we do have other senses, but they’re not widely recognised, they can’t be that important – so maybe this book will be like those annoying travel guides that highlight all kinds of little-known but ‘must-see’ sights – when in fact, they’re little-known for good reason.


Let’s go back to that paragraph about the entirely ordinary beginning to my morning. We’ll take a closer look at those everyday events, with an eye to how obscure, or not, the relevant senses might be.


Six impossible things? Here’s what they were:




• I felt warm. That’s because I, like you, have receptors in my skin and inside my body that respond to different temperature ranges. This is called ‘thermoception’ and it has nothing to do with touch.


• I felt anxious. In good part, that was because my brain was processing sensory signals indicating that I was facing a threat. My ability to sense my own heart beat (‘cardiac interoception’) was crucial for this.


• I staggered down the stairs without having to look at my feet, and without falling. I managed that because I have a) a sense of the position of my body parts in space – a kind of limb location or ‘body-mapping’ sense (known properly as ‘proprioception’) – and b) a sense of the direction of gravity and a sense of when I’m moving horizontally (thanks to my vestibular system, deep in my inner ear).


• While switching on the kettle, I also reached for a mug on the shelf. That was thanks to limb-location.


• I was starving … My ability to sense that my stomach was physically ‘empty’ directly fed into my perceptions of hunger.


• When I spilled some boiling water from the kettle onto my hand, it hurt. That’s because I have dedicated damage sensors (‘nociceptors’) in my skin (in fact, not just in my skin). Their signals in response to the scalding led to a perception of pain.





No one would argue that feeling pain, emotion or hunger is obscure. Neither, of course, is the ability to walk down a staircase. Yet all depend on senses that are missing from the Aristotelian framework. And though it is certainly true that startling sense discoveries have been made only in the past decade, some of these ‘novel’ senses are about as new to science as X-rays or pasteurisation.


Yes, I’m arguing in this book that Aristotle’s model is wrong, but fundamentally the same claim could have been made 100 years ago. (In fact, it was – but, as we’ll see in Chapter 6, no one outside academic circles really took it in.)


So how many senses do we have? And why do we still teach our kids that we have five? (‘I have to think about my five senses,’ my eight-year-old told me, when he came home with a writing project for English. ‘Five, Mummy, five!’)


To get at the first question – how many do we have? – it’s helpful to put us in our biological place. Aristotle believed that people were special, made of different stuff to animals and plants. Now, of course, we know better. And we know that the origins of our human senses can be traced all the way back to the beginnings of life itself …


It’s uncertain exactly where we are, or when, or what precisely is emerging from the primordial soup. But some time between about and 4.2 billion years ago, perhaps in hydrothermal vents in the deep ocean floor or in warm, volcanic lakes, the first self-replicating entities appeared on the scene. By at least 3.5 billion years ago, single-celled microbes were making pre-history.1


These early microbes may have been little more than bags of replicating material. But they were bags. They had an inside and an outside. What really distinguished them from inanimate objects was that they could detect and respond to changes in their environment. And it was in their fragile outer membranes – their interface with the wider world – that sensing began.2


Mutations that enabled these microbes to detect welcome or undesirable changes of course improved their survival chances, allowing them to prosper in their own niche, or even to move to a new one. The detection of chemical and mechanical, physical changes came first. Food, toxins and excreta from other microbes are all chemicals, so sensing these was clearly invaluable. Recognising mechanical impact with something else – registering when you’re touching something, or being touched – was critical, too.


Given how fundamentally important they are, it’s no surprise that these early classes of chemicaland contact-sensing have persisted through evolutionary time. Like the bacterium E.coli,3 the pot plant on your desk,4 or your family dog, you too, register physical contact and sense chemicals of interest. Contact, or ‘pressure’, is, in fact, just one of your senses of touch; as we’ll discover, there’s more to it than this. And when it comes to ‘good’ or ‘bad’ chemicals, you can sense these using smell receptors inside your nose and taste receptors on your tongue – though, as we’ll find, in various other parts of your body, too.


Early on, when life was simple, chemical and touch senses were perfectly adequate for survival. But as organisms became more complex, the kinds of questions that they could ask of the wider world as well as of their inner, bodily environment became more complex, too. Questions such as, Where are others like me? Is there food near me? Am I touching something? were soon joined by Where is ‘up’? Where is light? Where am I damaged? When should I take another breath? Am I falling? Where exactly are my limbs, relative to my torso? Are the life forms around me content, or scared? Would it really be a good idea to have sex with him?


As we’ll discover, for all these questions, there is at least one biological route to an answer: a sense. As these new senses emerged in ancestral species, they proved so invaluable that they persisted, while also being refined and expanded, through to the modern day. Like a gelatinous jellyfish drifting through the deep ocean,5 or a rose bush,6 you too can sense gravity. Like a meerkat exposed in open ground in the Kalahari Desert, you can sense the sound-wave signal of a screech of alarm.


To get at what a sense really is, and so how many we might have, it’s helpful to break sensing down into its stages. You – or any other species – first need a ‘sensor’ that is triggered by a specific change. For example, if you were to go outside on a cloudy night just before dawn, at the appearance of the very first photons of light, molecules inside some of the roughly 100 million rod cells in your retina would change shape. Your rod cells are extraordinary light sensors.7


Then, the detection of the change has to be capable of triggering a response. For us humans, that usually means that signals from the sensor must reach the central nervous system; in most cases, they have to get to the brain. To stay with the rod cell example, that molecule shift causes signals to speed along associated neurons through the optic nerve, straight to your brain.


This process of receiving and processing an incoming sensory signal might then lead to a conscious perception. Imagine you’d walked outside not at night but on a sunny afternoon. You might immediately become aware of a blackbird perched on a branch, or the tickle of a breeze on your arm. However, conscious awareness is not an obligatory component of sensing. It’s perfectly possible to sense something – to detect an important change and even mount a response – without ever becoming conscious of it. In fact, as we’ll discover, some of the most fascinating and mind-altering effects of our senses occur either below our conscious radar, or as faint, background murmurings, hard to home in on, and easy to miss – but changing your world all the same.


For Aristotle, the conscious feeling state associated with a sense was important. Sight, hearing, smell, taste and touch all involve starkly different types of conscious perceptions. This is one reason his model has stayed strong for so long. Sure, a four-year-old might say, I know exactly what it’s like to see my brother squirm when I poke him, and of course that’s different to hearing him squeal. And something else about Aristotle’s five senses – their associated organs literally stick out. That same four-year-old can readily link vision to her eyes, hearing to her ears, and so on. This also makes it easy to teach that we have five senses – without making it correct.


Another reason that Aristotle’s model has persisted, despite all the evidence against it, is that, in the West, we have neglected to consider how other cultures view human sensing. For Anlo-Ewe people in southeastern Ghana, for example, the notions of azɔlizɔzɔ (kinaesthesia, a movement sense, which is based on limb location sensing) and  agbagbaɖoɖo (a vestibular sense, to do with balance) are as much part of their everyday understanding of the senses as sight or hearing.8


If Aristotle’s model is so obviously wrong, you might be wondering why scientists don’t tell us how many senses we do have. The reason is a dull one, really: philosophers and scientists are still arguing about how to individuate ‘a’ sense. It is true, unfortunately, that there is no incontestable, logically rational way of delineating our individual senses. This has made it very difficult for a new model to kick out the old one and take its place. But that does not excuse the continued propagation of what we now know to be a misrepresentation. Actually, ‘misrepresentation’ is putting it far too mildly. It is flat-Earth wrong.


It is high time for the academic disputes to be set aside, in favour of a much more scientifically justifiable view of how many senses we truly have. And there are many reasons why we all need this – and why it has to happen now.


To know what it is to be human, we simply have to know what we can sense. We are rightly proud of our thinking prowess. But the core function of even our impressive human brain is to receive, integrate and interpret, and then react to, sensory information.9 In fact, although conscious perceptions are not an inevitable result of all this, there is a compelling argument that consciousness evolved because it can benefit this process.


If we don’t understand our senses, we don’t understand the fundamental way in which we respond to our outer, and our inner, worlds. Sensing evolved a very long time before thinking came on the scene. We still sense first, and think later. And this explains a lot about our preferences – even why sensory metaphors are so compelling. Yes, you could describe an acquaintance as being irascible and unwelcoming, but how much more direct and immediately meaningful it would be to call him ‘spiky’. Likewise, you could declare that a friend’s considerate message really meant a lot to you, but that’s just not as affecting as saying that you felt ‘touched’.


The fact is, our many senses enable so much of our mental and physical experience. Yes, they allow us to get out of bed and descend a staircase. They also enable us to identify friends and avoid danger. To eat what we need and not what we don’t. To grab a book – or an opportunity. To navigate a city. To experience horror and love. To feel that we are located inside a body. Even to feel that we have a distinct ‘self’ at all.


This book will take you on a journey through all of our senses, and the surprising things that they can do for us. It will also become apparent that none of us senses the world in the same way – and these differences can shape our preferences and personalities, relationships, health and careers.


In some cases, the differences are extreme, with impacts to match. Imagine being utterly unaware of your inner bodily state, and unable to feel love or joy. Or being able to sniff Parkinson’s disease in someone else, before symptoms even appear. Imagine being able to spin around for hours on end, without feeling dizzy. Or feeling someone else’s pain so acutely, it’s agonising. Picture yourself so in tune with your body that you could dance the lead role in a ballet – without being able to see. Or watch a friend play ‘Yesterday’ on a guitar, and, though it’s the first time you’ve heard it, immediately play it back.


This is reality for some people. But even for the rest of us, it’s clear that our senses don’t just inform us, they form us. As a science journalist who has spent twenty-five years writing often about psychology, I’ve come back to the senses again and again. It is new research revealing how our behaviour, our relationships, our thoughts and beliefs are affected and even directed by our sensory experiences that I find completely absorbing.


Aristotle couldn’t help but tell a sensory tale fit for his time. The true story is much bigger and bolder, with jaw-dropping twists and surreal surprises. It’s also one that has to be told now in part because our senses are under threat.


Discovering our remarkable sensory repertoire is almost like leaping from a rock pool to a coral reef – only to find that it’s already being bleached. Most of us live in a world that is radically different from the one in which our senses evolved. Modern life is throwing up unprecedented challenges. Your abilities to see, hear, smell are being affected. But ‘new’ senses that we rely on every day are also suffering; before they can even crawl into the limelight, they are fading – with potentially devastating implications for our physical and mental health.


The good news is that there is also an abundance of evidence that we can not only protect our senses to some extent, but also train them to be better. It is possible to enhance a sense without knowing that it exists; babies and young children do it all the time. For you as an adult, though, it’s undeniably helpful to be aware not only of what you have to work with, but just how flexible these senses are. To an extent, you are in control of your own sensory destiny – and, wherever possible in this book, I will describe how to take that control, and so influence practically every aspect of your life. We’ll discover how learning to tune in to and enhance your many senses can improve your sex life and your sporting prowess, your decision-making and your emotional wellbeing, your eating habits and your relationships (and yes, the list goes on …)


The first step is to know what you’ve got. So below, I’ve made a list. Some items may not look like much. But, as I hope I’ve hinted strongly enough already, when it comes to our senses, appearances can be very deceptive indeed.



The human senses 


In popular culture, someone with a ‘sixth sense’ sees dead people, or has some other supernatural perception of the world. To get beyond the documented human senses, it would be more accurate, if less alliteratively snappy, to talk about a ‘spooky’ thirty-third sense …




Sight


1. Sight, thanks to rod cells and also cone cells, which allow perceptions of colour.


2. Sensing light to ascertain the time of day. If all your rod and cone cells were suddenly removed, you’d still detect light, because of this independent sensory system, but you wouldn’t see anything. Still, this is the obvious place to put this one.


Hearing


3. Hearing, thanks to the detection of ‘sound’ waves by the cochlea, in the inner ear.


Smell


4. Smell, for which we have a vast array of different receptors, which together form a single system for sensing ‘smelly’ chemicals. (I know this sounds like a circular argument; all should become clear in Chapter 3.)


Taste


Because we have five different kinds of receptor for detecting five fundamentally different groups of chemicals that affect our ability to survive and thrive, and because these receptors aren’t present only in the mouth and aren’t just for sensing food and drink, Aristotle’s ‘taste’ is better thought of as five related senses. For now, it’s easiest to distinguish them by the taste perceptions that they typically generate. These are:


5. Salt


6. Sweet


7. Bitter


8. Sour


9. Umami (savoury)


Touch


Touch is our ‘contact’ sense – but it’s really a group of three senses, each of which has its own sensors and involves different responses. These are:


10. Pressure


11. Vibration


12. Gentle, slow-moving contact (the sort you get from another person)


Itch (pruriception)


13. Itch. It’s not touch, and it isn’t pain … it’s itch. Or pruriception, as it’s properly called.


Pain (nociception)


We tend to think of pain as being ‘a sense’, but we are capable of registering three distinct types of physical damage or potential damage, each of which can generate distinct pain perceptions. They are:


14. Dangerous temperatures


15. Dangerous chemicals


16. Mechanical damage (pinching, tearing, cutting, slicing)


However, as Chapter 11 explains, there’s also a lot more to pain than these three.


Temperature (thermoception)


17. Coolness


18. Warmth


Why not just have a single ‘temperature sense’? Partly because we have distinct ‘warm’ and ‘cool’ receptors, but also because their signals result in different responses. These can be physical (if you’re feeling too warm you might take off a jumper, for example) or psychological (more on this in Chapter 10).


Body mapping (proprioception)


19. Body mapping, for which we have three classes of receptors, is our essential, intuitive sense of limb location, or where our various body parts are located in space. Descending a staircase, drinking from a champagne glass, playing tennis, walking blindfold across a tightrope … attempting any of these without this sense could be lethal.


Senses for orientation, navigation and balance (the vestibular senses)


20. Head rotation in three dimensions


21. Vertical motion (as in a lift) – and gravity


22. Horizontal motion (as in a car)


If these three sound a little dull, that’s only because they are desperately under-appreciated. Mess with them and you’ll not only risk walking in deadly circles, à la the desperate teens in The Blair Witch Project, but you might find yourself undergoing an out-of-body experience. Whirling dervishes don’t target their vestibular systems for nothing (Chapter 7).


Inner-sensing (interoception)


Some of these senses are vital not just for our ability to stay alive, but to feel emotions (as Chapter 14 reveals).


23. Heart beat


24. Blood pressure


25. Blood carbon dioxide


26. Blood oxygen


27. Lung stretch


28. Cerebrospinal fluid pH 


Gut feelings: hunger and thirst – and waste


29. Plasma osmotic pressure (an indicator of how much precious water is in your body)


30. Stomach fullness


31. Bladder fullness


32. Rectal fullness 


Thirty-two senses … It’s a big leap from five. But each of these senses has its own critical impact on how we live, and – as I hope you’ll come to agree – its own extraordinary story.












Part One



Aristotle’s Five Senses 









1


Sight



Our most dominant – but fallible – sense 




All men by nature desire to know. An indication of this is the delight we take in our senses; for even apart from their usefulness they are loved for themselves; and above all others the sense of sight.


Aristotle, Metaphysics, Book 1





For humans, as for other primates, sight has long been regarded as our dominant sense. It gives us, at a glance, an instant understanding of where we are, and what’s coming at us – good or bad. In a way, it acts as a kind of ‘long arm’, allowing us to probe our environment, but from a safe distance.


Light detection, the basis of sight, is an ancient sense, possessed by most living organisms. An oak tree in the local park has it. Simple photosynthesizing bacteria in a pond have it. Since their evolution, perhaps 3.5 billion years ago, cyanobacteria (which you may know as blue-green algae) have been using light to make energy.


One way that modern cyanobacteria locate the light that they need only became clear in 2016, with a chance discovery involving a genus of the bacteria known as synechocystis. When Conrad Mullineaux at Queen Mary University of London and his team shone a light at a group of synechocystis under a microscope, they noticed focused bright spots on the opposite sides of the cell membranes. Further experiments confirmed that the entire cell functions a bit like an eyeball. And once synechocystis has worked out where local light is coming from, it can head in that direction by moving tiny touch-sensitive hairs on the outside of its cell membrane.1


For ancient as for modern cyanobacteria, light detection was about securing energy for survival. As a sense, it has proven so beneficial that about 96 per cent of animal species have some form of it. The earliest known fossils of an actual eye date from around 520 million years ago. And a kind of ‘arms race’ of visual improvements has even been suggested as the driver of the Cambrian explosion – which happened about 550 million years ago – during which all the major animal groups in existence today appeared on the scene.


Developments in the eye, the organ of vision, would have helped our water-dwelling ancestors to get better at spotting food and each other, and giving predators the slip. These improvements may even have enabled them literally to see a new future for themselves – on land.


Precisely what encouraged our vertebrate forebears to make the momentous step of climbing ashore, about 385 million years ago, is debated. But in 2017, after a detailed study of the fossil record, a team of biologists and engineers reported that there was a massive increase in vertebrate visual capabilities just prior to this transition. Shortly before the move to land, eyes nearly tripled in size and they moved from the side of the head to the top. This would have made it much easier, in theory, to peek up above the surface of the water – and to look out on a whole new world. Perhaps, the team suggests, it was seeing an unexploited cornucopia of food on land – millipedes, centipedes, spiders and more – that drove evolution to come up with limbs from fins.2


Millions of years later, relatively slight variations in the evolution of vision may help to explain another monumental step: how our species came to be the last hominin standing. The last common ancestor of Homo sapiens and our sister species, the Neanderthals, lived about 500,000 years ago. Exactly what happened after that is unclear, as a flurry of recent fossil finds has complicated what had seemed to be a neat evolutionary picture. But around 430,000 years ago, Neanderthals evolved in Europe, and some migrated to parts of Asia. About 300,000 years ago, H. sapiens made its appearance in Africa. By about 50,000 to 60,000 years ago, groups of sapiens were inter-breeding with Neanderthals in the Middle East. Around 45,000 years ago, bands of these modern humans arrived in Europe, where DNA analysis shows they were also not averse to at least some Neanderthal sex. However, just 5,000 years later, Neanderthals as a species were extinct.


Skull examinations show that Neanderthals’ brains were about the same size as ours. They had tall and stocky physiques. And they had bigger eye sockets, which presumably meant bigger eyes. So why were they the ones to die out, rather than our less physically and visually well-endowed ancestors?


Neanderthals probably had bigger eyes because they evolved at higher latitudes, where light levels are low. To be able to see well, especially at dawn and dusk, they needed larger eyes than our African sapiens ancestors did. Their bulkier bodies were also probably an adaptation – in this case, against the cold. But again, what at first glance might appear to be only a boon had hidden costs. The Oxford team suggests that more of the Neanderthals’ brain capacity than ours had to be given over to vision and body control. This, they argue, meant relatively less brain space for cognitive functions – for reasoning and thought, for establishing and maintaining complex social networks, and innovating.3


The vision of the immigrating H. sapiens may not have been as acute. But, the theory goes, this disadvantage was more than offset by their extra cognitive capacity. Ultimately, the big-eyed (and big-bodied) Neanderthals may have found it harder to cope with their harsh Eurasian environments than H. sapiens did, allowing us to out-compete them. Their evolutionary end was, then, in sight.


Though there are other theories as to why sapiens triumphed, it does seem certain that the world looked a little different to Neanderthals than it does to us. But it’s also the case that the world probably looks at least a little different to you than it does to me – and perhaps even radically different.


The foundations of vision begin early in gestation.4 For it to develop fully, a baby needs practice at seeing.fn1 A newborn’s visual acuity is only at about 5 per cent of an adult’s, and it can’t see much further than about thirty centimetres (about the distance it would be from a parent’s face if being cradled in the arms). However, it can distinguish between very dark and light shades, and see intense patches of red. By about two months, a baby can distinguish a vibrant green from a vivid red. A few weeks later, it can do the same for intense blue and red.5


Red, green and blue are some of the first colours that a baby learns to see because along with rod cells, which allow vision in dim light, our retinas are packed with three types of cone cells. These cone cells are packed in their millions in the fovea, in the centre of the retina.


‘Blue’ cone cells contain a type of opsin (a light-sensitive protein) that most readily absorbs light in the blue/violet, short wavelength part of the visible spectrum. The opsin in ‘green’ cone cells responds most strongly to middle wavelength green light, while the opsin in ‘red’ cone cells is most sensitive to light in the light-green/yellow/orange part of the spectrum, though they also detect much longer wavelengths of light, which we see as red.


It’s thought that our blue-sensitive opsin started out as an ultraviolet light detector, only switching roles some time early on in mammalian evolution. Still, it didn’t switch roles entirely; though we can’t normally see UV light, our blue opsin is still sensitive to it.6 The cornea and lens absorb this light before it can reach the retina, but people who have had their lenses removed because of cataracts sometimes report seeing patterns on flowers, and seeing objects that previously appeared black with a violet tinge. It’s even been speculated that this is why the later paintings of Claude Monet, who had surgery for cataracts on his left eye at the age of eighty-two, are full of violet and blue.


Until some time between thirty and forty-five million years ago, our ancestor species had only red and blue opsins. Then the gene for red opsin was duplicated, and mutations made it sensitive to ‘green’ wavelengths. What drove this? Some researchers think it helped in spotting reddish fruit against green leaves. But whatever caused it, the change was momentous, taking the number of different colours that could be distinguished from about 10,000 to more like a million. Thanks to patterns of signals from all three types of cone cell, you can see a staggering array of shades, from the palest ivory, through magenta, to jet.7


Since we have three types of cone cell, we humans are ‘trichromatic’. Well, most of us are. But colour vision deficiency, caused by a faulty opsin gene, is common.8 Although full-colour blindness is rare, red–green colour vision deficiency affects about one in twelve men and one in 200 women with northern European ancestry. (It’s less common in most other populations that have been studied.) It means that reds and greens can be confusing. In fact, it’s for this reason that Facebook’s signature colour is blue. Founder Mark Zuckerberg has said that his red–green colour blindness means that blue is the colour he sees most vividly.9


Though no one with typical vision can know exactly how someone with no red cones sees the world, it’s thought that it varies from blue to white to yellow, with no reds or greens. People without the gene for green opsin are thought to have a similar visual experience, though red objects will look brighter to them.


One of the earliest known references to any kind of colour deficiency dates from 1794, and a lecture given by the British chemist John Dalton. ‘I have often seriously asked a person whether a flower was blue or pink, but was generally considered to be in jest,’ Dalton told his listeners. He suspected that the vitreous humour – the fluid inside his eyeballs – might be tinted blue. With his permission, his eyes were cut open after he died. His vitreous humour was found to be clear. It was only in the 1990s that his DNA was analysed, and the green opsin gene was found to be absent.10


A lack of blue cones, which causes blue–yellow colour vision problems, is less common, affecting about one in 10,000 people. Their world is thought to appear in shades of red, white and green.


Though three-cone-type, trichromatic vision is standard, there are cases of women with a fourth cone type.fn2 This doesn’t necessarily always translate into different colour perceptions. But if the fourth cone cell type is significantly different in its responses to light, compared with all of the other three, it can. Gabriele Jordan at Newcastle University has identified a woman with a fourth type of cone cell in the long-wave yellow/orange zone of the spectrum, for example. This extra ‘yellow’ cone meant that, in tests, her ability to tell apart a red/green mixture from a straight orange was far superior. She could see differences in hues that are simply invisible to most people.11


But even to people with typical colour vision, colours do not all look the same. A US-based team has found huge variation in the gene for red opsin. When the researchers studied this gene in 236 people from around the world, they discovered a total of eighty-five variants, or versions. These variations probably affect actual red–orange perceptions, meaning that the same ‘red’ apple likely looks a little different to me than it does to you.12


Rods for vision at low light levels and cones for colours … Even as recently as my own student days, this was the full story of retinal-sensing. Our eyes were for seeing – and these were the sensors that allowed us to see.


Well, it turns out that this is only part of the eye’s story.


No doubt, you’ll have heard of your ‘body clock’. In fact, you have several clocks, which help to coordinate everything from waking to digestion. But the master clock lies in the brain, in the hypothalamus, a region that is critical for our basic life functions. To operate efficiently, this clock needs to know when day is breaking and night is falling, and it gets this information from the eye – but, it turns out, not via the sensor proteins that allow us to see.


In 1998, the German-born neuroscientist Ignacio Provencio discovered ‘melanopsin’, a completely different light-sensitive pigment, in the skin of the African clawed frog.13 Within two years, he’d shown that our human retina contains it, too.


Experiments have revealed that animals who lack rods and cones, and who are blind, still sense light levels using melanopsin in their retinas, and use this information to control regular daily biological rhythms. This control is known to be important not only for sleep but for physical and mental health – as, for example, research on shift workers has shown. A mutation in our own gene for this protein has even been linked to Seasonal Affective Disorder;14 sufferers of SAD experience low mood and depression during the dark winter months.


To help your hypothalamus to understand when the day starts and ends, it’s important then to expose your eyes to bright light in the morning, but not in the evening. Michael Terman, who heads the Center for Light Treatment and Biological Rhythms at Columbia University, has various tips to help this system work as well as it can. If you can, walk to work – and try to avoid wearing sunglasses. In the home, use plenty of bright lights – but make them dimmable, so that as evening approaches, their intensity can be reduced. In Terman’s experience, boosting light exposure during the day can help reduce the mid-afternoon or early evening fatigue that affects so many of us, and, when followed with low levels in the evening, also make for better sleep.15 This is true for many blind people, too; the discovery of melanopsin led to a recommendation not to wear dark glasses.


The eye, then, is not just an organ for seeing. It’s also an organ for sensing one of the most important environmental changes that we, along with a vast range of other organisms, need to track to survive and thrive: the cycle of day and night.


Although the eye, as Aristotle noted, is the sense organ of sight, we don’t see in our eyes, but in our brains. And some of the most striking differences in how we humans see the world are down to variations in how our brains handle visual information.


Let’s take a closer look at that journey. You’ve just woken up and drawn the curtains, and light floods into your bedroom. As the light stimulates your rods and cones, electrical signals speed along the optic nerve to the brain. Their first stop is the thalamus, a little structure sitting just above the brainstem that acts as our sensory relay hub. One of the thalamus’s main jobs is to send incoming sensory information (except for smell signals) on to the appropriate parts of the cortex, for further processing.16


Signals from the retina are despatched straight to ‘V1’ – a skinny sheet of tissue that constitutes our ‘primary visual cortex’.17 Different populations of neurons within V1 respond to particular things. Some, for example, react to edges or lines at a particular angle – the vertical line of your curtains, say, or the right-angle of your bedhead or wardrobe. From V1, visual information is also fed on to other regions of the visual cortex, for, among other things, the processing of colour, movement, shapes and faces.18 If you now turn and see that your daughter, say, rather than your partner, is beaming at you from over the duvet, that’s because your ‘fusiform face area’ has received already partially-processed visual information. This little area of the visual cortex handles the recognition of a ‘face’ – though it needn’t be human; it will also react to animal faces and even cartoon faces.19 (Some animals, such as dogs, have regions that respond to human faces, too.20)


People whose eyes work perfectly well but who, because of genes, injury or disease, have faults in parts of their visual cortex may be blind to stationary objects, but able to sense motion; or be able to identify a nose in a photo as a nose, but unable to perceive faces. But much less drastic differences in how our individual brains process visual signals can make for relatively subtle, but no less arresting, variations in our literal and metaphorical world-view.


For some of us, the colours of objects seem consistently less bright – less ‘saturated’ – than for others. People with major depression fall into this category. Variations in personality, too, have been linked to discrepancies in seeing. In particular, scoring highly for openness – a personality trait that entails curiosity and open-mindedness, and also the one that’s most often tied to creativity21 – is associated with an idiosyncrasy in how the brain deals with images coming in from each eye. The psychologists who devised the popular five-factor model of personality – with agreeableness (basically how nice you are), conscientiousness, neuroticism (emotional stability is the opposite of high neuroticism) and extraversion (with introversion at the far end of this spectrum) completing the line-up – wrote that openness is associated with a tolerance of ambiguity. And this seems to hold right down to the level of sensory perception.


A study that involved what’s known as binocular rivalry provides evidence for this. Imagine that a circle of horizontal red stripes is being held up to your left eye, while a circle of vertical green stripes is being shown to the other. The brain will typically alternate the perception, suppressing first one image and then the other, so that you perceive a back and forth between the two. However, occasionally there’ll be a blurring of the images, creating a blend of both. When Anna Antinori at the University of Melbourne tried this with a group of students who’d also completed personality tests, she found that those who ranked highly for openness saw a blended image much more of the time than those who’d ranked low. The team concluded that more open people actually see the world differently.22 


This work, published in 2017, was the first to link fundamental variations in visual perception to an aspect of personality. It could represent evidence that the brains of more open people work a little differently: the neural processes behind the increased blending may also somehow relate to open people’s superior performance at divergent thinking. Being good at this, and able to come up with more possible solutions to a problem, has been linked directly to creativity.


There are other disparities in how we humans see that are also common to groups of people. However, they relate not to opsin genes, personality or socioeconomic circumstances, but to something else entirely. Research shows that, remarkably, entire groups of people can see the world differently not because of their genes, but because of their culture. (These differences are not deficits, and that point is worth stressing.)


A one-time travel agent, Debi Roberson got into academia relatively late in life. Aged forty-four, she left her teenage kids at home in the UK to embark on an anthropological investigation in a remote northern region of Papua New Guinea (PNG). (‘It wasn’t because I had teenage kids at home,’ she insists.) Roberson hoped that her study might form the basis for a doctorate. What she discovered would shake academic understanding about how we perceive colours to its core.


Roberson set out expecting to find data in support of the prevailing theory that people from all over the world slice up ‘colour space’ in fundamentally the same way. So, there are a number of different hues that I or anyone else would categorise, and see, as ‘red’, and others that we all would see as being different but related – and all ‘green’, for example.


English is considered to contain eight basic colour terms – words that everyone uses and readily understands: red, pink, brown, orange, yellow, green, blue, purple; as well as white, black and grey. Roberson wanted to study colour perceptions among people whose language had fewer. She didn’t really know where to go to find them, but she got talking to a couple of actors who lived near her home in Suffolk and they gave her a hint. They told her they’d been out to northern PNG to put on mime shows to encourage local people to use mosquito nets. They hadn’t heard much talk about colour.


This was enough for Roberson. In 1997, she flew first to Port Moresby, then travelled up-country, in a local mission plane and then by canoe, to villages that were home to a previously unstudied hunter-gatherer tribe, called the Berinmo. She took with her a bed roll, food supplies, emergency medicines, kerosene – and a solar-powered light box, plus 160 coloured chips.


Using these chips, Roberson explored the Berinmo’s basic colour terms. She found that, in contrast to English’s eight, they had five. They didn’t have different category terms for blue and green, as in English. But they did fundamentally distinguish between two types of what I would call green, which they split into nol and wor. These terms correspond to the colours of fresh versus old tulip leaves, which they consider tasty, or not, respectively. ‘Think about the difference between a bright vibrant green and a khaki,’ Roberson says. Of course, I as an English-speaker can see a difference between a nol green and a wor green, but for the Berinmo, anything that I could simply call ‘green’ could only be nol or wor. There is no single term that encompasses both. The blue of a lake or a clear sky, however, falls into the nol category.


Roberson then ran an experiment. She showed Berinmo volunteers a colour chip, took it away, then showed them a pair of colour chips, and asked them to pick out the original. For each pair, the degree of difference in hue between them was the same. However, sometimes both the original and alternative chip belonged to either the nol or wor category, or they belonged to what an English speaker would call either ‘blue’ or ‘green’. Sometimes, they fell into different colour categories in English but not Berinmo (so if the original was blue, say, the other chip in the pair was green), or in Berinmo but not English (if the presented chip was nol, for example, the other chip was wor).


Roberson found that when the colour categories were different in Berinmo, her volunteers did better than when they were different in English. They found it a lot easier to identify a nol chip when given a nol and a wor chip to choose between than to identify a blue chip when shown a blue and a green chip. English speakers, whom Roberson tested back at Goldsmiths College, University of London, showed the opposite pattern.


If colour universals exist, and, perceptually, we all divide up colour space in the same way, language shouldn’t matter. But it did. The resulting paper, published in the journal Nature in 1999,23 sent seismic waves through the research community.


Roberson and her PhD supervisor, Jules Davidoff, along with Ian Davies at the University of Surrey, then went to test colour perception more directly. This time, partly because it was logistically easier, they studied a closer, semi-nomadic society, the Himba of Namibia.


Like the Berinmo, the Himba have a single colour term that encompasses blue and green. Using computer-based tests this time, Roberson and her colleagues found that, when briefly presented with colours arranged in a circle, Himba people struggled to spot a patch that to me would obviously be ‘blue’ among others that were ‘green’. However, they had no trouble identifying an odd one out when it fell into a different colour category in their own language.24


Other research teams have since gathered a wealth of evidence that supports the idea that language influences the colours that we see. Some of these studies have involved languages in which blue is fundamentally divided. In Russian or Greek, for example, an object can’t be ‘blue’ – it has to fall into the category of ‘light blue’ or ‘dark blue’, for which these languages have individual words.25


No one is suggesting that, when they’re allowed to look closely, a person’s ability to distinguish between colours and shades is determined by whatever language they speak. Ancient Greek may not have had a word for ‘blue’, and Homer may have famously described the sea as ‘wine-dark’, but that certainly doesn’t mean he couldn’t see what I would call blue. (Ancient Greek-speakers just didn’t see the need to describe anything blue as blue, while the nol and wor categories exist not because the Berinmo are fond of greens but because the two terms usefully distinguish a nutritive from an old food plant. In fact, many colour terms in English are thought to have originated in a similar fashion.)


Roberson herself remembers one elderly Berinmo woman who provided grumpy, if also entertaining, evidence that she could tell apart a vast spread of colours with ease. ‘She went through my set of 160 individual chips and managed to think of an insult for everybody in the village to go with every single one,’ Roberson recalls. ‘She’d look at one and say something like, “Oh, that’s a sickly colour, it looks like my daughter-in-law’s skin!”’


However, in providing evidence that culture, via language, influences visual perceptions, this research has challenged long-held ideas about how we see. Other research, such as a simple geometric shape test, supports this, too. For example, Yoshiyuki Ueda at Kyoto University, Japan, and colleagues studied groups of people from Canada, the US and Japan, showing them simple geometric shapes, such as straight lines, and asking them to find the odd one out. Sometimes one line was shorter, or longer, than the others – or one was straight while the others were marginally tilted. The team found that North Americans took longer to identify the odd one out if it was shorter than the others. This was not the case for the Japanese. But the Japanese volunteers had to look harder to identify a straight line among tilted ones than the North Americans did. Why?


The team thinks it could be to do with differences in their written languages. In East Asian writing, many characters are distinguished by subtle differences in stroke length, while in Western alphabets, slight angular alterations in letters are important. It seems that experience trains our brains to handle the kinds of visual information we usually encounter. When that training is consistent within a culture, the effects can be seen at a population level.


There is still some debate about the impacts of language on what we see. Not all researchers think it’s been shown incontrovertibly that language – a ‘high-level’ process in the brain – has a ‘top-down’ impact on our sensory perceptions. But the idea that it can fits perfectly well within a very persuasive model of how we experience the world. This is the ‘predictive processing’ theory of perception.


According to this model, what you see, hear, smell, and so on represents your brain’s current ‘best guess’ about what’s happening. In generating that best guess, your brain uses data streaming in from sense organs, but also expectations, based on past experience. If the sensory information seems fuzzy or unreliable, your brain may prompt you to try to get better data (to turn your head a little, for instance, or to move closer to an object). If you just can’t do that, your brain will give more weight to its predictions in generating a perception. In some cases, it will even fib to you, for your own good.


‘The goal of our visual perception is not to give us an accurate picture of the environment around us but to give us the most useful picture,’ neuroscientist Duje Tadin at the Center for Visual Science at the University of Rochester, USA, has commented. ‘And the most useful and the most accurate are not always the same.’26


In fact, many famous optical illusions rely on the constructive way in which our brains generate the ‘most useful’, rather than the ‘most accurate’, visual picture of the world around us.


One of the best-known in relation to colour perception was devised by American neuroscientist Edward Adelson in 1985. Adelson computer-generated an image of a green cylinder at the corner of a chequerboard of light grey and dark grey squares. A ‘light’ square in the path of what looks to be a shadow cast by the cylinder is in fact the same shade of grey as a ‘dark’ square outside the shadow.27 Your brain, accustomed to the effect of shadows on shades, makes adjustments for shadow in generating its ‘best guess’ (your perception) about the colours of the squares. If your brain didn’t take into account light intensity in daily life, you’d quickly get confused. A bus travelling along a street would change colour every time it passed in and out of shadow. A piece of paper would seem to be a totally different colour at dusk, compared with midday. In a situation in which we all expect a shadow, our brains all tend to rush to make the same assumptions. For this reason, the chequerboard shadow illusion gets us all in the same way.


Another illusion, one of the most famous in psychology, helps to reveal just how active, rather than passive, sensory perception can be. It’s known as the McGurk effect, after Harry McGurk, a Scottish psychologist. In the 1970s, McGurk and his research assistant serendipitously discovered that when most people see someone’s lips making the speech sound ‘ba’ but are simultaneously played someone saying ‘ga’, what they hear is neither sound – but ‘da’. This effect neatly demonstrates that in processing speech, we combine visual and auditory information, to construct a perception that is not a simple reflection of either.


The great American psychologist William James wrote in his 1890 textbook The Principles of Psychology: ‘whilst part of what we perceive comes through our senses from the object before us, another part (and it may be the larger part) always comes out of our own head.’ Anil Seth, professor of cognitive and computational neuroscience at the University of Sussex, sums it up: ‘The world we experience comes as much, if not more, from the inside out as from the outside in.’28


In Seth’s own research, he’s found that this is true for peripheral vision. Our representations of objects in the centre of our visual field, where our gaze is focused, are usually accurate and detailed. This isn’t the case for objects around the edges. In fact, much of our visual sensory evidence of the world is sparse – and yet we generally tend to feel that we can see everything around us sharply. Seth and his colleagues have found that this apparently detailed peripheral vision is partially hallucinated. We use what’s in the central region of our vision (the signals we can trust) to build up our perceptions of what’s around the edges (for which the data are more fuzzy).29


Sometimes, we can even fail to see things that are right in front of our eyes. The best-known evidence for this comes from an experiment so frequently discussed it’s now often referred to by psychologists simply as the ‘gorilla study’. Participants were asked to watch a video of two teams playing basketball. One team was dressed in white T-shirts, the other in black. The viewers were asked to count the number of passes between the players in white. At one point, a researcher dressed in a gorilla suit wandered through the game. Most of the viewers completely failed to notice.


The explanation? Our capacity for conscious attention is limited. There’s only so much that can feed into what we consciously perceive at any one time. When we’re at our limit, we can experience what’s known as ‘inattentional blindness’, and fail to perceive even highly unexpected sensory information. In this case, the retinas of the participants in that study responded to the appearance of a person in a gorilla suit, but their brains did not deem the information important enough to make it into consciousness.


That last point is important. If you were taking part in that experiment in the flesh, not watching the players on a screen, and an actual gorilla wandered onto the court, I’d bet my house that your brain would alert you to it. All kinds of non-threatening stuff can happen in the background, and that’s fine. But a dangerous animal – or someone’s eyes on you – will grab your attention. That ‘spooky’ sensation of turning your head to the side, almost without your will, only for you to lock eyes with someone you hadn’t realised was watching you – it happens because your brain is continually monitoring far more sensory data than you can (or need to) become conscious of. If it spots on the periphery a potential survival threat – a gorilla, perhaps, or what it suspects could be a pair of watching eyes – well, that demands better data, and it’s something that conscious awareness could help you to cope with, so, bang, your attention is grabbed.


Most visual illusions and other perceptual mistakes, constructions or omissions are common to all of us. But since our life experiences aren’t all the same, neither are our expectations. And this can drive individual differences in what is perceived in even everyday situations.


No doubt, you have had an experience in which your personalised hallucinations have been thrown into stark relief by reality. I know I have. One Sunday morning in summer, I woke at about 4.30am, feeling hot. I got up to switch on the fan. As I got back into bed, in the dim light coming through the gap in the curtains, I saw my husband’s hand sticking out of the crumpled duvet. Five minutes later, he walked into the bedroom, explaining that he’d fallen asleep on the sofa downstairs and had just woken up. It’s not as though every morning, I see his hand in that position. This happened because I fully expected him to be there, and when I couldn’t see his dark hair, the half-light (which made for ‘fuzzy’ sensory data, and so a heavier reliance on expectation) helped me to hallucinate a body part that is much closer in colour tone to our bedding. Somebody else standing in our bedroom wouldn’t have seen what I did.


Most of the time, we don’t experience this kind of extreme personalised hallucination, and we can agree on what we’re seeing. Since we have fundamentally the same sense organs and brains and live on the same planet, one person’s reality will usually at least roughly align with another. You might perceive a table as being redder than I perceive it. But we’d both agree that it’s a table. Occasionally, though, we see things so differently that sparks fly.


#thedress is a case in point. This photo of a dress that went viral on social media because some people saw it as being blue and black while others argued – often passionately, sometimes angrily – that it was obviously white and gold was jumped on by vision scientists and psychologists. Before this, most had assumed that people with healthy colour vision see pretty much the same colours. A special issue of the Journal of Vision, published in 2017, was dedicated to research on it.30 The explanation for the dispute, it seems, is that the brains of the people who saw it as blue and black were automatically assuming that it was being held up in indoor light, while the others were unconsciously assuming outdoor lighting.


Why should one person’s brain assume one thing, and another’s something else? It’s thought that perhaps the ‘indoor light’ group had spent more time inside as children, when the visual processing system is very plastic, while the ‘outdoor light’ people had spent more time outdoors, and this early experience then influenced their perceptions into adulthood.


This active, constructive, flexible approach to perception has led some researchers, including Seth, to dub our experience of reality a ‘controlled hallucination’, a phrase he first heard used by the eminent cognitive scientist Chris Frith.31 Each of us is absorbed in our own controlled hallucination, and lives in our own ‘perceptual bubble’, often assuming that everyone else sees things the same way – unless and until we come up against someone with a strikingly different reality.


It’s lunchtime on a blustery winter’s day, and I’m hurrying as fast as I can into Liverpool’s Catholic cathedral. At once, I’m struck by the sound. Someone is tuning the grand organ. Loud, low, slow, bass notes are followed by a stop-start ascent through octave after octave, all the way to the 4,565th pipe. After a few moments of echoing silence, the cathedral’s cavernous interior is filled with squeaky-high notes. Suddenly, the organist tumbles back down through the octaves.


For me, the absence of a melody – not to mention the low-frequency sound from the pipes – makes it feel confrontational, even disturbing. For Fiona Torrance, who lives in Liverpool and who chose this spot to meet, the sound experience is very different: ‘I can see it in my mind’s eye. It has a shape, and it moves. It’s tubular-shaped, and the colours are changing. It was red, but as it gets deeper, it’s turning purple.’


By the time she was about seven years old, Fiona had realised that she doesn’t perceive the world the same way that most people do. It was only when she was in her mid-thirties, though, when a friend suggested that she might have synaesthesia, that she went for an academic evaluation. This confirmed that in fact, she has a whole collection of them.


Synaesthesia is a vivid demonstration of the huge role our brains play in creating the ‘reality’ around us. It is often described as a ‘blending’ of the senses. But the original Greek terms –syn together, and aisthesis – sensation – are more accurate. For Fiona, the sounds of musical notes do automatically generate images of shapes and colours, a clear case of perceptions in one sense (vision) triggering perceptions in another (hearing). For her, colours themselves also generate individual touch, taste and temperature sensations. But, in addition, Fiona has one of the most common forms of synaesthesia to be identified. It’s known as the ‘grapheme-colour’ type, and it involves only vision: ‘I see colours for letters and numbers,’ she explains. ‘Though also for words that come out of people’s mouths …’


Exactly how many types of synaesthesia there are is not clear, but dozens have been documented.32 They include everything from letter/number – colour (this grapheme-colour synaesthesia is also the best-studied) to word – taste (for ‘lexical-gustatory’ synaesthesthes, these associations can be very specific; for one, the word ‘jail’, for example, generates the taste of cold, hard bacon, while ‘tambourine’ is a crumbly biscuit).33


To qualify as a synaesthete, a person must demonstrate consistent associations. For example, someone who says that for them the letter ‘P’ is light blue while ‘S’ is maroon must consistently match light blue to P and S to maroon on multiple tests at least 80 per cent of the time. Non-synaesthetes asked to come up with pairings don’t show anything close to this level of consistency. Another hallmark of synaesthesia is that the pairings are effortless, and also, they are generally idiosyncratic.


Once considered to be rare, synaesthesia is now known to be relatively common. One recent study suggests it affects at least 4.5 per cent of people, meaning there could be 307 million synaesthetes across the world.34 That’s the entire population of the US.


So how do synaesthesias develop? Why does Fiona see things that I don’t?


Since the early nineteenth century, it’s been known that there’s a hereditary aspect to synaesthesia. Recent research has confirmed that what’s inherited is not a specific synaesthesia, but rather a propensity to develop one of some sort.35 It’s also become clear that synaesthesia develops early in life. Julia Simner at the University of Sussex has found that in young synaesthetic children, the associations tend to be quite chaotic, only settling down with age.36


For a child who has synaesthesia, the evidence suggests that it’s theirs for good. Certainly, there’s good evidence that synaesthetic pairings can withstand even temporary suppressions. Kevin Mitchell, a neuroscientist at Trinity College Dublin, has studied two people who have lost their synaesthesia for periods of time in their lives.37 One was an unlucky young woman whose synaesthesia was temporarily suppressed by, among other things, a bout of viral meningitis, a concussion, and being struck by lightning.


For Mitchell, the main lesson from these case studies is that when a synaesthesia is established, while it can be temporarily affected by biochemical changes in the brain, it’s remarkably stable over time. This suggests that once synaesthetic associations are set up and then consolidated, presumably in childhood, they remain ‘hard-wired’ afterwards. So how are they set up? And are there benefits to being able to see colour where it doesn’t exist, or taste words?


One theory is that, for synaesthetes, neighbouring parts of the cortex that don’t normally communicate do talk to each other, or they talk more than is typical. This idiosyncratic ‘hyper-connectivity’ could drive the unusual cross-perceptions. Individual variations in brain development, and also environment, may determine which kinds of cross-talk, and which synaesthesias, develop.


However, Jamie Ward, another leading synaesthesia researcher based at the University of Sussex, isn’t convinced by this theory. In 2017, a team led by Simner reported that, as is the case for people diagnosed with autism, synaesthetes are more likely to have sensory sensitivities: they tend to perceive a light as being brighter than someone else does, for example, or a sound as being louder.38 And the more synaesthesias a person has, the higher they score on the sensory sensitivity scale: ‘If you have two types of synaesthesia, you’ll score lower on the scale than someone with three, irrespective of what types they are,’ Ward says.


Ward thinks that the theory that synaesthesia results from quirks of abnormal brain connectivity is wrong. Rather, he thinks that it stems from a drive, common to all developing brains, to maximise sensitivity to changes in sensory signals – to get the finest possible grasp on changes in the environment. Some young brains, though, are more ‘plastic’ than others. In them, this drive generates greater sensory sensitivities but also a level of instability in the system, allowing for neuronal connections between regions that don’t typically communicate.39 In childhood, this pattern of cross-talk is in flux. But as the brain loses plasticity with age, the synaesthetic pairings become ‘set’.


In support of this theory, Ward points to various strands of evidence, including the results of his own computational modelling experiments, and also a 2018 study of people with grapheme-colour synaesthesia.40 This study revealed unusual grey matter connections not just between regions that process letters and that process colours, but among other parts of the brain, too. ‘A lot of things are not where they’re expected to be,’ Ward comments.


The superior memory performance of grapheme-colour synaesthetes41 might be down to greater brain plasticity, which makes for easier learning, he thinks. Take the female synaesthete with the incredibly unlucky medical history, whom I mentioned earlier. She can’t read sheet music. However, she can play the tin whistle, flute, glockenspiel, marimba and piano by ear. Her synaesthesia aids in all this, Mitchell reports, because ‘wrong’ colours flag incorrect notes. Fiona Torrance is learning to play the harp, and she reports benefiting from the same phenomenon: seeing the colours of the tones coming from her harp helps her to master new pieces.


People with more synaesthesias do also tend to score higher on the Autism Spectrum Quotient, a screening tool that assesses various autistic traits. Synaesthetes do not typically have the difficulties with social communication that are fundamental to autism; the overlap between the two groups seems to lie mostly in a trait called ‘heightened attention to detail’. This suggests, that, as for autistic people, the perceptual representations of the world that are created in the brains of synaesthetes are focused more on the building blocks of a sensory scene (whether it’s a painting, a city street, a sonata or the words coming out of someone’s mouth) rather than on the ‘big picture’ of what all that detail together comes to mean. This sensitivity to detail could help to explain why those with synesthesia can develop remarkable abilities.


About one in ten people with autism have a remarkable ability of some kind too. Darold Treffert, an American psychiatrist, who has specialised in the study of ‘savant syndrome’, has shown that a range of striking abilities – including being able to do instant multiplication, prime number identification, calendar calculation and perfect-perspective drawing, or having absolute pitch or an extraordinary memory for facts – are far more common among people with autism spectrum conditions.42 One of the best-known – since he’s written an autobiography – modern-day cases is a British man called Daniel Tammet, who can remember the digits of the number Pi to over 22,000 decimal places.


Simon Baron-Cohen, now head of the Autism Research Centre at Cambridge University, was responsible for diagnosing Tammet’s autism, when Tammet was twenty-six. Along with autism, he has a suite of synaesthesias. Numbers occupy specific locations in his mind. But they also have characteristic colours, textures and shapes.43 As Tammet describes it, sequences of numbers create mental ‘landscapes’, which he can move through with ease. When he’s performing a calculation, the shapes of numbers combine, to produce a new shape – the answer.


Could autism plus synaesthesia help to explain savantism, in at least some cases? It seemed plausible to Baron-Cohen. After studying Tammet, he ran further studies, and he found that synaesthesia is almost three times as common in people with autism, compared with the general population.


Julia Simner and Jamie Ward worked on a follow-up research study with Baron-Cohen, Treffert, and also James Hughes at Sussex. They looked at the prevalence of grapheme-colour, in people with autism and savant skills, people with autism without savant skills, and people who fell into neither category. The team found a significantly higher rate of synaesthesia only among people with autism and savant skills. Synaesthesia, then, is not more common in autistic people – rather, it’s more common in autistic people who develop a prodigious talent.44


There are a few possible explanations for this, the team thinks. Firstly, grapheme-colour could be enriching their memories, making extraordinary feats of memory more feasible. Alternatively, something more fundamental could be at work.


A heightened ability to identify patterns, and to spot shared regularities between different sets of information, is a trait that could develop from others, including sensory hyper-sensitivity and excellent attention to detail. That ability may possibly contribute to both savant syndrome and, independently, synaesthesia. What lessons, then, can we draw from those with remarkable abilities? To what extent can our own sight, and our pattern recognition, be trained?


It is now clear that if there’s a part of the visual cortex that responds to something specific – such as faces, or the orientation of lines, or even, for adults who as kids who spent a lot of time unconsciously establishing a dedicated region through extensive game-playing, Pokémon characters45 – through repeated experience, you can train it to get even faster and more discriminative.


We can become accomplished at quickly identifying other kinds of objects, too. Different regions of the brain, including the prefrontal cortex, seem to handle expert recognition of objects that don’t have a dedicated visual response region – whether that’s cars or Qianlong-dynasty porcelain vases. But just because you don’t have a dedicated visual region doesn’t mean you can’t get faster at processing and recognising all kinds of visual images.


During the Second World War, Allied lives were saved thanks to a technique for doing exactly this. Before computers, psychologists who wanted to present study participants with an image for very brief, even subliminal, periods of time used something called a tachistoscope (from the Greek tachys – swift, and skopion – an instrument for viewing). An American psychologist and vision specialist called Samuel Renshaw realised that he could use tachistoscopes to train pilots to get faster at recognising enemy ships and aircraft.46 When they were repeatedly shown pictures of these craft for very brief periods, they increasingly became better at identifying them after only the merest of glimpses. The technique worked so well that in 1955, Renshaw was awarded the Distinguished Public Service Award from the US Navy.


Pattern recognition is a lot easier when your eyes are in good working order. Personally, I’m still pretending that I don’t need reading glasses. I view documents on my computer at 125 per cent, hold print books as far away as necessary, and use my phone’s camera zoom function, or younger friends, to help with annoying small-print on restaurant menus. What I should do, of course, is go to the optician.


The reason that, at forty-six – a highly typical age for presbyopia to become apparent – I’m finding it harder to focus on nearby objects has, of course, to do with the lenses in my eyes. The lens grows in a strange way: throughout our lifetimes, as new cells form on the outer edges, the older cells get pushed inward, making the central region denser and stiffer.47 The stiffer it becomes, the harder it is for the surrounding muscle to squash the lens into the rounder shape required for focusing on near objects. With advancing age, these muscles get weaker, too, compounding the problem. Though lens hardening can begin even in the early twenties, for most people it takes decades of cellular stuffing before it becomes a genuine concern.48


The single biggest risk factor for presbyopia is age. Anyone over thirty-five is at risk. But there are other kinds of eyesight problems that have been directly linked not to a person’s age, but to their lifestyle, and even young children are being affected.


The Yangxi County Experimental Primary School, located on the southwest coast of Guangdong Province in southern China, was recently the setting for an experimental classroom that was one of a kind.49 It was positioned in a clear spot, away from trees or tall buildings, and so from shadows. The supportive pillars and the crossbeams were made of steel. But the four walls and the roof were glass – clear for the bottom metre of each wall, topped with light-diffusing panes, which both cut glare and also screened the outside world, protecting the children from potential distractions. The entire point of the design was to allow in as much natural light as possible. The aim was to protect the children’s vision.


People all over the planet are experiencing a ‘state of mismatch’ between the way our senses evolved and our current surroundings, argues Kara Hoover, an anthropologist at the University of Alaska, Fairbanks. And when it comes to vision, that mismatch couldn’t be any starker. From an animal that spent virtually all its waking hours outside, many of us are now holed up in homes and offices, reading screens and books, under artificial light.


Evidence that this lifestyle change is taking its toll comes from skyrocketing rates of myopia – short-sightedness. For people with myopia, distant objects are blurry. This is caused by a slight elongation of the eyeball, which means that light from far objects is focused slightly in front of the retina, rather than on it.


According to some estimates, rates of myopia in the US and Europe have doubled in the past fifty years.50 In East Asia, an estimated 70 to 90 per cent of teenagers and young adults are now short-sighted. In some countries, the rates of myopia are simply extraordinary. If you’re a nineteen-year-old man living in Seoul, South Korea, who’s not short-sighted, you’re in a tiny minority – only 3.5 per cent of that population is so lucky. In China, 600–700 million of the total population of about 1.4 billion are myopic and need glasses – but many do not get them, particularly in rural areas.


Myopia is known to have a genetic component. But the recent, stratospheric escalation in cases has happened too rapidly to be explained by genetic change. Clearly, something environmental is involved. The question has been, what, exactly? Long periods of time spent poring over school books and focusing on screens is often blamed. The associations can certainly seem strong. Children living in Europe today spend a lot more time studying than they did in the 1920s, for example. In Shanghai, the average fifteen-year-old spends fourteen hours a week on homework, compared with five hours in the US and six in the UK. When it comes to screens, though, as myopia researcher Ian Morgan at the Australian National University points out, places like Taiwan, Hong Kong and Singapore already had myopia epidemics by the 1980s, when screen use was minimal.


In fact, careful work following children in the US and Australia suggests that it’s not the number of hours that a child spends with books or screens that most increases myopia risk, but simply the number of hours that they spend indoors.51 Time spent outdoors, in bright light, is key, argue a growing number of researchers, including Morgan. To be protected against myopia, Morgan estimates that children need to spend about three hours a day at light levels of at least 10,000 lux.


For many children living in sunny Australia, where only about 30 per cent of seventeen-year-olds are myopic, this is not a problem. On a sunny day, light intensities can soar to between 100,000 and 200,000 lux.


Ten thousand lux is about what someone in the shade, wearing sunglasses, on a bright day in Brisbane – or London – would enjoy. On an overcast day, however, light levels can drop to around 1,000 to 2,000 lux. But even that weak offering will still beat conditions in a classroom, in which 300 to 500 lux is typical internationally.


Morgan was involved in the glass classroom study at Yangxi County Experimental Primary School. This preliminary project showed that the classroom was practical – kids and teachers enjoyed being in it, and they could still read easily in such light.


The next step is to see whether glass classrooms can make a real difference to myopia rates, and Morgan is involved in planning this research. In the meantime, the best advice seems to be to have children outside as much as possible. This may not eliminate their myopia risk, above and beyond whatever inherited risk they might have, but preliminary studies in China and Taiwan suggest that just ensuring schoolchildren spend their break times outside, not inside, can make a difference.52 For his part, Morgan argues that the first few years of primary school should be indoor study for half of the time and the other half should be outdoor-based activities.


What else can you do to protect your vision? Regular exercise reduces the risk of cataracts (clouded lenses), especially as we age.53 It also cuts the risk of macular degeneration – the loss of cells in the region in and around the fovea – the leading cause of blindness in developed countries.


Diet, too, is important. The idea that eating lots of carrots allows you to see well in the dark is in fact an overly successful bit of misinformation issued by the British Ministry of Information during the Second World War.54 In an attempt to conceal the development of a new airborne radar, it publicly ascribed British pilots’ ability to shoot down German bombers during black-out night-time attacks to the consumption of an excess of carrots … And it caught on. However, consuming foodstuffs that enable an adequate supply of vitamin A, such as carrots, broccoli, spinach and kale, is essential for the formation of rhodopsin, the light-sensitive protein in rod cells, and for the normal function of cone cells.


In extreme cases, however, a bad diet can cause blindness. In 2019, just such a case study of a British teenager hit national headlines. This boy’s junk-food diet of ‘chips, crisps, white bread and some processed pork’ had essentially caused his optic nerve to wither to the extent that, by the age of seventeen, he’d lost his sight.55 The ophthalmologists at Bristol Medical School who evaluated him noted that one of the many nutrients that he was particularly deficient in was B12. People who follow a vegan diet and who don’t supplement adequately are at risk of this deficiency, too, they cautioned.


Time outdoors, regular exercise and a healthy diet can all protect your sight. But there’s also evidence that perfectly acceptable vision can be tweaked, to be better.


In 1999, the year that Debi Roberson’s colour work on the Berinmo was published, a vision biologist called Anna Gislén at the University of Lund, Sweden, went on a research trip, with her six-year-old daughter, to Thailand. She wanted to study the ‘sea gypsy’ children, who live on the coast of and islands off western Thailand. Though our human eyes are poorly adapted for underwater vision, Gislén had heard that these children could easily collect small objects, such as clams, shells and sea cucumbers, from the sea floor. If this were true, how were they managing it?


Gislén tested children from a group known as the Moken. She placed cards showing various patterns under water, and found they were about twice as good as European children at discriminating between these patterns. On land, both groups performed about the same.56 Clearly, there was something special about underwater vision in the Moken children, but whatever this advantage was, it didn’t persist above the surface of the water.


Gislén reasoned that there could be two ways that these children might be improving their vision while in the sea. They could be shrinking their pupils to the tiniest possible size, which would increase their depth of field. Or they could be overcoming the brain’s typical failure to bother to change the shape of the lens under water (because everything is just so blurry), allowing them to bring the patterns into focus. What she found was that, in fact, they do both.


In a further study, Gislén found that European children could be brought to the level of the Moken children after just eleven training sessions in an outdoor pool over one month. Their brains unconsciously learned to shrink their pupils and change their lens shape automatically. When tested again eight months after the last training session, these kids still had the same underwater acuity as the Moken.57


As we get older, our lenses become less flexible. Learning to alter the shape of the lens under water automatically is probably only possible for children. (Moken adults don’t show this ability. They also tend to fish from the surface.) But demonstrating that lifestyle can change something as fundamental as our ability to see clearly was also a big surprise to vision researchers.


Still, it’s not only children who can benefit from vision training. For adults, there are cases of training not the way the eye functions, but the way the brain processes incoming visual information – with astonishing results.


Sue Barry was born with what today doctors call a ‘squint’, but at the time was described as cross-eyed. Surgery on the muscles of her eyes during childhood did correct this to a large extent. But because she couldn’t properly coordinate her eyes to work together, she was denied the slight differences in information from the eyes that allow most of us effortlessly to perceive depth.


To her, the world looked flat. ‘I would see myself on the pane of glass of the mirror,’ she explains. ‘If there was a speck on the mirror, I’d think it was on myself.’ In a remarkable demonstration of just how ‘blinding’ our perceptual bubbles can be, it was only when Barry took a course in neurophysiology at university that she realised that other people saw things very differently.


It’s very hard for anyone who has grown up seeing in three dimensions to understand how she saw things. Simply putting one hand over an eye won’t change an awful lot. (You can try it.) ‘Yes, there might be a very subtle difference, but your brain is using all the experiences it’s had to recreate a sort of 3D world – and so it’s a very different experience,’ Barry says.


Once she comprehended, as far as she could, what she was lacking, she also realised something else: that she’d never see the world in three dimensions. The received wisdom was that the critical period of sensitivity for developing ‘binocular cells’ in the visual cortex closes after the first few years of life. The adult brain, it was argued, is just not capable of the plasticity required for this kind of radical change.


And yet … well, here is her own, personal testimony to just such a transformation.


In her late forties, Barry found it increasingly hard to see objects in the distance. She consulted an optometrist, who informed her that she was using each eye, individually and alternately, to see anything other than objects within a few inches of her face. The optometrist prescribed a series of training exercises that were designed to help her to use her eyes in concert, with the hope that she’d start to fuse the images from each into one. Within a few weeks, Barry noticed extraordinary changes in how she saw her own home: the edges of the light fitting in her kitchen seemed to be more rounded, and she felt, for the first time, that it occupied a space between her and the ceiling.


The odd experiences kept on coming. As Barry wrote excitedly to the neurologist Oliver Sacks (whom she’d met at a space shuttle launch party), the steering wheel in her car suddenly ‘popped out’ from the dashboard. Leaves on bushes seemed to stand out in their own little spaces. The head of a complete horse skeleton in the basement of her work building seemed to stick out so much, she jumped back and cried out.58


Evaluations of Barry’s vision confirmed that, yes, she was now seeing in 3D. And her experience is not unique. She has since gathered accounts of even more rapid transformations. None sounds more unlikely than the case of Bruce Bridgeman, professor of psychology and psychobiology at the University of California, Santa Cruz.


Like Barry, Bridgeman grew up without stereo vision. In 2012, at the age of sixty-seven, he went to watch the movie Hugo in 3D, and he put on the appropriate glasses. At first, as he’d anticipated, the film looked flat. But suddenly, it seemed to pop. After he left the cinema, his new-found ability to see depth stayed with him. It’s not just him, Barry says; other people have said that all of a sudden, they saw in three dimensions.


In 2017, Barry and Bridgeman published the results of a questionnaire-based study, in which they asked other people who had developed 3D vision in adulthood what this was like.59 More than one-third described their depth perception as ‘astonishing’. Seeing in stereo gave them a qualitatively different sense, Barry reports: ‘a sense of the volumes of space between things’.


This is still a developing field, and exactly what’s happened in the brains of these adults isn’t clear. Barry suspects that a ‘switch’ to seeing the world in 3D typically occurs during babyhood, but can happen in adulthood, too. However, it’s possible that perhaps she did have a few early 3D experiences – enough, anyway, to allow some binocular cells to develop, enabling her to develop proper depth perception later in life.


Certainly, the idea that someone who has never seen in 3D can learn to do it in adulthood is highly controversial. A few days after speaking to Barry, I found myself talking to an ophthalmologist at a friend’s barbecue. She performs corrective surgery for just the type of problem that Barry had at birth, and she stressed that she wished, for the sake of her patients, that adult development of 3D vision in someone who’s never had it were indeed possible. However, it may soon be the case that for those of us with more standard vision, transformations that are just as dramatic are in store.


In 2016, an Australian-led team reported that they had developed nanocrystals that could receive and concentrate infrared heat radiation and convert it into light that we can see.60 In theory, these crystals could be incorporated in glasses, to make lightweight night-vision specs (primarily for military use, though the team also suggested their potential for enabling night-time golf …) In 2019, researchers at the University of Massachusetts Medical School went a step further, reporting that they had injected nanoparticles with essentially the same function into the retinas of mice.61 The particles converted infrared light into shorter wavelength, green light. The team used brain scans and light tests to confirm that the mice really could detect and respond to infrared light. Even in daylight, they could spot infrared patterns.


The team envisages uses for animals: ‘If we had a super dog that could see near infrared light, we could project a pattern onto a lawbreaker’s body from a distance, and the dog could catch them without disturbing other people,’ suggests Gang Han, the principal investigator. But there’s no theoretical reason that it shouldn’t work for humans, too. ‘When we look at the universe, we see only visible light,’ notes Han. ‘But if we had near-infrared vision, we could see the universe in a whole new way. We might be able to do infrared astronomy with the naked eye, or have night vision without bulky equipment.’62


It’s not beyond the realms of possibility that we might be able to swap our human eyes for a bionic, better version. In 2020, a team at Hong Kong University unveiled a 3D bionic eye that copies the structure of a natural eye, but which can be tweaked to offer sharper vision and extra functions, such as infrared night vision.63 The eye is sometimes held up as an example to counter claims of ‘intelligent design’ (which omniscient being would design the eye to have nerve fibres bundling through the retina, so creating a blindspot?) The new eye, with its nanowire light sensors, wouldn’t require this, eliminating the blindspot. It would be intelligently designed. It’s still early days for this technology, though. For now, the team stresses, current bionic eyes are still no match for their natural counterparts.


For Aristotle, sight was the sense that provides the richest information about the outside world. This idea has been expanded in our everyday language. A discovery may ‘throw new light’ on a subject, or ‘illuminate’ it. If I suddenly grasp what someone else is trying to convey, I might say, ‘I see what you mean.’ It’s possible to ‘lose sight’ of a goal, and even have ‘dark’ thoughts – but ultimately to ‘see the light’. What started out as a very simple receptor for registering light versus dark has become a route not only to recognising food and family but also to conveying our deepest feelings. It’s also become, of course, a conduit to aesthetic pleasure. For humans, sight is not only of practical use. We pay good money – astronomical amounts, in some cases – to gaze upon a beautiful thing.


Still, in his classic 1961 book, Art and Illusion, renowned art historian Ernst Gombrich wrote: ‘It is the power of expectation … that moulds what we see in life no less than in art.’


The ‘power of expectation’ … discourse over the years in both the arts and scientific fields has resisted, or at least avoided, this thesis. As Anil Seth has explored in his own work,64 the idea that it’s important to consider what each individual person brings to the perception of an artwork became unfashionable in art history. In psychology, meanwhile, research focused on the fundamental neuroscience of vision.


However, as we have just seen, the latest work on how our brains handle signals from our eyes is – well it’s enlightening, for sure. Decades ago, Gombrich knew that seeing is about so much more than processing what’s ‘out there’. This insight is now gaining much more academic attention, and it marks a fundamental shift in our understanding of not only sight, but also our other senses.


In the seventeenth century, the French philosopher and scientist René Descartes argued that the senses could not be trusted, and were, therefore, unreliable sources of knowledge about the world. In so doing, he put himself in direct opposition to the Aristotelian establishment, which held that the senses are our only source of accurate knowledge. But clearly, if there is such a thing as full, true, objective information about the world out there, that’s not what you perceive. Equally clearly, your brain couldn’t handle that truth.


Your fundamental drives are to survive, reproduce and thrive. Your senses deal in only the types of information that help you – a human on planet Earth – achieve these things, and your brain, locked away in its skull, has to use all its resources to fathom, as quickly as possible, the meaning of an unrelenting torrent of incoming sensory signals. Memories of whether or not the other side of the bed is typically occupied, or of what variations in light intensity typically do to colours, are all usually excellent resources, speeding that process along. But these leg-ups to fast perception make us vulnerable. As we now know, it’s perfectly possible to see things that aren’t actually there – as well as not to see things that are.


As we’ve also discovered, research to better understand when and how this happens – and why some people’s visual perceptions are more fallible than others – holds lessons for all of us. While this is certainly true for vision, it’s also the case for the sense that we’ll come to next: hearing.
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