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Part 1


The Logic of Failure






1


A Routine Operation


 


 


 


I


 


On 29 March 2005, Martin Bromiley woke up at 6.15 a.m. and made his way to the bedrooms of his two young children, Victoria and Adam, to get them ready for the day. It was a rainy spring morning, a few days after Easter, and the kids were in high spirits as they sprinted downstairs for breakfast. A few minutes later, they were joined by Elaine, their mum, who had snatched a few extra minutes in bed.


Elaine, a vivacious thirty-seven-year-old who had worked in the travel industry before becoming a full-time mother, had a big day ahead: she was due in hospital. She had been suffering from sinus problems for a couple of years and had been advised that it would be sensible to have an operation to deal with the issue once and for all. ‘Don’t worry,’ the doctor had told her. ‘The risks are tiny. It is a routine operation.’1


Elaine and Martin had been married for fifteen years. They met at a country dance through a close friend, had fallen in love, and eventually moved in together in a house in North Marston, a cosy village in the heart of rural Buckinghamshire, thirty miles north-west of London. Victoria had arrived in 1999 and Adam two years later, in 2001. 


Life was, as for many young families, hectic, but it was also tremendous fun. They had been in an aeroplane for the first time as a family the previous Thursday and had gone to a friend’s wedding on the Saturday. Elaine wanted to get her operation out of the way so she could enjoy a few days’ break. 


At 7.15 a.m., they left home. The kids chatted in the car as they made the short journey to the hospital. Martin and Elaine were relaxed about the operation. The ear, nose and throat (ENT) surgeon, Dr Edwards, had more than thirty years of experience, and was well regarded. The anaesthetist, Dr Anderton, had sixteen years of experience.fn1 The hospital had excellent facilities. All was set fair.


When they arrived they were shown to a room where Elaine was put into a blue gown for her operation. ‘How do I look in this?’ she asked Adam, who giggled. Victoria climbed up onto the bed so that her mother could read to her. Martin smiled as he listened to a plot that was, by now, familiar. On the windowsill, Adam played with his toy cars. 


At one point Dr Anderton came in to ask a couple of standard questions. He was chatty and in fine humour. Like any good doctor, he understood the importance of setting a relaxed tone. 


Just before 8.30 a.m., Jane, the head nurse, arrived to wheel Elaine into the operating theatre. ‘Are you ready?’ she asked with a smile. Victoria and Adam walked alongside the trolley as it rolled down the corridor. They told their mum how much they were looking forward to seeing her in the afternoon, after the operation. As they reached a junction in the corridor, Martin ushered his children to the left as Elaine was wheeled to the right. 


She leaned up, smiled, and cheerily said: ‘Byeeee!’ 


As Martin and the kids were walking into the car park – they were going to the supermarket to do the weekly shop and buy a treat for Elaine (cookies) – Elaine’s trolley was being wheeled into the pre-operating room. This room, adjacent to the operating theatre, is where last-minute checks are made and the general anaesthetic administered. 


Dr Anderton was with her: a familiar and reassuring face. He inserted a straw-shaped tube called a cannula into a vein in the back of her hand, which would deliver the anaesthetic directly into her bloodstream. 


‘Nice and gently,’ Dr Anderton said. ‘Here you go . . . into a deep sleep.’ It was now 8.35 a.m. 


Anaesthetics are powerful drugs. They don’t just send a patient to sleep, they also disable many of the body’s vital functions, which have to be managed artificially. Breathing is often assisted using a device called a laryngeal mask. This is an inflatable pouch that is inserted into the mouth and sits just above the airway. Oxygen is then pumped into the airway, and down into the lungs.


But there was a problem. Dr Anderton couldn’t get the mask into Elaine’s mouth: her jaw muscles had tightened, a familiar problem during anaesthesia. He delivered an additional dose of drugs to loosen the muscles, then tried a couple of smaller laryngeal masks but, again, couldn’t insert them.


At 8.37, two minutes after being put under, Elaine was beginning to turn blue. Her oxygen saturation had fallen to 75 per cent (anything below 90 per cent is ‘significantly low’). At 8.39 Dr Anderton responded by trying an oxygen facemask, which sits over the mouth and nose. He still couldn’t get air into her lungs.


At 8.41 he switched to a tried-and-tested technique called tracheal intubation. This is standard protocol when ventilation is proving impossible. He started by delivering a paralysing agent into the bloodstream to completely disable the jaw muscles, allowing the mouth to be fully opened. He then used a laryngoscope to cast a light into the back of the mouth, helping him to place a tube directly into the airway.


But he hit another snag: he couldn’t see the airway at the back of the throat. Normally, this is a neat, triangular hole, with the vocal cords to either side. It is usually quite easy to push the tube into the airway and get the patient breathing. With some patients, however, the airway is obscured by the soft palate of the mouth. You just can’t see it. Dr Anderton pushed on the tube again and again, hoping that he would find the target, but he couldn’t get it in. 


By 8.43 Elaine’s oxygen saturation had dropped to 40 per cent. This was so low it represented the lower limit of the measuring device. The danger is that, without oxygen, the brain will swell, causing potentially serious damage. Elaine’s heart rate had also declined, first to 69 beats-per-minute, then 50. This indicated a lack of oxygen to the heart too. 


The situation was becoming critical. Dr Bannister, an anaesthetist in the adjacent operating theatre, arrived to provide assistance. Soon Dr Edwards, the ENT surgeon, had joined them too. Three nurses were on standby. The situation was not yet disastrous, but the margin for error had started to shrink. Every decision now had potentially life-and-death consequences. 


Thankfully, there is a procedure that can be used in precisely this situation. It is called a tracheostomy. All the setbacks so far had been in trying to access Elaine’s airway via her mouth. A tracheostomy has one huge advantage: you don’t go near the mouth. Instead, a hole is cut directly into the throat and a tube inserted into the windpipe. 


It is risky, and only used as a last resort. But this was a last resort. It was now possibly the only thing standing between Elaine and life-threatening brain damage. 


At 8.47 the nurses correctly anticipated the next move. Jane, the most experienced of the three, darted out to fetch a tracheostomy kit. When she returned, she informed the three doctors who were now surrounding Elaine that the kit was ready for use. 


They shot a glance back, but for some reason they didn’t respond. They were continuing to try to force the tube into Elaine’s concealed airway at the back of her mouth. They were absorbed in their attempts, craning their necks, talking hurriedly with each other. 


Jane hesitated. As the seconds ticked by, the situation was becoming ever more critical. But she reasoned that three experienced consultants were at hand. They had surely considered the use of a tracheostomy. 


If she called out again, perhaps she would distract them. Perhaps she would be culpable if something went wrong. Perhaps they had ruled out a tracheostomy for reasons she hadn’t even considered. She was one of the most junior people in the room. They were the authority figures. 


The doctors had, by now, significantly elevated heart rates. Perception had narrowed. This is a conventional physiological response to high stress. They continued to try to insert the tube into the airway at the back of the throat. The situation was becoming desperate. 


Elaine was now a deep blue. Her heart-rate was a mere 40 beats per minute. She was starved of oxygen. Every second delayed was narrowing her chances of survival. 


The doctors persisted in their increasingly frantic attempts to access the airway via the mouth. Dr Edwards tried intubation. Dr Bannister attempted to insert another laryngeal mask. Nothing seemed to work. Jane continued to agonise over whether to speak up. But her voice died in her throat. 


By 8.55 it was already too late. By the time that the doctors had finally got oxygen saturation back up to 90 per cent, eight minutes had passed since the first, vain attempt at intubation; in all, she had been starved of oxygen for twenty minutes. The doctors were astounded when they looked at the clock. It didn’t make sense. Where had the time gone? How could it have passed so quickly? 


Elaine was transferred to intensive care. A brain scan would later reveal catastrophic damage. Normally, with a scan, it is possible to clearly make out textures and shapes. It is recognisably a picture of a human brain. For Elaine the scan was more like television static. The oxygen starvation had caused irreparable harm.


At 11 a.m. that morning, the phone rang in the living room of the Bromiley home in North Marston. Martin was asked to return to the hospital as soon as possible. He could tell that something was wrong, but nothing prepared him for the shock of seeing his wife in a coma, fighting for her life. 


As the hours passed, it became clear the situation was deteriorating. Martin couldn’t understand it. She had been healthy. Her two kids were at home waiting for her to return. They had bought the cookies from the supermarket for her. What on earth had gone wrong? 


He was taken to one side by Dr Edwards. ‘Look Martin, there were some problems during the anaesthesia,’ he said. ‘It is one of those things. Accidents sometimes happen. We don’t know why. The anaesthetists did their very best, but it just didn’t work out. It was a one-off. I am so sorry.’


There was no mention of the futile attempts at intubation. No mention of the failure to perform an emergency tracheostomy. No mention of the nurse’s attempt to alert them to the growing disaster. 


Martin nodded and said: ‘I understand. Thank you.’


At 11.15 p.m. on 11 April 2005 Elaine Bromiley died after thirteen days in a coma. Martin, who had been at her bedside every day, was back at the hospital within minutes. When he got there Elaine was still warm. He held her hand, told her that he loved her, and said that he would look after the kids as best he could. He then kissed her goodnight. 


Before returning the following day to collect her belongings, he asked the children if they wanted to see their mum one last time. To his surprise, they said ‘yes’. They were led into a room and Victoria stood at the end of the bed, while Adam reached out to touch his mother and say goodbye. 


Elaine was just thirty-seven. 


 


II


 


This is a book about how success happens. In the coming pages, we will explore some of the most pioneering and innovative organisations in the world, including Google, Team Sky, Pixar and the Mercedes Formula One team as well as exceptional individuals like the basketball player Michael Jordan, the inventor James Dyson, and the football star David Beckham. 


Progress is one of the most striking aspects of human history over the last two millennia and, in particular, the last two and a half centuries. It is not just about great businesses and sports teams, it is about science, technology and economic development. There have been big picture improvements and small picture improvements, changes that have transformed almost every facet of human life. 


In these accounts we will attempt to draw the strands together. We will look beneath the surface and examine the underlying processes through which humans learn, innovate and become more creative: whether in business, politics or in our own lives. And we will find that in all these instances the explanation for success hinges, in powerful and often counter-intuitive ways, on how we react to failure. 


Failure is something we all have to endure from time to time, whether it is the local football team losing a match, underperforming at a job interview, or flunking an examination. Sometimes, failure can be far more serious. For doctors and others working in safety-critical industries, getting it wrong can have deadly consequences. 


And that is why a powerful way to begin this investigation, and to glimpse the inextricable connection between failure and success, is to contrast two of the most important safety critical industries in the world today: healthcare and aviation. These organisations have differences in psychology, culture and institutional change, as we shall see. But the most profound difference is in their divergent approaches to failure. 


In the airline industry the attitude is striking and unusual. Every aircraft is equipped with two, almost-indestructible black boxes, one of which records instructions sent to the onboard electronic systems, and another which records the conversations and sounds in the cockpit.fn2 If there is an accident, the boxes are opened, the data is analysed, and the reason for the accident excavated. This ensures that procedures can be changed so that the same error never happens again. 


Through this method aviation has attained an impressive safety record. In 1912, eight of fourteen US Army pilots died in crashes: more than half.2 Early fatality rates at the army aviation schools were close to 25%. At the time this didn’t seem entirely surprising. Flying large chunks of wood and metal at speed through the sky in the early days of aviation was inherently dangerous. 


Today, however, things are very different. In 2013, there were 36.4 million commercial flights worldwide carrying more than 3 billion passengers, according to the International Air Transport Association. Only 210 people died. For every one million flights on western-built jets there were 0.41 accidents – a rate of one accident per 2.4 million flights.3 


In 2014, the number of fatalities increased to 641, in part because of the crash of Malaysia Airlines Flight 370, where 239 people died. Most investigators believe that this was not a conventional accident, but an act of deliberate sabotage. The search for the black box was still ongoing at the time of publication. But even if we include this in the analysis, the jet accident rate per million take-offs fell in 2014 to a historic low of 0.23.4 For members of the International Air Transport Association, many of whom have the most robust procedures to learn from error, the rate was 0.12 (one accident for every 8.3 million take-offs).5


Aviation grapples with many safety issues. New challenges arise almost every week: in March 2015, the Germanwings plane crash in the French Alps brought pilot mental health into the spotlight. Industry experts accept that unforeseen contingencies may arise at any time that will push the accident rate up, perhaps sharply. But they promise that they will always strive to learn from adverse events so that failures are not repeated. After all, that is what aviation safety ultimately means. 


In healthcare, however, things are very different. In 1999, the American Institute of Medicine published a landmark investigation called ‘To Err is Human’. It reported that between 44,000 and 98,000 Americans die each year as a result of preventable medical errors.6 In a separate investigation, Lucian Leape, a Harvard University professor, put the overall numbers higher. In a comprehensive study, he estimated that a million patients are injured by errors during hospital treatment and that 120,000 die each year in America alone.7 


But these statistics, while shocking, almost certainly under-estimate the true scale of the problem. In 2013 a study published in the Journal of Patient Safety8 put the number of premature deaths associated with preventable harm at more than 400,000 per year. (Categories of avoidable harm include misdiagnosis, dispensing the wrong drugs, injuring the patient during surgery, operating on the wrong part of the body, improper transfusions, falls, burns, pressure ulcers and postoperative complications.) Testifying to a Senate hearing in the summer of 2014, Peter J. Pronovost, MD, professor at the Johns Hopkins University School of Medicine and one of the most respected clinicians in the world, pointed out that this is the equivalent of two jumbo jets falling out of the sky every twenty-four hours. 


‘What these numbers say is that every day, a 747, two of them are crashing. Every two months, 9-11 is occurring,’ he said. ‘We would not tolerate that degree of preventable harm in any other forum.’9 These figures place preventable medical error in hospitals as the third biggest killer in the United States – behind only heart disease and cancer. 


And yet even these numbers are incomplete. They do not include fatalities caused in nursing homes or in outpatient settings, such as pharmacies, care centres and private offices, where oversight is less rigorous. According to Joe Graedon, adjunct assistant professor in the Division of Pharmacy Practice and Experiential Education at the University of North Carolina, the full death toll due to avoidable error in American healthcare is more than half a million people per year.10 


However, it is not just the number of deaths that should worry us; it is also the non-lethal harm caused by preventable error. In her testimony to the same Senate hearing, Joanne Disch, clinical professor at the University of Minnesota School of Nursing, referred to a woman from her neighbourhood who ‘underwent a bilateral mastectomy for cancer only to find out shortly after surgery that there had been a mix up in the biopsy reports and that she didn’t have cancer’.11 


These kinds of errors are not fatal, but they can be devastating to victims and their families. The number of patients who endure serious complications is estimated to be ten times higher than the number of patients killed by medical error. As Disch put it: ‘We are not only dealing with 1,000 preventable deaths per day, but 1,000 preventable deaths and 10,000 preventable serious complications per day . . . It affects all of us.’12


In the UK the numbers are also alarming. A report by the National Audit Office in 2005 estimated that up to 34,000 people are killed per year due to human error.13 It put the overall number of patient incidents (fatal and non fatal) at 974,000. A study into acute care in hospitals found that one in every ten patients is killed or injured as a consequence of medical error or institutional shortcomings. French healthcare put the number even higher, at 14 per cent. 


The problem is not a small group of crazy, homicidal, incompetent doctors going around causing havoc. Medical errors follow a normal, bell-shaped distribution.14 They occur most often not when clinicians get bored or lazy or malign, but when they are going about their business with the diligence and concern you would expect from the medical profession. 


Why, then, do so many mistakes happen? One of the problems is complexity. The World Health Organisation lists 12,420 diseases and disorders, each of which requires different protocols.15 This complexity provides ample scope for mistakes in everything from diagnosis to treatment. Another problem is scarce resources. Doctors are often overworked and hospitals stretched; they frequently need more money. A third issue is that doctors may have to make quick decisions. With serious cases there is rarely sufficient time to consider all the alternative treatments. Sometimes procrastination is the biggest mistake of all, even if you end up with the ‘right’ judgement at the end of it.


But there is also something deeper and more subtle at work, something that has little to do with resources, and everything to do with culture. It turns out that many of the errors committed in hospitals (and in other areas of life) have particular trajectories, subtle but predictable patterns: what accident investigators call ‘signatures’. With open reporting and honest evaluation, these errors could be spotted and reforms put in place to stop them from happening again, as happens in aviation. But, all too often, they aren’t. 


It sounds simple, doesn’t it? Learning from failure has the status of a cliché. But it turns out that, for reasons both prosaic and profound, a failure to learn from mistakes has been one of the single greatest obstacles to human progress. Healthcare is just one strand in a long, rich story of evasion. Confronting this could not only transform healthcare, but business, politics and much else besides. A progressive attitude to failure turns out to be a cornerstone of success for any institution. 


In this book we will examine how we respond to failure, as individuals, as businesses, as societies. How do we deal with it, and learn from it? How do we react when something has gone wrong, whether because of a slip, a lapse, an error of commission or omission, or a collective failure of the kind that caused the death of a healthy thirty-seven-year-old mother of two on a spring day in 2005? 


All of us are aware, in our different ways, that we find it difficult to accept our own failures. Even in trivial things, like a friendly game of golf, we can become prickly when we have underperformed, and we are asked about it in the clubhouse afterwards. When failure is related to something important in our lives – our job, our role as a parent, our wider status – it is taken to a different level altogether. 


When our professionalism is threatened, we are liable to put up defences. We don’t want to think of ourselves as incompetent or inept. We don’t want our credibility to be undermined in the eyes of our colleagues. For senior doctors, who have spent years in training and have reached the top of their profession, being open about mistakes can be almost traumatic.


Society, as a whole, has a deeply contradictory attitude to failure. Even as we find excuses for our own failings, we are quick to blame others who mess up. In the aftermath of the South Korean ferry disaster of 2014, the Korean prime minister accused the captain of ‘unforgivable, murderous acts’ before any investigation had even taken place.16 She was responding to an almost frantic public demand for a culprit. 


We have a deep instinct to find scapegoats. When one reads about the moments leading up to the death of Elaine Bromiley, it is easy to feel a spike of indignation. Perhaps even anger. Why didn’t they attempt a tracheostomy sooner? Why didn’t the nurse speak up? What were they thinking? Our empathy for the victim is, emotionally speaking, very nearly synonymous with our fury at those who caused her death. 


But this has recursive effects, as we shall see. It is partly because we are so willing to blame others for their mistakes that we are so keen to conceal our own. We anticipate, with remarkable clarity, how people will react, how they will point the finger, how little time they will take to put themselves in the tough, high-pressure situation in which the error occurred. The net effect is simple: it obliterates openness and spawns cover-ups. It destroys the vital information we need in order to learn. 


When we take a step back and think about failure more generally, the ironies escalate. Studies have shown that we are often so worried about failure that we create vague goals, so that nobody can point the finger when we don’t achieve them. We come up with face-saving excuses, even before we have attempted anything. 


We cover up mistakes, not only to protect ourselves from others, but to protect us from ourselves. Experiments have demonstrated that we all have a sophisticated ability to delete failures from memory, like editors cutting gaffes from a film reel – as we’ll see. Far from learning from mistakes, we edit them out of the official autobiographies we all keep in our own heads. 


This basic perspective – that failure is profoundly negative, something to be ashamed of in ourselves, and judgemental about in others – has deep cultural and psychological roots. According to Sidney Dekker, a psychologist and systems expert at Griffith University, Australia, the tendency to stigmatise errors is at least two and a half thousand years old.17


The purpose of this book is to offer a radically different perspective. It will argue that we need to redefine our relationship with failure, as individuals, as organisations, and as societies. This is the most important step on the road to a high-performance revolution: increasing the speed of development in human activity and transforming those areas that have been left behind. Only by redefining failure will we unleash progress, creativity and resilience. 


Before moving on it is worth examining the idea of a ‘closed loop’, something that will recur often in the coming pages. We can get a handle on this idea by looking at the early history of medicine, where pioneers such as Galen of Pergamon (second century AD) propagated treatments like bloodletting and the use of mercury as an elixir. These treatments were devised with the best of intentions, and in line with the best knowledge available at the time.18


But many were ineffective, and some highly damaging. Bloodletting, in particular, weakened patients when they were at their most vulnerable. The doctors didn’t know this for a simple but profound reason: they never subjected the treatment to a proper test – and so they never detected failure. If a patient recovered, the doctor would say: ‘Bloodletting cured him!’ And if a patient died, the doctor would say: ‘He must have been very ill indeed because not even the wonder cure of bloodletting was able to save her!’


This is an archetypal closed loop. Bloodletting survived as a recognised treatment until the nineteenth century. According to Gerry Greenstone, who wrote a history of bloodletting, Dr Benjamin Rush, who was working as late as 1810, was known to ‘remove extraordinary amounts of blood and often bled patients several times’. Doctors were effectively killing patients for the better part of 1,700 years not because they lacked intelligence or compassion, but because they did not recognise the flaws in their own procedures. If they had conducted a clinical trial (an idea we will return to),fn3 they would have spotted the defects in bloodletting: and this would have set the stage for progress.


In the two hundred years since the first use of clinical trials, medicine has progressed from the ideas of Galen to the wonders of gene therapy. Medicine has a long way to go, and suffers from many defects, as we shall see, but a willingness to test ideas and to learn from mistakes has transformed its performance. The irony is that while medicine has evolved rapidly, via an ‘open loop’, healthcare (i.e. the institutional question of how treatments are delivered by real people working in complex systems) has not. (The terms ‘closed loop’ and ‘open loop’ have particular meanings in engineering and formal systems theory, which are different to the way in which they are used in this book. So, just to re-emphasise, for our purposes a closed loop is where failure doesn’t lead to progress because information on errors and weaknesses is misinterpreted or ignored; an open loop does lead to progress because the feedback is rationally acted upon). 


Over the course of this book, we will discover closed loops throughout the modern world: in government departments, in businesses, in hospitals, and in our own lives. We will explore where they come from, the subtle ways they develop, and how otherwise smart people hold them tightly in place, going round and round in circles. We will also discover the techniques to identify them and break them down, freeing us from their grip and fostering knowledge.


Many textbooks offer subtle distinctions between different types of failure. They talk about mistakes, slips, iterations, suboptimal outcomes, errors of omission and commission, errors of procedure, statistical errors, failures of experimentation, serendipitous failures, and so on. A detailed taxonomy would take up a book on its own, so we will try to allow the nuances to emerge naturally as the book progresses. 


It is probably worth stating here that nobody wants to fail. We all want to succeed, whether we are entrepreneurs, sportsmen, politicians, scientists or parents. But at a collective level, at the level of systemic complexity, success can only happen when we admit our mistakes, learn from them, and create a climate where it is, in a certain sense, ‘safe’ to fail. 


And if the failure is a tragedy, such as the death of Elaine Bromiley, learning from failure takes on a moral urgency. 


 


III


 


Martin Bromiley has short brown hair and a medium build. He speaks in clear matter-of-fact tones, although his voice breaks when he talks about the day he switched off Elaine’s life support machine. 


‘I asked the children if they wanted to say goodbye to Mummy,’ he says when we meet on a clear spring morning in London. ‘They both said “yes”, so I drove them to the hospital and we stroked her hand, and said goodbye.’ 


He pauses to compose himself. ‘They were so small back then, so innocent, and I knew how much the loss was going to affect the rest of their lives. But most of all I felt for Elaine. She was such a wonderful mother. I grieved that she wouldn’t have the joy of seeing our two children growing up.’


As the days passed, Martin found himself wondering what had gone wrong. His wife had been a healthy, vital thirty-seven-year-old. She had her life in front of her. The doctors had told them it was a routine operation. How had she died? 


Martin felt no anger. He knew that the doctors were experienced and had done their best. But he couldn’t stop wondering whether lessons might be learned. 


When he approached the head of the Intensive Care Unit with a request for an investigation into Elaine’s death, however, he was instantly rebuffed. ‘That is not how things work in healthcare,’ he was told. ‘We don’t do investigations. The only time we are obliged to do so is if someone sues.’


‘He didn’t say it in an uncaring way, he was just being factual,’ Martin tells me. ‘It is not something they have historically done in healthcare. I don’t think it was that they were worried about what the investigation might find. I think they just felt that Elaine’s death was one of those things. A one-off. They felt it was pointless to linger over it.’ 


In her seminal book After Harm, Nancy Berlinger, a health research scholar, conducted an investigation into the way doctors talk about errors. It proved to be very eye-opening. ‘Observing more senior physicians, students learn that their mentors and supervisors believe in, practice and reward the concealment of errors,’ Berlinger writes. ‘They learn how to talk about unanticipated outcomes until a “mistake” morphs into a “complication”. Above all, they learn not to tell the patient anything.’


She also writes of: ‘the depths of physicians’ resistance to disclosure and the lengths to which some will go to justify the habit of nondisclosure – it was only a technical error, things just happen, the patient won’t understand, the patient doesn’t need to know.’19


Just let that sink in for a moment. Doctors and nurses are not, in general, dishonest people. They do not go into healthcare to deceive people, or to mislead them; they go into the profession to heal people. Informal studies have shown that many clinicians would willingly trade a loss of income in order to improve outcomes for patients. 


And yet, deep in the culture, there is a profound tendency for evasion. This is not the kind of all-out deceit practised by conmen. Doctors do not invent reasons for an accident to pull the wool over the eyes of their patients. Rather, they deploy a series of euphemisms – ‘technical error’, ‘complication’, ‘unanticipated outcome’ – each of which contains an element of truth, but none of which provides the whole truth. 


This is not just about avoiding litigation. Evidence suggests that medical negligence claims actually go down when doctors are open and honest with their patients. When the Veterans Affairs Medical Center in Lexington, Kentucky, introduced a ‘disclose and compensate’ policy, its legal fees fell sharply.20 Around 40 per cent of victims say that a full explanation and apology would have persuaded them not to take legal action.21 Other studies have revealed similar results.22


No, the problem is not just about the consequences of failure, it is also about the attitude towards failure. In healthcare, competence is often equated with clinical perfection. Making mistakes is considered to demonstrate ineptness. The very idea of failing is threatening. 


As the physician David Hilfiker put it in a seminal article in the New England Journal of Medicine: ‘The degree of perfection expected by patients is no doubt also a result of what we doctors have come to believe about ourselves, or better, have tried to convince ourselves about ourselves. This perfection is a grand illusion, of course, a game of mirrors that everyone plays.’23


Think of the language: surgeons work in a ‘theatre’. This is the ‘stage’ where they ‘perform’. How dare they fluff their lines? As James Reason, one of the world’s leading thinkers on system safety, put it: ‘After a very long, arduous and expensive education, you are expected to get it right. The consequence is that medical errors are marginalised and stigmatised. They are, by and large, equated to incompetence.’24


In these circumstances the euphemisms used by doctors to distract attention from mistakes (‘technical error’, ‘complication’, ‘unanticipated outcome’) begin to make sense. For the individual doctor the threat to one’s ego, let alone reputation, is considerable. Think how often you have heard these euphemisms outside healthcare: by politicians when a policy has gone wrong; by a business leader when a strategy has failed; by friends and colleagues at work, for all sorts of reasons. You may have heard them coming from your own lips, from time to time. I know I have heard them coming from mine. 


The scale of evasion in healthcare is most fully revealed not just in the words used by clinicians, but in hard data. Epidemiological estimates of national rates of iatrogenic injury (injuries induced inadvertently by doctors, treatments or diagnostic procedures) in the United States suggest that 44 to 66 serious injuries occur per 10,000 hospital visits. But in a study involving more than 200 American hospitals, only 1 per cent reported their rates of iatrogenic injury as within that range. Half of the hospitals were reporting fewer than 5 cases of injury per 10,000 hospital visits. If the epidemiological estimates were even close to accurate, the majority of hospitals were involved in industrial levels of evasion.25 


Further studies on both sides of the Atlantic have revealed similar results. Investigators working for the Inspector General of the Department of Health and Human Services in the United States analysed 273 hospitalisations and found that hospitals had missed or ignored 93 per cent of events that caused harm.26 A European study discovered that although 70 per cent of doctors accepted that they should disclose their errors, only 32 per cent actually did.27 In a different study of 800 patient records in three leading hospitals, researchers found more than 350 medical errors. How many of these mistakes were voluntarily reported by clinicians? Only 4.28 


Think back to the way Dr Edwards talked about the incident. ‘Look Martin, there were some problems during anaesthesia,’ he said. ‘It is one of those things. The anaesthetists did their very best, but it just didn’t work out. It was a one-off. I am so sorry.’


This was not an out-and-out lie. Indeed, he may even have believed what he was saying. After all, the doctors were unlucky. It is unusual for a patient to have tight jaw muscles. It is also unfortunate that Elaine had a blocked airway that was resistant to attempts at tracheal intubation. They had done their best, hadn’t they? What more is there to say? 


This kind of reasoning represents the essential anatomy of failure-denial. Self-justification, allied to a wider cultural allergy to failure, morphs into an almost insurmountable barrier to progress.fn4 


For many patients, traumatised by the loss of a loved one, this might have been the end of the story, particularly in the UK where doctors are rarely challenged. It is not easy for a grieving family to insist on an investigation when the experts are telling them it is not necessary. 


But Martin Bromiley wouldn’t give up. Why? Because he had spent his entire professional life in an industry with a different – and unusual – attitude to failure. He is a pilot. He has flown for commercial airlines for more than twenty years. He has even lectured on system safety. He didn’t want the lessons from a botched operation to die along with his wife.


So he asked questions. He wrote letters. And as he discovered more about the circumstances surrounding his wife’s death, he began to suspect that it wasn’t a one-off. He realised that the mistake may have had a ‘signature’, a subtle pattern which, if acted upon, could save future lives. 


The doctors in charge of the operation couldn’t have known this for a simple but devastating reason: historically, healthcare institutions have not routinely collected data on how accidents happen, and so cannot detect meaningful patterns, let alone learn from them. 


In aviation, on the other hand, pilots are generally open and honest about their own mistakes (crash-landings, near misses). The industry has powerful, independent bodies designed to investigate crashes. Failure is not regarded as an indictment of the specific pilot who messes up, but a precious learning opportunity for all pilots, all airlines and all regulators. 


A quick example: in the 1940s the famous Boeing B-17 bomber was involved in a series of seemingly inexplicable runway accidents. The US Army Air Corps responded by commissioning Alphonse Chapanis, a psychologist with a PhD from Yale, to undertake an investigation. By studying the crashes – their chronology, dynamics, and psychological elements – Chapanis identified poor cockpit design as a contributing factor.29


He found that the switches controlling the flaps in B-17s were identical to the switches controlling the landing gear (the wheels), and were placed side by side. This was not a problem when the pilots were relaxed and flying conditions perfect. But under the pressure of a difficult landing, pilots were pulling the wrong lever. Instead of retracting the flaps, to reduce speed, they were retracting the wheels, causing the plane to bellyflop onto the runway, with catastrophic results.


Chapanis came up with the idea of changing the shape of the levers so that they resembled the equipment they were linked to. A small rubber wheel was attached to the landing-gear switch and a small flap shape to the flaps control. The buttons now had an intuitive meaning, easily identified under pressure. What happened? Accidents of this kind disappeared overnight.30 


This method of learning from mistakes has been applied to commercial aviation now for many decades, with remarkable results. 


Success in aviation has many components, of course. The speed of technological change has helped as has the fact that airlines, worried about reputational damage, competition from other providers, and insurance costs, have a strong commercial incentive to improve safety. Aviation has also benefited from the use of high-resolution simulators and effective training, as we’ll see. 


However, the most powerful engine of progress is to be found deep within the culture of the industry. It is an attitude that is easy to state, but whose wider application could revolutionise our attitude to progress: instead of denying failure, or spinning it, aviation learns from failure.


And yet how does this happen in practice? How is learning institutionalised in the aviation system (given that pilots, regulators, engineers and ground staff are dispersed across the world), how is an open culture created, and, most importantly of all, how can we apply the lessons beyond aviation? 


To find out, we’ll examine one of the most influential crashes of recent times, perhaps in the entire history of powered flight. We will see how investigators go about their business, excavate the lessons and turn tragedies into learning opportunities. 


The name of the flight was United Airlines 173.
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United Airlines 173


 


 


 


I


 


United Airlines Flight 173 took off from JFK International airport in New York on the afternoon of 28 December 1978 bound for Portland, Oregon as its final destination. The sky was clear, the flying conditions close to perfect.1 


Malburn McBroom, a fifty-two-year-old with silver-grey hair and a clipped voice, was the captain. A veteran of the Second World War, he had more than twenty-five years of flying experience, and lived with his wife in Boyd Lake, Colorado. His ambition to become a pilot had been ignited as a child when he saw travelling barnstormers while walking with his mother. ‘I’m going to fly aeroplanes, Mom,’ he said.


McBroom’s first officer was Rodrick Beebe, a forty-five-year-old who had been with United Airlines for thirteen years and had logged more than five thousand hours of flying time. The third person in the cockpit was Flight Engineer Forrest Mendenhall, a forty-one-year-old who had been with the airline for eleven years. He had clocked 3,900 flying hours. The passengers were in safe hands.


After a brief stopover in Denver, United Airlines 173 departed for Portland at 14.47. It was three days after Christmas and the majority of the 181 passengers were returning home after the holidays. Up in the flight deck, the crew members chatted happily as the plane reached its cruising altitude. The planned flying time was 2 hours and 26 minutes.


At around 17.10, as the plane was given clearance to descend by Air Traffic Control (ATC) at Portland Approach, McBroom pulled the lever to lower the landing gear. Normally this is followed by a smooth descent of the wheels and undercarriage, and an audible click as it locks into place. On this occasion, however, there was a loud thud, which reverberated around the aeroplane, followed by a shudder.


In the cabin the passengers looked around anxiously. They began to speculate on the cause of the noise. Up in the cockpit the crew were also perturbed. Had the landing gear locked into place? If so, what was the loud thud? One of the lights that would normally be glowing if the landing gear was safely in place hadn’t illuminated. What did that mean? 


The captain had no choice. He radioed to Air Traffic Control and asked them to give him some additional flying time so he could troubleshoot the problem. Portland Approach instantly came back to advise United Airlines 173 to ‘turn left heading one zero zero’. In effect, the plane had been put into a holding pattern to the south of the airport, over the Portland suburbs. 


The crew made various checks. They couldn’t see beneath the plane to determine whether the landing gear was in place, so they made some proxy checks instead. The engineer was sent into the cabin to see whether a couple of bolts, which shoot up above the wing tips when the landing gear is lowered, were visible. They were. They also contacted the United Airlines Systems Line Maintenance Control Center in San Francisco, California. Everything seemed to indicate that the gear was safely down. 


The captain was still worried, however. He couldn’t be certain. He knew that landing the plane without the gear lowered carried serious risks. Statistics show that planes that attempt to land without the wheels lowered typically suffer no fatalities, but it is still dangerous. McBroom, a responsible pilot, wanted to be sure. 


As the plane circled over Portland, he searched for an answer. He pondered why one of the landing gear lights had failed to turn green. He wondered if there was some way of checking the wiring. He searched his mind for other ways to troubleshoot the problem. 


While he deliberated, however, another problem was looming. At first, it was just a metaphorical speck in the distance, but as United Airlines 173 continued in its holding pattern, it became ever more real. There were 46,700 lbs of fuel on board the aircraft when it departed Denver, more than enough to reach its destination. But a DC8 burns fuel at around 210 lbs per minute. The plane could not circle indefinitely. At some point McBroom would have to bring the plane into land. 


At 17.46 local time, the fuel level dropped to 5 on the dials. The situation was still within control, but the margin for error was shrinking. Time was becoming ever more critical. The engineer became agitated. He informed the pilot about the state of the fuel, warning about flashing lights in the fuel pump. The cockpit voice recording transcript reveals his growing anxiety. 


But McBroom didn’t respond in the way the engineer expected. The pilot is ultimately in charge of the flight. He has primary responsibility for the 189 passengers and crew. They were under his protection. He knew the dangers if he came into land without the landing gear lowered. He was adamant that wouldn’t happen. He had to find out what was wrong. He had to be certain. 


He continued to focus on the landing gear. Was it down? Were there any further checks they hadn’t thought of? What more could they do? 


At 17.50 Engineer Mendenhall tried again to alert the captain to the dwindling reserves. The captain replied that there were still ‘fifteen minutes’ of fuel in the tank, but he was wrong. He seemed to have lost track of time. ‘Fifteen minutes?’ the engineer replied, a tone of incredulity in his voice. ‘Not enough . . . Fifteen minutes is gonna really run us low on fuel here.’ 


With each second, the reserves of fuel were diminishing. A holding pattern had now become a potential catastrophe, not just for the passengers, but also for the residents of southern Portland. A 90 tonne aircraft was circling above a city with its energy draining away. 


The first officer and engineer could not understand why the pilot was not heading directly to the airport. Fuel was now the principal danger. The landing gear hardly mattered any more. But he was the authority figure. He was the boss. He had the experience and the seniority. They called him ‘sir’. 


At 18.06, the fuel was so low that the fourth engine flamed out. ‘I think you just lost number four, buddy, you . . .’ Thirty seconds later, he repeated the warning. ‘We’re going to lose an engine, buddy.’ 


Even now the pilot was oblivious to the catastrophic situation. His awareness of time had all but disintegrated. ‘Why?’ he replied, seemingly incredulous at the loss of an engine. ‘Fuel’ came the emphatic response.


United Airlines 173 was perfectly capable of landing. The landing gear, it was later established, was in fact down and secure. Even if it hadn’t been, an experienced pilot could have landed the plane without loss of life. The night was crystal clear and the airport had been in sight since the initial descent had been aborted. 


But now, to the horror of the crew, they were 8 miles short of the runway, over a major city, and the fuel had all but disappeared. 


It was too late now. As the remaining engines flamed out, all hope vanished. The plane was losing altitude at more than 3,000 feet per minute and they were not going to make it. 


McBroom strained his eyes across the horizon in a desperate search for a field or open space amid the mass of homes and apartment blocks stretching beneath the plane. Even now, he couldn’t understand what had happened. Had the fuel vanished into the ether? Where had the time gone? 


The last few moments of the transcript reveal their desperation as the flight careered down into suburban Portland: 


 


1813:38 CAPTAIN: They’re all going [i.e. all the engines are flaming out]


1813:41 CAPTAIN: We can’t make Troutdale [another airport in Portland]


1813:43 CO-PILOT: We can’t make anything


1813:46 CAPTAIN: OK, declare a mayday


1813:50 CO-PILOT (to Tower): Portland tower, United one seventy three, heavy Mayday we’re . . . the engines are flaming out, we’re going down, we’re not going to be able to make the airport


1813:58 TOWER: United one . . . 


1814:35 (impact with transmission lines)


(end of tape)


 


United Airlines 173 was chosen as a vehicle to explore the aviation system for two reasons. Firstly, it was a watershed event in aviation safety. That much is widely acknowledged. But for our purposes, it has an additional significance: it mirrors, in an intriguing way, the tragedy of Elaine Bromiley. While one accident happened in the skies and another in an operating theatre, they share the same basic signature. 


Even on a cursory inspection the similarities are striking. Like Captain McBroom, who had become fixated on the landing gear problem, Dr Anderton had become fixated on accessing the airway via the mouth. Perception had narrowed. Like McBroom, who had lost any sense of the dwindling reserves of fuel, the doctors overseeing Elaine Bromiley had lost perspective on the absence of oxygen. While McBroom was trying to solve the landing gear problem and the doctors were frantically trying to place the tracheal tube into the airway, the real disaster was all but ignored. 


Like Engineer Mendenhall, who had warned the captain but hadn’t got a response, Jane, the nurse, had alerted Dr Anderton. They had both issued strong hints, had agonised about making their concerns more explicit, but had been intimidated by the sense of hierarchy. Social pressure, and the inhibiting effects of authority, had destroyed effective teamwork. 


But what is important for our purposes is not the similarity between the two accidents; it is the difference in response. We have already seen that in healthcare, the culture is one of evasion. Accidents are described as ‘one-offs’ or ‘one of those things’. Doctors say: ‘we did the best we could’. This is the most common response to failure in the world today. 


In aviation, things are radically different: learning from failure is hardwired into the system. 


All airplanes must carry two black boxes, one of which records instructions sent to all on-board electronic systems. The other is a cockpit voice recorder, enabling investigators to get into the minds of the pilots in the moments leading up to an accident. Instead of concealing failure, or skirting around it, aviation has a system where failure is data rich. 


In the event of an accident, investigators, who are independent of the airlines, the pilots union and the regulators, are given full rein to explore the wreckage and to interrogate all other evidence. Mistakes are not stigmatised, but regarded as learning opportunities. The interested parties are given every reason to cooperate since the evidence compiled by the accident investigation branch is inadmissible in court proceedings. This increases the likelihood of full disclosure. 


In the aftermath of the investigation the report is made available to everyone. Airlines have a legal responsibility to implement the recommendations. Every pilot in the world has free access to the data. This enables everyone to learn from the mistake, rather than just a single crew, or a single airline, or a single nation. This turbo-charges the power of learning. As Eleanor Roosevelt put it: ‘Learn from the mistakes of others. You can’t live long enough to make them all yourself.’


And it is not just accidents that drive learning; so, too, do ‘small’ errors. When pilots experience a near-miss with another aircraft, or have been flying at the wrong altitude, they file a report. Providing that it is submitted within ten days, pilots enjoy immunity. Many planes are also fitted with data systems that automatically send reports when parameters have been exceeded. Once again, these reports are de-identified by the time they proceed through the report sequence.fn5


In 2005, for example, a number of reports were filed in rapid succession alerting investigators to a problem with the approach to Lexington Airport in Kentucky. Just outside the airport, local authorities had installed a large mural on an empty expanse of land, as a way of brightening it up. At the top of the mural, they had placed lamps to illuminate it at night. 


But the lights were playing havoc with the perception of pilots. They were mistaking the mural lights for lights on the runway. They were coming in too low. Fortunately nobody crashed, but the anonymous reports revealed a latent problem before it was given a chance to kill anyone. Shawn Pruchnicki, an aviation safety expert who attended the meeting, told me: ‘We saw a whole bunch of reports in a single week. We instantly realised there was a problem, and that we had to act.’ 


Within minutes an email was sent out to all flights scheduled to land at Lexington warning of a potential distraction on approach. Within days the mural and its lights had been removed (this would have happened far sooner had the land been under the jurisdiction of the airport). An accident had been prevented before it had happened. 


Today many prestige airlines have gone even further, creating the real-time monitoring of tens of thousands of parameters, such as altitude deviation and excessive banking, allowing continuous comparison of performance to diagnose patterns of concern. According to the Royal Aeronautical Society: ‘It is the most important way to dramatically improve flight safety.’2 The current ambition is to increase the quantity of real-time data so as to render the black boxes redundant. All the information will already have been transmitted to a central database. 


Aviation, then, takes failure seriously. Any data that might demonstrate that procedures are defective, or that the design of the cockpit is inadequate, or that the pilots haven’t been trained properly, is carefully extracted. These are used to lock the industry onto a safer path. And individuals are not intimidated about admitting to errors because they recognise their value.


 


II


 


What did all this mean for United Airlines 173? Within minutes of the crash an investigation team was appointed by the National Transportation Safety Board, including Alan Diehl, a psychologist, and Dennis Grossi, an experienced investigator. By the following morning they had arrived in suburban Portland to go over the evidence with a fine-tooth comb. 


It is a testament to the extraordinary skill of McBroom that he kept the plane under control for as long as he did. As the aircraft was dropping he noticed an area amid the houses and apartment blocks that looked like an open space, possibly a field, and steered towards it. As he got closer, he realised that it was, in fact, a wooded suburb. He tried to steer between the trees, collided with one, ploughed through a house, and came to rest on top of another house across the street.


The first house was obliterated. Pieces of the aircraft’s left wing were later found in another part of the suburb. The lower left side of the fuselage, between the fourth and sixth rows of passenger seats and below window level, was completely torn away. Miraculously, there were no fatalities on the ground; eight passengers and two crew members died. One of them was Flight Engineer Mendenhall, who had vainly attempted to warn the pilot of the dwindling fuel reserves. McBroom, the captain, survived with a broken leg, shoulder and ribs.


As the investigators probed the evidence of United Airlines 173, they could see a pattern. It was not just what they discovered amid the wreckage in Portland, it was the comparison with previous accidents. One year earlier another DC8 crashed in almost identical circumstances. The plane, destined for San Francisco from Chicago, had entered a holding pattern at night because of a problem with the landing gear, flew around trying to fix it, and then flew into a mountain killing everyone on board.3 


A few years earlier, Eastern Airlines 401 suffered a similar fate as it was coming in to land at Miami International Airport. One of the lights in the cockpit had not illuminated, causing the crew to fear that the landing gear had failed to lower into place. As the crew focused on troubleshooting the problem (it turned out to be a faulty bulb), they failed to realise that the plane was losing altitude, despite warnings from the safety systems. It crashed into the Everglades, killing 101 people.4


In each case the investigators realised that crews were losing their perception of time. Attention, it turns out, is a scarce resource: if you focus on one thing, you will lose awareness of other things.


This can be seen in an experiment where students were given a series of tasks. One task was easy: reading out loud. Another task was trickier: defining difficult words. After they had completed the tasks, the students were asked to estimate how much time had passed. Those with the easy task gave accurate estimates; those with the tough task underestimated the time by as much as 40 per cent. Time had flown by.


Now think of McBroom. He didn’t just have to focus on difficult words. He had to troubleshoot a landing gear problem, listen to his co-pilots, and anticipate landing under emergency conditions. Think back, too, to the doctors surrounding Elaine Bromiley. They were absorbed in trying to intubate, frantically trying to save the life of their patient. They lost track of time not because they didn’t have enough focus, but because they had too much focus.fn6 Back in Portland, Oregon, Diehl realised that another fundamental problem involved communication. Engineer Mendenhall had spotted the fuel problem. He had given a number of hints to the captain and, as the situation became serious, made direct references to the dwindling reserves. Diehl, listening back to the voice recorder, noted alterations in the intonation of the engineer. As the dangers spiralled he became ever more desperate to alert McBroom, but he couldn’t bring himself to challenge his boss directly. 


This is now a well-studied aspect of psychology. Social hierarchies inhibit assertiveness. We talk to those in authority in what is called ‘mitigated language’. You wouldn’t say to your boss: ‘It’s imperative we have a meeting on Monday morning.’ But you might say: ‘Don’t worry if you’re busy, but it might be helpful if you could spare half an hour on Monday.’5 This deference makes sense in many situations, but it can be fatal when a 90 tonne aeroplane is running out of fuel above a major city. 


The same hierarchy gradient also exists in operating theatres. Jane, the nurse, could see the solution. She had fetched the tracheostomy kit. Should she have spoken up more loudly? Didn’t she care enough? That is precisely the wrong way to think about failure in safety critical situations. Remember that Engineer Mendenhall paid for his reticence with his life. The problem was not a lack of diligence or motivation, but a system insensitive to the limitations of human psychology.


Now let us compare the first and third person perspectives. For the doctors at the hospital near North Marston, the accident may indeed have seemed like a ‘one-off’. After all, they didn’t know that they had spent eight long minutes in a vain attempt at intubation. To them, they had been trying for a fraction of that time. Their subjective sense of time had all but vanished in the panic. The problem, in their minds, was with the patient. She had died far quicker than they could have possibility anticipated. In the absence of an investigation how could they have known any better? 


An almost identical story can be told of United Airlines 173. When Diehl, the investigator, went to the hospital in Oregon to interview McBroom a few days after the crash, the pilot informed him that the fuel reserves had depleted ‘incredibly quickly’. He offered the possibility that there had been a leak in the tanks. From his perspective, with his awareness of time obliterated by the growing crisis, this was a rational observation. To him, the fuel running out just didn’t make sense. 


But Diehl and his team took the trouble to double-check the black box data. They looked at the reserves at the time of the decision to go into a holding pattern, checked how fast DC8s deplete fuel on average, then looked at when the fuel actually ran out. They correlated perfectly. The plane had not run out of fuel any quicker than expected. The leak was not in the tank, but in McBroom’s sense of time. 


Only through an investigation, from an independent perspective, did this truth come to light. In healthcare nobody recognised the underlying problem because, from a first person perspective, it didn’t exist. That is one of the ways that closed loops perpetuate: when people don’t interrogate errors, they sometimes don’t even know they have made one (even if they suspect they may have). 


When Diehl and his colleagues published the report on United Airlines 173 in June 1979, it proved to be a landmark in aviation. On the thirtieth page, in the dry language familiar in such reports, it offered the following recommendation: ‘Issue an operations bulletin to all air carrier operations inspectors directing them to urge their assigned operators to ensure that their flight crews are indoctrinated in principles of flightdeck resource management, with particular emphasis on the merits of participative management for captains and assertiveness training for other cockpit crewmembers.’ 


Within weeks, NASA had convened a conference to explore the benefit of a new kind of training: Crew Resource Management. The primary focus was on communication. First officers were taught assertiveness procedures. The mnemonic which has been used to improve the assertiveness of junior members of the crew in aviation is called P.A.C.E. (Probe, Alert, Challenge, Emergency).fn7 Captains, who for years had been regarded as big chiefs, were taught to listen, acknowledge instructions and clarify ambiguity. The time perception problem was tackled through a more structured division of responsibilities. 


Checklists, already in operation, were expanded and improved. The checklists have been established as a means of preventing oversights in the face of complexity. But they also flatten the hierarchy. When pilots and co-pilots talk to each other, introduce themselves, go over the checklist, they open channels of communication. It makes it more likely the junior partner will speak up in an emergency. This solves the so-called ‘activation problem’.


Various versions of the new training methods were immediately trialled in simulators. At each stage, the new ideas were challenged, rigorously tested, and examined at their limits. The most effective proposals were then rapidly integrated into airlines around the world. After a terrible set of accidents in the 1970s, the rate of crashes began to decline. 


‘United Airlines 173 was a traumatic incident, but it was also a great leap forward,’ the aviation safety expert Shawn Pruchnicki says. ‘It is still regarded as a watershed, the moment when we grasped the fact that “human errors” often emerge from poorly designed systems. It changed the way the industry thinks.’ 


Ten people died on United Airlines 173, but the learning opportunity saved many thousands more. 


 


This, then, is what we might call ‘black box thinking’.fn8 For organisations beyond aviation, it is not about creating a literal black box; rather, it is about the willingness and tenacity to investigate the lessons that often exist when we fail, but which we rarely exploit. It is about creating systems and cultures that enable organisations to learn from errors, rather than being threatened by them. 


Failure is rich in learning opportunities for a simple reason: in many of its guises, it represents a violation of expectation.6 It is showing us that the world is in some sense different from the way we imagined it to be. The death of Elaine Bromiley, for example, revealed that operating procedures were insensitive to limitations of human psychology. The failure of United Airlines 173 revealed similar problems in cockpits. 


These failures are inevitable because the world is complex and we will never fully understand its subtleties. The model, as social scientists often remind us, is not the system. Failure is thus a signpost. It reveals a feature of our world we hadn’t grasped fully and offers vital clues about how to update our models, strategies and behaviours. From this perspective, the question often asked in the aftermath of an adverse event, namely ‘can we afford the time to investigate failure?’, seems the wrong way round. The real question is ‘can we afford not to?’


This leads to another important conclusion. It is sometimes said that the crucial difference between aviation and healthcare is available resources: because aviation has more money at its disposal, it is able to conduct investigations and learn from mistakes. If healthcare had more resources, wouldn’t it do the same? However, we can now see that this is profoundly wrongheaded. Healthcare may indeed be under-resourced, but it would save money by learning from mistakes. The cost of medical error has been conservatively estimated at more than $17 billion in the US alone.7 As of March 2015 the NHS Litigation Authority had set aside £26.1 billion to cover outstanding negligence liabilities. Learning from mistakes is not a drain on resources; it is the most effective way of safeguarding resources – and lives.fn9
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