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NETYMOLOGY


Tom Chatfield is a British writer and commentator. The author of four books exploring digital culture – most recently How to Thrive in the Digital Age – his work has appeared in over a dozen territories and languages.


Tom is also a fortnightly columnist for the BBC, a TED Global speaker, international commentator and broadcaster, and has worked as a writer and consultant with some of the world’s leading technology firms. He completed a doctorate in English at St John’s College, Oxford, before moving to London, where he lives with his wife and two cats. He tweets at @TomChatfield.





Introduction



I’ve never understood those who lament the internet as a kind of death for the English language. Just look at the ways in which most of us, every day, use computers, mobile phones, websites, email and social networks. Vast volumes of mixed media may surround us, from music to games and videos. Yet almost all of our online actions still begin and end with writing: text messages, status updates, typed search queries, screens packed with verbal exchanges, and underpinning it all countless billions of words.


The twenty-first century is a hypertextual arena in several senses (hyper, ancient Greek: ‘over, beyond, overmuch, above measure’). Digital words are interconnected by active links, as they can never be on the page. But they are also above measure in their supply, their distribution, and the range of roles they play – from casual registers unthinkable a century ago to the most elaborately scholarly of debates and exegeses.


New things have always required new words, of course, and technological developments have fed into both written and spoken language since the earliest times. This is considerably trickier in some languages than others, thanks to the difficulty of expressing entirely novel words within fixed systems like symbolic characters (a computer in Mandarin is, for example, a diannao – [image: ] – which literally means an ‘electric brain’; while dian, meaning ‘electric’, itself originally described ‘lightning’).


With English, however, we have not only a language that has spent the best part of a millennium gleefully adopting new terms and ideas; we also have something truly international, whose history has become part of the history of countless places, peoples and movements.


Today, globalization and new technology have vastly accelerated both the speed and the scale of linguistic evolution – a process that is blurring many boundaries between languages, dialects and registers to the point of disintegration. Perhaps the greatest difference between digital and pre-digital times, however, is that it’s now a written (or, more precisely, a typed) rather than a spoken language driving these changes. The future of written words lies onscreen – and these screens are steadily transforming not only how we communicate, but what we mean and think.


Separated from human voices and faces, new conventions and registers are developing to express the emotional tone of typed words: from smiley faces built out of punctuation marks to subcultures of mockery and praise that adhere, in their own way, to unwritten etiquettes as elaborate as those of any Tudor court. Separated from pens and pages, too, these words are active agents in the world in a new sense: tools that can be countlessly replicated, adapted and shared.


For some people, this loosening and cheapening of words is a tragedy, dragging cultural standards ever closer to the gutter. For others, though – and I count myself among them – what’s happening is simply too big, too important and too exciting either to summarize or condemn.


Standard English, in which I’m typing these words, appeared over several centuries as the dominant form of ‘proper’ writing in our language. It was an enterprise that, for the first time, allowed the words we use to be regulated by reference to central authorities – dictionaries, grammars, experts. The fruits of this standardization include a truly global written culture and a clear, comprehensible language of official culture and organization.


Whether we like it or not, however, many of the official intentions behind Standard English are already unofficially defunct. For the first time in history, we live in a culture not only of mass literacy (itself a relatively recent revolution), but of mass participation in written discourse. Online, reading and writing – which not so long ago were among the most costly and elite of human activities – are almost infinitely available at little or no cost. For better and for worse, we are no longer simply speakers of our own tongue: we are all becoming both authors and audiences.


Indeed, the art and science of computer programming has brought with it an entirely new species of language: a form of written expression whose terms encode not only meanings but also entire interactive systems. In an age of information technology, information itself is becoming the stuff of self-sustaining worlds – worlds that consume an increasingly substantial proportion of our attention, innovation, effort and desire for self-expression.


Sometimes it can all be overwhelming, with any attempt to describe the changes facing us almost instantly outdated. Indeed, perhaps the only and best solution to this situation is the internet itself: an eternally unfinished collaboration, pooling the words of many millions.


Writing and researching this book, I have been both daunted and bewildered at times. Above all, though, I have felt exhilarated – and lucky as a lover of language to be alive today. Many of the great scholars, sages and authors of the past would have given anything to possess what a single screen can offer me in an instant: tens of millions of books, hundreds of millions of pages, and over a billion human voices competing in articulate cacophony.


These new stories of our language can, I believe, conjure the fragmentary story of our present with a vividness appropriate to the experience of living it. For each etymology isn’t so much a complete tale as an ongoing negotiation – a balance of meanings and readings for which there can be few better images than the restless texture of the digital world itself.


Clarity, concision and comprehension have always been the keys to using language well – something no amount of technology can change. I hope this book helps you in cultivating these, together with that most important ‘c’ of all: curiosity, without which we might as well not bother speaking at all.








1.
Computers



It’s easy to forget that, for most of its existence, the English word ‘computer’ referred not to machines, but to people who performed calculations. First used in the seventeenth century, the term arrived via French from the Latin computare, meaning to count or add up. Computare itself derived from the combination of the words com, meaning ‘with’, and putare, which originally meant ‘to prune’ in the sense of trimming something down to size, and which came to imply ‘reckoning’ by analogy with mentally pruning something down to a manageable estimate.


Long before eminent Victorians like Charles Babbage had even dreamed of calculating machines, human computing had been vital to such feats as the ancient Egyptians’ understanding of the motion of the stars and planets, with mathematicians like Ptolemy laboriously determining their paths (he also managed to calculate pi accurately to the equivalent of three decimal places: no mean feat for the first century AD).


As mathematics developed, the opportunities for elaborate and useful calculations increased – not least through the development of tables of logarithms, the first of which were compiled by English mathematician Henry Briggs in 1617. Such tables immensely simplified the complex calculations vital to tasks like navigation and astronomy by providing pre-calculated lists of the ratios between different large numbers – but whose construction required immense feats of human calculation both by mathematicians and increasingly necessary groups of trained assistants.


Even as recently as the Second World War, when Alan Turing and his fellows were establishing the revolutionary foundations of modern computing, the word ‘computers’ still referred to dedicated human teams of experts – like those working around Turing at Bletchley Park in England.


According to the Oxford English Dictionary, it wasn’t until 1946 that the word ‘computer’ itself was used to refer to an ‘automatic electronic device’. This was, of course, only the beginning; and since then both the sense and the compound forms of the word have multiplied vastly. From ‘microcomputers’ to ‘personal computers’ and, more recently, ‘tablet computers’, we live in an age defined by Turing’s digital children.


It’s important to remember, though, just how recently machines surpassed men and women in the computation stakes. As late as the 1960s, teams of hundreds of trained human computers housed in dedicated offices were still being used to produce tables of numbers: a procedure that the first half of the twentieth century saw honed to a fine art, with leading mathematicians specializing in breaking down complex problems into easily repeatable steps.


It’s a sign of how fast and entirely times have changed since then that human computation is almost forgotten. And yet, in different forms, its principles remain alive in the twenty-first century – not least under the young banner of ‘crowdsourcing’, a word coined in 2006 in an article for Wired magazine by writer Jeff Howe to describe the outsourcing of a task to a large, scattered group of people.1


From identifying the contents of complex photographs to answering fuzzy questions or identifying poorly printed words, there remain plenty of tasks in a digital age that people are still better at than electronic computers. We may not call it ‘human computation’ any more, but the tactical deployment of massed brainpower to solve some problems remains more potent than ever.





2.
Signs of our times



Until its first use in emails in 1971, the @ symbol was an obscure object used to indicate pricing levels in accounting. Since then – when it was selected by programmer Ray Tomlinson, from around a dozen available punctuation characters, for use in his brand new e-mail software system – it has become one of the world’s most widely used symbols, and has gathered a bewildering and colourful variety of different descriptions in different languages.


While in English it is simply called the ‘at sign’, others are more poetic. In Italy it is chiocciola, ‘the snail’, thanks to its shape, a phrase the French also echo with petit escargot. In Finnish it is thought to look more like a curledup cat (miukumauku) while Russian leans towards a dog (sobaka). The Chinese sometimes call it xiao laoshu, or ‘little mouse’. But perhaps most colourful of all is the German interpretation: klammeraffe, or ‘spider-monkey’.


Still more eccentric is the story of Apple’s ‘command’ key, marked by a square with looped corners, or [image: ]. Known properly as the St John’s Arms, it’s an ancient, knot-like heraldic symbol, dating back in Scandinavia to at least 1000 BC, where it was used to ward off evil spirits and bad luck.


It’s still found today on Swedish maps, representing places of historical interest, thanks to its (approximate) resemblance to the tower of a castle viewed from above. Anecdote has it that the sign was suggested at Apple by the graphic designer Susan Kare, after Steve Jobs declared in a 1983 meeting that using Apple’s own brand symbol all over its keyboard was an excessive example of ‘taking the Apple logo in vain’.2 To many modern Mac users, though, it’s simply ‘the command squiggle’ or ‘splodge’.


Spare a thought, finally, for the # symbol and the unlikely diversity of English names it carries. If you’re using a social media service like Twitter, you’ll probably call it a ‘hash tag’; if you’re pressing the button bearing this symbol on a phone in North America, you should probably call it the ‘pound sign’; and if you’re trying to be internationally unambiguous, you might call it the ‘number sign’. If you’re a proof-reader, meanwhile, making this mark on a manuscript indicates the need to insert a space. You might also be tempted to call # a ‘sharp sign’, in the musical sense – but you’d technically be incorrect to do so, as the lines are angled differently if musical notation is intended.


What, then, is the origin of #? A far younger symbol than St John’s Arms and its ilk, one of its first recorded uses dates from 1920s America, when it served as a shorthand for ‘pounds’ in the sense of weight. Its subsequent adoption by telephone engineers at Bell Labs in the 1960s as a generic function key on their new ‘touch tone’ telephones helped enshrine this name in the popular American consciousness.


If, however, you’re looking to sound really clever, you can always call # an ‘octothorpe’ – a word fabricated especially by Bell engineers to match the symbol on their new phones. ‘Octothorpe’ mixes the Greek word for eight, octo (describing the figure’s eight points: one on each end of its four lines) with the mysterious ending ‘thorpe’, which may or may not refer to American athlete Jim Thorpe or the Old English word for a village, thorp. Thus far, the name has failed to catch on.





3.
Marking up



Behind the scenes of the very latest versions of our written language, some intriguingly ancient terms have found new homes. Hypertext Markup Language, or HTML, is the bread and butter of the world wide web. The term ‘hypertext’ itself was coined as early as 1963 by the American sociologist Ted Nelson;3 but even this pales in comparison to both the word ‘markup’ and many of the most common terms in online markup languages, which date back not to the first days of digital technology, but to a far earlier transformation: the birth of printing.


Printing with movable type first appeared in Europe in the fifteenth century, and was a laborious process that usually involved hand-written manuscripts being ‘marked up’ with instructions to the printer as to how they should be presented on the page: which words should be in bold, italics, headings, underlined, or set out separately from the main text.


Several of these printer’s terms survive to this day online: from the abbreviation ‘em’ signalling ‘emphasis’ (type in italics) to the use of the tag ‘strong’ to signal bold type. The ‘chevron’ style of bracket within which these terms are enclosed in HTML – ‘<’ and ‘>’ – is, meanwhile, even older than printing, with a name first coined in the fourteenth century based on its apparent resemblance to the rafters of a roof (chevron in Old French).


There’s also a pleasing physicality to many of the behind-the-scenes labels of the modern web. Consider the standard differentiation of verbal elements on a page into the ‘head’ and ‘body’ of a text, for example – a metaphorical division as ancient as they come.


That HTML is based on English words is a historical accident – because its inventor, the creator of the world wide web, was the English computer scientist Tim Berners-Lee (even though he was in fact working for CERN in Geneva when he created the web in 1990). And one consequence of the existence of truly global standards like HTML is the universal application of their terms. No matter what country or language a website is based in, the markup terms within it remain the same: that is, English words like ‘head’ and ‘body’ will remain silently present within the encoding of a page, telling every web browser in the world how it ought to look.


Since its first specification in 1990, which contained just eighteen different kinds of digital ‘tags’ – itself a 600-year-old English word of uncertain origin, and which originally referred simply to a ‘small hanging piece’ of something – HTML and its offspring have grown vastly in complexity. They consist largely of terms devised to ensure maximum clarity and simplicity, from ‘object’ to define any embedded object to ‘button’ to define a clickable button.


There are still etymological riches to be unearthed, however. Even that most familiar of typographical terms, ‘font’, carries a half-millennium of history with it, deriving ultimately from the Middle French word fondre, ‘to melt’, thanks to the sixteenth-century need to melt down lead in order to make casts of letters for early printing.


Technological times may change fast – but words have their own momentum.





4.
The burning power of a name



The best brands become icons: the VW Beetle for the 1960s; the iPod for the noughties. When it comes to the twenty-first century, the book trade has been lumbered with something equally significant: a brand that may live up to its name by sending the old order up in smoke.


The brand in question is Amazon’s electronic book reader, the Kindle – a device that reached its fifth generation in 2012, and that now accounts for more e-book sales through Amazon than the site shifts in conventional paperbacks.


The word ‘kindle’ itself means to set alight, taken from the Old Norse kynda, and is defined on the home screen of Amazon’s device as both to ‘light or set fire’ and, more poetically, to ‘arouse or inspire’. Delightfully – and presumably coincidentally, where electronic books are concerned – ‘kindle’ is also the collective noun for a group of kittens, thanks to the Middle English word kindel meaning ‘to give birth’, itself a distant relative of the Norse original.


Most significantly when it comes to literature, the word ‘kindle’ features in a famous epigram from the French enlightenment thinker Voltaire in praise of book-learning: ‘we fetch it from our neighbours, kindle it at home, communicate it to others, and it becomes the property of all.’ The sentiment itself is from Voltaire’s 1733 Lettres Philosophiques – originally written in English – and in particular from the last passage in his letter on ‘That Singular Poem Called “Hudibras”; and Dean Swift’.4


Voltaire’s work has a complex publication history, and it’s seemingly only thanks to a rather loose 1786 retranslation of the French version that we enjoy the epigram as it is today.5 This is probably just as well, as the French verb allumer (from the Latin illuminare, ‘to light up’) is rather less striking than its northern European cousin, and an ‘Amazon Allumer’ doesn’t have the same ring.


The celebration of written words is all very well but, to some traditional publishers’ ears, ‘kindle’ may have a distinct ring of Ray Bradbury’s Fahrenheit 451 to it, with Amazon’s ‘firemen’ gleefully building a funeral pyre for the printed word.


It’s a theory that won’t have been dampened by the company’s decision to name the latest incarnation of its reader the ‘Kindle Fire’ – two words that, spoken in the right tone, can sound more like an incendiary command than a brand name.


In any case, the firm is more than aware of its revolutionary heritage. Amazon’s 2011 advertising campaign for the device featured Voltaire’s original line prominently, followed by the promise that ‘from Kindle, fire is born’ – grammatically dubious, but suitably unambiguous in its ambition.


Contrast this to the Kindle’s main rivals, and you’ll find a stark divergence of naming ferocity. Barnes and Noble’s Nook is simply the word ‘book’ with a different first letter; Toronto-based company Kobo’s eponymous eReader, the Kobo, is ‘book’ with its letters rearranged; while Sony’s offering is known only as the Sony Reader.


Voltaire it isn’t. Given that Apple’s rival software to Kindle is called iBooks, and Google’s called Google Books, you’d be forgiven for thinking that only one company working with onscreen words has any fire in its belly.





5.
Myths and monsters



Bestiaries – literally ‘books of beasts’ – were among the most exquisite written products of the Middle Ages. Lavishly illustrated guides to the animal kingdom, they melded fact and rumour to create mystically charged taxonomies of nature. The whale, or leviathan, was a Satanic creature whose belly represented hell on earth to those whom it swallowed, like Jonah. The bear gave birth to shapeless, eyeless lumps of flesh, then licked them into cubs.


As well as bestiaries’ beauty and spiritual force, their pre-scientific systems of correspondence helped to make a seemingly limitless world comprehensible. Today, in what may seem to be the most rational of realms, we’re seeing a strange revival of this kind of magical thinking and language.


Take the terms we turn to when things start to go wrong with our bright new machines. Viruses, worms, infections, Trojans – the flavour is more medico-mythological than rationally pristine. And its subtexts are viscerally evocative.


A ‘Trojan’, for instance, takes its name from the Aeneid’s Trojan horse, used by treacherous Greeks to gain entry to the city of Troy within a supposed gift, and is a malicious program lurking inside a benign-seeming exterior. More prosaically, ‘worms’ are self-replicating pieces of malicious software that wriggle their way through the internet’s underbelly; then there are computer viruses which, like their biological namesakes, can only reproduce and spread when they are parasitically attached to an existing file or program.


On the other side, meanwhile, we find equally evocative words. Since 1963, useful programs that run in the background rather than under a user’s direct control have been known as ‘daemons’. The term, an alternative spelling of ‘demon’, dates back to spirits found in Greek mythology. But the particular daemon the programmers who coined the term while working at MIT had in mind was a more modern kind of myth: Maxwell’s demon, an entity invented as a thought experiment in 1867 by the Scottish physicist James Maxwell.


Maxwell imagined his demon using its superhuman powers to move individual molecules around within a container, causing them to violate the second law of thermodynamics. As explained by MIT’s Professor Fernando Corbato (in response to an etymological trivia column in The Austin Chronicle, no less): ‘Maxwell’s daemon was an imaginary agent which helped sort molecules of different speeds and worked tirelessly in the background. We fancifully began to use the word daemon to describe background processes which worked tirelessly to perform system chores.’6


Modern computer daemons tend to look after scheduled tasks on networks, answer and redirect emails automatically, or help configure hardware – hardly the stuff of myths. Their ghostly presence within our machines, however, is itself something of a miracle: the arbiters of self-contained worlds, seamlessly ticking over.





6.
Speak, memory



The words we use say more about us than we usually realize. In a sense, they also use us – and never more so than when we’re speaking about what it feels like to be us.


Take an innocuous human term like ‘memory’. The word itself has been with us in English for a good 800 years, arriving from Latin via French (memoria and memorie respectively) in the mid-thirteenth century, with little essential change in its significance for several thousand years.


In 1946, however, memory stopped being a strictly biological business, when it was applied for the first time in history to the memory of something inanimate – an early electronic computer.


Today, using ‘memory’ to describe the physical microchips encoding a computer’s files is as familiar a usage as describing the human process of remembering. It’s also an implicit analogy that has had a significant impact on the way we think about ourselves.


Over the last half-century, computers have become a dominant metaphor for the way we describe our own minds. From talk of processes and calculations to belief in nodes, routines, modules and components, accounts of our brains no longer feature the homunculi of early twentieth-century illustrations, or the metaphysical humours and passions of classical thought. Instead, we turn to the hard drives and circuit boards of digital machines for analogy.


Consider what it means for a machine’s memory to function well. It should be large, free from errors, rapid, searchable, easy to expand or wipe clean, and categorized into comprehensive and unambiguous sections. The bigger, cleaner, brighter and faster it is, the better.


Speak of memory today and these are some of the associations that will be summoned, whatever the context. Yet they bear little resemblance to the architecture of a human mind – in which recall is serendipitous, embedded in a unique personal history, entwined with feelings, places and beliefs, and constantly shifted by the mind’s churning present tense.


Just as steam-powered machinery left its metaphorical mark during the industrial revolution, the language we bring to bear on our own minds is increasingly shaped by computing: from talk of ‘processing’ and ‘downloading’ ideas to acts like ‘rebooting’ our attitudes, ‘reprogramming’ our thinking or even ‘rewiring’ our brains.


We seek to understand ourselves – as we must – with the words we have. In digital technology, we possess a unique kind of mirror for self-reflection; but also an analogy for intelligence to whose imperfections we must remain alert. Computers may help us to remember and to record; but there’s a world of difference between mere forgetting and deletion, or a moment recalled and a moment merely recorded.





7.
Why wiki?



Thanks to the world’s single most successful repository of human knowledge, all of us by now know a little Hawaiian – at least indirectly. I’m referring to Wikipedia, which created its name by bolting the aptly rapid Hawaiian word for ‘fast’, wiki, onto the back half of ‘encyclopaedia’ – the Greek word paideia meaning ‘education’.


There can be few better two-word descriptions for what Wikipedia does than ‘quick education’. But there’s more than this to the story, for ‘wikis’ constitute a far larger category of object than Wikipedia itself – and one boasting an intriguing, if brief, etymological history.


Wikipedia was founded in 2001, and today boasts almost four million articles in English – and as many again in over a hundred other languages. But the idea of a ‘wiki’ goes back to the near-Neolithic web date of 1995, and to American programmer Howard G. ‘Ward’ Cunningham’s vision of a website whose users could rapidly edit all of its pages.


Cunningham dubbed his brainchild WikiWikiWeb. As he subsequently explained in correspondence with an etymologist from Oxford University Press, intrigued at being able directly to quiz a new word’s creator, ‘I chose the word wiki knowing that it meant quick. I also knew that in Hawaiian words were doubled for emphasis. That is, I knew that wiki wiki meant very quick … I was not trying to duplicate any existing medium, like mail, so I didn’t want a name like electronic mail (email) for my work.’7


Since then, Cunningham’s model of communal website building has become a template for millions of sites. It has also, among other things, inspired the unlikely tribute of its own ‘backronym’. That is, an alleged acronym retrospectively derived from its name: ‘What I Know Is.’


Backronyms abound online, other (in)famous examples being the retro-conversion of Yahoo! into ‘Yet Another Hierarchical Officious Oracle’ and Microsoft’s search engine Bing into ‘Because It’s Not Google’.


Yet perhaps the finest historical pedigree for misleading etymologies in technical circles belongs to the notion that SOS stands for ‘Save Our Ships’ or ‘Save Our Souls’. In fact, it was adopted as a distress signal in 1905 simply because of the ease of sending these letters in Morse code via the then-cutting-edge electric telegraph system.





8.
Buffed-up gamers



I’ve been a video games fan for most of my life, and grew up within the dialect of the tribe – a space especially rich in terms (and boasts, and taunts) for winning and losing, and for describing precisely how much better or worse various Elvish enchantments make your character.


When something boosts your powers or status in a game, you talk about getting ‘buffed’ or acquiring a ‘buff’. As you might expect, the term derives from the idea of ‘buffing up’ something to improve its appearance. The phrase originated in English in the late nineteenth century, referring to the practice of using a ‘buff’ or piece of leather for polishing.


A leather ‘buff’ itself got its English name in the 1570s from the term ‘buffe leather’, which originally described buffalo hide – making in-game talk of having a ‘good buff’ equivalent, etymologically at least, to admiring the excellence of a large cow.


The idea of buffing up is easy enough to understand outside of any digital context. Far more esoteric, though, is the term used to describe its opposite: having one’s powers reduced, or being ‘nerfed’.


A pleasantly onomatopoeic word – with hints of both ‘nerd’ and ‘worse’ – nerf is also a young term, tracing its roots to the cult 1997 game Ultima Online. One of the first true massively multiplayer online games, in which tens of thousands of users collaborated and competed together in a medieval fantasy world, Ultima Online also boasted an extremely vocal player community ready to voice loud dissent at any perceived injustice.


At one point in the game’s history its designer, Raph Koster, hosted an online chat to discuss the relative ineffectiveness of weapons like swords in the game as compared to bows or magical spells. Koster promised he would look into the problem of what he called ‘nerf swords’ – a tongue-in-cheek reference to a popular brand of toy foam sword, whose name came from the acronym ‘Non-Expanding Recreational Foam’.8


Unknowingly, Koster had gifted the gaming world a key term – and one that’s now enshrined in its professional vocabulary, with game designers and companies regularly debating how to ‘nerf’ over-powered aspects of a game’s mechanics.


Pleasingly, the nerf circle has also been squared in recent years by the release of several official Nerf-foam branded video games, complete with games console accessories that double as fully functional foam dart guns.


Meanwhile, on an almost-certainly unrelated note, the term ‘nerf’ also refers in George Lucas’s Star Wars universe to a species of alien herbivorous mammal, with ‘nerf herder’ serving as a fond insult during the course of The Empire Strikes Back – a pop cultural pedigree august enough to have had at least one band named in its honour.





9.
Very, very big and very, very small



For the ancient Greeks, a ‘myriad’ was as big as it got. The word is used today to mean a large, undefined (and quite possibly uncountable) quantity of something – but in ancient Greece it referred precisely to the number 10,000, and was the largest single name for a number that existed.


You could multiply myriads, of course, and Archimedes referred to a ‘myriad myriad’ (100,000,000) as part of a work called The Sand Reckoner, in which he set out systematically to calculate how many grains of sand it would be possible to fit into the entire universe.


Archimedes was testing the number system of his era to its breaking point. The figure he eventually came up with for the size of the universe – which reckoned it as around two light years across, in modern measurements – was itself many billions of times too small. Even today, however, technology and human knowledge continue to push at the boundaries of numbers and language.


One recent word is the prefix ‘exa’: an addition to the official International System of Units for naming large quantities.9 Most people are aware that ‘megabytes’ are units of computer storage on a scale of one followed by six zeros (millions), while ‘gigabytes’ are a scale of one followed by nine zeros (billions) and ‘terabytes’ are a scale of one followed by twelve zeros (trillions). Beyond this, however, the terms become increasingly obscure – and recent.


One followed by fifteen zeros has since 1975 had the official prefix ‘peta’, while in the same year the prefix ‘exa’ was established for a one followed by eighteen zeros – the largest officially named international number at that point in history. Both ‘exa’ and ‘peta’ are terms adapted from ancient Greek, in each case by removing a letter from one of the numbers between one and ten. ‘Peta’ is a shortened form of the Greek penta, meaning five, because it denotes five times as many zeros as the basic unit for large numbers, one thousand; ‘exa’ is a shortened form of the Greek hexa, meaning six, because it denotes six times as many zeros as one thousand.


‘Exa’ numbers exist on a scale so huge that the mere stuff of the world around us rarely comes close. Just one ‘exasecond’ is around 32 billion years, more than double the age of the universe. Yet by 1991, it was decided that new terms needed to be brought into use for still larger numbers: ‘zetta’ (a one followed by 21 zeros, based on the Greek for seven, hepta – because it has seven times as many zeros as one thousand – with the deliberate addition of a ‘z’ to avoid duplicating ‘s’ as the first letter of a prefix) and ‘yotta’ (a one followed by 24 zeros, based on the Greek okta, eight, with the use of ‘y’ to avoid the potential confusion of using the letter ‘o’ – which could be read as a zero – to begin a prefix).
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