



[image: Cover]






About the Author


Michael Grothaus is a novelist and journalist. Having got his start over 20 years ago writing for Screen, his work has since appeared in Fast Company, VICE, the Guardian, Litro Magazine, The Irish Times, Quartz, and others. His debut novel Epiphany Jones, a story about the alienating aspects of the internet and sex trafficking among the Hollywood elite, was longlisted for the John Creasy New Blood Dagger Award in 2017. Trust No One is his first non-fiction book.




Trust No One


Inside the World of Deepfakes


Michael Grothaus


[image: ]


www.hodder-studio.com




First published in Great Britain in 2021 by Hodder Studio


An Hachette UK company


Copyright © Michael Grothaus 2021


The right of Michael Grothaus to be identified as the Author of the Work has been asserted by him in accordance with the Copyright, Designs and Patents Act 1988.


All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means without the prior written permission of the publisher, nor be otherwise circulated in any form of binding or cover other than that in which it is published and without a similar condition being imposed on the subsequent purchaser.


A CIP catalogue record for this title is available from the British Library


Hardback ISBN 9781529347975


eBook ISBN 9781529347999


Hodder & Stoughton Ltd


Carmelite House


50 Victoria Embankment


London EC4Y 0DZ


www.hodder-studio.com




For my dad.




CONTENTS


About the Author


Title Page


Copyright


Dedication


Prologue


Where’s All the Chaos?


Chapter One


The Forger and the Inspector


Chapter Two


Here Come the Shallowfakes


Chapter Three


Never Is a Lot Shorter than It Used To Be


Chapter Four


Deepfakers for Hire


Chapter Five


Deepfaking for Likes and Profit


Chapter Six


The End of History


Chapter Seven


The End of Trust


Chapter Eight


The End of Death


Notes


Acknowledgements




Prologue


Where’s All the Chaos?


On Tuesday, 3 November 2020, shortly after 11 p.m. on the East Coast of the United States, the first network declared the winner of the 2020 presidential election. President Donald J. Trump had been reelected for a second term.


The call from the first network was followed by a similar call from another network minutes later. By quarter to midnight, all three major national broadcast networks and the three major cable news networks declared President Trump the winner, beating Democratic hopeful Joe Biden by the narrowest of margins in critical swing states, including Arizona, Florida, Minnesota and Pennsylvania.


The outcome of the 2020 election was a devastating blow to those on the left hoping that the immense suffering 2020 had brought, with the global Covid-19 pandemic leading to historic deaths and unemployment in the country, might be enough to convince the all-important undecided voter that a change in leadership was needed. And throughout the summer and into the fall of 2020, that hope seemed justified. According to most polls, Biden led by an adequate margin in critical swing states. Despite the fact that the country had never been so polarised, it looked like his appeal to undecideds was enough that, provided no significant missteps, Biden simply needed to coast to the 3 November finish line to win it.


But everything changed with that late October surprise.


The video first appeared on Facebook ten days before the election. It was posted to the page of a small group of Pennsylvanian deer hunting enthusiasts, before being copied and shared among other, larger, hunting groups on the platform. From there, the video made its way onto the page of a popular Second Amendment Facebook group, where it exploded. Within the hour, it was shared over half a million times. By the end of the day, after being reposted to Twitter, the video had racked up close to twenty million views.


The footage was damning – all twelve seconds of it: it showed Joe Biden, clearly in frame, surrounded by a huddle of advisors. It was obvious one of the group was recording the meeting without the knowledge of the presidential-hopeful. In the Dutch-angled clip, a tough, steely-eyed Biden glared at someone out of frame. Giving a grim nod, Biden said the words that would ultimately cost him the election: ‘America’s gun violence is too great. The day I’m sworn in, I’m signing an executive order confiscating and banning all firearms.’


The video was what media and cybersecurity experts had long feared. And it was, of course, fake. A deepfake, to be precise. Created, virtually out of thin air, by artificial intelligence. Yet, despite its insincerity, it was good enough for its intended purpose. It was almost 24 hours before the first media outlet confirmed its inauthenticity. Additional media outlets followed the same day. Yet still, other media, those more sympathetic to President Trump’s reelection campaign, having already reported on the faux scandal, never followed up with clarification that the video being shared on social media, and in texts and private WhatsApp groups across the country, was indeed fake. And, by the time of the election the following week, that adequate margin Biden had led with throughout autumn evaporated by election night as enough undecideds, still believing the deepfake real, flipped to Trump, and pro-gun advocates turned out in record numbers.


Now, none of what I’ve described so far, thankfully, actually happened. There was no deepfake of Joe Biden that went viral and cost him the election. The Democratic contender did have a hard-fought campaign, but he came out victorious. And des­pite Trump, his enablers and a group of insurrectionists trying to stop Biden from being sworn in by almost all means necessary, Joseph R. Biden did become the 46th president of the United States at noon on 20 January 2021.


Yet, in the years running up to the 2020 election, you could be forgiven for fearing that a deepfake could very well alter the course of history. There certainly was no shortage of headlines warning of such an impending calamity. Just take this selection from various publications:


‘Deepfakes threaten the 2020 election.’1


‘Will Deep-Fake Technology Destroy Democracy?’2


‘Putin developing fake videos to foment 2020 election chaos: “It’s going to destroy lives.”’3


‘Fake news is about to get so much more dangerous.’4


‘The 2020 campaigns aren’t ready for deepfakes.’5


‘‘Nightmarish’: Lawmakers brace for swarm of 2020 deepfakes.’6


‘Top AI researchers race to detect “deepfake” videos: “We are outgunned.”’7


‘Deepfakes are coming for American democracy. Here’s how we can prepare.’8


‘“Deepfakes” called new election threat, with no easy fix.’9


‘Fake videos could be the next big problem in the 2020 elections.’10


‘US Intel agencies warn about Deepfake video scourge.’11


‘The sinister timing of deepfakes and the 2020 election.’12


‘Deepfake Videos Set to Wreak Havoc.’13


Pretty alarming, right? But the thing is none of what those headlines warned of – all written between 2018 and 2020 – came to pass. Deepfakes didn’t threaten the 2020 election. They didn’t destroy democracy. And Putin did not, as far as we know, release a single deepfake that caused chaos. In short, there was no ‘nightmarish’ deepfake ‘havoc’ as these headlines portended and cybersecurity experts feared.


So, what happened? Or rather, what didn’t happen?


It’s an important question with a complex set of answers, which is no surprise because everything about deepfakes is complex (except, unfortunately, for the expertise needed to create them).


Those headlines, while alarmist, certainly didn’t warn of scen­arios that were outside the realm of possibility. As a matter of fact, the only thing we can say with certainty about any of those articles is that what they warned of hasn’t come to pass – yet.


But things are definitely heading in that direction.


In fact, we are in the middle of emptying out a great big Pandora’s Box of this novel technology, with its reality-altering powers. I say ‘Pandora’s Box’ because while deepfake technol­ogy is one that can – and already has been used to – cause great personal harm, it is also a technology that will extraordinarily impact everything from politics to entertainment to healthcare – and perhaps to even death itself.


See? I told you it was complex.


And that complexity – that extraordinary, terrifying and, frankly, awe-inspiring complexity of deepfakes, those creating them, and those whom the technology has already impacted and will impact (including myself) – is what this book explores. It’s an exploration of the very real, human side of this fabricated wonderland. And it’s an exploration that will take us from Phoenix, Arizona to Mumbai, India to Ibaraki Prefecture in Japan, to some of the darkest diasporas on the internet. In the process we’ll meet everyone from a queer Muslim filmmaker to a beautiful motorcyclist with a head of hair beloved by all, to a secretive celebrity pornographer for hire and a successful eco-conscious fashion influencer with some godlike abilities.


The common thread between them?


Deepfakes, of course.




Chapter One


The Forger and the Inspector


At its most basic, a deepfake is media – usually video, but it can be only audio, too, or a combination of both – that has been altered using artificial intelligence and machine learning techniques. This altered media deviates from the original to depict an event that, in reality, never happened – and its only limitation is the deepfaker’s imagination. You could make a deepfake that shows something clearly fantastical, such as Martin Luther King, Jr dunking in place of Michael Jordan in the final game of the 1997 NBA Championships – 29 years after the civil rights leader was slain. It could be for a bit of light entertainment, like making Lady Gaga wish your sister a happy birthday on WhatsApp. Or, much more worryingly, you could create something that is meant to be passed off as a factual event. An event showing, say, a presidential hopeful saying something that will irreparably damage their election campaign. It’s easy enough to imagine the delightful series of videos you could conjure up at your whim – and I do mean you: this technology is easy enough to get hold of and even easier to use. But it is in that third scenario – the deepfakes specifically designed with ill intent to trick people into thinking the video playing before their eyes is authentic – where the danger lies. But we’ll get into that later.


Before the advent of the technology that underlies deepfakes, any of these examples could have been created using the traditional CGI techniques we’re all so familiar with that Holly­wood has used in its tentpole blockbusters for almost three decades now. Yet, such conventional techniques to ­manipulate video – even ten seconds of altered footage – have always relied on massive amounts of money, time, and, most importantly, talent in the form of a team of skilled artists proficient in animation and computer graphics. Creating something that was believable, even unidentifiable from reality was, for the most part, out of reach to you or I.


Enter deepfakes.


The power of deepfake technology lies in its ability to pull off ultra-realistic alterations to authentic media in a fraction of the time standard CGI takes, at virtually no cost, and without any artistic or computer graphic skills required. In fact, all you need to create a deepfake is the right software – which is freely available on the internet – and access to a computer with a moderately powerful graphics card, which you can rent remotely via the cloud right from your cheap $300 laptop – no dedicated purchase needed. Throw in a video that you want to alter and have enough images of the person you want to deepfake into the video, and the software will blend everything together for you. And then voila! You’ve just created a realistic deepfake. Though it sounds so simple, perhaps it is this ease with which deepfakes can be created that perfectly exemplifies what makes them so impressive – along with their massive potential to be all at once terrifying, fascinating, and awe-inspiring. Which is what, of course, drew me in to it in the first place.


Deepfakes seem, on the surface, like magic – or black magic, perhaps. But a clue to the underlying technology that enables deepfakes lies right in the ‘deepfakes’ name itself. It’s a portmanteau – derived from the term ‘deep learning’ and the word ‘fakes’. While the ‘fakes’ part is obvious, the ‘deep learning’ part is what hints at what is truly going on beneath the surface: artificial intelligence.


Deep learning is a type of machine learning – one of the main techniques that powers artificial intelligence. Deep learning is a vital tool in the field of computer vision, where computer systems are tasked with identifying subjects in videos and photos and is used in everything from self-driving car and ­facial recognition systems to the apps on your smartphone that automatically tag your friends in pictures.


While traditional machine learning uses layers of algorithms to process data in order to automatically carry out specific tasks using that data (such as identifying people or objects in videos) and can become more proficient at carrying out those tasks over time with guidance or tweaks to its algorithms from a human engineer, deep learning is a more advanced form of machine learning that gets better at a task by teaching itself how to improve – how to tweak its own algorithms – without involving a human in the process. Thanks to this deep learning ability, a self-driving car’s computer systems or a facial recognition system gets better on its own at identifying people and objects with the more of them it sees. Given how remarkably powerful this technology is it’s no wonder that storylines of rogue AI systems litter popular entertainment. After all, the idea that you can leave a machine to its own devices – just set it on its way and trust it to do what it concludes is best – is, well, unsettling.


Without going too in-depth into the tech side of things, deep learning accomplishes its self-improvement on the deepfakes front, essentially, by using tools known as generative adversarial networks (GANs), designed circa 2014 by a 29-year-old computer scientist named Ian J. Goodfellow and his team of researchers at the Université de Montréal.14 A GAN is a framework that pits two artificial neural networks (ANNs) against each other. For our purposes of understanding deepfakes, these two ANNs can each be considered an individual AI. The GAN, then, pits one AI in a game against the other. In the runup to that game, each AI is first given access to the same dataset. In the case of deepfakes, that dataset is a collection of authentic photos of a person about whom a deepfaker wants to create a falsified video. Both AIs review this dataset of authentic photos – the more photos, the better – which teaches, or ‘trains’, each AI what a real photo of that person looks like.


Then the game begins: one AI is given the role of a forger, and the other the role of an inspector. It’s then the job of the forger AI to create a fake photo from scratch – a deepfake – of the subject, based on what it knows of the person from the dataset of the authentic photographs, that can fool the inspector AI into thinking it’s a real photograph of that person.


Once the forger AI has created its first forgery, it shows this photo to the inspector AI, who then needs to mark it as either authentic or fake. If it’s the first forged photo – or even among the first thousand forged photos – the inspector AI should easily be able to tell the photo the forger AI is showing it is a fake. But here’s where the magic of the self-learning among deep learning systems comes in: every time the inspector AI marks a forged photo as fake, the forger AI reviews the aspects of that forgery, which naturally wasn’t good enough to fool the inspector AI, looks back over the dataset of the authentic training photos, identifies what’s different between the two, and then tries to fool the inspector AI again with another, improved forgery.


This process of attempted trickery is played out thousands and thousands of times. And with each forged photo rejected, the forger AI only gets better at knowing where it needs to improve. As it improves, the fake photos it generates become more realistic until, ultimately, the forger AI finally generates a fake photo that tricks the inspector AI into thinking it’s the real deal – that is, thinks it’s a genuine photo from the original training dataset. It is when this happens that the forger AI can realistically create a photo – a deepfake – of the subject in the original dataset. The game has been won. And from there, the forger AI has the skills to create as many realistic images of the person as needed and can then easily apply their likeness onto a video (which is essentially a series of still photographs), showing that person doing whatever the deepfaker wants them to.


It’s important to note that, in its genesis, a deepfake requires both a trained AI that can generate thousands of forged photos of the subject’s face in an almost infinite range of possible expressions, as well as an original video of someone else that that forged face can then be overlaid and mapped onto. Current technical limitations do not allow deepfake software to generate everything seen in a deepfake video, such as the person’s entire body or their surrounding environment, which is why an original video is required to act as a canvas for the deepfaker. For now, at least.


In our Martin Luther King, Jr scenario, for example, deepfake technology, and general computing processing power, doesn’t yet have the capabilities to easily generate everything in our scene from scratch: the basketball court, the screaming fans, the other players, the ball and an MLK with Michael Jordan-like abilities. Instead, a deepfaker would first select a real video of the actual Michael Jordan dunking, then train deepfake software on a dataset of actual images of Martin Luther King, Jr and the Michael Jordan from the video. The deepfake software would then overlay the forged imagery of MLK’s face onto Michael Jordan’s face in the original video – including matching the fake MLK’s expressions frame-by-frame to that of the real Michael Jordan’s expressions to give our synthetic MLK physical authenticity based on the context of the scene.


But it’s also important to note three other things about the capabilities of deepfake software. First, within the decade, computing power and artificial intelligence will have advanced so much, deepfake software will most likely be able to easily render completely fabricated, photo-realistic scenes of anyone doing anything anywhere without any real-world footage needed as the canvas to manipulate. I find this as exciting as it is frightening.


Second, such capabilities aren’t needed for deepfakes to have a staggering impact on our world right now. The current ability of deepfake software to easily create realistic faces and map them onto subjects in existing video is more than enough to create falsified media that can pass as authentic today – and, potentially, wreak havoc in people’s lives, as we’ll soon see.


And third, though current deepfake software is more than capable of creating realistic faces that can be mapped onto another person’s body, many such deepfakes don’t even need to alter an entire face. A deepfake video where a deepfaker wants a politician to be caught saying something they, in fact, never said, as our earlier example shows, only requires authentic existing footage of the politician. Because that politician already has the face the deepfaker wants, the deepfake software can simply be tailored to change the politician’s lips and underlying facial movements. Combine those subtle changes with deepfaked audio of the politician’s voice and you have the fabricated video you wanted without having to recreate the target’s entire face anew. Imagine all the things a video like that could be used for.


At this point, you may be thinking you’re not the type who would ever use deepfake software – that all this stuff I’m talking about is so far away from you and your life. But the reality is that you (or your children, at least) may have already been using the technology for years. Almost as soon as Goodfellow and his team published their GAN work, others in the tech sector began iterating on or creating similar computer vision processes to be used in their own products. One of the first consumer applications of deepfake technology was seen in an app released just the following year, in December 2015.


Face Swap Live15 was the first mainstream smartphone app that launched the craze and allowed smartphone users to swap faces with friends or family members in real-time by pointing their smartphone’s camera at themselves. The app allowed them to record these face swaps and then post short clips of the spectacle to social media. Despite the relatively low quality of the face swaps compared to today’s deepfakes, such clips soon went viral, and were even showcased on morning talk shows. This was effectively the first time in history the general public became acquainted with deepfake technology – and many couldn’t get enough of the oddly funny videos. This included an old college friend of mine who had worked as a VFX specialist in Hollywood for close to fifteen years at the time. Over the holidays, just after Face Swap Live launched, he texted me a face swap involving him and his wife.


‘Have you heard about this new app?’ he wrote alongside the video featuring their smiling transplanted faces. ‘It’s AI, apparently.’


I told him I had heard about it, and it was a great example of the maturing field of computer vision. But I don’t think my friend thought there was anything ‘mature’ about the technology – not based on the slightly gelatinous look of the swapped faces in the video he’d sent me.


‘I think my job is safe for now,’ he replied along with a laughing emoji.


Well, the ‘for now’ part was right.


Shortly after the deepfakes created by Face Swap Live users went viral, other, more prominent companies moved into the burgeoning face swap arena. No less than two months after Face Swap Live debuted on the Apple and Google app stores, social media giant Snap introduced the ‘FaceSwap’ lens into its Snapchat app, in February 2016. Their lens worked almost identically to Face Swap Live but gave Snapchat users the ability to create and post face swaps from within the Snapchat platform itself without requiring a third-party app. Given Snapchat’s base of, at the time, over 150 million young, plugged-in, tech-savvy users, Snapchat’s inclusion of its FaceSwap lens propelled deepfake technology to new heights.


From the United States to Nigeria to Japan, and back again, face swaps swept across the globe like never before thanks to these two apps. It was almost impossible to view my social media feeds without seeing the fabricated videos. Everyone from tech blogs to respected publications like The Washington Post16 were writing about the new craze – I was writing about the new craze. Needless to say, the world’s biggest celebrities and influencers soon joined in on the trend, too, posting their own face swaps online and garnering millions of likes in the process. And, by the end of 2016, barely a year after Face Swap Live debuted, Apple announced it was the second best-selling paid app on the App Store.17


The world had fallen in love with deepfakes without ever even questioning the technology behind them.


But while the face swap craze was all the rage on smartphones in 2016, by 2017, an entirely new breed of deepfake creator popped up, bringing with them even more evolved types of deepfake content. Far from just your average smartphone user swapping their own faces, these creators were individuals who took the time to learn about the underlying GAN technology and taught themselves to use burgeoning desktop deepfaking software to train their own datasets, allowing them to swap the faces of not themselves, but Hollywood actors, into famous movies they’d never starred in.


Soon YouTube was packed with dedicated channels maintained by content creators uploading the ‘fancasting’ deepfakes they created. There’ve been fancasts of Nicolas Cage deepfaked into the role of Neo in The Matrix (sorry, Keanu), Michael Jackson replacing Jonny Depp in Charlie and the Chocolate Factory and Tom Cruise replacing Robert Downey, Jr in Iron Man. Other deepfake fancasts included Jim Carrey replacing Christopher Lloyd as Doc Brown in Back to the Future and a young Harrison Ford replacing his real-life replacement, Alden Ehrenreich, in the Star Wars prequel Solo: A Star Wars Story.


Speaking of Star Wars – and underscoring just how rapidly deepfaking software had advanced in the few short years since the release of Face Swap Live – in January 2018, a popular YouTube deepfaker, by the name of Derpfakes, posted a deepfaked clip he made of Princess Leia from the 2016 film Rogue One: A Star Wars Story. While a box office hit, one of the main complaints about Rogue One was that although Disney spent months and millions on traditional CGI techniques to place the digitally replicated face of a young Carrie Fisher onto a stand-in for one of the final scenes in the film, the end result came off looking . . . not quite right. The filmmakers hired Norwegian actress Ingvild Deila18 whose facial features – her chin and cheekbones – were almost identical to that of Fisher’s when she shot Star Wars in 1976. They painted Deila’s face with motion-capture dots and painstakingly shot the new scene from precise angles. Lucasfilm’s Industrial Light & Magic (ILM) then took over. The expert team of computer artists, including modellers, animators and digital texture and lighting experts, worked night and day to create a computer-generated digital replica of Fisher’s face to overlay onto Deila’s.


Though the cutting-edge CGI techniques ILM used ostensibly ticked all the correct boxes, it took a lot of time, money and talented manual labour to get a young Fisher back into the role of Princess Leia. Yet despite all that, the digitally recreated Leia’s final on-screen presence still made many in the audience, myself included, feel disturbed. There was this sensation that we couldn’t shake, commonly known as the uncanny valley effect, the disconnect between what we see and what we feel when we look upon something that is designed to look nat­ural but isn’t. Somehow, our minds know that something about the superficially natural-looking thing is not quite right. As for the CGI’d Fisher in particular, there was something about the face – an eerie lifelessness embedded within its realistic facade – that, far from being enthralling, was simply unnerving.


That’s where Derpfakes’s YouTube clip comes in. Created just thirteen months after the release of Rogue One – and using freely available desktop deepfake software – Derpfakes deepfaked the real, young Carrie Fisher’s face onto ILM’s computer-generated face. The results were unexpected – and impressive. Derpfakes’s deepfake of Fisher appeared more natural-looking and didn’t produce the same uncanny valley effect – astonishing considering all the tech, time, and money Disney had thrown at professional CGI artists to bring a young Fisher back to the silver screen. As Derpfakes noted in his deepfaked clip’s description, ‘keep in mind this fake was done on a standard desktop PC and completed in the time it takes to watch an episode of [T]he Simpsons’.19


How easy would it have been for you, or me, to do the same?


It turns out, incredibly so. Unlike the software developer or hacker tropes that we’re all familiar with, a deepfaker could literally be you, me or your average person working in the café opposite you. While the code underlying deepfake software might not be decipherable without an advanced understanding of computer science, deepfake technology’s power lies in the fact that anyone can wield it regardless of their computing comprehension. It’s this universal accessibility that has always been a fundamental promise of artificially intelligent tools. And while some might find that unnerving, there’s nothing inherently scary about the idea that technology is available and accessible to most. In fact, I’d say there’s something almost utopian about that idea. After all, no technology is inherently bad. That’s just a fact.


Yet when you consider the scope for what could be achieved and look back over history at the various instances – and there are sadly far too many to name – where technology has been perverted and used for cruel ends, suddenly, the idea that anyone can wield deepfake technology sounds less ideal and more sinister. And it cannot be denied that deepfake technology can certainly be used to do bad stuff, as we’ll see very soon, even when there isn’t any conscious intent to do harm.


As desktop-powered Hollywood face swaps were becoming all the rage on YouTube, deepfake face swap technology on smartphones wasn’t letting up either. As face-swapping apps grew in popularity, their numbers – and the quality of their deepfake powers – also rapidly improved.


In January 2017, a new deepfake-powered app hit the Apple App Store, followed by the Google Play Store a month later. Called FaceApp, the underlying technology powering the app was essentially the same as that powering Face Swap Live: it used artificial intelligence-powered neural networks to alter a user’s face. However, instead of swapping the user’s face with another’s, FaceApp’s tech allowed users to alter certain characteristics of their own face. After uploading a selfie via the app, users could then select from tens of filters capable of changing their appearance. Such deep learning-powered filters en­abled FaceApp users to age their selfie up in years to see what they might look like as an elderly person, de-age themselves to look younger, alter their hairstyles, and even change their gender. Keep in mind these filters were not simply layering special effects on top of the uploaded selfies, they were using complex deep learning processes to actually alter the selfies pixel-by-pixel. Other filters allowed users to tweak just one aspect of their uploaded photo, for example, turning a frown or a neutral set of lips into a big smile.


This was deepfaking for self-improvement.


But with the ever-increasing popularity of deepfake-powered apps came the first signs of controversy.


In April 2017, just months after FaceApp launched, users noticed something about one of the app’s filters. Origin­ally dubbed the ‘hot’ filter, when applied to a selfie the user uploaded, it would use its complex deep learning algorithms to make the person look, ostensibly, more attractive. However, what users soon noticed was that this ‘hot’ filter, when applied to selfies of people of colour, lightened their skin to make them look whiter. Additionally, it gave them more European-like features by making other deep learning-powered alterations to their face, such as narrowing the user’s nose. Needless to say, the app was soon accused of racism.


FaceApp’s developers moved quickly to address these claims, saying the whitening and European-ising of dark-skinned individuals were not intentional; that it was, in fact, the fault of the deep learning underpinning FaceApp’s software. Now, usually a developer blaming racist behaviour on the app’s code and not themself would be laughable. It would be like a writer blaming the pen for a racist rant. But in this case, it happened to be somewhat true.


Unlike traditionally coded apps, where developers write every line of code that specifically instructs an app what to do, apps that rely on deep learning, as we’ve seen, teach themselves what to do. FaceApp’s creators didn’t instruct the app to lighten dark skins – the app taught itself to do so because of the study materials its neural networks used. In FaceApp’s case, at the time, its software had been taught with images of predominantly light-skinned people; the developers had neglected to use a diverse training set from which the AI could learn – and this, of course, had the unintended effect that the app ‘believed’ that the norm among all people was lighter skin – because that’s the shade of skin most people had in its training set. Because of that, FaceApp’s deepfake software thought that to make someone hotter – to make them ideal – you needed to make their skin lighter, too, since, to FaceApp’s deep learning algorithms, that’s how skin was supposed to look.


This ‘training set bias’, as FaceApp’s founder and CEO called it at the time, isn’t limited to FaceApp or even deepfake software in general.20 Any computer vision systems that rely on deep learning can be inadvertently fed racial biases based on the image datasets used to train them. There have been multiple cases of facial recognition software used by police, for example, that has been found to be biased against Black people, returning more ‘false-positive’ results for persons whose skin is darker.21 This is likely because the datasets used to train that facial recognition software does not have enough racial diversity. Though the intention of racism wasn’t actively coded into the software, the software works as trained. The people who provide the datasets that train the software need training themselves in selecting more inclusive and representative datasets to begin with.


After the ‘hot’ filter uproar, FaceApp quickly altered the filter to exclude the lightening of the skin and renamed the filter ‘spark’ so as to not imply any positive connotations to the deepfaked changes made to the selfies. Shortly after that, the spark filter was removed from the app entirely. Yet this incident hasn’t stopped various iterations of essentially the same problem popping up time and again across a variety of apps and filters. Human judgement has always been, and will always be, occasionally suspect. Particularly when things are moving at such a fast and, dare I say, exciting pace, which causes us to act first and consider the consequences later.


I’ve written about the tech industry and its effects on our world for long enough to know that there are some years where technological advancements seem to move along at a glacial pace. Yet there are other times where a technological breakthrough is so revolutionary it seems to catapult us ten years into the future in a matter of hours (the commercial internet and the release of the original iPhone are two such instances that come to mind). For individual apps, this rapid advancement is even rarer – but it happens. Yet such advancements – no matter how well-intentioned – can lead to unexpected suffering.


In February 2020, a new deepfake app called Reface22 hit the app stores. Like its predecessors, Reface relied on deep learning technologies to deepfake users’ faces onto other people. However, Reface was leaps and bounds ahead of traditional smartphone deepfake-powered face swap and filter apps. This was for two crucial reasons.


First, Reface took a cue from the popularity of the fancasts deepfake content creators posted to YouTube of Hollywood actors starring in films they never did. Seeing how frequently these altered movie clips went viral, the Reface team likely realised their app could be a hit if it could allow users to deepfake their faces over the faces of actors in popular movies – fancasts starring you as Iron Man instead of Robert Downey Jr (or fancast-favourite Nicolas Cage).


And this is precisely what Reface does. Users can insert their own face over the faces of actors in clips from popular television shows like Game of Thrones or Marvel’s films and other Hollywood blockbusters, as well as over the performers’ faces in World Wrestling Entertainment matches, and even over the faces of musicians in their hit music videos. Thanks to its deepfaking tech, Reface lets its users be A-listers, pro athletes, and Billboard music stars – no acting, athletic, or musical talent (or computer graphics talent, for that matter) required. No wonder the app’s tagline is ‘be anyone’.


The second reason Reface was leaps and bounds beyond other smartphone deepfake apps has to do with the first: the video clips. Before Reface, in order to deepfake a person into the role of a character in a movie, as YouTube fancasting deepfakers had been doing for years, you needed desktop deepfake software and a moderately powerful graphics card, along with a large dataset of the face of the person you wanted to deepfake into the video (such as hundreds of images of Johnny Depp’s face if you wanted to insert him into Hugh Jackman’s Wolverine role in Marvel’s X-Men). The amazing thing about Reface was that the app didn’t require large datasets of the person to be deepfaked into the movie clip – it just required a single photo of the user – and bam! – they’re suiting up as Wolverine.


This staggering capability is both a testament to Reface’s team of machine learning engineers as well as to how far deep learning techniques had advanced in a few short years in general. In 2016 you needed at least hundreds, if not thousands, of photos of a person to train deepfake software on so it could reach a level of forgery good enough to insert them into a falsified video realistically. By 2020, you just needed a single selfie taken with your smartphone. Think of where we’ll be by the next election cycle . . .


And the thing is, Reface was accomplishing these single-photo-dataset deepfakes refined to a level of quality that would have been simply unbelievable just four years earlier. Though revolutionary at the time, Face Swap Lives’ deepfakes from 2016 often looked blurred or pixelated – sometimes a face swap even looked like half-baked cookie dough with melted eyes and a mouth pasted on. No wonder my Hollywood VFX specialist friend dismissed them. Yet by 2020, Reface boasted the creation of ‘hyper-realistic’ deepfakes . . . with just one selfie.


And because of this stunning evolution, once again, the world went crazy for deepfakes. Reface’s ability to easily and realistically swap your face into not just a random video but a Hollywood blockbuster brought a new wave of attention to deepfake tech – along with tens of millions of app downloads by users from all walks of life – including many of the very celebrities the app let users deepfake their own faces onto. No wonder the company proudly boasted, ‘Britney is Refacing, Snoop is Refacing, Miley, Justin. It looks like the whole world is obsessed with the thing we created.’23


Indeed.


But with this new deepfake hyper-realism Reface delivered came something more sinister – more so than the digital ra­cism controversies of previous apps. And this sinisterness makes those headlines we saw earlier seem less hysterically alarmist and more prophetic. To understand what I mean by that, we need to explore what happened when Reface’s deepfake capabilities were used to intentionally harm another human being. In other words, it was weaponised.


The first time I met an openly gay person was in 1998, during my junior year of college. I was 21 at the time, and the fact I hadn’t met an openly gay person until then can be attributed to both the era I grew up in and where in the country I grew up. I was born and raised in the Midwest, which was then – and still is – one of the United States’ more conservative and religious regions. Though the gay rights movement in the United States had been going on since the 1960s, predominantly on the coasts, an openly gay person in the 1990s’ Midwest was still a rarity – at least in the suburban circles I had been slotted into.


We became good acquaintances, friends even, always sharing a beer and a conversation at whatever dormitory party we happened to bump into each other. We were admittedly an odd duo – different sexualities, different majors, different economic and political backgrounds. Not the type of people you’d think would have much genuine interest in what the other had to say – especially at that age. But our bond began when we discovered we had a sort of shared history: that of bullying.


My friend had come out years earlier during his senior year of high school (something exceptionally courageous at the time and for his age – it was virtually unheard of back then). But almost immediately, the bullying started. In the halls of his high school, he went from being celebrated – having been a star jock on the football team – to enduring subtle, and at many times, not-so-subtle calls of ‘fag’, ‘homo’ and ‘dick muncher’ while going from one class to the next. Virtually no one sat near him in the cafeteria any more; people laughed at him – behind his back, when not openly to his face. Conversely, the cheers from his teammates when he scored a touchdown were quieter from then on. Truthfully, he confided to me years later, he regretted coming out that early because of what it had cost him.


Me, on the other hand, I had nothing to come out about. I spent my first three years of high school being known as the fattest kid in school – not something you could exactly hide, though I would have loved to have been able. So, it was my size that brought the behaviour my friend described. I was called names, picked on, ostracised. I ignored it the best I could, waiting in anticipation for the final bell of each day to ring so I could escape my torment till the next morning. I’d never spok­en to anyone about the bullying before, until I met this friend years later in college, so part of me had believed that my suffering was as unique as my size had been. But finally speaking to my friend about our experiences, I realised that, though the reasons someone is bullied are often vastly different, the type of suffering one feels – the humiliation, the shame – is universal.


But the funny thing is, as I’ve gotten older and technology has advanced, I’ve often found myself oddly grateful for the time period in which I was bullied. In the 1990s, the bullying ended with the school day. Today, with the internet and smartphones, and social media, bullied people often have no respite from the abuse. Bullying has gone digital in the twenty-first century, and it can be relentless, following you everywhere, attacking you at any time.


Now, thanks to deepfakes, it can be more egregious than ever.


Faraz Ansari is a 34-year-old writer and filmmaker from Mumbai, India. Like my friend from college, Ansari was born gay, grew up gay and came out as gay when they were young – and they were relentlessly bullied for it (Ansari identifies as non-binary and prefers gender-neutral pronouns).


Arguably though, Ansari probably had it even worse than my college friend did. By the mid-90s, when my friend came out, many social norms in the United States had been moving in the right direction for years. While it was still unheard of for most teens to voluntarily come out back then, especially where I grew up, the United States’ acceptance of LGBTQ+ peoples was advancing, however slowly.


The same could not be said for the culture Ansari grew up in. Not only was Ansari raised in India, which until as late as 2018 still criminalised homosexual acts (as of the time of writing, the country still does not recognise same-sex marriage), but they were also raised among the Islamic faith, which, historically, has seen homosexuality as a grave sin. In some Islamic-majority countries (which India is not), homosexuality is punishable by death.


‘I went to an all-boys school in Bombay [Mumbai],’ Ansari recalls, ‘and, you know, there’s this constant sort of laughter that we as queer people keep hearing in the background every time you pass by, every time you walk inside the room there’s this background laughter that one just keeps hearing over and over and over again.’


Tales of those old taunts Ansari received growing up as an openly gay Muslim in India – it’s sadly the type of story I’ve heard all too often. But even though Ansari’s schooldays are long gone, that laughter, that mockery and abuse have found new avenues and forms through which to present themselves thanks to the ease of cyberbullying and, as of 2020, deepfakes.


As a filmmaker, Ansari has a public persona many queer people lack. And despite their religious background, Ansari’s not afraid to be open about their sexuality. Not only that, Ansari’s very work as a filmmaker does not shy away from that identity – it embraces it. Ansari’s films explore and celebrate the queer distinctiveness they share with so many others. Yet it’s Ansari’s embrace of who they are in both their personal and professional life that’s the reason they are still so often on the receiving end of abuse and bullying from the intolerant.


In February 2020, the trailer for Ansari’s latest film, Sheer Qorma, debuted online. The film explores the relationship between two protagonists – one of them queer, Sitara (played by Swara Bhaskar), and one of them non-binary, Saira (played by Divya Dutta), both of whom also identify as practicing Muslims. The story is one of acceptance and identity and, for many, the trailer may have been their first exposure to the concept of people who identify as non-binary. In the trailer, Saira explains to a confused family member of their lover, Sitara, why Sitara refers to Saira as ‘they’.


‘I identify as non-binary. So my pronouns are gender-neutral. They, them, theirs,’ Saira explains to the bewildered and unsympathetic family members. The intensity of the scene is powerful, and the remaining two minutes of the trailer shows the societal and familial struggles and conflict Saira and Sitara continue to encounter during the film due to the widespread stigma against homosexuality in India.


But that conflict and stigma were not limited to the film’s story itself. Almost as soon as the trailer went live, Ansari tells me the hashtag #BoycottSheerQorma trended on Twitter. Yet, the calls to boycott the film were hardly the worst of the messages received. Soon, Ansari says they began getting an intense amount of hate on Twitter, Instagram and in their DMs. Those messages included threats of death, with many saying, ‘we want to kill you’, ‘we want to murder you’ and ‘we want to throw you off the roof’. Others said, ‘If you step out of your house, you want it.’


By August, the bullying and threats Ansari received had taken a new turn. One day they opened the Instagram app to find new DMs waiting. These messages featured more of the same textual abuse and homophobic slurs Ansari was sadly all too familiar with, but they also contained something new: videos of Ansari’s face superimposed on scantily clad lingerie models and other sexualised women.


Their bodies. Ansari’s face.


It was Ansari’s first exposure to deepfake cyberbullying.


Ansari’s tormentors created the deepfakes with ease. They used the Reface app, distinguishable by its watermark in the videos. The bullies merely selected source clips of scantily clad women and then uploaded an image of Ansari’s face into the app, one taken from Ansari’s Instagram account. Along with the deepfakes were homophobic smears and threats proclaiming ‘watch this go viral’ and ‘watch how we are going to make you lose your dignity’.


The bullying I had experienced in high school suddenly felt tame in contrast to the videos showing up in Ansari’s DMs. Words and fat jokes hurt, but this . . .


‘Initially, I was ignoring it,’ Ansari says. ‘I was ignoring it, but after a point, it just gets to you, you know? It just comes to you, and it haunts you, and it gnaws at you, and it just makes you so goddamn uncomfortable.’


That gnawing discomfort took Ansari back to the traumatic experiences of the bullying experienced in their youth simply for being queer – that incessant laughter and mockery heard over and over and over again during their Bombay schooldays. But this was worse than historic sins.


‘When things are done without your consent, especially to do with your face – because your face is really your identity . . .’ ­Ansari says. ‘That’s really affected me in a very different way, in a way that I was not really ready for.’


Though we’re speaking on the phone thousands of miles apart, I can hear the change in Ansari’s voice. Something about it reminds me of old conversations at dormitory parties.


‘Visually seeing yourself on a body that does not belong to you, created without your consent, then that being sent across social media – it really puts you in a spot that I really didn’t ever imagine myself to be in. And it continues to be very traumatic.’


Given its impact, you might assume that when Ansari saw the first deepfakes sent by the cyberbullies, they might have been confused by what their eyes were viewing. Or at least confused by the process used to create the falsified clips. But Ansari wasn’t perplexed in any way. They’re a filmmaker, after all – and a technically astute one.


Just the week before they received the abusive deepfakes, Ansari had actually downloaded the Reface app to try out themself. And, despite what’s happened since, instead of shunning the app – the tool used to create their suffering – Ansari has embraced it. They still use the app and frequently post their own deepfakes of themself they’ve made with it. This might seem paradoxical at first, but by doing this Ansari says they’ve nullified their tormentor’s weapons.
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