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    ‘Read Gribbin’s new book . . . I enjoyed Schrödinger’s Kittens enormously, and found it very stimulating. Unlike many sequels, it is better than

    the original, and should appeal to anyone who has even the faintest interest in quantum theory’


  




  New Scientist




  ‘This book will appeal to all those who have attempted to understand the quantum universe but gave up. Gribbin’s light and engaging style allows the quantum

  universe to remain delightfully absurd’




  The Times




  ‘In the true quantum realm, Gribbin remains the premier expositor of the latest developments’




  Booklist




  ‘An exciting, lucid and mind-stretching tour of the puzzles and paradoxes of quantum physics . . . a gifted popularizer, Gribbin uses thought-experiments and diagrams to

  make difficult ideas accessible’




  Publishers Weekly




  ‘An irresistible read and the author is to be congratulated on making accessible to the lay person such a clear explanation of inherently difficult, but important,

  concepts’




  Irish Times




  ‘Gribbin . . . likes to surprise and excite his audience. This gives his writing a delightful vitality, and graphic imagery that makes difficult ideas accessible. The

  whole parable of “Schrödinger’s Kittens” is brilliant’




  Independent on Sunday
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  When I wrote my historical account of the development of quantum theory, published just ten years ago, I never imagined that I would return to the theme of quantum mysteries in

  another book. In writing In Search of Schrödinger’s Cat I set out to show just how strange and mysterious the subatomic world of quantum physics is, and the impeccable logic,

  driven by bizarre experimental results leading to non-commonsensical theories that were in turn confirmed by further experiments, that had forced physicists to take such bizarre notions seriously.

  The bottom line, as of the mid-1980s, was that for all its strangeness quantum theory works – it is the theory that underpins our understanding of the behaviour of lasers, computer chips, the

  DNA molecule, and much more besides. The old ideas, so-called ‘classical’ physics, simply cannot explain such phenomena. What mattered, I stressed in In Search of

  Schrödinger’s Cat, was not that the quantum theory was hard to understand, but that, indeed, it worked. The fact that, in the words of Richard Feynman, ‘nobody

  understands quantum theory’ meant that I could conclude my earlier book with the unashamed statement that ‘I am happy to leave you with loose ends, tantalizing hints, and the prospect

  of more stories yet to be told.’




  But while I was happy to leave the loose ends dangling, many physicists were not content to rest on their laurels. Not happy with a theory that could not be understood, even if it did work, they

  have tried strenuously, since I last took stock of the situation in 1984, to solve the quantum mysteries. Along the way, they have made some of the mysteries look even more mysterious and have

  uncovered new aspects of the strangeness of the quantum world. They have developed explanations of the quantum mysteries that seem to an outside observer to be increasingly bizarre counsels of

  despair. But they have also, within the past few years, come up with an explanation of the quantum mysteries that just might, after more than sixty years of trying, provide a genuine insight into

  what is going on – an understanding intelligible not just to the cognoscenti but to anyone interested in the nature of reality.




  This new understanding rests not only upon the appropriate interpretation of quantum theory, but also upon the explanation of the behaviour of light within the framework of Albert

  Einstein’s theory of relativity. In this book, I bring both stories up to date, and show that the best explanation of the way the Universe works, the resolution of all the quantum mysteries,

  requires bringing together quantum ideas and those of relativity theory.




  You will not find much of the historical background of the development of quantum theory here; I have covered that ground already. I start with quantum theory as an established success, and

  discuss some new puzzles and some new ways of looking at old puzzles, before explaining how those puzzles can be solved. You will find here everything you need to know to understand what the

  quantum debate is all about, whether or not you have read anything on the subject (let alone my own books) already; you will read about such seemingly paradoxical phenomena as photons (particles of

  light) that can be in two places at the same time, atoms that go two ways at once, how time stands still for a particle moving at light speed, and a serious suggestion that quantum theory may offer

  a way to achieve Star Trek-style teleportation.




  To set the scene, though, I begin more or less where In Search of Schrödinger’s Cat left off, with the famous cat herself, and John Bell’s proof that if quantum entities

  are once part of a single system they remain linked, somehow aware of each other, even when they are far apart. Einstein called this ‘spooky action at a distance’; it is more

  respectably described as ‘non-locality’. The concepts may be new to you, or you may think that they are familiar. The ‘paradox’ of Schrödinger’s cat, alive and

  dead at the same time, has become almost a cliché over the past ten years. But wait. Even if you think you know what it is all about, be prepared to think again. You ain’t seen

  nothing yet. I have bigger and better paradoxes, backed up by impeccable experimental tests, with which to amaze you. But they all boil down to one thing. How can an electron, for

  example, go both ways at once through an experiment with two holes? How does it ‘know’ the structure of the entire experiment at one moment in time?




  The total strangeness of the quantum world, the problem we have to solve, can be most clearly understood by looking at the adventures of the twin offspring of our original cat, the kittens of my

  title. We then have to reconsider just what it is we know about the nature of light itself, the phenomenon that is a key ingredient of both quantum theory and relativity theory. And then I

  will be in a position to point you towards the new ideas that explain the nature of reality and solve the quantum mysteries – all of the quantum mysteries. For the first time since

  quantum theory emerged in the middle of the 1920s, it is possible to say with some confidence what quantum theory means. And if that isn’t a good enough reason for writing this book, I

  don’t know what is!




   




  John Gribbin




  April 1994




  







  

    All these fifty years of conscious brooding have brought me no nearer to the answer to the question ‘What are light quanta?’ Nowadays every Tom, Dick and Harry

    thinks he knows it, but he is mistaken.


  




   




  ALBERT EINSTEIN




  Letter to M. Besso, 1951




  No physical world exists behind the apparent elementary sense impressions subjected to the reflection of the mind.




   




  GEORGE BERKELEY




  Treatise Concerning the Principles of Human Knowledge, 1710




  There are nine and sixty ways of constructing tribal lays,




  And every single one of them is right!




   




  RUDYARD KIPLING




  In the Neolithic Age, 1895




  







   




   




   




   




  
PROLOGUE




   




  The Problem




   




   


  

   


  

   




  The central mystery of quantum theory is encapsulated in the experiment with two holes. Don’t take my word for it; Richard Feynman, the greatest physicist of his

  generation, said so on the first page of Chapter One of the volume of his famous Lectures on Physics devoted to quantum mechanics.1 Contrasting

  quantum physics with the classical ideas of Isaac Newton and the scientists who followed in his footsteps, he said that this phenomenon ‘is impossible, absolutely impossible to explain

  in any classical way’. It ‘has in it the heart of quantum mechanics. In reality, it contains the only mystery.’ In another book, The Character of Physical Law, he

  wrote: ‘Any other situation in quantum mechanics, it turns out, can always be explained by saying, “You remember the case of the experiment with the two holes? It’s the same

  thing.”’ So, like Feynman, I begin with the experiment with two holes, laying bare at the start the central mystery in all its glory. The experiment may seem familiar, but this is one

  case where familiarity can never breed contempt. The more you know about the experiment with two holes, the more mysterious it seems.




  If you encountered the experiment in the school physics lab, it probably didn’t seem mysterious at all. That is because nobody bothered (or dared) to explain its mysteries to you; instead,

  almost certainly, all you were taught was that the behaviour of light passing through two narrow slits in a board, and forming a pattern of light and dark stripes on a screen, was simply a rather

  neat proof of the fact that light moves like a wave.




  As far as it goes, this is true. But it is by no means the whole truth.




  THE LIGHT FANTASTIC




  The classic example of a wave is what you see on the surface of a still pond when you drop a single pebble into the water. The waves form a series of ripples, moving outward in

  a circle from the point where the pebble dropped. If waves like this arrive at a barrier which has just two holes in it, each much smaller than the wavelength of the ripples, then the waves spread

  out on the other side of the barrier in two semicircles centred on the two holes. The pattern they make is like one half of the pattern of ripples you would get if you dropped two pebbles into the

  still pond at the same time.
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  Figure 1


  The uniform light from the first hole makes waves which move out in step from each of the holes in the second screen. They interfere to produce a distinctive pattern of light and shade on the

  viewing screen – proof positive that light travels as a wave.




  Everyone knows what kind of a pattern that is. Drop two pebbles into the pond, and you wouldn’t actually see two circular sets of ripples passing through each other, but

  a more complicated pattern of ripples, caused by the interference of the two circular patterns with one another. In some places, the two sets of ripples add up to make extra-large ripples; in other

  places, the two sets of ripples cancel out, leaving little or no wave motion in the water.




  When light is shone through two holes in a board, to make a pattern on a screen on the other side of the board, exactly the same thing happens. For the effect to show up

  most clearly, it is best to use just one pure colour of light, which corresponds to a single wavelength. The two sets of light waves spread out from the two holes like ripples on a pond, and when

  the light arrives at the screen it shows a pattern of light and dark stripes (interference fringes) corresponding to places where the waves add together (constructive interference) and places where

  the waves cancel each other out (destructive interference). All simple, straightforward schoolday science, from which it is quite easy to work out the wavelength of the light, not merely the fact

  that light is a wave, by measuring the spacing of the interference fringes.




  But even at this level, there are subtleties involved. The pattern you get on the screen is not the pattern you would get if you let light through each of the two holes in turn and added

  up the brightness of the two patches of light thrown on the screen. This is one of the key features of how interference works. With just one hole open, you would get a patch of light on the screen

  just behind that hole; with only the other one open, a second patch of light. Adding the two effects together would give a larger patch of light. But interference means that when light passes

  through both holes simultaneously the pattern on the screen is more complicated – not least because the brightest part of the pattern, it turns out, is at a spot on the screen halfway between

  the two bright spots you would get if the holes were open separately, exactly where you might expect there to be a dark shadow.




  So far, so good. Light is a wave. Unfortunately for this simple picture, though, there is also very good evidence that light is made of particles, called photons. And the way particles

  pass through two holes in a wall is very different, according to our everyday experience, from the way waves pass through holes in walls.




  Suppose that the two holes were indeed holes in a wall, and that you stood on one side of the wall with a large pile of rocks, throwing the rocks, one at a time, in the general direction of the

  wall, but without bothering to aim very precisely. Some of the rocks would go through one hole and some through the other, building up two piles behind the wall. The pattern (two piles of rocks)

  would be exactly the same as the pattern you would get if you blocked off one hole for half the time and the other hole for the other half of the time. You certainly do not get a pile of rocks

  centred halfway between the two holes, right behind the solid part of the wall. Particles going through holes one at a time do not interfere with one another.
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  Figure 2


  An electron beam passing through a single hole produces a distribution with most of the electrons in line with the hole. This is the way a beam of particles ought to behave.
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  Figure 3


  An electron or a photon passing through one of a pair of holes ought to behave as if it were passing through a single hole, if common sense is any guide. According to common sense, the presence

  of the second hole should have no effect.




  Of course, if many particles are going through the holes at the same time, then it is easy to see that they might interfere with each other, jostling one another to make a

  different kind of pattern on the other side. After all, we are used to the idea that water itself is made of particles – molecules of water – and that doesn’t stop ripples on a

  pond forming well-behaved waves. It is possible to imagine that in the same way a flood of photons from a lamp could act together like a wave when passing through the two

  holes. But the mystery deepens when we look at what happens to single photons going through the experiment with two holes one at a time.




  It is important to stress that this experiment has actually been done, by a team working in Paris in the mid-1980s. They have, in effect, watched single photons going through the experiment with

  two holes and interfering with themselves. When I wrote In Search of Schrödinger’s Cat, the evidence for the behaviour of light under these circumstances was very strong, but

  still, strictly speaking, circumstantial. Now, we know what happens, beyond a shadow of a doubt, when a single photon passes through the experiment.




  All that we actually see, of course, is the pattern made by the light on the screen after it has passed through the two holes. Imagine that the light source is turned down so faint that only a

  single photon at a time emerges and passes through the experiment (this, in effect, is what physicists can now do, although the trick requires great skill and sophisticated apparatus). Now imagine

  that the screen on the other side of the two holes is a photographic plate which records the arrival of each photon as a white dot. As the individual photons pass through the experiment, in each

  case you see exactly what you would expect – a single photon leaves the light source, and makes a single white spot on the photographic plate. But as first hundreds, and then thousands, then

  millions of photons pass through the experiment, you behold a fantastic sight. The individual white dots on the photographic film congregate in exactly the bright stripes of the typical

  wave-interference pattern, leaving dark stripes in between.




  Although each photon starts out as a particle, and arrives as a particle, it seems to have gone through both holes at once, interfered with itself, and worked out just where to place itself on

  the film to make its own minute contribution to the overall interference pattern. This behaviour encompasses two mysteries. First, how does the single photon go through both holes at once?

  Secondly, even if it does perform this trick, how does it ‘know’ where to place itself in the overall pattern? Why doesn’t every photon follow the same trajectory and end up in

  the same spot on the other side?




  Now, mysterious though all this is, you might argue that there is something odd about light. Indeed there is. Light (strictly speaking, electromagnetic radiation) always travels at the same

  speed, the speed of light (denoted by c). However you move, and however the light source moves, when you measure the speed of light you always get the same answer. This has deep

  implications, as we shall see when I discuss the theory of relativity; it certainly is not like the behaviour of anything else in the everyday world. In addition, photons have no mass, another

  strange and non-commonsensical property. Perhaps the weird behaviour of photons passing through the experiment with two holes is due to the fact that they are weightless and travel at the speed of

  light? Or perhaps it is just one more weird property of light to add to the list. As Ralph Baierlein has put it, ‘light travels as a wave but departs and arrives as a

  particle’.2 Maybe that is just one of those things, a special property of light?
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  Figure 4


  But both electrons and photons behave as if they know about the presence of the other hole. The pattern we see when both holes are open is not the same as the pattern you would get

  by adding together the patterns you get when each of the holes is open on its own. Does this mean that electrons are really waves?




  Unfortunately, this is not the case. You can do exactly the same trick with electrons – which, although not exactly the kind of particle we are used to handling

  individually in our everyday lives, have not only mass but also electric charge, and have the decency to move at different speeds depending on circumstances. Yet electrons also travel as waves but

  depart and arrive as particles. And that is much harder to dismiss as just one of those things.




  ELECTRONIC INTERFERENCE




  Electrons are very much part of the particle world. They were first identified as particles by J. J. Thomson, working at the Cavendish Laboratory in Cambridge, in 1897. Thomson

  showed that electrons are pieces that have escaped, or been broken off, from atoms – the first proof that the atom is not indivisible. Each electron has exactly the same mass (a little over 9 × 10–31 kg, which means ‘a decimal point followed by 30 zeroes and a 9’ kg). Each electron has the same electric charge (1.6 × 10–19 coulomb). They can

  be manipulated using electric and magnetic fields, and move faster or slower according to the way they are pushed and pulled around. In very many ways, electrons behave like tiny, electrically

  charged bullets.




  And yet, by the late 1920s, 30 years after the discovery of electrons, it was clear that electrons also behave as waves. One of the people who proved this, in 1927, was George Thomson, the son

  of J. J. The evidence for the dual nature of electrons, the so-called wave–particle duality, had been well-established long before the middle of the 1980s. But it was only in 1987 that a

  Japanese team actually carried out the experiment with two holes using electrons.




  Before that date, textbooks (including Feynman’s) and popular accounts (including mine) had described such experiments, confidently assuring readers that, although these were just

  ‘thought experiments’, on the basis of everything known about electrons, it was possible to say how they would behave when confronted by two tiny holes in a wall. It was, however, 90

  years after electrons were identified as particles, and 60 years after they were identified as waves that a team from the Hitachi research labs and Gakushuin University in Tokyo actually did the

  double-slit trick for electrons.




  The ‘double slit’ in their experiment was formed from an instrument known as an electron biprism, and the screen the electrons arrived at on the other side was, in effect, a TV

  screen, on which the arrival of each electron made a spot of light which stayed on the screen. So the arrival of successive electrons gradually built up a pattern on the screen.




  The results of the experiment were exactly the same as those for the equivalent experiment involving photons. The source of the electrons was the tip of an electron microscope, a standard and

  well-understood piece of equipment. The electrons emerged from the tip of the electron ‘gun’ as particles; they arrived at the screen on the other side as

  particles, each making a single spot of light. But the pattern that built up on the screen was an interference pattern, showing that the electrons had travelled through the two holes as waves.




  You might still wish to quibble about this strange behaviour of electrons. After all, you cannot hold a single electron in your hand. Nobody has seen an electron, only the spots they make when

  they strike suitably sensitive screens. And we know from everyday experience that these bizarre interference effects do not occur when we throw rocks through holes. Neither rocks, nor baseballs,

  nor anything else in the everyday world shows this strange wave–particle duality.




  Well, the physicists have an answer to that, too. If you want proof that particles big enough to be seen also behave like waves when they pass through the experiment with two holes, they have

  it.




  The particles in question are atoms. Admittedly, you still cannot see atoms with your own eyes, or hold a single atom in the palm of your hand. But individual atoms, cupped in magnetic fields,

  can now be photographed. The achievement (described by, for example, Hans von Baeyer, in Taming the Atom) is all the more remarkable because the concept of atoms was only fully accepted by

  scientists at the beginning of the twentieth century. Indeed, Albert Einstein got his PhD for work establishing, among other things, the reality of atoms. Although atoms are much bigger than

  electrons, they are still tiny by everyday standards. An atom of carbon, for example, weighs in at just under 2 × 10-26 kg, 22 thousand times the mass of an electron. The size of an atom

  is about one ten-millionth of a millimetre, which means that it would take ten million atoms to stretch across the width of single serration on the edge of a postage stamp. But individual atoms

  have, nevertheless, been photographed, and their images can even be displayed on TV screens in ‘real time’.




  The experiment with two holes was first performed using atoms only at the beginning of the 1990s. A team at the University of Konstanz, in Germany, used atoms of helium passing through slits 1

  micrometre (one millionth of a metre) wide in gold foil, with a detector on the other side. This time, the build-up of the interference pattern could not be displayed directly on a TV screen, but

  the measurements of the number of helium atoms arriving at different parts of the detector ‘screen’ showed the now-familiar pattern. Atoms, too, travel as waves but arrive as

  particles.




  Several other groups of researchers announced similar results in the early 1990s. One, at MIT, involved a beam of sodium atoms. In all these experiments, the results are

  the same. A single atom passing through the experiment with two holes goes both ways at once, and interferes with itself. An atom, it seems, can be in two places (both holes) at the same time.




  In one final (for now) twist on the theme, researchers at the US National Institute of Standards and Technology, in Boulder, Colorado, and the University of Texas reported in 1993 that they had

  turned this kind of experiment on its head. Instead of sending atoms through a two-hole experiment, they had trapped pairs of atoms in a magnetic field, and, in effect, used the atoms as the

  ‘holes’, bouncing light off them and measuring the interference patterns produced. The waves bouncing off the atoms spread out in much the same way as waves spreading out from the holes

  in the two-hole experiment. This new experiment only works, of course, because the atoms are particles, which can be trapped by magnetic fields and do the scattering. There is no neater example of

  wave–particle duality than this combination of experiments involving atoms – particles big enough to be photographed, remember – and interference.




  Since these strange effects do not show up for rocks, or baseballs, or anything else we can handle and touch and see with our own eyes, there must be some level at which the rules of the quantum

  world cease to apply. Somewhere on the scale of sizes between an atom and a human being the quantum rules cut out, and the rules of classical physics cut in. Just where that level is, and why the

  changeover occurs, are themes that will be addressed later in this book. The answers strike at the heart of our concept of reality.




  But for now the important point to stress, again and again, is that all these experiments have now been done. The results came as no surprise to physicists. Any competent physicist since 1930

  could have predicted, using quantum theory, how the experiments would turn out. But they might have turned out differently – quantum theory might have been wrong. But no. Right

  down at the very deepest level, at the heart of the mystery, when the key experiments were carried out at the end of the 1980s and in the early 1990s they came up with ‘answers’ exactly

  in line with quantum physics. So how does quantum physics account for this peculiar behaviour?




  THE STANDARD VIEW




  The standard interpretation of what is going on in the quantum world is known as the Copenhagen Interpretation, because it was largely developed by the Danish physicist Niels

  Bohr, who worked in Copenhagen. Other people, notably including the Germans Werner Heisenberg and Max Born, made major contributions to the package of ideas that became the Copenhagen

  Interpretation, but Bohr was always its most evangelical proponent. The package was essentially complete by 1930, less than a human lifetime ago. Since then, it has been the basis of virtually all

  practical work involving the quantum world, and it is the story taught to aspiring physicists in university and college. But it rests upon some quite bizarre concepts.




  The key concept is the so-called ‘collapse of the wave function’. In seeking to explain how an entity such as a photon or an electron could ‘travel as a wave but arrive as a

  particle’, Bohr and his colleagues said that it was the act of observing the wave that made it ‘collapse’ to become a particle. We can see this at work in the electron version of

  the experiment with two holes – the electron passes through the experiment as a wave, then ‘collapses’ into a single point on the detector screen.




  But this is only part of the story. How can the wave of a single electron interfere with itself, and how does it choose which point on the screen to collapse onto? According to the Copenhagen

  Interpretation, this is because what actually passes through the experiment is a wave of probability, not a material wave at all. The equation that describes how a quantum wave moves – the

  wave equation derived by the Austrian Erwin Schrödinger – is not describing a material wave like the ripples on a pond, but is actually describing the probability of finding the photon

  (or electron, or whatever) at a particular place.




  On this picture, largely derived from Born’s work, an electron that is not being observed literally does not exist in the form of a particle at all. There is a certain probability that you

  might find the electron here, and another probability that you might find it there, but in principle it could turn up literally anywhere in the Universe. Some locations are very probable – in

  the bright fringes of the two hole experiment – and some are extremely unlikely – in the dark fringes. But it is actually possible, although highly unlikely, that the electron

  might turn up on Mars, or in the TV set of the man next door, instead of in the interference pattern at all.
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  Figure 5


  The standard explanation of the puzzle posed by Figure 4 here is that ‘probability waves’ pass through both holes and decide where each particle in the beam ends up. Probability

  waves interfere in just the same way that water waves do.
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  Figure 6


  But when we look for particles, we find particles (A and B in this example)! The probability waves decide where the particles are, but we never see the waves. We don’t really know

  what is travelling through the experiment. This strange behaviour has given rise to the quip that an electron (or a photon) ‘travels as a wave but arrives as a particle’.




  Once the electron is observed, though, the odds change. The wave function collapses (maybe on Mars, if somebody is looking there, or more probably in the

  interference pattern), and at that moment it is 100 per cent certain where the electron is. But as soon as you stop looking, the probability starts leaking outward from that location. The

  probability of finding the electron in the same place that you last looked decreases, and the probability of finding it somewhere else increases as the probability wave spreads through the

  Universe.




  Strange though it sounds, this is a very useful concept in practice, because in all practical applications, such as making TV sets and computer chips, we are dealing with huge numbers of

  electrons. If they all obey the strict rules of probability and statistics, that means that the behaviour of the bulk of electrons is predictable. If we know that 30 per cent of the electrons will

  go one way through a computer circuit, and 70 per cent of them will go the other way, we don’t have to worry about which way an individual electron goes. In the same way, the owners of a

  casino know that the rules of probability will ensure them a profit in the long term, even if the occasional player has a big win at roulette. But Albert Einstein was so disgusted by the whole

  notion that he made his famous remark, ‘I cannot believe that God plays dice with the Universe’; and the implications are laid bare when we get down to experiments involving single

  electrons, or single photons.




  One piece of laying bare can be seen by thinking once again in terms of the experiment with two holes. This version of the experiment has not yet been carried out with single electrons, but

  slightly more complicated experiments have confirmed the way in which electrons behave, and there is no doubt that this is what would happen if you could carry out the experiment in this pure

  form.




  First, remember what happens to the interference pattern (produced either by light or by electrons) when one of the holes is closed. The pattern disappears. Obviously, when only one hole is open

  the electrons must travel through that hole, and that hole alone, to reach the detector screen. But if you think of electrons simply as particles, that is strange enough in itself. How does an

  electron passing through one hole ‘know’ whether or not the other hole is open? A simple particle, travelling through one hole of the experiment with two holes, would neither know nor

  care whether the other hole was open or not. But even if you set up the experiment so that the second hole is closed (or open) when each electron leaves the ‘gun’, but is then opened

  (or closed) before the electron reaches the first hole, it will ‘choose’ the appropriate path to the target screen to make the right kind of overall pattern. You

  can even set up the experiment to open and close the second hole at random. Each electron chooses a trajectory at one hole which depends on whether or not the other hole is open at the same

  time.




  It seems that the electrons are aware of more of the world than their immediate locality. They are aware of conditions not just at one hole, but throughout the entire experiment. This

  non-locality is a fundamental part of quantum mechanics, and worried Einstein deeply; it is the origin of his reference to ‘spooky action at a distance’, although when he made that

  remark he was thinking about an even stranger manifestation of non-locality, which I shall describe shortly.




  So far, though, all the evidence has come simply from looking at the pattern made on the detector screen while trying different combinations of open and closed holes. Why not look to find out

  what is happening at the holes themselves? Imagine setting up a pair of detectors, one alongside each of the two holes in the experiment, and sending the electrons through, one at a time. Now, you

  can look to see whether the electron passes through both holes at once, as a wave, or whether it passes through just one of the holes (or, indeed, whether a half-electron passes through each hole).

  And you can also keep an eye on the detector screen, to see what kind of pattern builds up there after many electrons have gone through the experiment. What you find in such a situation is that

  each electron is always seen to be a particle, travelling through one hole or the other. It behaves like a little bullet. And, lo and behold, the interference pattern disappears. Instead, the

  pattern on the screen becomes the pattern produced by little bullets travelling through each hole independently (or by rocks thrown through two holes in a wall). The act of observing the electron

  wave makes it collapse and behave like a particle at the crucial moment when it is going through the hole. Don’t imagine, though, that we have escaped from the puzzle of non-locality. In

  fact, we only need to look at one of the two holes to change the pattern. If we do, we see only bullet-like electrons going through, and we see the pattern appropriate to particles on the screen.

  Somehow, the electrons going through the second hole ‘know’ that we are looking at the other hole, and also behave like particles as a result.




  And the probability aspect of the Copenhagen Interpretation still comes into the story. Assuming that the experiment has been set up perfectly symmetrically, you will find that exactly half of

  the electrons follow each possible route. 50 per cent go through one hole, and 50 per cent go through the other hole. There is no way to predict in advance which hole an

  individual electron will go through, and therefore which blob it will arrive at on the detector screen. Like tossing a coin and getting a sequence of heads, just by chance several electrons in a

  row may go through the same hole. But after a million electrons have gone through the two holes while being watched, there will be half a million in one blob on the screen and half a million in the

  other blob. The probability wave is still doing its work, even when you are watching the electrons and know that they are behaving as particles.




  Bohr argued that what matters is not the behaviour of a single electron, or even the behaviour of a million electrons. What matters is the whole experimental set-up, including the electrons, the

  two holes, the detector screen and the human observer. It is impossible to say that an electron ‘is’ a wave or ‘is’ a particle. All that can be said is that if an

  experiment is set up in a certain way, and certain measurements are made, then you will see certain results. Set the experiment up to measure waves, and you will get an interference pattern; set

  the experiment up to monitor particles passing through the holes, and you will see particles passing through the holes. You can even wait until after the electrons have left the ‘gun’

  before deciding whether or not to switch on the detectors at the two holes and look for particles; in every case, the ultimate outcome (the pattern on the screen) depends on the whole experimental

  set-up. And this holistic view of the quantum world leads us into very deep philosophical water.




  DEEP WATER




  The Copenhagen Interpretation held sway for more than 50 years, from 1930 until well into the 1980s, almost unopposed by the vast majority of physicists. They did not care about

  the deep philosophical puzzles associated with the Copenhagen Interpretation – indeed, many still do not care – provided that it could be used as a practical tool for predicting the

  outcome of experiments. But in recent years there has been growing unease about what quantum theory ‘means’, and increasing efforts have been made to find alternative

  interpretations.




  The main problem is with this business of the collapse of the wave function. It is all very well Bohr telling us that the whole experiment has to be considered, and that

  the way the waves will collapse will depend on the overall experimental setup; but there is no such thing as a pure, self-contained experiment. This interpretation of quantum theory is telling us

  that entities such as electrons are only real in so far as they are observed – that the measuring apparatus is, in some sense, ‘more real’ than the photons and electrons and all

  the rest. This is not my interpretation of the Copenhagen Interpretation; it is what Bohr and Heisenberg and their colleagues explicitly stated. For example, Heisenberg said: ‘The Copenhagen

  Interpretation regards things and processes which are describable in terms of classical concepts, i.e. the actual, as the foundation of any physical interpretation.’3 In other words, the atoms of which everything in the classical world is made are somehow less real than the things atoms are made into! This struck many people as downright

  weird even in the 1930s; it is even harder to swallow now that atoms have been photographed.




  Applying this line of reasoning – the Copenhagen Interpretation – to the experiment with two holes, somebody has to look at the experiment to make it settle down into one state. In

  the words of Heinz Pagels, who was at the time (1981) President of the New York Academy of Sciences, and certainly understood what quantum theory was all about: ‘There is no meaning to the

  objective existence of an electron at some point in space, for example at one of the two holes, independent of actual observation. The election seems to spring into existence as a real object only

  when we observe it!’4 But the experimenter is also part of the outside world, not just a piece of the experiment. People are made of, among other

  things, electrons; what collapses their wave functions to make them behave as localized objects within the experimenter’s body? Presumably, interactions with the world outside the observer.

  And what makes the world outside the observer ‘real’, in this sense? More interactions, with more things (and observers), on a larger and larger scale. Take the Copenhagen

  Interpretation literally, and it tells you that an electron wave collapses to make a point on a detector screen because the entire Universe is looking at it. This is strange enough; but some

  cosmologists (among them Stephen Hawking) worry that it implies that there must actually be something ‘outside the Universe’ to look at the Universe as a whole

  and collapse its overall wave function.5 Alternatively, John Wheeler has argued that it is only the presence of conscious observers, in the form of

  ourselves, that has collapsed the wave function and made the Universe exist. On this picture, everything in the Universe only exists because we are looking at it. I’ll be looking more

  closely at such desperate remedies and counsels of despair later; but the fact that such arguments are seriously put forward by respected scientists is enough to demonstrate what deep water we are

  in.




  Another problem concerns the relationship between the particle and wave aspects of a quantum entity’s behaviour. Bohr described these as complementary properties, in the same way that the

  head and tail of a coin are complementary. If you place a coin flat on the table, it will have either the head uppermost or the tail uppermost, but not both at the same time. In the Copenhagen

  Interpretation, an entity such as an electron is neither a wave nor a particle, but something different, something we cannot describe in everyday language. But it will show us either a particle

  face or a wave face, depending on which measurements we choose to carry out on it – which way up we choose to place the quantum coin. Indeed, it may have other properties as well, that we are

  not clever enough to measure at all, and know nothing about.




  This complementarity, or wave–particle duality, is related to the famous uncertainty principle discovered by Heisenberg. The simplest version of this principle tells us that it is

  impossible to measure both the position and the momentum of a quantum object at the same time. Momentum is simply a measure of where such an object is going, and how fast. It is, in many ways, a

  wave property – waves must be moving somewhere, or they would not be waves. Position is a definite particle property – a wave is by nature spread out, whereas a particle is confined in

  one place. We can make measurements which observe the position of an electron, or we can make measurements which tell us which way it is moving, and in either case we can make the measurements as

  accurate as we like. But trying to measure the position very accurately blurs the electron’s momentum, by a quantifiable amount, and vice versa.




  This is not, as some textbooks still mistakenly suggest, solely a result of the practical difficulty of making measurements. It is not simply because in measuring the

  position of the electron (perhaps by bouncing photons off it) we give it a kick, which changes its momentum. A quantum object does not have a precisely defined momentum and a precisely

  defined position. The electron itself does not ‘know’ within certain limits where it is or where it is going. Exaggerating only slightly, if it knows exactly where it is, it

  doesn’t know where it is going at all; if it knows exactly where it is going, it doesn’t have the faintest idea where it is. Usually, though, a quantum object has an approximate idea of

  both where it is and where it is going. But the important word here is ‘approximate’; hard though it is to understand from the ‘common-sense’ viewpoint of our everyday

  world, the quantum entity cannot be pinned down to a definite location, and there is always some uncertainty about where it is going.




  This is crucially important, for example, in nuclear fusion reactions, where the quantum uncertainty allows atomic nuclei that are not close enough to touch one another, according to the ideas

  of classical physics, to overlap with one another and combine. Some of these nuclear reactions are what keeps stars hot. Without quantum uncertainty, the Sun would not shine the way it

  does.6




  These are difficult ideas to come to terms with, but I am not going to lead you through the history of how they came to be developed, or the evidence that this is indeed the way the quantum

  world works. Many other books, including my own, are now available to fill in those details. I shall be more concerned, in this book, with where the Copenhagen Interpretation breaks down, and what

  might supersede it. Uncertainty, though, really does seem to be a fact of life at the quantum level. It does not show up in the everyday world for the same reason that the wave–particle

  duality does not show up in the everyday world. The equations which describe these phenomena contain a number known as Planck’s Constant, after the quantum pioneer Max Planck. Planck’s

  Constant is tiny compared with the masses and momenta that apply to everyday objects. It has a value of just 6.55 × 10–27 erg seconds (don’t worry about the units; all

  that matters is that the masses are measured in the equivalent units, grams). Quantum effects only become dominant for objects with masses in the same ball park – like the electron, with its

  mass of 9 × 10–31 kg, or, to use the more directly comparable units to go with those erg seconds, 9 × 10–28 g. Start dealing in

  masses much bigger than those of atoms, and the quantum effects are so small that their influence can be ignored – except for the fact that everything larger than atoms is itself made

  up of atoms.




  It’s worth taking a breath here and trying to get a feel for just how far away from our everyday experience the quantum world is. The number 10–27 means one billionth of a

  billionth of a billionth. If an object was 10–27 of a centimetre across, it would take a billion billion billion of those objects to stretch across a distance of one centimetre. So

  how big a distance would we cover if we took a billion billion billion objects, each 1 cm across – sugar cubes, say – and laid them end to end? The answer is 1027 cm. How big

  is that? Well, the standard unit of length measurement in astronomy, the distance light can travel in one year (one light year) is about 1018 cm; so 1027 sugar cubes side by

  side would stretch across a distance of a billion (109) light years. The most distant objects known in the Universe, some quasars, are about 10 billion light years away. So

  1027 sugar cubes would stretch one-tenth of the way to the most distant known quasar. In very round terms, the quantum world operates on a scale as much smaller than a sugar cube as a

  sugar cube is compared with the entire observable Universe. To put it another way, people are about midway in size, on this logarithmic scale, between the quantum world and the whole Universe

  – and we claim to be able to understand what is going on at both extremes.




  We don’t expect wave–particle duality to show up for a brick, or a house, or a person, because those things are so large compared with Planck’s Constant. Physicists do, now,

  expect wave–particle duality to show up for quantum objects, although one of the key features of the Copenhagen Interpretation has been that you cannot see both aspects at once. Bohr was

  quite explicit about this, claiming that it is impossible in principle to see an entity such as a photon or an electron simultaneously exhibiting wave-like properties and particle-like properties.

  Unfortunately for Bohr, and for the Copenhagen Interpretation, experimenters are now challenging even that claim, as we shall see later.




  The bottom line is that the Copenhagen Interpretation works, in the sense that it provides a series of recipes – involving uncertainty, the collapse of the wave function, probability, the

  role of the observer and the holism of experiments – which physicists can use to predict the outcome of experiments. But it doesn’t explain anything. This

  realization is not new. Einstein spent ten years of his life fighting a friendly running battle in correspondence with Bohr, trying to show up the failings and absurdity of the Copenhagen

  Interpretation. And the best-known example of quantum absurdity was also developed, by Schrödinger, in an attempt to persuade his colleagues that the whole package of ideas was so ridiculous

  that it ought to be abandoned. I refer, of course, to the famous cat-in-the-box ‘thought experiment’, which for all its familiarity (the cat was 60 years old in 1995) is still worth

  summarizing as an example of the difficulties that any improved interpretation of quantum theory – any interpretation which really does explain things – must be able to

  explain.




  THE CAT IN THE BOX




  One of the strangest features of the Copenhagen Interpretation, brought out most clearly by the cat-in-the-box ‘experiment’, is the role of a conscious observer in

  determining what happens in the microworld. The simplest example of this is to imagine a box which contains a single electron. If nobody looks in the box, then according to the Copenhagen

  Interpretation there is an equal probability of finding the electron anywhere inside the box – the probability wave associated with the electron fills the box uniformly. Now imagine that,

  still without anyone looking inside the box, a partition is automatically lowered in the middle of the box, dividing it into two equal boxes. Common sense tells us that the electron must be in one

  side of the box or the other. But the Copenhagen Interpretation tells us that the probability wave is still evenly distributed across both half-boxes. That means that there is still a 50:50 chance

  of finding the electron in either side of the box. The wave only collapses, with the electron becoming ‘real’, when somebody looks into the boxes and notices which side of the

  partition the electron is. At that moment, the probability wave on the other side of the partition vanishes. If you close the box up again, and stop looking at the electron, its probability wave

  will spread out once more to fill the half-box in which the electron has been located, but it will not spread back into the other half of the box.7




  The physicist Paul Davies has summed up the situation succinctly: ‘It is as though, prior to the observation, there are two nebulous electron ‘ghosts’ each inhabiting one

  chamber, waiting for an observation to turn one of them into a ‘real’ electron, and simultaneously to cause the other to vanish completely.’8 That word ‘simultaneously’ is also important here, pinpointing that this is another example of non-locality at work. But before I get on to the implications of that, I

  want to explain Schrödinger’s demonstration of the absurdity of the claim that the observer is responsible for the reality of the electron existing in one half of the box or the

  other.




  Schrödinger’s puzzle first appeared in print in 1935. It depends upon setting up a quantum situation where there is a precise 50:50 chance of either of two outcomes. As it happens, he

  used radioactive decay in his original example, because radioactive sources also obey the rules of probability; but we can easily recast this in terms of the electron in the divided box.

  Schrödinger himself also referred to the experiment being carried out in a steel chamber; this has come down in quantum folklore as a ‘box’ containing, among other things, the cat

  in question. I prefer to interpret the term ‘chamber’ more generously, giving the cat room to enjoy life while it can. But none of this affects the thrust of Schrödinger’s

  argument.




  So imagine that the whole system I have already described – the double box, single electron and automatic sliding partition – is sitting on a table in a closed, windowless room. The

  partition has slid across, dividing the box into two halves, and there is a precise 50:50 chance that the electron is in either half of the box. Outside the box, there is an electron detector,

  which is wired up to an apparatus which will flood the room with poisonous gas if it detects an electron. In the corner of the room there is a cat, quietly minding her own business.

  Schrödinger described this set-up as a ‘diabolical device’,9 but remember that this is only a ‘thought experiment’, and no

  real cat has ever suffered the indignities I am about to describe.




  Schrödinger asked us, in effect, to imagine what happens when one half of the electron box is now opened up, automatically, allowing the electron, if it is in that

  half of the box, to escape. There has still been no human observation of what is going on in the locked room. According to the Copenhagen Interpretation, there is still a 50 per cent chance that

  the electron is in the sealed half of the box, but there is now also a 50 per cent chance that the electron is in the room at large. Since this is a thought experiment, we can imagine that the

  detector is so sensitive that it can reliably detect the presence of a single electron added to the contents of the room. If the electron has escaped from the box, it ought to be detected by the

  machine, which will trigger the release of the poison gas, killing the cat.




  You might think that this is what happens, even when nobody is looking: either the electron escapes from the box, or it does not. If it does not, the cat is safe; if it does, the

  electron’s probability wave will collapse when the detector ‘notices’ the electron, and the cat is doomed. But Bohr said that this common-sense view is wrong.




  What the standard interpretation of quantum theory tells us is that because the electron detector is itself composed of microscopic entities of the quantum world (atoms, molecules and so on) and

  the interaction with the electron takes place at this level, the detector is also subject to the quantum rules, including the probability rules. On this picture, the wave function of the whole

  system does not collapse until a conscious observer (preferably equipped with a gas mask, if they want to be sure of staying conscious) opens the door to look inside. At that moment, and

  only at that moment, the electron ‘decides’ whether it is inside or outside the box, the detector ‘decides’ whether it has found an electron or not, and the cat

  ‘decides’ whether it is dead or alive. Until somebody looks inside the room, the Copenhagen Interpretation describes the situation inside as a ‘superposition of states’

  – or, in Schrödinger’s words, ‘having in it the living and the dead cat (pardon the expression) mixed or smeared out in equal parts’.10




  Depending on how you like to view the situation, you can imagine that the room contains a cat that is both dead and alive at the same time, or a cat that is neither dead nor alive, suspended in

  limbo. But you cannot, if the Copenhagen Interpretation is correct, imagine that the room contains either a simple dead cat or a simple live cat, until somebody looks.




  The whole point of this argument is to highlight the absurdity of the Copenhagen Interpretation, so don’t be surprised if you can pick holes in it. The obvious

  puzzle is how you define a ‘conscious’ observer. Surely a cat is competent enough to know whether or not it has breathed in poison and died? Can’t the cat’s reaction to the

  events inside the room do the same job as a human observer looking in the door? But where do you draw the line? Working downwards from the human scale towards the quantum world, is an ant capable

  of collapsing the wave function? Or a bacterium?




  Look at the puzzle the other way, from the quantum world upwards. It is all very well saying that the electron detector cannot make the wave function collapse because it is solely made up of

  quantum entities such as atoms and molecules – but a human being (or a cat) is also made up of atoms and molecules. If the detector is not competent to collapse the probability wave,

  why should we be? And is life a requirement of a conscious observer, in this sense of the term? Would a sophisticated computer be able to collapse the wave function by looking into the room?




  Moving even further out from the original electron, what is the situation if the person who looks into the room, to see whether or not the cat is dead, is alone in the building, which is locked

  up for the night? The strict Copenhagen Interpretation says that the superposition of states (Schrödinger’s smearing out) embraces this observer, too, until somebody else, outside the

  building, looks in to see how the experiment is going (or, perhaps, telephones to ask what the state of play is). Not just the cat, but the human observer also can be in limbo until somebody looks.

  And who looks at the person outside the building, to collapse their wave function? Shouldn’t the whole process go on indefinitely, in an infinite regress?




  The crucial question is where you draw the line between quantum probabilities and what we think of as reality. How many molecules, if you like, must a system contain before it becomes

  ‘real’ and can collapse wave functions? And how must those molecules be arranged in order for the system to do the trick?




  That is the kind of puzzle that is now taxing philosophers and quantum mechanics. They all know that quantum theory works; but they want to know why it works, and to have some

  understandable image of what is going on inside a closed room when nobody is looking. But there is more to the puzzle than even the simple version of the cat-in-the-box scenario suggests. Before I

  move on to the meaning of quantum mechanics, I want to lay bare the deeper aspects of the mystery, with the aid of the daughters of Schrödinger’s cat.




  ANOTHER ASPECT OF REALITY




  It is a sign of how dramatic progress in physics has been that although nobody has really tried locking up a cat in this way to see what happens to it, another thought

  experiment, which was dreamed up by Albert Einstein just before Schrödinger thought up his cat-in-the-box puzzle, actually became practical reality in the 1980s. But it may be just as well

  that Einstein never lived to see this thought experiment turned into practical reality, because although, like the cat-in-the-box puzzle, it was designed to highlight the absurdity of quantum

  theory, when the test was actually carried out quantum theory passed with flying colours.




  Einstein did not work this particular idea out on his own. He developed it with Boris Podolsky and Nathan Rosen shortly after he moved to Princeton in the early 1930s, and the puzzle appeared in

  print under their joint names in 1935 – the same year that Schrödinger published the cat-in-the-box ‘paradox’. It is known as the ‘EPR paradox’, because it

  highlights the non-logical (by everyday common-sense standards) nature of quantum reality.




  The puzzle was refined by David Bohm, an American physicist who settled in England, in 1951; but it remained purely a thought experiment at that time. In the mid-1960s, however, John Bell, an

  Irish physicist who worked at CERN, in Geneva, found a way to express the puzzle in terms of an experiment that could, in principle, be carried out on pairs of photons emitted from an atom

  simultaneously in two different directions. At that time, not even Bell thought that the experiment was a practical possibility. But over the next 20 years or so several researchers took up the

  challenge of measuring the relationships described by Bell. The most comprehensive and conclusive of these experiments were carried out by Alain Aspect and his colleagues, working at Orsay, in

  Paris, in the early 1980s. They demonstrated beyond reasonable doubt that common sense (and Einstein) is wrong, and that non-locality really does rule in the quantum world. It is Bell’s

  version of the EPR paradox, as tested by Aspect, that I will describe here.




  The property of photons that is measured in the Aspect experiment is called polarization. One way of thinking of polarization is that each photon of polarized light

  carries an arrow pointing in a certain direction – up, down, sideways, or somewhere in between. There are many strange features of the behaviour of polarized light, some of which I discuss in

  Chapter Three, but all that matters here is that it is possible to measure these different facets of the photon polarization, and that these properties are correlated in accordance with the quantum

  rules. Simplifying the actual situation slightly, it may be true that one photon must point upwards, and the other must point sideways, but there is nothing in the rules to say which photon points

  which way. When the two photons are emitted from the atom, they exist, like Schrödinger’s cat, in a superposition of states, until somebody measures the polarization of one of them. At

  that moment, the wave function of that photon collapses into one of the possible states – pointing up, perhaps. At the same moment, the wave function of the other photon must also

  collapse, into the other state – in this case, pointing sideways. Nobody has looked at the other photon, and by the time the measurement is made the two photons may be far apart (in

  principle, on opposite sides of the Universe); but when one wave function collapses so does the other one. This is what Einstein referred to as ‘spooky action at a distance’; it is as

  if the two quantum entities (two photons, in this case) remain tangled up with one another for ever, so that when one is prodded the other one twitches, instantaneously, no matter how far apart

  they are.




  This was particularly abhorrent to Einstein because, as we shall see, his theory of relativity is based on the fact that light always travels at the same speed, and nothing can be accelerated

  from travelling slower than light to travel faster than light. According to relativity theory, at least as it was originally understood, nothing can link two particles instantaneously across space.

  As we shall see, there may be more to relativity theory than even Einstein realized; but at the time this was, especially for him, a powerful argument against the possibility of such action at a

  distance.




  But how can evidence for (or against) spooky action at a distance actually be obtained by experiments? It is no good measuring both photons; you will always get the right answers (one up, one

  sideways, in this example) but you will never ‘see’ the instantaneous connection at work. For all you could tell, by making those measurements, the properties of each photon might have

  been determined at the moment they left the atom, as common sense would suggest. The trick of catching action at a distance – non-locality – at work is to work

  with three connected measurements (three angles of polarization, in the Aspect experiment), but actually to measure only two of them, one for each photon.




  Because polarization is an unfamiliar property, it may help to think of what is going on in terms of colours, with the caution that Aspect’s team was not actually measuring colours in this

  way. Suppose that the atom actually emits not pairs of photons, but pairs of coloured particles, like tiny snooker balls. The colour of each ball may be red, yellow, or blue, say; but in each pair

  of balls the two colours will be different.




  Putting this back into quantum language, when the atom shoots out two balls in opposite directions, the Copenhagen Interpretation tells us that neither of the balls has a definite colour. Both

  exist in a superposition of the three possible states. When the experimenter ‘looks’ at one ball, its wave function collapses, and it takes on a definite colour. At the same moment, the

  wave function of the other ball collapses, and it takes on one of the other two possible colours – but we do not know, from our single measurement alone, which one.




  Now, it is possible to make a measurement of one ball which tells us whether or not the ball is blue. The answer to that question will give information about the state the other ball has

  collapsed into, but not complete information about the state of the other ball. Suppose that the result of our measurement is ‘blue’. Then the state of the other ball must be either

  ‘red’ or ‘yellow’. The only other possible result of our measurement is that the state of our ball is ‘not blue’. In that case, since we have not specified

  whether our ball is actually red or yellow, the other ball may have taken on any of the three possible colours, but it is more likely to be blue than to be red or yellow, for the following

  reason.




  If the first ball is ‘blue’, then the second ball must be either ‘red’ or ‘yellow’. So there is a 50:50 chance of finding it in either of these two colour

  ‘states’. If the first ball is ‘not blue’, however, there are two different possibilities for its own state. First, it might be ‘red’. If so, then the second

  ball might be either ‘blue’ or ‘yellow’. Second, the first ball might be ‘yellow’. If so, the second ball may be either ‘blue’ or ‘red’.

  So there are now four possible alternatives for the second ball. Two of these alternatives are both ‘blue’, so there is a 50 per cent (2 in 4) chance that the ball is

  ‘blue’. One of the four possibilities is ‘red’, and one of the four is ‘yellow’. So there is a 25 per cent (1 in 4) chance of the ball

  being ‘red’, and a 25 per cent chance of the ball being ‘yellow’. Of course, it must be one of the three colours, once it has been looked at, and, sure enough, the

  percentages add up to 100 per cent.




  The act of measuring the state of the first ball changes the odds on finding a particular colour when we measure the state of the second ball. To see how the odds change according to the way we

  measure the first ball, you have to make the measurements very many times, on very many balls, just as you need to toss a coin very many times to see the pattern of 50 per cent heads and 50 per

  cent tails emerging clearly. The crucial point, though, is that Bell showed that the statistical pattern that ought to emerge if non-locality is at work is different from the pattern that would

  emerge if each ball ‘chooses’ its colour when it leaves the atom and stays that colour ever afterwards.
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