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    As I reviewed the manuscript prior to writing this Foreword, I was fascinated by many unique features that I would like to share with you. The book can best be described as concise yet detailed. There is more useful information packed into its 12 chapters than seen in most books twice its size. Therefore, it gives me great pleasure to contribute to this foreword.




    This book is an enthusiastic celebration of many Machine Learning Techniques for Engineering Applications. It is also a unique tribute to many academicians and researchers who were involved in their study and contributed to society. Still another element is provided by many interesting technical details and an abundance of illustrations in the form of figures and tables. On top of that, there are innumerable machine learning algorithms for Intelligent Systems, Computational Linguistics, Natural Language Processing, Information Retrieval, Neural Networks, Social Networks, Recommender Systems, etc., indeed, to anyone with a fascination with the world of machine learning. This book can be read on two different levels. First, it may be read by ordinary people with a limited, if any, scientific background. Throughout, the book has been written with this audience in mind. The second group of readers will be represented by professionals from academia, government agencies and researchers. I do feel that everybody in the scientific community agrees with the content and ideas put forth in this book, and I hope that the information and knowledge presented will become a useful guideline for the research community and scholars.




    This book contains so much useful information, and the chapters contain many pearls. I hope that this book will become a primer for teachers, teacher educators, and professional developers, helping teachers across the world to learn, teach, and practice machine learning techniques for various applications.




    

      Sangeeta Sonania


      Software Developer


      Sydney


      Australia
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      Machine learning deals with the issue of how to build programs that improve their performance at some tasks through experience. Machine learning (ML) plays a major role in the fourth industrial revolution, and we see a lot of evolution in various machine learning methodologies. AI techniques are widely used by practicing engineers to solve real-world problems. Industry 4.0 refers to the introduction of digital technologies and the development of skills, resources, and high-tech for the evolution of Industrial Factories. The concepts of Artificial Intelligence (AI), Machine Learning, and its applications in Industry 4.0 are popular among researchers. Several industrial applications are being designed and deployed. Herein, we share a few examples of machine learning that we use every day and perhaps have no idea that they are driven by ML-like Virtual Personal Assistants, Predictions, Videos Surveillance, Social Media Services, Email Spam and Malware Filtering, Online Customer Support, Search Engine Result Refining, Product Recommendations, and Online Fraud Detection. Besides, numerous researchers from diversified domains are working towards the amalgamation of these technologies.




      The chapters of this book are organized into five parts, Machine Learning Essentials, Applied Machine Learning, Surveillance Systems, Machine Learning in IoT and Cyber Security, and Intelligent Systems. Machine learning algorithms have proven to be of great practical value in a variety of application domains. Not surprisingly, the field of software engineering turns out to be a fertile ground where many software development and maintenance tasks could be formulated as learning problems and approached in terms of learning algorithms. This book deals with the subject of applying machine learning methods and engineering. In these books, we first provide the characteristics and applicability of some frequently utilized machine learning algorithms. We then summarize and analyze the existing work and discuss some general issues in this niche area. Finally, we offer some guidelines on applying machine learning methods to software engineering tasks.




      This book describes the most common Artificial Intelligence (AI), Machine Learning and its applications in Industry 4.0, including Bayesian models, support vector machines, decision tree induction, regression analysis, and recurrent and convolutional neural networks. It first introduces the principles of machine learning; it then covers the basic methods, including the mathematical foundations. The biggest part of the book provides common machine learning algorithms and their applications. Finally, the book gives an outlook into some of the future developments and possibly new research areas of machine learning and artificial intelligence in general.




      This book is meant to be an introduction to Artificial Intelligence (AI), Machine Learning, and its applications in Industry 4.0. It does not require prior knowledge in this area. It covers some of the basic mathematical principles but intends to be understandable even without a background in mathematics. It can be read chapter-wise and intends to be comprehensible, even when not starting in the beginning. Finally, it also intends to be a reference book.




      

        Key Features




        • Describes real-world problems that can be solved using Machine Learning.




        • Provides methods for directly applying Machine Learning techniques to concrete real-world problems.




        • Research outputs require working in Industry 4.0 platforms, including the use and integration of AI, ML, Big Data, NLP, and the Internet of Things (IoT).




        • We welcome new developments in statistics, mathematics, and computing that are relevant to the machine learning perspective, including foundations, systems, innovative applications, and other research contributions related to the overall design of machine learning and models and algorithms that are relevant for AI.
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      Abstract




      Computers, systems, applications, and technology, in general, are becoming more commonly used, advanced, scalable, and thus effective in modern times. Because of its widespread use, it undergoes various advancements on a regular basis. A fast-paced life is also associated with modern times. This way of life necessitates that our systems behave similarly. Adaptive Machine Learning (AML) can do things that conventional machine learning cannot. It will easily adjust to new information and determine the significance of that information. Adaptive machine learning uses a variety of data collection, grouping, and analysis methods due to its single-channeled structure. It gathers, analyses, and learns from the information. That is why it is adaptive: as long as new data is presented, the system can learn and update. This single-channeled device acts on any piece of input it receives in order to improve potential forecasts and outcomes. Furthermore, since the entire process happens in real-time, it can immediately adjust to new actions. High efficiency and impeccably precise accuracy are two of AML's main advantages. The system does not become outdated or redundant because it is constantly running in real-time. So, incorporating the three core concepts of agility, strength, and efficiency better explains AML.




      Agility helps systems to respond rapidly and without hesitation. The systems achieve new levels of proficiency and accuracy as a result of their power, and they can find new ways to operate flawlessly at lower costs as a result of their performance. This chapter covers the preparation, regularisation, and structure of deep neural networks such as convolutional and generative adversarial networks. New information in the reinforcement learning chapter includes a description of t-SNE, a standard dimensionality reduction approach, as well as multilayer perceptrons on auto encoders and the word2vec network. As a consequence, these suggestions will assist readers in applying what they have learned.


    




    

      Keywords: Autoencoders, Automatic Learning, Contourlet and orthogonal transforms, Disparity, Domain Methods, Stereo Face Images.


    




    


    * Corresponding author Sasikumar P: Malla Reddy Institute of Engineering & Technology, Secunderabad, India; Tel: +91- 8883209920; E-mail: sasi.mca@gmail.com


    


  




  

    

      



      INTRODUCTION




      One of the technologies that will flourish in the next years is adaptive machine learning, also known as adaptive automated learning. Using online machine learning models, this technology allows for continuous learning in real-time. This capability enables machine learning models to adapt to the ever-changing environment. This technology is particularly useful for autonomous car training because of its high adaptability. These vehicles must be capable of integrating new data in real-time, analysing it, and making decisions based on it. However, the technology's use is not limited to self-driving vehicles (which Gartner expects to see in the next 10 years or so). Real-time adaptive autonomous learning necessitates efficient reinforcement learning, or how an algorithm must continuously communicate with its environment in order to maximise its reward. Agriculture, web marketing, smart cities, financial institutions, and any other industry that uses the Internet of Things could benefit from these algorithms [1]. Since it must be retrained and make decisions in real-time, it is difficult to gather all produced data, organise and calculate it, and train a “traditional” machine learning model in these changing environments.




      Extraction of relevant functionality from massive, potentially heterogeneous images is a critical challenge for many end-user communities. Picture segmentation is the method of partitioning a digital image into several newline segments based on sets of pixels in computer vision. Researchers may use collection platforms that run in a wide range of spectral bands. With modern delivery systems and data formats making data distribution increasingly cheaper and simpler, the availability of appropriate analysis tools is now more than ever the bottleneck to effective data exploitation. Image processing is a computationally expensive undertaking since it involves multiple low-level (pixel-level) operations on an image to complete a task, such as edge detection, edge connecting, noise reduction, dilation, erosion, and filtering. In this sense, machine vision has been successfully applied to a number of tasks such as sorting and assembling a group of machined parts, inspecting an automobile door panel for microscopic defects, and so on. Machine vision applications in manufacturing have been the subject of extensive study, as they provide the advantages of being non-contact and quicker than contact methods. Machine Vision (information gathered using an array of sensors) may be used to calculate and analyse [2] the area of a surface, allowing the user to make application-specific intelligent decisions. (Fig. 1) shows how conventional computer vision compares to modern computer vision. The benefit of using computer vision to grab photos from the internet is that it ignores factors such as machine tool noise and vibrations. Computer vision systems must be able to capture images, collect data using vision sensors, and make educated decisions. Image denoising is the process of manipulating image data in order to create a visually high-quality image. The filtering process [3] has been found to be the most effective when the image is corrupted. Quality control and output testing have been critical components of the operation. Surface finish is crucial in a number of engineering applications, such as the surface quality of any machined component. By simply looking at a 2D image, the human brain unconsciously and automatically perceives its 3D form. However, using a computer to reconstruct 3D face from 2D images is a difficult and time-consuming process. Face recognition is one of the most basic ways for humans to communicate with one another.




      
[image: ]


Fig. (1))


      Classic CV vs Machine Learning [18]



      Law enforcement, civil applications, and security systems are only a few of the applications for face recognition. Since the human face is highly deformable and its appearance changes dramatically, face recognition is a difficult issue [4]. Where there is a shift in the posture, the facial appearances change drastically. Variations in lighting and variations in facial expression have complex effects on the appearance of a face picture. As a consequence, this chapter focuses on computer vision and pattern recognition methods for dealing with these problems.




      

        



        Techniques for Improvising Images




        Image improvement techniques are a set of techniques aimed at improving the visual appearance of an image or converting it into a medium suitable for human or computer study. In contrast to image reconstruction, there is no concerted effort in an image improvement process to improve the fidelity of a reproduced image in relation to any ideal form of the image. The image enhancement stops short of knowledge extraction for image analysis [5]. High-frequency filtering can be used by an image enhancement device to highlight the edge outline of objects in an image. This edge-enhanced image would then be fed into a computer, which would trace the edges' outline. The image enhancement processor will highlight important aspects of the original image while also making the data extraction machine's job easier.




        The artefacts are known as grey values or regions of constant radiance. Then, by averaging the grey values within the object, you can get adequate mean values. This system, of course, necessitates a basic image content model. Consistent grey values that are clearly different from the context and/or other objects are needed for the objects of interest [6]. However, in real-world implementations, this expectation is rarely met. In general, there may be some differences in the intensities. These variations may be induced by the image forming process or be an intrinsic feature of the picture. Noise, non-uniform light, and an inhomogeneous atmosphere are common examples.




        It is difficult to differentiate objects from the context in complex cases using only one function. Then computing multiple feature images from a single image may be a legitimate method. The effect is a multicomponent or vectorial function image [7]. The same thing happens when more than one image is taken from a scene, just as it does with colour photographs or some other kind of multispectral image. As a result, the averaging task must now include vectorial images. In image sequences, averaging is generalised into the time coordinate, resulting in spatiotemporal averaging.




        Image enhancement is a technique for improving the interpretability of information in images for human audiences while also providing better input for other automatic image processing techniques. The main aim of image enhancement is to adjust the characteristics of an image to make it more appropriate for a particular role and observer. One or more image attributes are changed during this process [8]. The attributes chosen by a task and how they are modified are specific to that task. Furthermore, observer-specific factors such as the human visual system and the observer's perception will introduce a lot of subjectivity into the image enhancement process collection. There are a variety of methods that can be used to improve a digital picture without ruining it. The following two categories can be used to categorise enhancement methods:




        • Spatial-Domain




        • Frequency-Domain


      




      

        



        Spatial-Domain Method




        The picture pixels are specifically addressed by spatial domain techniques. To achieve the desired enhancement, the pixel values are manipulated. The picture is first converted to the frequency domain in frequency domain methods [9]. The image's Fourier transform is used to perform all enhancement operations, and the resulting image is generated using the Inverse Fourier transform. In the frequency domain, image enhancement techniques are based on altering the image's Fourier transform. The principle of filtering is easier to visualise in the frequency domain. As a consequence of the transformation function applied to the input values, the pixel size (intensities) of the output image will be changed.


      




      

        



        Frequency-Domain Method




        The following basic steps are applied for filtering an image in frequency domain:




        • Calculate F (u, v), the input image's DFT (Discrete Fourier Transform).




        • Multiply F (u, v) by H (u, v) to get G (u, v) = H (u. v) F (u,v).




        • Using the inverse Fourier transform, compute the result's inverse DFT.




        • Get the inverse DFT's real element.




        (Eg). 2D (Fig. 2: Stereo copy of images)
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Fig. (2))


        Stereo copy of images [7]



        Images are not nearly as complicated as they once were:




        • Similarly, brightness along a line may be reported as a series of values taken at evenly spaced intervals or as a collection of spatial frequency values.




        • A frequency variable is a name given to each of these frequency values.




        • A picture is a two-dimensional array of pixel measurements on a flat grid.




        • This data can be represented using a two-dimensional grid of spatial frequencies.




        • The contribution of data that changes with defined x and y spatial frequencies is now specified by a given frequency variable.


      


    




    

      



      TRANSFORMS: IMAGE IMPROVEMENT




      The basic benefits of transform image improvement procedures are: 1) The importance of orthogonal transforms in optical signal/image processing, where they are used in stages including filtering, coding, detection, and restoration analysis; and 2) the low complexity of computations. Image transformations provide spectral knowledge about an image by decomposing it into spectral coefficients that can be modified (linearly or nonlinearly) for enhancement and visualisation. The effect is that the frequency composition of the picture can be easily viewed and manipulated without relying on spatial details.




      Image enhancement is the process of transforming an image f into an image g using T (where T is the transformation). The letters g and p represent pixel values in images f and g, respectively. The expression connects the pixel values g and p.




      

        

          	

            p = T(g)


          



          	(1)

        


      




      T is a transformation that converts pixel value g to pixel value p. The grey scale spectrum is mapped into the effects of this transformation (when dealing with grey scale digital images). As a result, the results are mapped out into the range [0, L-1], with L = 2k being the number of bits in the image under consideration and k being the number of bits in the image under consideration.




      To enhance images in some way, several different (often elementary) operations are used. Of course, the issue is not well known since there is no objective measure of image quality. In this research, a few recipes are investigated and shown to be useful for both human and computer recognition. These methods are not problem-solving; a technique that fits well in one case might not be appropriate in another. The following are the types of enhancements that can be made with the basic level transformations function:




      • Linear transformations, such as image negatives and piecewise linear transformations




      • Non-linear transformations, such as logarithm and power law transformations.




      A single image approach typically fails to provide the required improvements due to design or observational constraints. Another alternative is to use the information obtained from different images to develop image features. Typical image enhancement operations include (but are not limited to) the following:




      • Intensity, hue, and saturation changes




      • Density slicing




      • Density slicing




      • Edge enhancement




      • Rendering optical mosaics




      • Simulated stereo picture development




      • contrast enhancement




      

        



        Wavelet-Transform Oriented Image Improvement




        The Wavelet transform is a useful tool for representing images. It allows for image processing at different resolutions. This transform's goal is to extract useful information from an image. Because of its ability to adjust to human visual features, the wavelet transform has gotten a lot of attention in the field of image processing. The signal is broken down into several parts, each of which corresponds to a different frequency band.




        A new image resolution enhancement approach based on intensive inter-subband correlation is described in this paper, in which the sampling process in DWT is considered using an interpolation architecture filter. In addition, correlations between all sub-bands [10] in the lower level of separate sampling phases are examined and added to the higher level's correlated sub-bands. The filter coefficients in DWT are calculated based on the assumption that the correlations between two sub-bands in the higher level are equal to those in the lower level.




        The noisy image is first converted to the wavelet domain in the general method of wavelet dependent denoising. Four sub-bands appear in the transformed image (A, V, H, and D). The 2D discrete wavelet transform, based on the level of decomposition ‘j,' decomposes approximate coefficients at level ‘j' into four components, namely the approximation at level ‘j+1' and information in level ‘j’details in three orientations (Horizontal, Vertical and Diagonal). The three higher bands may contain the noisy components due to their high frequency, and a proper threshold should be applied to smooth the noisy wavelet coefficients. The denoised image can then be reconstructed using the inverse 2D-DWT. The choice of the best threshold is key to the denoising algorithm's success. The picture and noise priors, such as mean and variance, are used to determine the threshold as denoted in eqn. 2.




        

          

            	

              ((x, y), (a, b)) = (ψx - a)² + (ψy - b)²


            



            	(2)

          


        




        Wavelet-based approaches improve image resolution by calculating the retained high-frequency information from given images. They are founded on the logical premise that the image to be improved is in the wavelet-transformed sub-bands of the original image's low-frequency sub-band, and that the aim is to approximate the wavelet transform's high-frequency sub-bands. However, since the research filter bank of the wavelet transform has a low-frequency characteristic, such as a wide transition field, some information from the high-frequency band ends up in the low-frequency band.


      




      

        



        Scaling and Translation




        Scaling and Translations are two basic considerations in wavelet representations. A wavelet family is made up of scaled and translated wavelets of the same basic wavelet shape. Wavelets have the following features.




        (i) As the duration of a signal event shrinks, the time or space resolution increases.




        (ii) Wavelets have a band limit. They are made up of a large number of frequencies with a narrow range of frequencies.




        (iii) They have high fluctuating amplitudes for a short period of time and very low or null amplitudes outside of that time period.




        (iv) They are both frequency and time localised.




        (v) They show sensitivity to a wide variety of waveform constitutions at full scale.




        (vi) They provide efficient signal time-frequency decomposition over a spectrum of characteristic frequencies, allowing individual signal components to be separated.


      


    




    

      



      IMAGE IMPROVEMENT WITH FILTERS




      The design of evolved operators (EO) based filters was the subject of the first phase of this research. This background allows for noise reduction, shape, character, and object identification, as well as enhancement, restoration, texture classification, spatial and intensity sampling, and rate conversion. Additional constraints must be added to the filter in order to build it from a realistically sized training set [11-14]. Optimization schemes are used in this paper to significantly reduce the size of the training set necessary, making filter design simpler.


    




    

      



      DENOISING OF IMAGES




      Three different transforms are used in the second step to denoise an image. When it comes to picture denoising, it is crucial to keep the edges intact. Wavelet transformations are useful for image coding since the majority of the energy in a transformed image is distributed in the pattern transform coefficients rather than the variance coefficients. Without causing image loss, the fluctuation coefficients can be grossly quantized. This energy compression property can also be used to reduce noise. The wavelet transform coefficients are quantized, so the probably noisy, low-amplitude variables are set to zero. A minimum mean-squared error estimation approach is used to denoise the irregular coefficients. The first threshold distinguishes large magnitude coefficients, while the second distinguishes spatial periodicity coefficients, which are then chosen for restoration.




      

        



        Frontward Transform




        The Laplacian pyramid is used first to catch point discontinuities in the contourlet transform, followed by a directional filter bank to connect point discontinuities into linear structures. A contourlet transform is the end product, which uses basic images, including contour segments and is applied by a pyramidal directional filter bank. The Laplacian pyramid (LP) is used to decompose an image into a number of radial sub-bands, and the directional filter banks (DFB) decompose each LP information sub-band into a number of directional sub-bands. The contourlet transform incorporates directional information, which yields the best definition of all the salient information in both test images. As a result, the composite image is more complete and natural-looking, with minimal noise. It is assumed that using the composite image would boost the efficiency of the subsequent processing tasks. This process reorganises knowledge by combining it. As a consequence, the three-dimensionless output can be stored more efficiently and interpreted more quickly. The composite image improves [15-17] precision and reliability by using redundant information, and the method also improves interpretation capabilities for subsequent tasks by using complementary information. As a result, the data is more reliable, the utility is improved, and the output is more consistent. The contourlet transform accurately reflects the image's salient features, such as edges, lines, and contours, so the fusion process does not distort the original image as in Fig. (3).


      


    




    

      



      IMAGE IMPROVEMENT WITH PRINCIPAL COMPONENT PCA FOR 2D




      The computer's decision-making capabilities are used to define and classify pixels based on their digital signatures:




      • Using principal components to create images




      • Multispectral data classification




      • Take pictures that can spot changes




      This thesis proposes a new algorithm based on the contourlet transform 2D-PCA transformation. In image denoising, this algorithm outperforms the wavelet algorithm, particularly when it comes to removing speckle noise. PSNR is one of the parameters used to compare the wavelet and contourlet transforms. The Laplacian Pyramid (LP) has an advantage over other compact representation techniques, such as wavelet and sub-band coding, which allows for more flexibility in the configuration of the decimation and interpolation filters.
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Fig. (3))


      Flow of image improvisation to predict texture.



      The principal component analysis (PCA) rotates the axes of image space along the lines of maximum variance using a linear transformation. The image is rotated using the orthogonal eigenvectors of the covariance matrix formed from a set of image data from the input channels. The eigenchannels are a new group of image channels generated by this transformation. PCA can be used to isolate such inter-band correlation into components and fix it (layers). The knowledge content of the components created with layers of information is special.




      PCA also allows for the extraction of redundant data from each input band and the compression of the data into fewer bands after reducing the data's dimensionality. The key goal of PCA is to reduce the dimensionality of a data set while retaining as much detail as possible. It calculates and produces a data set definition that is both compact and optimal.




      A transformation is applied to a correlated collection of multispectral data to perform PCA analysis. When the transformation is applied to correlated data, it creates a new uncorrelated multispectral data set with ordered variance properties. The correlation and quality of information associated with the bands are indicated by the spread or variation of the distribution of points in the feature space. If the data points are concentrated in a small area, it will most likely yield very little information. The initial measurement coordinate axes may not be the best arrangement in multispectral feature space for analysing the data. The original axes can be translated and rotated using PCA analysis, resulting in the original brightness values being redistributed (reprocessed) into a new set of axes.
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Fig. (4))


      Framework of PCA component for 2D image improvement [19].



      A principal component analysis is a multivariate technique for projecting maximal variances onto the axes by rotating the results. In other words, a set of correlated variables is transformed into a set of uncorrelated variables, which are then sorted by reducing heterogeneity. The uncorrelated variables are all linear combinations of the original variables, with the last one being substituted with the least amount of real data loss.




      The first and most critical factor is a set of variables that describes the most variance. The second principal variable, which is independent of the first, determines the next largest amount of variance. There are as many variables as there are principal elements. It can be compared to repositioning the existing axes in a vacuum.




      The original variables were used to describe the parameters. There will be no association between the new variables identified by the rotation in this new rotation. The first new variable contains the greatest amount of variation; the second new variable, which is unexplained by the first and orthogonal to it, contains the greatest amount of variation.




      

        



        Implementing 2D-PCA




        Principal component analysis can be performed using a number of algorithms. With one exception, they will produce the same results if given the same starting data. If two or more potential rotations have the same 'maximum' variation at any stage, the choice of which one to use is indeterminate. Instead of an ellipse, the data cloud would appear as a circle in two dimensions. In a circle, every rotation is equal. The first component of an elliptical data cloud, on the other hand, would run parallel to the ellipse's main axis. This can be thought of as finding a projection of the observations onto orthogonal axes embedded in the space defined by the initial variables. The following are the parameters for selecting axes: (i) The first axis ‘contains' or ‘accounts' for the maximum amount of variation, (ii) The maximum amount of variation orthogonal to the first axis is found on the second axis, and the maximum amount of variation orthogonal to the first and second axes is found on the third axis, and so on before the last new axis includes the last amount of variation orthogonal to the first and second axes, as well as the last amount of variation remaining.




        Principal components analysis is similar to another statistical method known as factor analysis, and it can be used to convert a series of image bands into uncorrelated principal components that are organised by the amount of image variation. As a result, the components are a statistical abstraction of the original band set's intrinsic variability.


      


    




    

      



      SELECTION AND EXTRACTION OF FEATURES




      This research investigates optimal and suboptimal search strategies for function selection (selecting a subset of the initial variables for classifier design). Feature extraction looks for a linear or nonlinear transformation of the original variables into a smaller set. Techniques for expressing data in a reduced dimension are known as ordination methods or geometrical methods in the multivariate analysis literature. Principal component analysis and multidimensional scaling are examples of these techniques. They are known as feature selection and feature extraction methods in the pattern recognition literature, and they include linear discriminant analysis (LDA). Dimensionality reduction can be accomplished in one of two ways given a collection of measurements. The first step is to decide which variables are irrelevant to the classification mission. In a segregation problem, factors that do not correspond to class separability are overlooked. As a result, the job is to identify observable d features among the p measurements (the number of features d must also be determined). In the measurement space, this is referred to as feature selection or simply features selection.




      The second approach entails determining a transition from p dimensions to a lower-dimensional feature space. The term for this is feature extraction or feature selection in transformed space. This transformation can be supervised or unsupervised, and it can be a linear or nonlinear combination of the original variables. In the supervised case, the aim is to find the transformation that maximises a certain class separability criterion. There are two basic strategies for selecting function subsets:




      1) Optimal methods: Exhaustive search methods, which are only feasible for very limited problems, and quick search methods, which can lead to a globally optimal solution but are computationally expensive, are two examples.




      2) Suboptimal methods: The optimality of the above strategies is traded for numerical efficiency. While the computational criteria are based on the optimality criteria, the approach used in this study is independent of it.




      

        



        Criteria for Selecting Features




        A method of measuring a feature set's ability to differentiate accurately between two or more classes is necessary in order to choose a good feature set. This is achieved by defining a class separability metric that is optimised in terms of the subsets that are feasible. The feature set is chosen in one of two ways:




        1) Create a classifier with the reduced feature set on a different test/validation set and choose the feature sets on which the classifier performs best. In this step, the feature set is selected to match the classifier. A different classifier range will result in a different feature set.




        2) The second approach entails calculating the variance between the data distributions and prioritising function sets with the least amount of overlap (that is, maximise separability). This is independent of the final classifier used, and it has the advantage of being relatively inexpensive to implement. However, the assumptions used to determine the overlap are always crude, resulting in a poor estimation of discriminability.
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