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    This book aims to highlight the different applications of deep learning algorithms in implementing Big Data and IoT-enabled smart solutions to treat and care for terminally ill patients. The book shall also unveil how the combination of big data, IoT, and the cloud can empower the conventional doctor-patient relationship in a more dynamic, transparent, and personalized manner. Incorporation of these smart technologies can also successfully port over powerful analytical methods from the financial services and consumer industries like claims management. This coupled with the availability of data on social determinants of health – such as socioeconomic status, education, living status, and social networks – opens novel opportunities for providers to understand individual patients on a much deeper level, opening the door for precision medicine to become a reality. The real value of such systems stems from their ability to deliver in-the-moment insights to enable personalized care, understand variations in care patterns, risk-stratify patient populations, and power dynamic care journey management and optimization. Successful application of deep learning frameworks to enable meaningful, cost-effective personalized healthcare services is the primary aim of the healthcare industry in the present scenario. However, realizing this goal requires effective understanding, application, and amalgamation of deep learning, IoT, Big Data, and several other computing technologies to deploy such systems effectively. This book shall help clarify understanding of certain key mechanisms and technologies helpful in realizing such systems. Through this book, we attempt to combine numerous compelling views, guidelines, and frameworks on enabling personalized healthcare service options through the successful application of Deep Learning frameworks.




    Chapter 1 represents a survey of the role of deep learning in the healthcare industry with its challenges and future scope.




    Chapter 2 focuses on recent work done in GAN and implements this technique in the different deep-learning applications for healthcare.




    Chapter 3 focuses on the role of blockchain in biomedical engineering applications.




    Chapter 4 compares three different architectures of Convolutional Neural Networks (CNN), VGG16, and ResNet50, and visually represents the result to the users using a GUI.




    Chapters 5 propose an efficient model for medical image contrast enhancement and correct tumor prediction.
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      Abstract




      Nowadays, the acquisition of different deep learning (DL) algorithms is becoming an advantage in the healthcare sector. Algorithms like CNN (Convolution Neural Network) are used to detect diseases and classify the images of various disease abnormalities. It has been proven that CNN shows high performance in the classification of diseases, so deep learning can remove doubts that occur in the healthcare sector. DL is also used in the reconstruction of various medical diagnoses images like Computed Tomography and Magnetic Resonance Imaging. CNN is used to map input image data to reference image data, and this process is known as the registration of images using deep learning. DL is used to extract secrets in the healthcare sector. CNN has many hidden layers in the network so that prediction and analysis can be made accurately. Deep learning has many applications in the healthcare system, like the detection of cancer, gene selection, tumor detection, recognition of human activities, the outbreak of infectious diseases, etc. DL has become famous in the field of healthcare due to its open data source. In the case of the small dataset, CNN becomes an advantage as it does not provide an excellent way to statistical importance. Deep Learning is a technique that includes the basis of ANN (Artificial neural networks), appears as a robust tool for machine learning, and encourages recasting artificial intelligence. Deep learning architecture has more than two hidden layers, as in ANN; it is only one or two. Therefore, this chapter represents a survey of the role of deep learning in the healthcare industry with its challenges and future scope.
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      INTRODUCTION




      Deep learning has emerged as an interesting new technique in machine learning in recent years. Deep learning, in contrast to more standard Neural Networks (NNs), makes use of numerous hidden layers. A large number of neurons provides a broadcast level of coverage of the initial stage data; the non-linear permutations of the results are in a lower-dimensional projection, and it is a feature of the space. So that every higher-perceptual level is correlated to a lower-dimensional projection. A fine result is given as an effective abstraction at a high level for the raw data or images if the network is suitably weighted. This high level of abstraction allows for the creation of an automatic feature set that would otherwise require hand-crafted or customized features [1]. The development of an autonomous feature set without human interaction has significant advantages in sectors such as health informatics. In medical imaging, for example, it might be more complex and difficult to describe the features by using descriptive methods. Implicit traits could be used to identify fibroids and polyps, as well as anomalies in tissue morphology like tumors. Such traits may also be used to determine nucleotide sequences in translational bioinformatics so that they potentially bind strongly [2]. Several architectures stand out among the numerous methodological versions of deep learning. Since 2010, the number of papers using the deep learning method has increased. It has an interleaved sequence of feedforward layers that employ convolutional filters, followed by reduction, rectification, or pooling layers. Each network layer generates a high-level abstract characteristic [3]. The mechanism allows visual information in the form of related fields and is similar to this physiologically inspired architecture. Deep Belief Networks (DBNs), stacked Auto-encoders acting as deep Auto-encoders, extending artificial NNs with many layers as Deep Neural Nets (DNNs), and extending artificial NNs with directed cycles as Recurrent Neural Nets are all possible architectures for deep learning (RNNs). The latest developments in graphics processing units (GPUs) have also had a substantial impact on deep learning's practical adoption and acceleration. Many of the theoretical notions that underlie deep learning were already proposed before the advent of GPUs, albeit they have only recently gained traction [4].




      A new era in healthcare is entering in which vast biomedical data is becoming increasingly crucial. The abundance of biomedical data presents both opportunities and obstacles for healthcare research. Exploring the relationships between all of the many bits of information in these data sets, in particular, is a major difficulty in developing a credible medical tool that is based on machine learning and data-driven approaches. Previous research has attempted to achieve this goal by linking numerous data to create different information that is used in finding data from data clusters. An analytical tool is required based on machine learning techniques that are not popular in the medical field, even though existing models show significant promise. Indeed, due to their sparsity, variability, temporal interdependence, and irregularity, it makes a fine important issue in biomedical data. New challenges are introduced by different medical ontologies, which are used in the data [5]. In biomedical research, expert selection having the composition to employ based on ad hoc is a frequent technique. The supervised specification of the feature space, on the other hand, scales poorly and misses out on new pattern discovery chances. On the other hand, depict learning methodologies allow for the product adaptation of the depictions needed for the prognosis from data sets. Expert systems are a reflection of an algorithm with several presentation levels. They are made up of basic but complex sections that successively change a representation at the beginning level with given input data into and at the end level, a slightly more abstract representation. In computer vision, audio recognition, and natural language processing applications, deep learning models performed well and showed considerable promise. Deep learning standards present the intriguing potential for information related to biomedical, given their established efficacy in several areas and the quick growth of methodological advancements. DL approaches are already being used or are being considered for use in health care [4]. On the other hand, deep learning technologies have not been evaluated for medical issues that are well enough for their accomplishment. Deep learning contains various elements, such as its improved performance, end-to-end learning scheme with integrated feature learning, and ability to handle complicated and multi-modality data, which could be beneficial in health care. The deep learning researchers accelerate these efforts, which must clarify several problems associated with the features of patient records, but there is a need for enhanced models and strategies which also allow transfer learning to hook up with clinical information via frameworks and judgment call support in the clinic [5]. This article stresses the essential components that will have a significant effect on healthcare, a full background in technological aspects, or broad, deep learning applications. Conversely, biomedical data is concentrated solely by us, including that derived from the image of clinical background, EHRs, genomics, and different medically used equipment. Other data sources are useful for patient health monitoring, and deep learning has yet to be widely applied in these areas. As a result, we will quickly present the basics of deep learning and the medical applications to examine the problems, prospects, and uses of these methods in medicine and next-generation health care [6].




      

        A Framework of Deep Learning




        An artificial intelligence technology can discover associations between data without requiring it to be defined beforehand. The capacity to build predictive models, a strong assumption required about the underlying mechanisms, which are often unclear or inadequately characterized, is the main attraction. Because they are made up of typically linear, a single modification of the traditional techniques, which is the ability to access required data from its raw data form. DL differs from traditional machine learning in terms of getting required data from the raw data [7]. DL, in reality, permits computational models made up of many intermediate layers to form neural networks to learn several degrees of abstraction for information representations [8].




        Traditional ANNs, on the other hand, typically have three layers to provide training and supervision solely for the task at hand, and are rarely generalizable. Alternatively, each layer in the system of deep learning optimizes a local unsupervised criterion to build an observation pattern of data to get as inputs from the layer below. Deep neural networks examine a layer-by-layer irregular method to initialize the endpoints in subsequent hidden layers to learn generalizable “deep structures” and their representations. Those types of representations are sent into a supervised layer to use as a backpropagation method; the entire network is in a fine network that is very good to optimum in the specific final goal [9].




        The unsupervised pre-training breakthrough, new ways to avoid overfitting, the use of general-purpose graphics processing units to speed up calculations, and the development of unsupervised pre-training breakthrough made it possible to develop high-level components to quickly assemble neural networks to find a solution for different tasks by establishing state-of-the-art [10]. In reality, DL is proven to be effective at uncovering subtle structures and is responsible for considerable, achieving outstanding results in image object detection, envisioned, and natural language translation and generation. Healthcare flooring could be achieved by relevant clinical-ready successes in the way of the new generation of deep learning-based smart solutions for genuine medical care [11].


      


    




    

      LITERATURE REVIEW




      Deep learning's application used in medicines is new and has not been properly investigated. In this chapter reviewed some of the most important recent literature on deep model applications. Publications are cited in this literature review for lighting the types of communication networks and medical data that were taken into account (Table 1).




      To our knowledge, no research has used deep learning in all of these data sets, or a subset of them is joint for medical data examination and prediction representation. Many exploratory studies assessed the combined use of genomes and EHRs, but they did not use deep learning; therefore, they were not included in this review. The most common deep learning architectures are used in the healthcare industry. These models explain the basic concepts that underpin their construction (Table 2).




      

        E-Health Records by Deep Learning




        Deep learning (DL) has lately been used to handle aggregated data. Structured (e.g., diagnoses, prescriptions) data and unstructured data are both included in EHRs. The majority of this literature used a deep architecture to the process of a health care system for a specific clinical task. A frequent technique is to demonstrate that deep learning outperforms traditional machine learning models in terms of metrics. While most articles show end-to-end supervised networks in this situation, unsupervised models are also provided in multiple papers [12]. Deep learning was utilized in many research to predict disease-based conditions. Liu et al. [13] reported that four layers outperformed baselines in predicting serious heart failure and serious chronic diseases. Short attention of RNNs with sharing and sentiment classification was utilized in a deep dynamic end-to-end network that affects current disease conditions and the medical future is projected. The authors also advocated using a decay effect to control the LSTM unit to manage irregular events, which are difficult to handle in longitudinal EHRs. DeepCare was tested on diabetes and mental health patient cohorts for disease progression modeling, intervention recommendation, and future risk prediction. It utilized RNNs with gated recurrent units (GRU) to create an ending model that is based on patient history to encounter with future diagnoses and treatments.




        Deep learning has also been used for the continuous-time model of information, such as laboratory findings, to identify specific phenotypes automatically. RNNs and LSTM were utilized by Lipton et al. [14], who used 13 commonly gathered clinical parameters from patients in pediatric ICU to train a model to categorize 128 illnesses. The results outperformed numerous strong baselines, including a multilayer perceptron trained on hand-engineered features, by a large margin. Che et al. [15] employed SDAs regularized with proper information based on ICD-9s. Lasko et al. [16] employed a two-layer stacked AE (without regularization) to mimic the sequences of serum uric acid readings. Razavian et al. [17] used LSTM units for different networks to predict the illness of patient onset from laboratory tests and found that they performed better than logistic regression relevant to clinical characteristics that were hand-engineered [18].




        EHRs have also been subjected to deep neural models, which were used to train medical concepts, including diseases, drugs, and tests that might be utilized for analysis and prediction [19]. Tran et al. [20] employed RBMs to predict suicide risk in a population of 7578 mental health patients by learning abstractions of ICD-10 codes. A network model based on RNNs also showed some promise in eliminating patient data from medical records, allowing the counter of unlimited patient summaries to be done automatically. Predicting unplanned readmissions of patients after discharge has recently received a lot of interest [21]. Nguyen et al. [22] presented Deeper, a CNN-based middle methodology for stratifying medical risks by analyzing and combining clinical cues in prescribed EHRs. Deeper enables the investigation of important and readable medical patterns, and its efficacy in predicting readmission was excellent in a short period.


      




      

        Medical Images by Deep Learning




        Following the breakthrough of deep learning in the vision of the computer, the clinical applications to early uses were in image analysis, notably in the study of the mind, Magnetic Resonance Imaging (MRI) scans to predict various types of Alzheimer's disease [23, 24]. CNN's are used to infer multiple layers of higher knee MRI results to dynamically segregate tissues and help lessen the risk of osteoarthritis in a variety of medical sectors [25]. This method outperformed a province method that used manually selected 3D multi-scale properties despite the usage of 2D pictures. Deep learning has also been used to discriminate numerous modules of sclerosis lesions in Multiple channel-based 3-Dimensional MRIs [26]. In recent times, an author has used diagnosed diabetic retinopathy in retinal photos, achieving specificity and high sensitivity to certified ophthalmologist annotations over roughly 10,000 test photos [27]. When it comes to classifying clinical histology pictures of different forms of cancer, CNNs outperformed 21 board-certified dermatologists over a large data set of more than 100000 images (around 2000 biopsy-labeled test images) [28].


      




      

        Genomics by Deep Learning




        Deep learning is used in slightly elevated biology to preserve structural integrity from ever-increasing datasets. The deep models allow for the discovery of high-level characteristics, resulting in improved performance over traditional models, increased interpretability, and a better knowledge of the structure of biological data.




        

          Table 1 Literature review summary of deep learning architecture applied and clinical diseases.




          

            

              

                	Approach



                	Year



                	Application Use



                	Model Type



                	References

              


            



            

              

                	E-health records



                	2015



                	Proposed a prediction-based framework for congestive heart failure



                	CNN



                	Lui et al. [12]

              




              

                	2015



                	Diagnosis and clinical measurements of patients from ICUs data



                	LSTM RNN



                	Lipton et al. [14]

              




              

                	2016



                	Memory model (MM) of patient history is predictive medicine-based



                	LSTM RNN



                	Pham et al. [19]

              




              

                	2016



                	Predict future clinical events by the unsupervised history of the patient



                	Stacked Denoising AE



                	Miotto et al. [29, 30]

              




              

                	2014



                	Diagnosis of patients automatically from their history



                	RBM



                	Liang et al. [18]

              




              

                	2015



                	Time series clinical physiological pattern



                	Stacked AE



                	Che et al. [23]

              




              

                	2013



                	Uric acid measurement is to suggest multiple subtypes of effect



                	Stacked AE



                	Lasko et al. [16]

              




              

                	2017



                	The patient's history is used to define medications



                	GRU RNN



                	Choi et al. [1]

              




              

                	2016



                	Lab tests are to predict the disease



                	LSTM RNN



                	Razavia n et al. [17]

              




              

                	Medical Imaging



                	2014



                	Alzheimer’s disease is predicted by different MRIs



                	Sparse AE



                	Lui et al. [13]

              




              

                	2013



                	Detecting modes arise for variations of Alzheimer



                	RBM



                	Brosch et al. [25]

              




              

                	2013



                	Predicting an automatic MRIs for the osteoarthritis



                	CNN



                	Prasoon et al. [26]

              




              

                	2014



                	Creating Multiple channels based 3-Dimensional MRIs



                	RBM



                	Yoo et al. [11]

              




              

                	2016



                	Ultrasound images used for breast cancer diagnosed



                	Stacked Denoising AE



                	Cheng et al. [27]

              




              

                	2016



                	The diabetic retinopathy diagnosed from retinal photographs



                	CNN



                	Gulshan et al. [28]

              




              

                	2017



                	Detect skin cancer at the dermatology level



                	CNN



                	Esteva et al. [29]

              




              

                	Genomics



                	2015



                	The DNA sequence is used to predict chromatin.



                	CNN



                	Zhou et al. [32]

              




              

                	2016



                	Multiple cells predicting in the open-source platform for prediction



                	CNN



                	Kelley et al. [36]

              




              

                	2015



                	Determine the RNA and DNA for the proteins



                	CNN



                	Alipanahi et al. [35]

              




              

                	2016



                	Estimating different chromosomes



                	CNN



                	Koh et al. [37]

              




              

                	2013



                	Cancer classification from gene expressions



                	Stacked Sparse AE



                	Fakoor et al. [39]

              




              

                	Mobile



                	2016



                	Detecting gait of freezing in patients



                	CNN/RNN



                	Hammerla et al. [43]

              




              

                	2015



                	Wearable sensors are estimating



                	CNN



                	Zhu et al. [44]

              




              

                	2016



                	Health is monitored by photoplethysmography signals



                	RBM



                	Jindal et al. [40]

              




              

                	2016



                	Quality of sleep is predicted by physical activity during awake time



                	CNN



                	Sathyanarayana et al. [45]
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