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    In 1897, at a meeting of the Society of Russian Physicians, Ivan Pavlov predicted that the last stage of the life sciences would be the physiology of the living molecule. Nowadays the last stages of molecular approaches are theoretical quantum-chemical calculational techniques and experimental patch-clamp method which really can describe the behavior of living molecules. An attempt of combined application of quantum-chemical calculations and the patch-clamp method to investigation of the nociceptive system is presented in this volume. The crosstalk between drug substances and membrane receptors is conducted in the language of molecules. The behavior of single molecules upon their ligand-receptor binding should be investigated at physiologically adequate conditions during development of new analgesics. The requirement of physiological adequacy was always taken into account when the authors tried to explain the background mechanisms governing the effects of powerful analgesics. This approach makes it possible to elucidate how the chemical structure of labile attacking molecules should be finely tuned to provide effective binding to their membrane receptor. The authors hope that this review will open a new perspective to application of molecular methods in the drug design of pain relievers. The urgent need for the development of novel analgesics is dictated by the lack of safe and effective drugs in this field of medicine, especially when the pain becomes intolerable and incurable. The arsenal of practical medicine includes an array of analgesics, which have to be applied basing on the severity of pathological conditions of the organism. Step 1 of the World Health Organization analgesic ladder consists of non-opioids, administered with or without adjuvants depending on the type of pain. Step 2 comprises step 1 agents plus opioids which can relieve mild to moderate pain. Step 3 involves step 2 agents with addition of opioids for moderate to severe pain relief. It is a matter of common knowledge that administration of opioid substances results in irreversible adverse side effects in humans. The major objective of the authors is to solve this underlying problem by creating novel analgesics which could replace opioids in clinical practice, while remaining completely safe.




    This book presents our main result in elucidation of the physiological role of a novel membrane signaling pathway involving the opioid-like receptor coupled to slow sodium channels (Nav1.8) via Na+,K+-ATPase as the signal transducer. This pathway is distinct from and additional to the known mechanism of the opioidergic system functioning that involves G proteins. Activation of the opioid-like receptor further triggering the signaling pathway directed towards Nav1.8 channels provides the effectiveness and safety of our novel analgesic which is potent enough to relieve severe pain otherwise relieved exclusively by Step 3 opioids.




    It is nowadays almost inevitable for reviewers of scientific material in the field of nociception to make excuses for omissions. We are sincerely sorry for not having been able to discuss all the findings in physiology of nociception and in practical medicine that would have merited attention. To include all would have defeated the purpose of this volume by making it grow out of all proportions.




    This book presents an informative and valuable for physiologists and clinicians overview of primary molecular mechanisms involved in functioning of the peripheral nociceptive system. This material can be used in courses given to students specializing in physiology, psychology, and medicine, as well as to physicians training in neurology, neurosurgery, and psychiatry. The principles presented in the current volume may also be of interest to molecular biologists engaged in the drug design.
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      Abstract




      Discovery of NaV1.8 channels has opened a new perspective to study the mechanisms of nociception. A remarkable feature of these channels is their ability to be modulated by binding of various endogenous and exogenous agents to membrane receptors coupled to NaV1.8 channels. The behavior of their activation gating system was patch-clamp recorded and analyzed by the Almers’ limiting slope method. It was established that opioid-like membrane receptors could control the functioning of NaV1.8 channels. A novel role in this mechanism is played by Na+,K+-ATPase, which serves as the signal transducer instead of G proteins. Switching on the opioid-like receptors one can selectively decrease the effective charge of NaV1.8 channel activation gating device. As a result, only the high-frequency component of nociceptive membrane impulse firing is inhibited. This is the component that transfers nociceptive information to CNS.




      The three units involved in the described membrane signaling cascade (opioid-like receptor → Na+,K+-ATPase → NaV1.8 channel) are potential targets for novel analgesics. Investigation of this mechanism of nociceptive signal modulation is of major importance not only for fundamental physiology but also for clinical medicine.
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      PHYSIOLOGY OF PRIMARY SENSORY CODING




      The universal language of the brain is the language of nerve impulses. In the 1920s Edgar Adrian was the first who discovered that discharge frequency of an afferent fiber innervating feline mechanoreceptors increased as a consequence of an increase in the stimulus intensity. The input-output function of the primary afferent fiber describes the relationship between the stimulus intensity and the number and frequency of evoked action potentials [1]. Different forms of energy are transformed by the nervous system into different sensations of sensory modalities. Five major sensory modalities have been recognized since ancient times: vision, hearing, touch, taste, and smell. In 1844 Johannes Müller advanced his “laws of specific sense energies” [2]. He proposed that modality was a property of the sensory nerve fiber. Each fiber is activated by a certain type of stimulus because different stimuli activate different nerve fibers. In turn, the nerve




      fibers make specific connections within the nervous system, and it is these specific connections that are responsible for specific sensations. A unique stimulus that activates a specific receptor and therefore a particular nerve fiber was called an adequate stimulus by Charles Sherrington [3]. In 1967 Vernon Mountcastle advanced the idea of the brain as a “linear operator” [4, 5]. It means that the input-output functions of sense organs should be congruent with psychophysical functions relating the magnitude of the stimulus to the sensation. For instance, the function of central pathways mediating simple sensory events in the somatosensory system is thought to conserve the presentation of a stimulus dictated by the peripheral sensory apparatus. Said differently, one could assign for each discriminable quality of sensation a specific set of nerve fibers whose excitation would express that one quality (modality) and no other. The alternative view stated that quality was a matter of the pattern or of the spatio-temporal distribution of excitation in a whole array of fibers. As a result, the “labeled line” theory was opposed to the alternative “pattern” theory (see review) [6].




      The “sixth” sensory modality, i.e. pain, up to now attracts special attention of physiologists and clinicians. It is difficult to overestimate the significance of attempts to control the mechanisms of pain sensation in order to achieve practical results regarding chronic pain relief in humans. The first steps in this direction have been done by researchers who laid the foundations of nociception as one of the most important branches of sensory physiology.




      Alfred Goldscheider (1920) [7] was the first to advance the idea that the pain was not modality-specific but rather evoked by an additional excitation of any sense organ.




      Ivan Pavlov (1927) [8] showed how the brain could be trained, through repetition, to invoke certain reactions in certain circumstances. Pavlov distinguished between food stimulations which called out the reaction of salivation and electric current noxious stimulations which called out the defense reaction. Destructive (noxious) stimuli provoke the defense reflex. Food calls for a positive reaction – grasping of the substance and eating it. Pavlov has shown that the defense reflex of skin is second in importance to the food reflex. An animal exposed simultaneously to an electric current acting upon his skin and to a food stimulus would respond not with defense but with food reaction. These findings show that mediation of nociceptive signals does not strictly obey the “labeled line” law. This “line” is under control of some other physiological processes of living organism.




      Investigating the physiological nature of sleep Pavlov stated that sleep, or inhibition, prevented undue fatigue of the cortical elements, allowing them, after they had been subjected to noxious stimulation, to recover their normal state. Inhibition is occurring all the time, even in a seemingly alert animal, but it exists only in scattered areas of the cortex. When it irradiates from these areas over the entire brain, the animal falls asleep. In Pavlov’s words, “internal inhibition in the alert state of the animal represents a regional distribution of sleep which is kept within bounds by antagonistic nervous process of excitation” (Pavlov, Conditioned reflexes, p. 253) [8]. Pavlov has demonstrated that the nature of the stimulus itself is less important than the inhibition associated with it. “As there is practically no stimulus of whatever strength that cannot, under certain conditions, become subjected to internal inhibition, so also there is none which cannot produce sleep” (Pavlov, Conditioned reflexes, p.252) [8]. He mentions an instance in which a powerful electric shock applied to the skin was used as a conditioned alimentary stimulus that totally relieved pain (see also [9]).




      There are three main consequences of Pavlov’s findings. The first one is that his results corroborate the “pattern” theory, because as it was mentioned above, the “noxious labeled line” could be easily disrupted by signals of other modalities in an alert organism. The second consequence is the suggestion that nociceptive signals can be controlled somewhere at spinal and/or supraspinal levels. And finally, nowadays we can predict that endogenous substances which should control pain sensation on the molecular level are expressed in human brain.




      A starting point of any sensation is the reception of signals evoked by activation of specialized sensory receptors (including nociceptors) providing information to CNS. Nociceptors inform us mainly about harmful external and internal stimuli or about tissue injury. Pain is the perception of an aversive or unpleasant sensation that originates from a damaged region of the body. Our “sixth sense” is a vitally important sensory experience that warns us on danger. Modern findings concerning the relationship between perception of pain and mechanisms of functioning of nociceptors show that any nociceptive perception involves an interconnection and elaboration of sensory inputs and pathways. Highly subjective and complicated nature of pain makes it difficult to diagnose and treat a number of chronic pain phenomena.




      A noxious stimulus activates the nociceptor fiber by the fundamental mechanism of excitation of living cell. It is well known that nerve excitation evoked by mechanical stimulation results in production of gradual receptor current in primary receptors [10, 11] or generator current in secondary receptors [12] that elicits the single action potential or trains of nerve impulses. Insights into neural mechanisms for fine coding of tactile information in humans come from the works of Ake Vallbo and his colleagues who have systematically studied mechanoreceptors innervating the human hand skin. On the basis of information obtained on alert subjects they have proven that even single extra action potential is of major importance, as it informs us about changes in the intensity of tactile stimulus [13, 14]. The authors managed to record the impulse activity of single peripheral fibers that innervate cutaneous mechanoreceptors. Besides, the subjects reported a change in their sensations in response to an increase of the adequate stimulus force [15]. According to the results of questioning the subjects, the authors succeeded in dividing the psychophysical scale of sensations into five levels. In spite of a certain scatter, these levels correlated to the number of simultaneously recorded action potentials in the afferent fiber. If touching the receptor field was so weak that nerve impulses either did not arise at all or only one action potential appeared, the subjects reported the absence of sensations. As the stimulus force was increased, the sensation became vague. One action potential corresponded to this threshold, but it appeared with a greater probability. A very weak sensation correlated with appearance of one or two action potentials, a weak one was noted when three or four appeared, and when the sensation was moderate, five or six, more rarely, nine action potentials were observed in the afferent fiber. These results were supported by other authors [16]. It was shown that the maximal number of nerve impulses arising in the fibers innervating slowly adapting skin receptors in response to adequate stimulation was five. In this case, subjective judgment of the sensation level was linearly dependent upon the number of action potentials. The results of these investigations seem to have allowed the final solution of the problem concerning physiological significance of each nerve impulse in the train arising in the nerve fiber.




      The next discovery of great importance was made due to studies carried out on both humans and experimental animals which demonstrated that an increase in nerve firing frequency immediately arising from “damaging” mechanical, thermal, or chemical stimuli resulted in pain sensation. A direct correlation has been found when human psychophysical responses to noxious heat stimuli were compared with the receptive properties of nociceptive afferents recorded from anesthetized monkey [17-19] or alert humans [20-22]. These studies have also indicated that increased pain perception following tissue injuries can be explained by the corresponding change of the stimulus-response functions of nociceptive afferents [21-25]. Under normal physiological conditions, nociceptive signals are produced by intense stimulation of primary afferent sensory Aδ and C nerve fiber terminals by chemicals, heat, and pressure [26, 27]. In addition, Koltzenburg and Handwerker [28] found that response of a nociceptor increased with the velocity of a projectile stimulus. Similarly, C fiber nociceptors [17] and innoxious thermal receptors [29, 30] exhibit both a rate- and temperature-sensitive response to thermal stimuli. Though some kinds of stimuli applied to the skin are psychophysically painful, comparable mechanical forces applied gradually do not inevitably induce pain. Nonpainful stimuli could elicit instantaneous discharge with interspike intervals of less than 100 ms, i.e., with instantaneous frequencies of more than 10 Hz [28], which indicates that a brief high-frequency burst of unmyelinated nociceptors should not be necessarily sufficient to induce pain. On the other hand, the mean number of action potentials evoked by a painful impact stimulus was around eight impulses. Some discrepancy between the nociceptor discharge and pain perception has also been observed for other mechanical [31, 32], thermal [20, 31], and chemical [33] stimuli. These studies made it possible to estimate that the average nociceptor discharge rates exceeding 0.5-l.0 Hz during a maintained stimulus were required to evoke painful sensations. This could mean that the temporal summation of a certain number of impulses in nociceptive afferents should be necessary for conscious perception of pain in humans, in spite of limited correlation between the frequency modulation of the discharge and perceived sensation [28]. The cited authors also found that monotonic increase of total nociceptor discharge following impact stimulation of increasing stimulus intensity was accompanied by corresponding increase of vasodilatation. In this case, the total number of action potentials is also the determinant for the magnitude of neurogenic vasodilatation after a single noxious stimulus. Such parallel changes of pain sensation and vasodilatation have been observed after thermal [34], electrical [35, 36], and chemical stimulation [37]. These results support the Pavlov’s prediction that the nociceptive system is tightly coupled to visceral systems. An important conclusion concerning physiological complexity of pain sensations has been obtained in humans using intraneural microstimulation. It has been determined that the magnitude of pain evoked by electrical excitation of nociceptive afferents depends on the pattern characteristics of stimulation [38]. A pattern that mimicked the natural discharge of nociceptors and consisted of a dynamic high-frequency discharge that settled on a lower frequency was generally perceived as more painful than the same number of impulses delivered over the same time with a regular interstimulus interval. One of explanations of this phenomenon is that the decrease in firing frequency is due to desensitization of excitable membrane responsible for analog-impulse transformation in the nociceptor. On the other hand, the summation of pain sensations observed in experiments on humans has many features in common with slow increase of excitability of higher-order neurons studied in animals. It has been found that repetitive electrical stimulation of C fibers results in the progressive increase of excitability of spinal cord neurons [39-42], although there are different mechanisms that could account for this observation. The most important “station” that nonlinearly processes nociceptive signals is the Melzack’s “gate”.




      In the early 1960s neurophysiological studies provided evidence that stimulation of low-threshold myelinated primary afferent fibers decreased the response of dorsal horn neurons to unmyelinated nociceptors, whereas blockade of conduction in myelinated fibers enhanced the response of dorsal horn neurons. Firing of certain spinal cord neurons may therefore not simply be regarded by the level of activity in nociceptive afferent input, but also by the balance of activity between unmyelinated nociceptors and myelinated afferents not directly related with pain. This idea was introduced by Patrick Wall and Ronald Melzack as the “gate control theory” [43]. Modulation of pain may be realized due to interactions of four classes of neurons in the dorsal horn of the spinal cord: (1) unmyelinated nociceptive fibers (C fibers), (2) myelinated nonnociceptive afferents (Aα, Aβ), (3) projection neurons, whose activity results in pain sensation, and (4) inhibitory interneurons. Inhibitory interneurons are spontaneously active and normally inhibit projection neurons, thus reducing the pain intensity.




      The gate control theory introduced the idea that pain perception was sensitive to the levels of activity in both nociceptive and nonnociceptive afferent fibers. The theory elegantly explains the fact that nociceptive signals can also be modulated at successive synaptic relays along the central pathway. It is excited by myelinated nonnociceptive afferents but inhibited by unmyelinated nociceptors. Nociceptors thus have both direct and indirect effects on projection neurons.




      It can be concluded that relatively unspecialized nerve cell endings that initiate the pain sensation have their cell bodies in the dorsal root ganglia (or in the trigeminal ganglion) which send their dendrite processes to the periphery and their axons to the spinal cord or brainstem. Faster-conducting Aδ nociceptors respond to dangerously intense mechanical and/or mechanothermal stimuli. Other unmyelinated polymodal nociceptors respond to thermal, mechanical, and chemical stimuli. There are three major classes of nociceptors in the skin: Aδ mechanosensitive nociceptors, Aδ mechanothermal nociceptors, and polymodal nociceptors, the latter being specifically associated with C fibers. Nociceptive dendrites begin to discharge only when the strength of a stimulus reaches high enough levels.




      As it was shown above, sensory signals normally originate at a dendrite of pseudobipolar sensory neuron in the segmental dorsal root ganglia (DRG). Its membrane also might generate firing activity, but this is sparse in intact animals and its sensory consequences are likely to be minor in normal cells [44, 45]. After nerve injury, however, a discharge originating ectopically within DRG is greatly augmented and can be a major contributor to neuropathic diseases and chronic pain [44, 46-56]. This discharge is critically dependent on subthreshold membrane potential oscillations; oscillatory signals that reach the threshold trigger low-frequency trains of intermittent spikes. Ectopic firing may also enter a high-frequency bursting mode, particularly in the event of neuropathy [57].




      In addition to increasing the firing frequency, stronger stimuli also activate a greater number of receptors, so that the intensity of a stimulus is also encoded in the size of the responding receptor population. This way of coding by the number of simultaneously activated receptors is of great importance when receptor population activity is studied. Nevertheless, herein we shall solely consider coding processes in a single receptor. Electrically excitable nociceptive membrane will be further shown to be able to perform the function of an analog-impulse convertor which encodes an analog impulse signal, the receptor (or generator, or synaptic) current, into the train of action potentials.




      Summarizing the above, one can conclude that primary sensory coding of noxious stimuli is based on specific physiological responses of the human organism. Immediate reaction of the peripheral nervous system is manifested in the increase in impulse firing of nociceptors, although this rule may have some exceptions. The pattern theory of the mechanisms of nociception can be analyzed quantitatively using the Hodgkin-Huxley formalism describing the behavior of membrane ion channels. Our working hypothesis is based on the postulate that the nociceptive neuron membrane should incorporate ion channels which critically control the excitability of this neuron and, therefore, inhibitory modulation of their gating machinery should result in pain relief. Molecular mechanisms by which diverse chemical, mechanical, and thermal noxious stimuli depolarize free sensory endings and trigger an increase in action potential firing could generate a pathological state of the human organism. Correction of this pathology (pain relief) is usually achieved by reducing the number of active ion channels controlling nerve excitation. A different approach is applied herein. Our aim is to perform a physiologically adequate modulation of the gating device (a part of molecular structure of the channel) of slow NaV1.8 sodium channel which is responsible for coding of nociceptive signals (see below).


    




    

      ROLE OF ION CHANNELS IN PRIMARY SENSORY CODING




      There are three main manifestations of primary sensory impulse firing in the nociceptive system: frequency code, numerical code, and spike frequency adaptation. Activating particular ion channels and analyzing their gating machinery characteristics, one could understand molecular mechanisms of processing of nociceptive signals. In other words, each ion channel plays its own specific physiological role in the process of analog-impulse transformation in nociceptors. As it was discussed above, noxious signals manifest themselves primarily in a significant increase of nociceptive membrane firing frequency. This is why to relieve pain one should control the process of analog-impulse transformation in the nociceptive membrane in such a way that would decrease the frequency of nerve impulses. This decrease should be the main effect of an analgesic drug. Antinociceptive action could also be achieved as a result of a decrease in the number of nerve impulses in a train or due to activation of the process of spike frequency adaptation in the nociceptive membrane. It will be demonstrated further that manifestations of nociceptive signal control are based on the ionic mechanism of modulation of slow sodium NaV1.8 channels responsible for coding of nociceptive information. These channels represent the superfamily of sodium channels (NaV1.1 – NaV1.9). It is worthwhile to review the main physiological findings explaining the role of sodium channels in impulse coding. Behavior of the nociceptive system is determined by general laws of the information processing in the brain. To understand them on the molecular level it is necessary to get an insight on structure, functions, and mechanisms of intermolecular coupling of sodium channels which, together with calcium channels, are the key molecules ensuring generation of the action potential. Finding a way to decrease the excitability of the nociceptive membrane is of major clinical importance because millions of people are suffering from chronic pain without many perspectives of its safe and effective treatment.




      The sequence of events between an increase of magnitude of receptor (generator) current and changes in frequency of excitable membrane impulse firing may be complicated; it results in structural changes in voltage sensors of ion channels. These parts of the channel have a large charge or dipole moment, thus being able to change their position in space in response to transmembrane voltage step. Any ion channel has more than one conformational steady state. Each of these stable conformations represents a different functional state of the gating device. Transition of a channel between the closed and open states is referred to as gating. The gating machinery of sodium channels consists of activation and inactivation gates. Initially, two approaches to describe the process of voltage gating have been suggested: one of them pictures permanent dipoles that flip-flop between two possible positions, while the other one considers charged particles belonging to the gating device which are trapped in the membrane and redistribute themselves between its two positions on external and internal sides. In both of these models the transition should obey first-order kinetics. The two-state, constant dipole model provides a useful starting point for quantitative analysis of the gating machinery. The dipole moment of a voltage sensor changes in a more complicated multi-state manner in a macromolecule, the overall orientation of which in the membrane does not change [58]. The voltage sensor belongs to voltage-gated ion channel molecule. Alan Hodgkin and Andrew Huxley were the first to describe the ionic mechanisms of generation of action potentials of the squid Loligo forbesi axon membrane [59-62]. Slightly later, Alan Hodgkin and Richard Keynes [63] put forward the concept of the “membrane ion channel”. Aminoacid sequence of such a protein molecule was obtained for the first time only thirty years later [64].




      The simplest process of generation of nerve impulses was predicted to be based on activation of two populations of ion channels, only one of them being voltage-dependent [65]. This minimal set of ion channels has been found in the membrane of intermediate Ranvier node that retranslates the impulse code produced by the first Ranvier node of an afferent fiber in warm-blooded animals. It involves the population of classical sodium channels (NaV1.1) and the population of leakage (voltage-independent) channels [66, 67]. Classical NaV1.1 channels and leakage current channels form a basic system which provides firing of the main “carrier” impulse frequency of the excitable membrane generator. Introduction of the third type of ion channels, classical potassium channels, results in an important change in the input-output function of the coding membrane. This function becomes negatively accelerated, which is a characteristic feature of a majority of receptors [6, 68, 69]. The other finest mechanisms regulating and tuning the coding membrane generator characteristics are based on activation of an additional population of voltage-dependent ion channels. Activation of slow potassium channels in the nerve fiber results in spike frequency adaptation [65]. This manifestation of impulse and numerical coding can also be achieved due to second-order properties of inactivation gating system of classical sodium channels [69]. It can be concluded that gating devices of ion channels participate in specific tuning of coding machinery. Thus, intra- or intermolecular modulation of gating devices by endogenous or exogenous agents is very important for functioning of the nociceptive system, which is determined by the mechanisms of impulse firing (see below).




      Analysis of the nucleotide sequence of the sodium channel gene, as well as of the aminoacid sequence that it encodes, has revealed fundamental structural features of the channel. Each sodium channel consists of an α subunit of approximately 2,000 amino acids and a smaller auxiliary β subunit that modifies the properties of the α subunit. The α subunits, NaV1, are encoded by a family of genes called SCN alpha. The human gene family includes SCN alpha genes numbered 1–11. The sodium channel α subunit proteins are numbered using a separate sequence which unfortunately does not entirely correspond to the numbering of the genes. The SCN10A gene product is called NaV1.8 [70, 71]. It is this channel that plays a key role in encoding of nociceptive signals (see below). α subunits of NaV1 channels consist of four roughly symmetrically arranged domains (DI-DIV) connected by intracellular loops. Each domain involves six α-helical segments (S1-S6) and segments S5 and S6 which participate in pore forming. This pore serves as the selectivity filter controlling passage of ions of a certain size across the membrane. The second fundamental insight into structural organization of the sodium channel is based on the observation that one of its putative membrane-spanning regions, called the S4 region, is highly conservative among sodium channels. It contains several positively charged aminoacid residues (lysines and arginines) that provide sensitivity to changes in voltage across the membrane. This region serves as the gating mechanism transforming voltage steps into the gating transition within the channel that opens the activation gate. The rest S1-S3 regions are probably involved in gating processes but there are no indications on uncompensated mobile charges involved in their structure [72-74]. Purification studies demonstrate that the sodium channel from mammalian brain is a complex of α (260 kDa), β1 (36 kDa), and β2 (33 kDa) subunits [75, 76]. β subunits are composed of an N-terminal extracellular immunoglobulin-like fold, a single transmembrane segment and a short intracellular segment. These subunits are thought to form heterodimeric and heterotrimeric complexes of a single α subunit and one or two β subunits in excitable cell membrane. Coexpression of β subunits modulates the kinetics and voltage dependence of sodium channel activation and inactivation, and extracellular immunoglobulin-like domains of β subunits serve as cell adhesion molecules that interact with matrix proteins and other cell adhesion molecules [76-78]. It is worthwhile to stress that the aminoacid structure of sodium channels is designed by the nature for effective interaction with the neighboring molecules. This coupling is of major importance for realization of physiological functions of sodium channels.




      

        Selectivity Filter




        To explain ionic selectivity, the original pore theory was put forward first by Loren Mullins [79] and later by George Eisenman [80] and Bertil Hille [81, 82] who proposed that channels should have a narrow region acting as a molecular sieve. At this selectivity filter, an ion sheds its surrounding water molecules and electrostatically interacts with charged aminoacid residues which line the walls of the channel. The most important structural feature of the selectivity filter is an oxygen-lined cavity roughly 3 by 5 Å in size. The observed selectivity (for Na+ over K+) was comparable both with a rigid selectivity filter, operating in a strict size-selection mode, and a flexible selectivity filter where the ion-coordinating residues could be pulled in by smaller ions and pushed out by larger ones [83]. Molecular dynamic simulations [84] showed that the selectivity filter was flexible/fluctuating. Ionic selectivity was shown to be determined by the balance of electrostatic forces and steric repulsion [85]. When ion-coordinating amino acids are packed as tightly as they are in the selectivity filter, the interactions between them must be taken into account [86]. In addition, it would be necessary to consider interactions of these amino acids with the environment outside the selectivity filter proper [87]. The selectivity filter can be modulated by just a few alkaloids, such as batrachotoxin, grayanotoxin, veratridine, and aconitine. Alkaloid-treated sodium channels display a more relaxed ionic selectivity than intact channels. While structurally distinct from one another, these highly hydrophobic compounds of low molecular weight do have certain common features, such as the bridged ring systems and esterified aromatic moieties found in batrachotoxin, veratridine, and aconitine [88]. In the case of batrachotoxin both the bridge and the esterified group are essential for its activity. An inner set of the residues Asp, Glu, Lys, and Ala (DEKA) formed the narrowest part of the selectivity filter [89]. Computer modeling and site-directed mutagenesis [90] made it possible to hypothesize that batrachotoxin could alter sodium channel ionic selectivity via interacting with its Phe1236 and Lys1237 residues. The pyrrole moiety of batrachotoxin forms aromatic electron cloud, which is why pyrrole becomes a good candidate for stacking with Phe1236. A hydrogen bond may then be formed between the amino group of the lysine side chain and the carbonyl group attached to the pyrrole group of batrachotoxin. Interactions between Lys1237 and batrachotoxin would distort the Lys1237 orientation, thus widening the selectivity filter. An increase of the selectivity filter diameter (from ~3.5 to ~3.9 Å) upon action of batrachotoxin has been suggested previously [91]. The discussed mechanism does not explain how batrachotoxin can recognize its targeting site in the selectivity filter. Hydrogen bonding and stacking interactions are too weak to account for a very high affinity (Kd = 65÷85 nM) of batrachotoxin binding. It can be thus predicted that electrostatic and ion-ionic interactions may play a key role in ligand-receptor binding (see below).




        Alkaloids mentioned above were shown to bind to the narrowest internal part of the selectivity filter [89]. A remarkable distinctive feature of their effect is the fact that the sodium channel remains active, while the reversal potential of sodium current and ionic selectivity of the channel are crucially decreased. Several other substances can interact with a different part of the sodium channel (not with its selectivity filter) inhibiting its current without changing the reversal potential. Two of them are specific high-affinity sodium channel blockers (marine guanidinium toxins), saxitoxin (STX) and tetrodotoxin (TTX), which are widely used for investigation of voltage-gated sodium channels. TTX has been valuable in biochemical purification of the channels [92], in pharmacological characterization of different channel isoforms [93], in determination of the sodium channel density in cells [94], in discovery of slow sodium channels [95] and in elucidation of their role in nociceptive firing [96, 97].




        These agents bind to toxin site 1, which is located on the outer vestibule of the channel [98, 99] and composed of Glu, Glu, Met, and Asp from domains I–IV, respectively. TTX and STX are suggested to bind to the channel in the same manner [89]. This idea is based upon the fact that the two toxins completely block the current, competitively inhibit each other in binding assays, are of similar size, and possess similar functional groups, including one or two guanidinium groups and a diol that are thought to be critically important for binding of either toxin. Furthermore, both toxins appear to block at the same depth within the electric field when a greater charge of STX is taken into account [100], and mutations in the outer vestibule seem to have qualitatively similar effects on affinities of both toxins [99, 101-103].




        It is well known that the gating machinery of sodium channels can be modulated by drug binding. The most valuable results on drug modulation of the gating machinery were obtained in the last century by intensive investigation of the mechanisms of action of local anesthetics, which play a crucial role in inhibiting noxious signals. These mechanisms were demonstrated to be so sophisticated that existence of several receptor sites for local anesthetics with different properties on each sodium channel and of additional slow inactivated states of the channel had to be postulated by Boris Khodorov [104-106]. The hypothesis that the local anesthetics receptor of the sodium channel has at least three major states differing in their binding affinities made Bertil Hille to favor the “modulated receptor” hypothesis accounting for the action of local anesthetics [107]. This extremely fruitful idea is also relied on findings of Galina Mozhaeva and Aleksander Naumov [108-111]. In the 1970s – 1980s they were exploring the effects of ligand-receptor binding of some natural toxins on various characteristics of ion channels: conductance, selectivity, kinetics of activation and inactivation gating. These toxins were suggested to interact directly with aminoacid sequence of the channel in a dose-dependent manner which could be described by the Langmuir law. The modulated receptor hypothesis made it possible to explain a very high specificity of drug binding. However, when the Langmuir law cannot be applied to approximate the dose-effect function upon drug-channel interaction, it is necessary to apply the Hill equation for description of this nonlinear function.




        The modulated receptor hypothesis can be treated more widely if we consider not only drug-channel interaction but also interactions of a drug with membrane receptors. Any membrane receptor is a protein structure which, upon binding of attacking molecules, switches on the sequence of cascade processes that further amplify and transduce the signal resulting from receptor activation to the genome and, in some cases, also to neighboring ionic channels (see below).


      




      

        Inactivation Gating Device




        Specific inhibition of inactivation process was firstly registered after internal perfusion of pronase in the squid axon. The agent preferentially removes inactivation while leaving the activation process intact, thus suggesting that some structures involved in inactivation process are accessible from the cytoplasmic side of the membrane [112]. Using the site-directed mutagenesis and patch-clamp method, sodium channel fragments with a “clipped” linker between DIII and DIV were later demonstrated to have impaired inactivation gating, implicating this loop in control on inactivation process [113]. Moreover, antibodies directed against residues 1491–1508 in the DIII–IV linker of neuronal sodium channels antagonized inactivation of single channels [114]. The implication of the DIII–IV linker has given rise to a working hypothesis that sodium channel inactivation proceeds through a “hinged-lid” mechanism, whereby linker residues serve as a molecular latch [115]. William Catterall has examined the details of three-dimensional hinged-lid mechanism by multidimensional NMR methods [75, 116]. The intracellular loop connecting domains III and IV of the sodium channel was shown to form a hinged lid, the critical residue Phe1489 being the main element occluding the intracellular mouth of the pore in the sodium channel during inactivation process [75]. Three amino acids Ile1488, Phe1489, and Met1490 form the IFM motif that belongs to a rigid α-helix. Thr1491, which is important for inactivation [117], and Ser1506, which is a site of phosphorylation and modulation by protein kinase C, are also involved in inactivation gating machinery. Further details of aminoacid architecture of this structure are discussed elsewhere [118-121].


      




      

        Activation Gating Device




        A commonly accepted hypothesis is that the main role in activation gating is played by S4 segments which move through narrow passages in each domain of the sodium channel protein [75, 122-124]. The S4 segment in a single domain is a rigid cylinder within the channel with a narrow, hourglass-shaped waist. Positively charged residues of the S4 segment are partially neutralized by interactions with negatively charged residues from the surrounding protein (the S2 and S3 segments). Upon depolarization, the S4 segment moves outward and rotates to place the positively charged residues in more outward positions. Molecular modeling provided a description for the sequence of conformational changes and gating charge movement of the voltage sensor during activation [125, 126]. The S4 segment and its gating charges move through a narrow gating pore that focuses the transmembrane electric field to a distance of approximately 5 Å normal to the membrane (see also [127, 128]). It should be stressed that residues Val109 and Leu112 are the key structures participating in the charge transfer mechanism [129, 130]. These model representations give a structural insight into molecular mechanism of the effective charge transfer in activation gating machinery, thus being the starting point for the further analysis of voltage sensitivity of an ion channel and its modulation due to intermolecular coupling or due to ligand-receptor interactions.


      


    




    

      LIMITING SLOPE PROCEDURE




      The voltage dependence of conductance of sodium channels is rather steep, which means that the aminoacid sequence of the channel contains a voltage sensor detecting the transmembrane electric potential difference E. This region should bear an electric charge that could be displaced upon a change in the E value, consequently inducing conformational transition of the channel gating machinery from the closed to the open state. It is known that the background intensive parameter thermodynamically coupled to the extensive parameter E is the charge displacement, q, required to open one sodium channel. Though the real value of q is not known with certainty, it seems intuitively to be related to the steepness with which the sodium conductance depends on the membrane potential, and it can be evaluated using a very simple idea introducing the equilibrium constant KNa [58, 62]:




      

        

          

            

              	[image: ]



              	(1.1)

            


          

        




        where GNa, the sodium conductance, is assumed to be proportional to the number of open sodium channels, while GNamax is the value with all channels open. The difference between GNamax and GNa is evidently proportional to the number of closed sodium channels. Then KNa, the ratio of open to closed channels, is regarded as voltage-dependent equilibrium constant, and d(lnKNa)/dE can be defined as the logarithmic voltage sensitivity of the sodium channel. If the channel gating device were a two-state, open/closed system and the Boltzmann principle could be applied, one would find that [62]:
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        where E is the membrane potential, k is the Boltzmann constant, and T is the absolute temperature. At potentials so negative that GNa<<GNamax, GNa grows exponentially with E [58]:
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        At these potentials the peak sodium conductance grows e-fold within 4 mV [62, 131], suggesting by equations (1.1)-(1.3) that q equals to 6 elementary charges. It should be stressed that this estimate of the q value is model-independent. In other words, Alan Hodgkin and Andrew Huxley were the first to evaluate the charge displacement required to open a classical sodium channel using the approach that is quite general and independent on the real physical mechanism of channel gating. Now the family of voltage-dependent sodium channels includes nine representatives [70, 72] which are distinguished from each other by characteristic features of their gating machineries. Herein we consider solely the behavior of the activation gating device of NaV1.8 channels. Our data indicate that modulation of their gating machinery has an important physiological effect: a decrease of the effective charge transfer decreases the excitability of nociceptive neuron membrane and, consequently, results in pain relief in humans. It is demonstrated below how the effective charge transfer in the activation gating device of NaV1.8 channels can be evaluated applying the Hodgkin-Huxley theory.




        Inactivation gating machinery of NaV1.8 channels is so slow that it does not distort peak sodium current measurements. This is why application of the logarithmic voltage sensitivity method, also well known as the Almers’ limiting slope procedure [58], allows to reliably evaluate q. This approach based on experimental patch-clamp sodium current recordings helps to find novel mechanisms of physiologically adequate modulation of NaV1.8 channels.




        The voltage dependence of the sodium conductance GNa(E) in response to constant voltage steps E can be obtained after measuring the maximum (peak) values of the sodium current, Imax(E):
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        where ENa is the reversal potential of the sodium current. GNa(E) is a monotonic function which approaches its maximum (GNamax) at positive potentials E.




        Assuming that the channel gating device is a two-state open/closed system, the Boltzmann principle can be applied at equilibrium:
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        where k is the Boltzmann constant, T is the absolute temperature, the sodium conductance GNa is considered to be proportional to the number of open sodium channels (No), [GNamax– GNa(E)] is proportional to the number of closed channels (Nc). The total charge q of the voltage sensor per one channel can be estimated as the product of the elementary electron charge e0 times the number of charges being displaced. It is worth noting that any physical measurements of voltage sensitivity of sensory neuron membrane would yield the value equal to the total charge per channel (q) times the fraction of the electric field (ΔE) crossed by the displacing charges, but not the absolute values of any of these factors. This is why the term “effective charge” (Zeff) is introduced.




        Zeff can be obtained using the Almers’ limiting slope procedure on the basis of equations (1.4)-(1.5):
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        Equation (1.6) allows to evaluate Zeff by constructing the voltage dependence of the logarithmic voltage sensitivity function L(E):
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        The slope of the asymptote passing through the first points of this function obtained at the most negative values of the membrane potential E makes it possible to calculate the Zeff value, which is linearly proportional to the tangent of the asymptote slope.


      




      

        Mathematical Modeling of Zeff Evaluation by the Limiting Logarithmic Voltage Sensitivity Method




        Using the Hodgkin-Huxley model, NaV1.8 slow sodium current evoked by constant voltage step E can be presented as
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        where m and h are the Hodgkin-Huxley variables which describe activation and inactivation gating mechanisms and obey first-order kinetics. Transition of the activation gate from the closed (1 – m) to the open (m) state is governed by differential equation (1.9):
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              	(1.9)

            


          

        




        where αm and βm are the forward and backward rate constants of activation process. Transition of inactivation system from the closed (1 – h) to the open (h) state is determined by similar equation (1.10):
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              	(1.10)

            


          

        




        where αh and βh are the inactivation process rate constants. Mathematical modeling allows to investigate characteristic features of interaction between activation and inactivation gating machineries, roles of their gating charges and, finally, excitability of nociceptive neuron membrane.




        Experimental voltage dependencies of NaV1.8 channel rate constants (s-slow) were obtained from our patch-clamp experiments:
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              	(1.12)

            


          

        




        Functions (1.12) are exactly based on our experimental data describing inactivation process throughout physiological range of E. Functions (1.11) represent a somewhat simplified version of actual experimental curves (see equations (1.18) below). They can be used only in the most negative E range and contain information concerning the effective charge transfer in activation system of NaV1.8 channels. This information can be easily derived applying the Boltzmann principle (see equation (1.17)). Independent verification of the limiting slope procedure can be performed using equations (1.8)-(1.12), which make it possible to calculate the families of INa currents generated in response to constant voltage steps for different models of channel gating. Then we can simulate the experimental Zeff evaluation procedure on the basis of the Almers’ limiting slope method.




        

          m-model




          The time dependence of the sodium current triggered by a voltage step of constant value E can be described by the following equation for the single m-particle model:
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          As the first step to simulate the experimental logarithmic voltage sensitivity method, we calculated the family of sodium currents (Fig. 1.1.a, inset) obtained in response to different E steps in physiological range. Zeff was evaluated using the L(E) function (1.7). It was equal to 2.25 elementary charge units (Fig. 1.1.a). This result is in satisfactory accordance with the value estimated for voltage sensor gating in holo-proton conductive HV channels [132]. Their S1-S4 transmembrane segments are similar to the corresponding parts of sodium channels. This “voltage sensor domain” is located within the main HV channel subunit. Ile262 and Asn264 were demonstrated to be more accessible to the cytoplasmic solution in the closed state, as compared to the open state of the channel [132]. These observations are consistent with the crystallographic data reported for the S4 segments of KV channels, and it was further estimated that an equivalent of 2–3 gating charges associated with S4 might move in a single HV subunit [132, 133].


        




        

          m3-model




          This model correctly explains the voltage-clamp data for activation gating systems of fast (NaV1.1) and slow (NaV1.8) sodium channels. Fig. (1.1.b, inset) displays the time dependence of slow sodium currents calculated by equation (1.14):
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          Using the peak values of sodium currents, the logarithmic voltage sensitivity function L(E) was plotted. The tangent of its slope yielded Zeff = 6.75 (Fig. 1.1.b). This theoretical value obtained in physiological range of E is not affected by inactivation process that might decrease the amplitude of the peak sodium current. Further calculations will demonstrate the limitations of application of the Almers’ procedure strongly depending on the kinetics of inactivation process.
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Fig. (1.1))


          The Almers’ procedure for evaluation of the effective charge using the Hodgkin-Huxley theory for NaV1.8 channel activation gating system. a – The family of sodium currents was calculated using the m-model (inset). Their peak (amplitude) values were used to simulate the logarithmic voltage sensitivity function L(E), dashed straight line. Its asymptote (solid line) plotted through points obtained at very negative E fully coincides with L(E) function (the simplest linear condition for “elementary” m-model). b – The family of sodium currents was calculated using the m3-model (inset). Their peak (amplitude) values were used to simulate the logarithmic voltage sensitivity function L(E), dashed line. It is clearly seen that its asymptote (solid line) plotted through points obtained only at negative E coincides with the L(E) function (nonlinear condition for the m3-model).


        




        

          m3h_s-model




          Our patch-clamp data (equations (1.11)-(1.12) were used to calculate NaV1.8 slow sodium currents. Their kinetic behavior is also governed by inactivation system (functions (1.8)). Fig. (1.2.a, inset) presents the results of simulation of slow sodium currents family in voltage-clamp conditions. The peak value of each current can be easily measured, which allows to construct the L(E) function (equation (1.7)). Application of the Almers’ limiting slope procedure gives the Zeff value equal to 6.2 (Fig. 1.2.a), and it is close to the result obtained using the m3-model. Inactivation process affects the peak value of the sodium current. Apparently, the faster kinetics of inactivation system is the bigger the discrepancy should be. That is why our next step involved simulation of the peak currents of a “chimeric channel”, the activation gate of which is slow (NaV1.8), while the inactivation gate is fast (NaV1.1, equation (1.15)).
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Fig. (1.2))


          Accuracy of results obtained by the Almers’ method depends on kinetics of inactivation process. a – The family of sodium currents was calculated using the m3h_s-model (inset). The peak value of each simulated NaV1.8 current was measured and the L(E) function was constructed. Application of the Almers’ limiting slope procedure for the model which takes inactivation gating process into account gives Zeff value close to the result obtained using the m3-model. b – The family of chimeric channel sodium currents was calculated using the m3h_f-model (inset). The process of their inactivation was accelerated as compared to NaV1.8 channels. The Zeff value derived by the limiting logarithmic voltage sensitivity method is one elementary charge less than that obtained using the m3-model. Therefore, application of the Almers’ method to determine the effective charge of fast sodium channels should be implemented with caution.

        




        

          m3h_f-model




          Fig. (1.2.b) illustrates the family of sodium currents (inset) calculated using experimentally obtained “f-fast” inactivation rate constants [134]:
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          In this case the Zeff value derived by the limiting logarithmic voltage sensitivity method equals to 5.7 only (Fig. 1.2.b). Acceleration of inactivation gating process results in the “loss” of one elementary charge as compared to the m3-model.




          Calculations based on experimental voltage dependencies of fast (equations (1.15)) inactivation rate constants demonstrate a pronounced decrease in Zeff of the chimeric channel. The deviation from “ideal” q value is much lower for slow inactivation process which is an inherent characteristic of slow NaV1.8 channels. This is why it can be concluded that the Almers' limiting slope procedure is applicable for evaluation of the effective charge transfer in these channels with a satisfactory accuracy.




          Thermodynamic approach based on the Boltzmann principle makes it possible to evaluate the gating charge analyzing experimental voltage-clamp data of rate constants' voltage dependencies, which should be presented as exponential functions [135]. Inactivation system of fast sodium channels of nodal membrane obeys second-order properties [136, 137] and transfers part of its charge between two closed states and the other part between the open and closed states. Asymmetrical gate charge transfer in this three-state system is the cause of spike frequency adaptation of nerve fiber membrane [69], and it might explain the peculiarities of phasic and tonic responses of sensory and motor nerve fibers [69]. Here we apply the same approach, the crucial point of which is the exponential voltage dependence of each Hodgkin-Huxley variable that should be presented as
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          where am, bm, cm, dm are constants. At equilibrium dm/dt = 0, thus applying equation (1.9) and the Boltzmann principle one can obtain
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          where E' is the potential at which the channels are equally distributed between the open and closed states. Using our experimental data for αm and βm functions, equation (1.11), Zeff calculated from equation (1.17) is 2.25 and exactly coincides with the value obtained by application of the logarithmic voltage sensitivity function for the m-model (Fig. 1.2.a), which is a trivial result for the case of this linear model. When nonlinear characteristics are involved to describe the gating machinery behavior (the m3-model), the results are not so obvious.




          Fig. (1.3) illustrates m- and m3-model gating charge transfer behavior of the activation device. If the activation device obeys first-order kinetics (Fig 1.3, top), only one gating particle transfers the charge q/3 equal to 2.25. The total charge q, which should be equal to 6.75 (a three times greater value), can be transferred by a more complicated gating machinery consisting of three independent particles (Fig. 1.3, bottom). The latter model accounts for the experimental voltage-clamp data. Application of the Almers’ limiting logarithmic voltage sensitivity method yields the same value: Zeff = 6.75 (Fig. 1.2.b). The L(E) function deviates from the limiting asymptote at depolarizing E due to nonlinear characteristics of m3-gating. This effect is much more important when inactivation process is involved in sodium channel opening. It interferes with the activation machinery and slightly decreases Zeff to 6.2 (Fig. 1.2.a). But this loss of half of elementary charge is not critical for applicability of the Almers’ limiting slope procedure. It is clear that “ideal” q value can never be registered in physiologically adequate conditions. All our measurements are based on comparison of the control data with the data obtained at the same conditions after application of an agent under investigation. This comparison makes it possible to elucidate the mechanisms of interaction between the gating machinery of sodium channels and neighboring protein molecules, which together control intracellular signaling and physiological encoding processes (see below).




          Analyzing experimental data on voltage-dependent sodium channels obtained by different methods, it becomes evident that molecular mechanisms of gating charge transfer are far from deep understanding. Nevertheless, it is demonstrated that each sodium channel transfers a constant amount of gating charge per channel, which varies from 4 to 8 [62, 89, 138-140], and in certain cases up to 12 elementary charges [141]. This scatter of experimental data for sodium channels can be explained by the facts that the channel expression was assumed to be too small and the sodium channel kinetics too fast for the measurement of gating currents by conventional voltage-clamp recording techniques [142]. However, upon generation of trains of nerve impulses in adequate physiological conditions the effective charge transfer of sodium channels should fall into a substantially more narrow range (roughly from 3 to 7 elementary charge units).
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Fig. (1.3))


          Scheme illustrating gating charge transfer in the m- and m3-model. The activation device obeys first-order kinetics (top). The only one gating particle transfers the elementary charge q/3. The total charge q, which should be a three times greater value, is transferred by a more complicated gating machinery consisting of three independent particles (bottom).



          Previously we have predicted that the sodium channel inactivation device also transfers the gating charge, the values of which differ between sensory and motor nerve fibers [69]. The presence of voltage sensor in inactivation gating machinery of the squid giant axon membrane was also postulated [143]. The charge equal to 1.2 elementary units was found to be displaced during inactivation [144]. These studies suggested that the voltage sensor for inactivation process was most likely located in the segment S4 of domain 4 (D4) of fast sodium channel. By investigating ionic currents of mutant channels, S4D4 was demonstrated to control inactivation, probably being directly involved in the process [145-149].




          Detailed analysis of fine tuning of gating machinery has been provided mostly for potassium channels expressed in Xenopus oocytes [150-153]. The mechanism by which KV1.2 channels sense changes in cell membrane voltage was investigated by crystallographic methods [154]. The voltage sensor was suggested to perform mechanical work on the pore through the S4-S5 linker helices, positioned as to constrict or dilate the S6 inner helices of the pore. In the open conformation, two of the four conserved Arg residues on S4 are located on a lipid-facing surface and the other two are buried within the voltage sensor. It was also predicted that with the opening of Shaker potassium channel, the net equivalent of 12 to 14 positive elementary charges was transferred across the membrane electric field from inside to outside, and this charge was mostly carried by four S4 Arg residues on each of four identical channel subunits [155-157].




          Another potassium channel KV7.1 (KCNQ1–KCNE1 complex) plays different physiological roles in heart and epithelial tissues demonstrating its flexibility in terms of the mechanism of channel gating. The KCNQ1 channel was found to be regulated by several endogenous factors, in particular, ATP, PIP2, and PKA. ATP promotes KCNQ1–KCNE1 channel opening due to the weak S4-to-gate coupling [133, 158]. This proposed ATP binding site differs from classical ATP binding sites, e.g., those in P2X receptors, and it is probably located close to S6 gate [158]. The acidic phospholipid PIP2 also promotes KCNQ1 channel opening. PIP2 is suggested to bind to a cluster of basic residues in the intracellular S2–S3 and S4–S5 loops of KCNQ1 [159]. The putative PIP2 binding site bridging the voltage-sensor domain and the pore domain is proposed to enable the PIP2 molecule to communicate conformational changes in the voltage-sensor domain to the pore domain, and vice versa [133, 160, 161]. Another modulator of KV7.1 channels, PKA, phosphorylates the N-terminus of KCNQ1 channels in the presence of the anchoring protein yotiao, which binds to the C-terminus of KCNQ1, thus affecting the S4 movement, the gate, or the coupling between S4 and the gate [133, 162]. These findings show that gating devices of voltage-dependent potassium channels are under control of endogenous substances involved in intracellular signaling mechanisms, which are physiologically adequately activated by membrane receptors. There is a great number of receptor-regulated ionic channels, but just a few of them change their gating charge as a result of interaction of an endogenous attacking molecule with a membrane receptor coupled to the channel [163, 164]. Membrane receptors are usually coupled to G proteins that amplify and transduce the signals triggered by attacking molecules in two directions: to the cellular genome and to ion channels.




          Neurotransmitters and endogenous peptides were firstly demonstrated to effectively modulate voltage-dependent calcium channels through activation of membrane receptors and coupled G proteins [165-167]. Electrical excitability of rat hippocampal neurons was shown to be regulated by sodium channels coupled to G proteins [168]. There are indications that the gating charge machinery is involved in coupling between calcium channel and G protein [169-171]. The functioning of ion channels was thus demonstrated to be modulated not only by activation of a membrane receptor but also by direct action on a transducer molecule (in this case, G protein) involved in signal transduction from the receptor to the channel. Using the limiting slope method, the effective charge of Ca(V)2.2 channels was shown to diminish from 6.3 to 4 elementary units after application of GTPγS, a G protein activator. Increased concentration of noradrenaline induced a decrease of the effective charge transfer which was under G protein control [171]. Application of the limiting slope procedure to neuronal and cardiac calcium channels gave the charge per channel value equal to 8.6 [172].




          Investigation of gating events at the single channel level based on the analysis of fluctuations of the ensemble gating currents has yielded information on an elementary event of effective charge transfer required to open a single channel [173-175]. In particular, effective charge transferred during an elementary event in mammalian fast sodium channels is 2.3 [144]. Application of this technique to Shaker potassium channel led to a similar result: the elementary charge per event was estimated to be 2.4 for large depolarizations [174, 176, 177].




          These values are in a very good accordance with our theoretical and experimental data obtained on NaV1.8 channels. Application of the Almers’ limiting slope procedure for the simplest gating device in the framework of the first-order (linear) m-model demonstrates that the charge transferred per elementary event during NaV1.8 channel activation is 2.25 (Fig. 1.1.a), which is very close to the corresponding values for fast sodium channels and Shaker potassium channels. Our independent calculation of effective charge obtained from experimental rate constants using the Boltzmann principle yielded a value of 2.3 (equation (1.17)), while three activation gating m-particles (the m3–model) will transfer 6.9 elementary charges.




          It is tempting to suppose that activation gating machinery of slow sodium channels plays a key role in control of sensory neuron excitability. Effective charge of NaV1.8 channel activation gating device can be expected to vary from 3 to 7 elementary units. If the membrane potential E falls outside the physiologically adequate diapason, the effective charge range expands to 2–8 elementary units.




          It will be shown below that our experimental approach based on the Almers’ limiting slope method makes it possible to quantitatively analyze modulation of nociceptive membrane excitability by measuring Zeff and obtain dose-response functions after addition of a number of agents applying for the role of an analgesic. The agents which decrease the effective charge transfer of NaV1.8 channel activation gating system should consequently inhibit impulse firing of nociceptive neuron. To demonstrate that fine tuning of nociceptive membrane impulse firing can be controlled exclusively by effective charge modulation while other channel characteristics remain unchanged, one should perform mathematical analysis of the Hodgkin-Huxley model of nociceptive neuron membrane. This approach helps us to reveal novel nociceptive membrane excitation control mechanisms which might be responsible for pain relief in humans.


        


      


    




    

      PROBABLE ROLE OF EFFECTIVE CHARGE TRANSFER IN NOCICEPTIVE INFORMATION CODING




      Slow (tetrodotoxin-resistant, TTX-R) sodium channels were discovered using the Kostyuk’s method [95] and were later shown to be responsible for nociception in mammals [96, 97], which opened a radically new prospect in development of analgesics [178]. NaV1.8 channels are thus far found to be expressed by the gene SCN10A in neurons of the peripheral nervous system [179, 180], in cardiac tissue [181], in cerebellar Purkinje neurons [182, 183] and enteric neurons [184]. These channels control the spike frequency generation of nociceptive membrane and also finely modulate this firing due to peculiar structure of their gating devices. We predict that NaV1.8 channel activation gating machinery is responsible for control of nociceptive signals. Gating charge transfer can be effectively modulated by a number of endogenous and exogenous substances, which enables fine tuning of nociceptive membrane impulse firing. This mechanism of primary sensory coding strongly depends on NaV1.8 channel gating characteristics.




      In currently accepted theories of nociception, pain relief is accounted for by a decrease of NaV1.8 channels density [185-188]. We predict that nociceptive membrane impulse firing is controlled by gating machineries of these channels, primarily by their activation gating devices. NaV1.8 channel effective charge transfer is modulated by coupled neighboring membrane and submembrane proteins. Investigating the relationship between NaV1.8 channels and coupled protein molecules, one can find novel signaling cascades, triggering which one might specifically modulate the activation gating device of these channels and therefore control the nociceptive neuron firing frequency. Decrease of gating charge transfer is an additional mechanism to achieve pain relief in mammals.




      Our experimental data obtained by the current clamp method demonstrate that sensory neuron membrane incorporating both fast and slow sodium channels generates single action potential (AP), the shape of which is only slightly modified after fast sodium channels have been switched off (Fig. 1.4). This fact indicates that NaV1.8 channels play a key role in generation of sensory neuron impulse firing, comparable to the role of classical NaV1.1 channels. Sensory membrane with fast sodium channels being blocked by TTX and thus including only one type of sodium channels, NaV1.8 channels, discharges trains of nerve impulses (Fig. 1.4.b). The characteristic feature of this train is the increase of interspike intervals in time. This adaptational phenomenon is accomplished by the decrease of under- and overshoots of AP amplitudes which indicates involvement of inactivation gating system in control of impulse firing [69].




      
[image: ]


Fig. (1.4))


      Current clamp recordings of sensory neuron firing. a – AP generation in response to constant current step. 1 – (black line) response with two populations of sodium currents involved in impulse firing. 2 – (gray line) TTX-sensitive current is switched off, NaV1.8 channels are involved in inward current generation. 3 – (dark gray line) all sodium currents are blocked by tetracaine, Istim = 150 pА. b – Impulse firing generated by TTX-resistant sodium channels after TTX application, Istim = 195 pA.



      Results of our patch-clamp whole-cell experiments on sensory neuron membrane make it possible to quantitatively describe all characteristics of NaV1.8 channels in terms of the Hodgkin-Huxley model (Fig. 1.5). In particular, this approach helps to clarify the physiological role of gating charge transfer in nociceptive signal coding. Our assumption that nociceptive signals are specifically tuned exclusively by modulation of activation gating charge transfer can be verified only by mathematical analysis of such a theoretical model of nociceptive membrane, in which the only variable is Zeff and all other NaV1.8 channel characteristics remain unchanged. It should be stressed that these conditions can hardly be achieved in experiments, which is why our results regarding primary sensory coding obtained using mathematical modeling form the background of the further investigation strategy of pharmacological control over the nociceptive system.




      Nociceptive neuron membrane impulse firing can be simulated by constructing the Hodgkin-Huxley model of six nonlinear differential equations:

[image: ]



      The first master equation here is consistent with the Kirchhoff’s law for electrical circuit, where the total current Im branches off into the displacement capacitive current (Сm is the membrane capacitance) and currents carried by the corresponding ions through ion channels. INa_s, INa_f, IK, IL are the slow sodium current, the fast sodium current, the potassium current, and the leakage current, respectively. The Hodgkin-Huxley variables m, n, and h vary in the range from 0 to 1. The following parameters were accepted in the model: maximum value of fast sodium channel conductivity GNa_fmax = 50 nS, maximum value of potassium channel conductivity GKmax = 40 nS, membrane capacitance Сm = 20 pF, sodium current reversal potential ENa = 55 mV, potassium current reversal potential EK = -85 mV, resting potential Er = -70 mV, leakage current reversal potential EL = -70 mV, leakage current conductivity GL = 5 nS.





OEBPS/Images/9781608059300-C1_Eq6.jpg
No/Ne = Gya(B)/ (6T — Gya(E)) ._, - const- elZerres®)/ e





OEBPS/Images/9781608059300-C1_Eq14.jpg
Iva (8) = G - m* () * (E — Eya)





OEBPS/Images/cover.jpg
eISBN: 978-1-60805-930-0 elSSN: 2542-9175
ISBN: 978-1-60805-931-7 ISSN: 2542-9167

New Non-opioid Analgesics:
Understanding Molecular Mechanisms
on the Basis of Patch-clamp and
Quantum-chemical Studies

Boris V. Krylov
llia V. Rogachevskii
Tatiana N. Shelykh
Vera B. Plakhova






OEBPS/Images/9781608059300-C1_Eq1.jpg
= Gya/ (G5 — Gya)






OEBPS/Images/9781608059300-C1_Eq2.jpg
d (In Kyg )
a5






OEBPS/Images/9781608059300-C1_Eq10.jpg
a=a (- =B,k





OEBPS/Images/9781608059300-C1_Eq15.jpg
. g~ (E+10)/7
@, ;=0012-¢~EH0 g =132/(1+02 ¢ ).





OEBPS/Images/9781608059300-C1_F4.jpg
@

0 250 500
tms






OEBPS/Images/9781608059300-C1_F2b.jpg
L






OEBPS/Images/9781608059300-C1_Eq13.jpg
Iya (8) = G - m(t)  (E — Eya),





OEBPS/Images/9781608059300-C1_Eq3.jpg
Gyq = const - @B/ (kT)





OEBPS/Images/9781608059300-C1_F3.jpg
ot Ot Ot

Ot
L IR I |

o o1 o7 of






OEBPS/Images/9781608059300-C1_Eq7.jpg
L(E) = In(Gya (B)/ (G — Gva (D)





OEBPS/Images/9781608059300-C1_F1b.jpg
(D ™9 e " ON(D “O}u

s

EmV





OEBPS/Images/9781608059300-C1_F2a.jpg
@






OEBPS/Images/9781608059300-C1_F1a.jpg
In{Gx, (E)/(Gx,'

@

25nalE

Tms






OEBPS/Images/9781608059300-C1_Eq4.jpg
Gya(E) = Inax (E)/(E = Eya).





OEBPS/Images/9781608059300-C1_Eq12.jpg
@, =0.002-e75/3%, s =0.1/(14 02 (F+10)/7)






OEBPS/Images/9781608059300-C1_Eq8.jpg
Iyo (1) = G2 -m* () - h(t) - (E — Ey,),





OEBPS/Images/bentham_logo.jpg





OEBPS/Images/9781608059300-C1_Eq21.jpg
-
e B0 oty (B (1= Mg 1 (B, 8)) = B o(E) "My 1(E,8) |
D 0 (B) (1 e (B 1)) ~ B sB) e o (B8,
“
LN LD g (B) (1 = M (B,0)) = v 1 (B) - iy s (Er2)

[ s M

a
LD ey (B) (1= P (B 0)) = By (B) - v (E,8)
289 —c, (B)- (1 - n(E, D) = Bo(E) - n(E. )





OEBPS/Images/9781608059300-C1_Eq17.jpg
N,/N,=m/(1—m) = ,,/B,, = eZlf (E-E)/kT





OEBPS/Images/9781608059300-C1_Eq5.jpg
Kya = No/Ne— Ga(BY/ (G2 — Gya(B))., _,, —const - e(a/(eD)





OEBPS/Images/9781608059300-C1_Eq11.jpg
o o =2 RIS 050) B o= eCRIREAN),





OEBPS/Images/9781608059300-C1_Eq16.jpg
@, = el@mEm) g = glemEtdm)





OEBPS/Images/9781608059300-C1_Eq9.jpg
c@-m)-B,,-m





