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    The modern Western world is founded on an uncritical acceptance of Western ontology in the very effort to find something common or stable across common histories. It might be misleading, in that it presumes the traditional ontology of permanence, which is tacitly accepted by the sciences, including the sciences we call “human.” Understanding artificial intelligence means coming to understand the issues of productivity, freedom, and temporality. These are basic phenomena that cannot be designed to offer the traditional ontological conceptions of permanence or essence. They are the taken-for-granted and the covered-over dimensions with respect to the interpretations of humans as permanent. We have been immersed in our social institutions, our environment, and our mythologies, and once in a while, they incur revolutions in which we participate, through which we express our choice for a new form of political life, productive relationships, and our social institutions. We will ride the crest of freedom. Yet, after the revolutions, the leaders become either tyrants or professional revolutionaries who invoke the revolutionary laws, the ecstatic wave subsides, and we sink into daily necessities.




    All too often, the dream of AI is for a totally rational society which is basically an old Platonic ideal transformed into a future utopia where AI mimics the human, but also expands his powers beyond all reach. AI, as we shall see throughout this manuscript, is, in fact, hinged on productivity, which is a common central theme of politics, labor, and freedom. The human as the maker, the maker society, if you will, is fundamentally, at heart, a magical interpretation of the human. AI is prosthetic magic. Magical “interpretations” does not mean magic in the sense of witchcraft or some mystical framework. We mean it as a mode of self-understanding and self-interpretation of our world and the world in which we are predominantly immersed, which we call technological.
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    For a long time, there has been a problem with technology. The progress of this phenomenon has been alienating. People have lost control of their work, and their employment has been threatened. Workplaces and diverse global organizations have been altered. Current reports about the impact of artificial intelligence (AI) provide a testimonial to this problem. The changes initiated by AI at Amazon, for example, relate to the manipulation of workers and customers, attended by a widespread message that AI will improve the lives of everyone.




    In view of these conflicting trends, some critics call for the decolonization of AI. In this vein, priority has been given to the development of a human-centric AI. The key issue, according to these writers, is that technology in general, and AI in particular, has gained autonomy and dominates everyday life. So, the question becomes: How can a more humanely embedded technology be produced?




    Cathy O'Neil, in her book Weapons of Math Destruction, argues that algorithms are simply opinions written in code. Her point is that algorithms are not mystical, but rather, they are nothing more than human expressions. Mickunas and Pilotta contribute to this outlook with their claim that AI is a human language implanted in complex products, which are extensions of our practical abilities. It is not the AI that is in charge but the human creative autonomy that has the final say.




    Mickunas and Pilotta correct this misunderstanding through their reliance on phenomenology and their grounding of AI in the life-world. With the illusion of autonomy undermined, AI should no longer be able to colonize other modes of knowledge. A full range of human expression is now available, with AI representing only one modality. In this regard, Mickunas and Pilotta, consistent with Husserl’s aim in the Crisis, go a long way to resurrecting the human agency at the core of this and other technologies, showing that their alienating effects are unwarranted.
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      Abstract




      Chapter 1 introduces the problem of artificial intelligence (AI) as a human doppelgänger. The logic of artificial intelligence is the control algorithm, dominated by the tradition of two-value logic. We sketch out the consequences of such algorithmic performance, which have had deleterious effects on the ecological landscape in the broad sense of the term. We also report the findings of an interdisciplinary report from Stanford University on the successes and failures of AI. The chapter ends with a discussion of the key findings of an interdisciplinary conference, sketching out the correlates of understanding. These can best be summarized by answering the questions: How do we determine if a system understands? Does a lack of understanding make AI systems susceptible to adversarial examples, and to what degree do systems need to understand in order to be able to explain their decisions and predictions? By what mechanisms do humans extract meaning from data or experience?


    




    

      Keywords: Algorithm, Artificial Intelligence, Autopoiesis, Common Sense, Logic, Phenomenology, Understanding.


    




    


    


  




  

    

      Introduction




      The histories of the Greek and Chinese civilizations are replete with the history of automata. The “automata” is the law of moving parts in something we make called a “machine.” There is a relationship between machine and magic. In the hermetic sciences, mere matter could be transformed into gold, but life also could be distilled from the alchemist's retorts. Another means of creating life out of inanimate matter was through cabalistic conjurations. Small wonder that an air of mystery and magic hung over the Renaissance magus who repeatedly also gained the taint of charlatanism. John Dee, the Elizabethan scientist, is a prime example of the confusion of magic, chemistry, and mechanics.




      In the hermetic tradition of the Renaissance, the ancient fascination with automata took on a new life as magic and mechanics were intertwined, and an air of fear and wonder hovered over the statues of angels conjured out of earth and air. Are they alive and real or not? Are humans indeed mechanicians who can breathe life into what they have created, thereby imitating their own creator, or are they




      merely machines themselves, working on mechanical principles? In the Renaissance, these questions were close to the surface, although enveloped in mythical and magical shapes. They were bathed at the time of the Enlightenment in the pure light of reason, and discussion of them took place in unambiguous scientific terms. Underlying the discussion, however, were the fears of the automata as posing an irrational threat to humans, calling into question their identity, their sexuality as the basis of creation and the powers of domination. Automata provoked fears, but also the promise of a creative Promethean force.




      The tension between these two aspects of automata is at play in various examples of the literary genre, which is quite interesting if one takes into account the “Nightingale” of Hans Christian Anderson’s fairy tales, Mary Shelly’s creature of Frankenstein, Tick Tock of the Oz stories, the works of Karel Čapek, and the assorted robots of Isaac Asimov. One of the greatest connections of all was when we entertained the question of life along with the question of machines, and the relationship brought into question animals: Are animals nothing but machines? Are machines endowed with animality? At this particular point, we need to look at the derivative form of automata, the agency of the computer. It has been said that the logic of the computer is the algorithm, and the algorithm equals logic and control, which animates the computer. The algorithm is comprised of definitions for abstract procedures related to knowledge about the problem domain, and of data structures on which these procedures operate, while the control part is concerned with strategies for turning the logic component into an efficient machine strategy to be used for unwinding knowledge in time and space. Two things are apparent: Algorithms are thought to be separate from their environment; they can be taken and applied elsewhere without further ado. Also, algorithms—although they may process temporal data and although they need time to process that data—appear as static structures that neither have a history of coming into existence nor any providence of future transformation. In other words, in the tightness of language and cybernetics, there is no space left for a performative that goes deeper than an abstract analysis of space-time requirements. Every piece of software is an algorithm; software is developed, involves a book with a declarative specification, and quickly becomes obsolete if that specification is not executable. You cannot experiment with it. Deleuze and Guattari (1983) formulate machines as being generally understood as systems of interrupting flows in which the interrupters (or cuts) paradoxically ensure the continuity, the flow, that is associated with one and another machine, such that a machine is always connected to yet another machine, ad infinitum. In relation to algorithms, Parisi’s analysis points to a similar direction: Instead of generative aesthetics based on prediction and probabilities, she argues that there is a speculative tendency intrinsic to computation, producing genuine novelty that cannot be explained by external forces or initial conditions.


    




    

      Algorithmic Domination




      1. Algorithmic oppression extends the unjust subordination of one social group and the privileging of another—maintained by a “complex network of social restrictions” ranging from social norms, laws, institutional rules, implicit biases, and stereotypes—through automated, data-driven and predictive systems.




      2. Predictive systems leveraging AI have led to the formation of new types of policing and surveillance, access to government services, and reshaped conceptions of identity and speech in the digital age. Such systems were developed with the ostensible aim of providing decision-support tools that are evidence-driven, unbiased and consistent. Yet, evidence of how these tools are deployed shows a reality that is often the opposite (Benjamin, 2019).




      3. Beyond the domain of criminal justice, there are numerous instances of predictive algorithms perpetuating social harms in everyday interactions, including examples of facial recognition systems failing to detect black faces and perpetuating gender stereotypes, hate speech detection algorithms identifying black and queer vernacular as toxic, new recruitment tools discriminating against women, automated airport screening-systems systematically flagging trans bodies for security checks, (Costanza-Chock, 2018), and predictive algorithms used to purport that queerness can be identified from facial images alone.




      4. Many of the recent successes in AI are possible only when the large volumes of data needed are annotated by human experts to expose the common-sense elements that make the data useful for a chosen task. The people who do this labelling for a living, the so-called “ghost workers,” do this work in remote settings, distributed across the world using online annotation platforms or within dedicated annotation companies (Gray & Suri, 2019). In extreme cases, the labelling is done by prisoners and the economically vulnerable in geographies with limited labor laws.




      5. A review of the global landscape of AI ethics guidelines (Jobin et al., 2019) pointed out the under-representation of geographic areas such as Africa, South and Central America, and Central Asia in the AI ethics debate. The review observes a power imbalance wherein “more economically developed countries are shaping this debate more than others, which raises concerns about neglecting local knowledge, cultural pluralism and the demands of global fairness.” A similar dynamic is found when we examine the proliferation of national policies on AI in countries across the world (Dutton, 2018): “Unless they (developing countries) wish to plunge their people into poverty, they will be forced to negotiate with whichever country supplies most of their AI software—China or the United States—to essentially become that country’s economic dependent”. It can be argued that the agency of developing countries is in these ways undermined, where they cannot act unilaterally to forge their own rules and cannot expect prompt protection of their interests.




      6. Much of the current policy discourse surrounding AI in developing countries is in economic and social development, where advanced technologies are propounded as solutions for complex developmental scenarios, represented by the growing areas of AI for Good and AI for Sustainable Development Goals (AI4SDGs). In this discourse, Green (2019) proposes that “good isn’t good enough”, and that there is a need to expand the currently limited and vague definitions within the computer sciences of what ‘social good’ means.


    




    

      Advances in AI




      As Littman et al. (2021) note at length, there have been many advances made by AI:




      “People are using AI more today to dictate to their phone, get recommendations, enhance their backgrounds on conference calls, and much more. Machine learning technologies have moved from the academic realm into the real world in a multitude of ways. Neural network language models learn about how words are used by identifying patterns in naturally occurring text, supporting applications such as machine translation, text classification, speech recognition, writing aids, and chatbots. Image-processing technology is now widespread, but applications such as creating photo-realistic pictures of people and recognizing faces are seeing a backlash worldwide. During 2020, robotics development was driven in part by the need to support social distancing during the COVID-19 pandemic. Predicted rapid progress in fully autonomous driving failed to materialize, but autonomous vehicles have begun operating in selected locales. AI tools now exist for identifying a variety of eye and skin disorders, detecting cancers, and supporting measurements needed for clinical diagnosis. For financial institutions, uses of AI are going beyond detecting fraud and enhancing cybersecurity to automating legal and compliance documentation and detecting money laundering. Recommender systems now have a dramatic influence on people’s consumption of products, services, and content, but they raise significant ethical concerns” (Littman, et al., 2021, p. 7).




      

        Health




        Littman, et al. (2021) also note the implications of AI on health:




        “AI is increasingly being used in biomedical applications, particularly in diagnosis, drug discovery, and basic life science research”.




        “Recent years have seen AI-based imaging technologies move from an academic pursuit to commercial projects. Tools now exist for identifying a variety of eye and skin disorders, detecting cancers, and supporting measurements needed for clinical diagnosis. Some of these systems rival the diagnostic abilities of expert pathologists and radiologists, and can help alleviate tedious tasks (for example, counting the number of cells dividing in cancer tissue). In other domains, however, the use of automated systems raises significant ethical concerns. AI-based risk scoring in healthcare is also becoming more common. Predictors of health deterioration are now integrated into major health record platforms” (Littman, et al., 2021, p. 6).


      




      

        Finance




        Littman and colleagues (2021) also discuss the implications of AI for finance:




        “AI has been increasingly adopted into finance. New systems often take advantage of consumer data that are not traditionally used in credit scoring. In some cases, this approach can open up credit to new groups of people; in others, it can be used to force people to adopt specific social behaviors. High-frequency trading relies on a combination of models as well as the ability to make fast decisions. In the space of personal finance, so-called robo-advising— automated financial advice—is quickly becoming mainstream for investment and overall financial planning” (Littman, et al., 2021, p. 17).


      


    




    

      The Most Pressing Dangers of AI




      According to Littman, et al. (2021):




      “As AI systems prove to increasingly have real-world applications, they have broadened their reach, causing risks of misuse, overuse, and explicit abuse to proliferate. One of the most pressing dangers of AI is techno-solutionism, the view that AI can be seen as a panacea when it is merely a tool. There is an aura of neutrality and impartiality associated with AI decision-making in some corners of the public consciousness, resulting in systems being accepted as objective even though they may be the result of biased historical decisions or even blatant discrimination. AI systems are being used in service of disinformation on the internet, giving them the potential to become a threat to democracy and a tool for fascism. Insufficient thought given to the human factors of AI integration has led to the oscillation between mistrust of the system and over-reliance on the system. AI algorithms play a role in decisions concerning distributing organs, vaccines, and other elements of healthcare, meaning these approaches have literal life-and- death stakes” (Littman, et al., 2021, p. 9).




      

        Causality




        As Littman, et al. (2021) point out:




        “Current machine learning techniques are capable of discovering hidden patterns in data, and these discoveries allow the systems to solve ever-increasing varieties of problems. Neural network language models, for example, are built on the capacity to predict words in sequence, display a tremendous capacity to correct grammar, answer natural language questions, write computer code, translate languages, and summarize complex or extended specialized texts. Today’s machine-learning models, however, have only a limited capacity to discover causal knowledge of the world. They have very limited ability to predict how novel interventions might change the world they are interacting with, or how an environment might have evolved differently under different conditions. They do not know what is possible in the world”.




        “Aligning with human normative systems is a massive challenge in part because what is ‘good’ and what is ‘bad’ varies tremendously across human cultures, settings, and time. Even apparently universal norms such as ‘do not kill’ are highly variable and nuanced. Most killing does not occur in deliberate, intentional contexts. Highways and automobiles are designed to trade off speed and traffic flow with a known risk that a non-zero number of people will be killed by design. AI researchers can choose not to participate in the building of systems that violate the researcher’s own values, by refusing to work on AI that supports state surveillance or military applications, say. But a lesson from the social sciences and humanities is that it is naive to think that there is a definable and core set of universal values that can directly be built into AI systems. AI systems built for Western values, with Western tradeoffs, violate other values. Even within a given shared normative framework, the capacity to function appropriately and with foresight in an environment. Like a competent human, advanced AI systems will need to be able to both read and interact with the progress being made on making AI more explainable—and avoiding opaque models in high-stakes settings when possible—systems of accountability require more than causal accounts of how a decision was reached” (Littman, et al., 2021, p. 23).


      


    




    

      How Has Public Sentiment Toward AI Evolved?




      “Media coverage of AI may distort AI’s potential at both the positive and negative extremes, but it has helped to raise public awareness of legitimate concerns about AI bias, lack of transparency and accountability, and the potential of AI-driven automation to contribute to rising inequality. More public outreach from AI scientists would be beneficial as society grapples with the impacts of these technologies. It is important that the AI research community move beyond the goal of educating or talking to the public and toward more participatory engagement and conversation with the public” (Littman, et al., 2021, p. 8).




      

        Common Sense




        Finally, Littman, et al. (2021) address the issue of common sense:




        “These recent approaches attempt to make AI systems more general by enabling them to learn from a small number of examples, learn multiple tasks in a continual way without inter-task interference, and learn in a self-supervised or intrinsically motivated way. While these approaches have shown promise on several restricted domains, such as learning to play a variety of video games, they are still only early steps in the pursuit of general AI”.




        “An important missing ingredient, long sought in the AI community, is common sense. The informal notion of common sense includes several key components of general intelligence that humans mostly take for granted, including a vast amount of mostly unconscious knowledge about the world, an understanding of causality (what factors cause events to happen or entities to have certain properties), and an ability to perceive abstract similarities between situations—that is, to make analogies” (Littman, et al., 2021, p. 32).


      




      

        Co-development




        Co-operation—if not AI co-development—is one potential strategy within a varied toolkit supporting the socio-political, economic, linguistic, and cultural relevance of AI systems to different communities, as well as shifting power asymmetries. A decolonial view offers us tools with which to engage a reflexive evaluation and continuous examination of issues of cultural encounter, and a drive to question the philosophical basis of development (Kiros, 1992). With a self-reflexive practice, initiatives that seek to use AI technologies for social impact can develop the appropriate safeguards and regulations that avoid further entrenching exploitation and harm and can conceptualize the long-term impacts of algorithmic interventions with historical continuities in mind.




        As Littman et al. (2021) note:




        “AI systems still remain very far from human abilities in all these areas, and perhaps will never gain common sense or general intelligence without being more tightly coupled to the physical world. But grappling with these issues helps us not only make progress in AI, but better understand our own often invisible human mechanisms of general intelligence” (Littman, et al., 2021, p. 33).


      


    




    

      The Meaning of AI




      Melanie Mitchell’s (2020) discussion of a symposium of interdisciplinary scholars names a number of important thematics, which AI professionals must address in order to understand the critical limits of AI. By addressing these themes, the ethical considerations which science and policymakers cannot eschew will become evident. The following themes are cited/paraphrased from her article, “On Crashing the Barrier of Meaning in AI”.




      

        Questions and Themes




        Mitchell (2020) addresses the most important questions and themes pertaining to AI:




        “• By what mechanisms do humans and other natural information-driven systems extract meaning from data or experience? Can insights from such systems be used to improve AI?




        • To what extent do current-day AI systems need to understand the situations they deal with in order to perform reliably, particularly in situations outside their training regimes?




        • To what extent do systems need to understand in order to be able to explain their decisions and predictions?




        • Does a lack of understanding make data-driven AI systems (e.g., deep networks) susceptible to adversarial examples? Is there a way to defend against such attacks without imbuing such systems with human-like understanding?




        • How do we determine if a system is actually understanding?”




        “In contrast, humans and most other animals are able to extrapolate—that is, to adapt what they have learned to diverse situations. This is accomplished via the ability to build abstract representations, and to make analogies mapping these representations to new situations. Abstract representations and analogy, combined with the core knowledge, allow organisms to learn concepts from a small number of examples, to imitate and generate behavior at a conceptual level, to transfer knowledge between modalities, to perform flexible planning, and to generate possible futures and counterfactuals, among other abilities central to our notion of understanding”.




        “Active perception, learning, and inference. Several workshop participants contrasted the ‘passive’ feedforward, and supervised nature of current machine learning and inference in neural networks with the importance of active mental processes in natural intelligent systems. Perception, learning, and inference are active processes that unfold dynamically over time, involve continual feedback from context and prior knowledge, and are largely unsupervised”.




        “Object-based, causal models. In contrast with models that solely perform classification or action selection, understanding involves building causal models of objects, relationships, actions, and entire situations, and flexibly using these models to predict and act in the world. Here, the term ‘object’ refers to any discrete conceptual entity, and ‘causal’ implies that a model captures spatio-temporal relationships of causality among parts of a situation. Such models are built on top of the core knowledge described above” (Mitchell, 2020, pp. 88-89).




        “Autonomous cars and vacuum cleaners have not yet achieved human-like understanding. Shared brain morphology and organization give humans, and to some extent other animals, a common structure to translate signals perceived about the external environment into an internal representation that appears essential to understanding. As one example, there is evidence that an evolved set of neural circuits underlie a human and animal intuitive understanding of numbers. The way the brain encodes numbers may explain why the number line is such an easily grasped metaphor (Dehaene, 2011)” (Mitchell, 2020, p. 89).


      


    




    

      The Influence of Phenomenology on Artificial Intelligence




      

        Hubert Dreyfus




        Hubert Dreyfus argued that, even when we use explicit symbols, we are using them against an unconscious background of common-sense knowledge and that, without this background, our symbols cease to mean anything. This background, in Dreyfus’ (1972) view, was not implemented in individual brains as explicit individual symbols with explicit individual meanings.




        Dreyfus argued that human problem-solving and expertise depend on our background sense of the context, of what is important and interesting given the situation, rather than on the process of searching through combinations of possibilities to find what we need. Dreyfus would describe it in 1986 as the difference between “knowing-that” and “knowing-how,” based on Heidegger’s (1962) distinction between present-at-hand and ready-to-hand (Dreyfus, 1986).




        Knowing that is our conscious, step-by-step problem-solving abilities. We use these skills when we encounter a difficult problem that requires us to stop, step back, and search through ideas one at a time. At moments like this, the ideas become very precise and simple: they become context-free symbols, which we manipulate using logic and language. These are the skills that Newell and Simon had demonstrated with both psychological experiments and computer programs. Dreyfus agreed that their programs adequately imitated the skills he calls “knowing-that”.




        The human sense of the situation, according to Dreyfus, is based on our goals, our bodies, and our culture—all of our unconscious intuitions, attitudes, and knowledge about the world. This “context” or “background” (related to Heidegger’s Dasein) is a form of knowledge that is not stored in our brains symbolically, but intuitively in some way. It affects what we notice and what we don’t notice, what we expect and what possibilities we don’t consider: we discriminate between what is essential and inessential. The things that are inessential are relegated ki, to our “fringe consciousness” (borrowing a phrase from William James): the millions of things we’re aware of, but we’re not really thinking about right now.




        Dreyfus does not believe that AI programs, as they were implemented in the 1970s and 1980s, could capture this “background” or do the kind of fast problem-solving that it allows. He argued that unconscious knowledge could never be captured symbolically. If AI could not find a way to address these issues, then it was doomed to failure, an exercise in “tree climbing with one’s eyes on the moon”.


      


    




    

      Neural Networks




      Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) are used in computer visualization, virtual reality, and natural language processing. Both are developments in neural networks. Both process time series and data that come in sequences, such as sentences. However, convolutional neural networks and recurrent neural networks are used for different purposes. CNNs employ filters within layers to transform data. RNNs reuse activation functions from other data points in the sequence to generate that which is to be next in the series.




      A CNN filter is a matrix of randomized number values in rows and columns depending on the use within a convolutional layer. A number of layers move through an image. The filter convolutes the pixels of the image, changing the values before passing the data on to the next layer. CNNs function technically well in “interpreting” visual data that does not come in a sequence, but they do not function technically well in “interpreting” temporal information, such as videos, static images, or texts.




      For example, words that come before and after an entity in a sequence have a direct effect on how it is classified. In order to deal with the sentences, algorithms are designed to learn from past and future data in the sequence, which is an RNN’s function. This is accomplished by activating previous and or later nodes in the sequence in order to influence the output.




      None of this is certain. However, the phenomenology of place and space is key to this operation, which will be taken up in Chapter 8 of this text. It would behoove us to acknowledge the fundamental critique of CNN and RNN by Dreyfus (1996).




      All this puts disembodied neural-networks at a serious disadvantage when it comes to learning to cope in the human world. Nothing is more alien to our life-form than a network with no up/down, front/back orientation, no interior/exterior distinction, no preferred way of moving, such as moving forward more easily than backwards, and no tendency towards acquiring a maximum grip on its world. The moral is that the way brains acquire skills from input-output pairings can be simulated by neural-networks, but such nets will not be able to acquire our skills until they have been put into robots with a body structure like ours. (Dreyfus, 1996).




      

        Francisco Varela




        The following section includes direct quotations from Humberto Maturana and Francisco Varela’s (1980) work, which has been pivotal to the concept of autopoiesis in biology, social science, computer logic, and the cognitive sciences. The development of AI presupposes the autopoietic concept of communication.




        “The use to which a machine can be put by man is not a feature of the organization of the machine, but of the domain in which the machine operates, and belongs to our description of the machine in a context wider than the machine itself. This is a significant notion. Man-made machines are all made with some purpose, practical or not—some aim (even if it is only to amuse) that is specified. This aim usually appears expressed in the product of the operation of the machine, but not necessarily so. However, we use the notion of purpose when talking of machines because it calls into play the imagination of the listener and reduces the explanatory task in the effort of conveying the organization of a particular machine”.




        “This is a very essential instance of the distinction, made before, between notions that are involved in the explanatory paradigm for a system’s phenomenology, and notions that enter because of the needs of the observer’s domain of communication. To maintain a clear record of what pertains to each domain is an important methodological tool, which we use extensively. It seems an almost trivial kind of logical bookkeeping, yet it is too often violated by usage” (Maturana & Varela, 1980, p. 12).




        “There are systems that maintain some of their variables constant, or within a limited range of values. This is, in fact, the basic notion of stability or coherence which stands at the very foundation of our understanding of systems (e.g.,Wiener, 1950)” (Maturana & Varela, 1980, p. 12).




        “The idea of autopoiesis capitalizes on the idea of homeostasis, and extends it in two significant directions: first, by making every reference for homeostasis internal to the system itself through the mutual interconnection of processes; and secondly, by positing this interdependence as the very source of the system’s identity as a concrete unity which we can distinguish. These are systems that, in a loose sense, produce their own identity: they distinguish themselves from their background. Hence the name autopoietic, from the Greek εαυτός = self, and παράγω = to produce” (Maturana & Varela, 1980, p. 13).




        “An autopoietic system is organized (defined as a unity) as a network of processes of production (transformation and destruction) of components which: (1) through their interactions and transformations continuously regenerate and realize the network of processes (relations) that produced them; and (2) constitute it (the machine) as a concrete unity in the space in which they exist by specifying the topological domain of its realization as such a network” (Maturana & Varela, 1980, p. 13).


      


    




    

      Autopoietic Dynamics




      Maturana and Varela (1980) explain at length:




      “1. Production of Constitutive Relations. Constitutive relations are relations that determine the topology of the autopoietic organization, and hence its physical boundaries. The production of constitutive relations through the production of the components that hold these relations is one of the defining dimensions of an autopoietic system. The cell defines its physical boundaries through the production of constitutive relations that specify its topology. There is no specification within the cell of what it is not” (Maturana & Varela, 1980, p. 24).




      “2. Production of Relations of Specifications. Relations of specifications are relations that determine the identity (properties) of the component of the autopoietic organization, and hence, in the case of the cells, its physical feasibility”.




      “3. Production of Relation of Order. Relations of order are those that determine the dynamics of the autopoietic organization by determining the concatenation of the production of relations of constitution, specification, and order, and hence its actual realization” (Maturana & Varela, 1980, p. 24).




      “Our approach will be mechanistic: No forces or principles will be adduced which are not found in the physical universe. Yet our problem is the living organization, and therefore our interest will not be in the properties of components, but in processes and relations between processes realized through components” (Maturana & Varela, 1980, p. 6).




      “This is to be clearly understood. An explanation is always a reformulation of a phenomenon in such a way that its elements appear operationally connected in its generation. Furthermore, an explanation is always given by us as observers, and it is central to distinguish in it what pertains to the system as constitutive of its phenomenology from what pertains to the needs of our domain of description, and hence to our interactions with it, its components, and the context in which it is observed. Since our descriptive domain arises because we simultaneously behold the unity and its interactions in the domain of observation, notions arising from cognitive and expositional needs in the domain of description do not pertain to the explanatory notions for a constitutive organization of the unity (phenomenon). We shall return to this important issue very often in this book” (Maturana & Varela, 1980, p. 6).




      “Furthermore, an explanation may take different forms according to the nature of the phenomenon explained. Thus, to explain the movement of a falling body, one resorts to properties of matter, and to laws that describe the conduct of material bodies according to these properties (kinetic and gravitational laws), while to explain the organization of a control plant, one resort to relations and laws that describe the conduct of relations. In the first case, the materials of the causal paradigm are bodies and their properties; in the second case, they are relations and their relations, independently of the nature of the bodies that satisfy them. In this latter case, in our explanations of the organization of living systems, we shall be dealing with the relations that the actual physical components must satisfy to constitute such a system, not with the identification of these components. It is our assumption that there is an organization that is common to all living systems, whichever the nature of their components. Since our subject is this organization, not the particular ways in which it may be realized, we shall not make distinctions between classes or types of a living system. Finally, we are pointing out from the start the dynamism apparent in living systems and which the word ‘machine’ or ‘system’ connotes” (Maturana & Varela, 1980, pp. 6-7).




      “We are asking, then, a fundamental question: Which is the organization of living systems, what kind of machines are they, and how is their phenomenology, including reproduction and evolution, determined by their unitary organization?... Machines and systems point to the characterization of a class of unities in terms of their organization” (Maturana & Varela, 1980, p. 7).




      According to Varela (1979), phenomenology is thus not a convenient stop on the route to real explanation, but rather it is an active participant in its own right (p. 344) as disciplined accounts should be an integral element of the validation of a neurobiological proposal and not merely coincidental or heuristic information. The proposition that living is cognition comes from Maturana and Varela's (1980) theory that some have taken to be the IS in this proposition as the IS of identity. “The concept of cognition is the operation of any living system in the domain of interactions specified by the circularity itself. Organized cognition effectively conducts itself in its own domain of interactions, not the representation of an independent environment. Living systems, or cognitive systems, are processes of cognition. Life equals autopoiesis. By this, it is meant that there are three criteria of autopoiesis:




      1. Boundary-containing;




      2. Molecular reaction network; and




      3. Produces or regenerates itself, and the boundaries are necessary” (Maturana & Varela, 1980).




      It’s efficient for the organization of minimal life as well as the emergence of a self and the emergence of world. As Thompson (2009) explains, the emergence of the self in the world equals sense-making and perception action since:




      “Sense-making is tantamount to cognition in a minimal sense of viable sensorimotor conduct. Such conduct is oriented toward a subject of signification and valence. Signification and valence do not preexist ‘out there,’ but are actions constituted by the living being. Sense-making, which equals cognition, but from an autopoietic perspective, evolution involves simply the conservation of death and adaptation as long as a living being does not disintegrate but maintains its autopoietic integrity. It is adaptive because the mode of sense-making contains it as viable from the point of view of adaption. It is an invariant background condition of all life” (Thompson, 2009, pp. 83-84).




      “Cognition, on the other hand, is the present context, meaning the sense-making activity of the living which underlies the conservation of adaption. No sense-making, no living, nor conservation of adaption, knows it is this way of thinking about cognition. The hypothesis about the natural roots of intentionality arises from the operational closure of an autonomous system, the paradigm of which, and minimal case, is in the autopoietic system. This extends the phenomenological notion of intentionality to biology and complex systems theory” (Thompson, 2009, p. 84).




      “Maturana and Varela (1980) explicitly identified a living system with machines and denied that the living systems or teleological living systems are physical. Idle, autopoietic machines are purposeless systems. By ‘machine,’ they clearly did not mean an artifact. They meant any system whose operation is determined by its relation or organization and the way that organization is structurally realized. Autopoietic systems maintain their own organization constantly through material change, thus being homeostatic or dynamic systems of a special sort. In Varela’s (1979) work, sense-making is not a feature of the autopoietic organization, but rather the coupling of a concrete autopoietic system with its environment. In other words, teleology is not an intrinsic organizational property, but rather an emergent relation” (Thompson, 2009, p. 86).




      The proposition is that life is a transcendental one and is about the conditions for the possibility of knowing life—given that we do not have biological knowledge. Consider the question of how it is that we are able to recognize or comprehend the form of a dynamic pattern. In the first place, an adequate account of certain observable phenomena requires the concept of an organism in the sense of a self-organizing whole and autopoiesis. Second, the source of the meaning of these concepts is the lived body and the lived experience of our own animate body’s existence. Third, these concepts of the biological accounts are not derivable, even in principle, from some observer, independent, non-indexical, objective, psycho-functional description (Merleau-Ponty, 1962). Words I cannot understand—function with a living body except by enacting myself except insofar as I am a body which rises towards the world.




      The everyday lives of competent adults are accomplished by skilled and non-reflective comportment. As Protevi (2009) notes,




      “Disruptive social encounters, however, lead to breakdowns in such everyday coping and could lead to reflective decision-making or to the adoption of another skilled component. The neurological, correlated breakdowns fall into the background of chaotic firing, out of which emerges a new repertoire; the resolution of the differential field of widely distributed, chaotic firing forms the basis for creativity when those arising within the organism are trying for fully emergent comportment. There is no choice here as the process of arising is too fast for conscious reflection, which occurs in temporal chunks, so the formation occurs behind the back of reflective consciousness” (Protevi, 2009, p. 104).




      “Perhaps Varela (1979) also talks of a ‘virtual self’ or ‘meshwork of selfless selves" (Protevi, 2009, p. 104). “It is the correlate of their virtual self with its multiplicity of micro-identities, the enactive world. Here, we see echoes of sense-making at the heart of autopoiesis. The notion of structural coupling, but with more ability to flush out the neurological processes at work. We see the contours in the problematic ethical know-how published in The Embodied Mind” (Varela, Thompson, & Rosch, 1991). The constitution of the cognitive agent is a matter of common sense. Golden merchants of an appropriate stance from an entire history of ancient life, the key to our living system, which is always in “the next moment by acting appropriately out of its own resources, and it is the breakdown of the hedges that articulates microworlds that are the source of the autonomous and creative side of living. Cognition: once again, we have to distinguish between the two temporal scales of diachronic emergence—the moment of negotiation. The emergence with one of many potential roles takes the lead. The very moment of being, there when something concrete and specific shows up while the gap turns a breakdown. There is a rich dynamic, involving concurrent sub-identities, and agents envelop it in ethical know-how. The world we know is not pregiven. It is, rather, enacted through our history of structural coupling, and the temporal hinges that articulate an action are rooted in the number of alternative micro-rules that are activated in each situation” (Protevi, 2009, pp. 105-106).




      “Persons are resolutions of differentiating social fields, concretions of the social fields that formed the effective typology of the persons, the patterns, thresholds, and triggers of basic emotions or affective modules of fear, rage, joy, and so on as they interact with the cognitive typology of the person: the cognitive module or the basic coping mechanisms that make up the everyday repertoire of a person” (Protevi, 2009, p. 107).




      It is important to note that in Varela (1979) there is a notion of radical embodiment. There are three dimensions:




      “1. Organismic regulation in which affect appears at the dimension of organization is regulation”;




      “2. Sensorimotor coupling,” of the “transient neural assemblies” mediate the coordination of sensory-motor forces and sensory-motor coupling with the environmental constraints and modules, this neural dynamics; and




      “3. Intersubjective interaction, whereby the signal of the affective state and sensorimotor coupling acute play a huge part in social cognition” (Protevi, 2009, p. 108).




      The relations that define a machine as a unity determine the dynamics of interactions and transformations. It may undergo, as such, a unity that we call the “organization” of the machine. The actual relations that hold between the components that integrate a concrete machine in a given space constitute its structure.




      

        Niklas Luhmann




        Autopoiesis is a viable communication concept, and it is applied now to the thinking of Elena Esposito in her articles and her understanding of artificial intelligence. The following section includes direct quotations from Esposito’s (2017) work, which has been pivotal to the application of Luhmann’s theorizing to AI. Esposito (2017) notes:




        “Algorithms are SOCIAL agents. Their presence and role are now central and indispensable in many sectors of society, both as tools to do things (such as machines) and as communicative partners. Algorithms are involved in communication not only on the web, where the active role of bots is now taken for granted, but also (explicitly or not) in more traditional forms, such as print communication and even voice communication” (Esposito, 2017, pp. 249-250).




        “The participatory web invites users to generate their own video, audio, and textual contents, which they share with other users in blogs, social media, wikis, and on countless media sites. This multiplicity of spontaneous and uncontrolled contents, with their metadata, adds to institutional content and to the data provided by pervasive sensors (the Internet of Things) to generate the increasing mass (or cloud) of data available in digital format” (Esposito, 2017, p. 251).




        “The protagonists in this alleged revolution are algorithms (Cardon, 2015), whose advantage has always been that they do not require ‘creative’ thought in their execution (Davis, 1958, p. xv). In algorithms and in the digital management of data that rely on them, the processing and mapping of data have nothing to do with understanding—indeed, in many cases, the claim that algorithms understand would be quite an obstacle. The machine has other ways to test the correctness of procedures” (Esposito, 2017, p. 252).




        “In principle, the conclusion cannot be excluded that interaction with algorithms is communication, but this must be specified. As we saw above, in the definition, according to systems theory, communication does not consist of the thoughts of the participants, so theoretically, it can also include participants who do not communicate under the condition that the recipient thinks they do. It is only required that the unit information-utterance-understanding is accomplished, i.e., that the recipient understands specific information related to the communicative intention of the counterparty in that event. Not only does the recipient understand the information, he or she also knows (or thinks) that it was uttered by the partner, and that it could be different (contingent). What is artificial is the perspective of the partner that is produced by the algorithm starting from the perspectives of web users. The algorithm uses them to create a different perspective” (Esposito, 2017, p. 256).




        The communication system is a completely closed system that creates the components, which arise through communication itself. In this sense, a communication system is an autopoietic system that produces and reproduces everything that functions as a unity for the system through the system itself. Of course, this can occur only in an environment and depending on environmental restrictions. Only communication can control and repair communication, and it can readily be seen in the practice of carrying out such reflexive operations. It is extraordinarily demanding and is restricted by characteristics of the autopoiesis of communication which has no goal nor end, no imminent entelechy. It occurs or doesn’t occur. Communication can be used to indicate dissent; strife can be sought, and this depends entirely on the themes of communication of our partner. Of course, communication is impossible without some consensus, but it is equally impossible for it to be devoid of all dissent. What it necessarily presupposes is that the question of consensus or dissent can be left aside concerning those themes which are, momentarily, not topical. Systems theory replaces the consensus-directed entelechy. Another argument is that communication leads to a decision where the uttered and understood communication is to be accepted or rejected, and a message is to be believed or not. This is the first alternative created by communication and with the risk of rejection. In this respect, all communication involves a risk. The risk is a very important morphogenic factor because it leads to the establishment of institutions to guarantee acceptability, even in the case of improbable communication.




        It should be understood that all communication has a Gemini component: accessibility and understanding. Understanding is a critical process of the fabric of communication. Communication is itself a selectivity process. Understanding is a component of that selectivity. The selectivity of communication and the ongoing Luhmannesque notion of sense-making in terms of passive and active synthesis links itself to temporality. It must be understood that such communication processes are deeply phenomenological. It is not post-phenomenological. Autopoiesis, according to Luhmann (1996), has modified Varela’s (1979) social systems, which address these issues of autopoiesis. It must be further understood that Varela (1979) moves to the notion of enactment while he puts aside the notion of autopoiesis, limiting it to cellular boundaries. He did indicate that he was involved in something called “enaction”, a process of enacting the sense-making process—the active/passive sides in phenomenology. Varela (1979) was also cognizant, as was Luhmann (1996), in his understanding that there are issues of permanence and flux that have to be taken into consideration. These are important if one wants to understand the full process of a communication system via phenomenology (Mickunas & Pilotta, 2014).




        Our text will bring forth the issues that we have outlined in this first chapter. The following chapters may be understood as essays on the transcendental—or the conditions for the possibility of artificial intelligence. Is there a resolution to the problem with artificial intelligence? I think the issue must be more broadly understood. There is a pharmakon relationship that sort of moderates or, if you will, balances AI. AI is an extension of our instrumental rationality, as we will make clear. It is a part of the magical structure of communication. The pharmakon is the pivot of dispensing poison and as well as creating self-remediation.


      


    




    

      Ethics




      The evaluation of the framework of AI conditions does not exclude a dialogue on risk. On the contrary, it makes it clear that rather improbable conditions have to be met, but they are capable of being met if successful co-operation comes about. These include acknowledging that risk is the basis of a dialogue about artificial intelligence. On the one hand, the notion of practicality and security, although buzzwords, have to be abandoned, and on the other hand, one has to be able to consider living with the risk of AI. In other words, both sides have to give up perceiving the problem as the risk/security schema. If they do not do so, there will be an inevitable divergence on the question of whether they agree. Security or not, one cannot renounce the notion. Not even hypothetical assumptions of the opposite—that it is possible to correctly step in at any point in time. Instead, there would have to be a continuous revisional position in relationship to risk and the circumstances. One is assuming the risk becomes the most important source of information, instead of naively trusting in the strength of arguments, are a really apparent evidential force of facts themselves. Decision-makers can be trusted only to be the self-constraint of one’s partner and discourse.




      Whenever a weak spot in society is suspected, ethics are called for, be it in research, economics, medicine, or political science. Whoever supports that fix can count on the goodwill of others. Whoever invests in ethical funds can get good money with a good conscience. Why not occupy a position that can be attacked only at the cost of losing either one’s stake or faces, such as we might find in the Gates Fund, and other kinds of goodwill ethical funds? Even a superficial overview must reveal that contact with the subject matter, that is, in the academic tradition, has dealt with under the heading of “ethics” has been lost by the sickening fact. The opposition of egoism and altruism had already been abandoned in the eighteenth century. Ethics, in general, serves as a form of reaction in problem situations, backed by undeniably good intentions. However, the professionals show remarkable restraint. Responsible conduct is recommended (Murphy & Largacha-Martínez, 2021), but how to go about it when the problem consists precisely in the fact that consequences cannot be anticipated. Or, one adopts a maxim that one may behave in a risky manner as long as others are not affected, but this only refers to a case that does not exist, or that, at any rate, does not exist to the extent the one sees the problem is lying in the social costs. We must remember politics as a fundamental sense-making process of communication, and that is to say, continuous synthesis of information transmission comprehension reproduces a system from moment to moment. A political system in modern society is more to be compared to a nervous system, rather than an executive hierarchy, but we have no need to turn to extremes of this sort.


    




    

      Conclusion




      AI has both benefits and problems in its applications and within its own community of scientists, both in regard to its purpose and in regard to whether it should mimic the human brain or some other dynamic. Hence, the way that the truths of AI can be founded in the life-world of experience is a challenge. The barriers to meaning, the confusion of how to understand the meaning, the meaning of understanding, and the understanding of understanding become critical for AI professionals and phenomenologists. The binary problem of the good and evil of implementing AI needs to be understood on a non-binary schema, which articulates the invariants and variants for the conditions of AI. We propose the adventure of understanding AI, and its conditions through the deployment of phenomenology, which is best suited for the task.
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