



[image: image]








Surgical Clinics of North America, Vol. 92, No. 1, February 2012


ISSN: 0039-6109


doi: 10.1016/S0039-6109(12)00006-0








Contributors









Surgical Clinics of North America, Vol. 92, No. 1, February 2012


ISSN: 0039-6109


doi: 10.1016/S0039-6109(12)00008-4








Forthcoming Issues









Surgical Clinics of North America, Vol. 92, No. 1, February 2012


ISSN: 0039-6109


doi: 10.1016/j.suc.2011.12.007








Foreword


Patient Safety




Ronald F. Martin, MD







Department of Surgery, Marshfield Clinic, 1000 North Oak Avenue, Marshfield, WI 54449, USA


E-mail address: martin.ronald@marshfield.org











[image: image] 

Ronald F. Martin, MD, Consulting Editor




In the United States Army we have an expression—Everyone is a safety officer. That expression may exist in the other branches as well but I can only vouch for the Army. At first glance one might think it is one of those catchy slogans that gets tossed about to make everybody feel included. And while it may achieve that to some degree, it also means more. It means that it is not just everyone’s opportunity to point out dangerous behavior, but it is also everyone’s duty to point out dangerous behavior. The most junior recruit can inform a four-star general that he or she is doing something dangerous and, in theory, it should be well received.


The aviation community has a similar concept in the Crew Resource Management training and practice. A review of some of the more spectacular aviation catastrophes revealed that there was a cultural issue in the aviation community that led to an unnecessary increase for risk under some conditions. Multiple partners in the assessment of safety in the aviation industry, such as the Federal Aviation Administration, National Transportation Safety Board, various pilots and crew organizations, groups such as Flight Safety International, and others have worked collaboratively to make air travel safer for you and me. To the credit of these organizations, they have made a systematic study of failure and have been open with the results. I cannot say that the system is perfect since I do not directly participate in it—perhaps those who do may be able to point out some issues that escape an outsider’s perspective—but conceptually it is one of the models worth studying.


We physicians, and particularly we surgeons, have tried to borrow tools and procedures from our aviation brethren for years. My first exposure was at a Surgical Grand Rounds presented by Flight Safety International organized by Dr David Clark of Maine Medical Center during my residency over two decades ago. Dr Clark was always intellectually far ahead of the curve and this was just one more example of that. During the Grand Rounds it became abundantly clear from reviewing the flight data and cockpit voice recordings just how much preventable error existed—and this in an industry where the pilots themselves suffer first on impact! If they were not motivated to improve their system, who would be?


Since that first introduction to this concept I have had the privilege of listening to many presentations on similar topics and how they impact safety. Some have been more focused on procedures and checklists, some on communication styles, some on information transfers, some on fatigue and other topics. They have varied a bit in quality and utility. Some have been thinly veiled attempts to shift control over something (the distinct minority) and some have been so painfully obvious that one has to wonder how it is possible that it wasn’t known or studied decades or centuries ago. Independent of the above, they have all still contributed positively to the discussion.


Perhaps with a nod to the aviation industry, we in surgery have pursued simulated environment training on both the individual scale and the team/facility scale (a while ago we dedicated an entire issue of the Surgical Clinics of North America Clinics to just that topic) in the hope that would help us improve our outcomes and safety. No matter how hard one tries though, one serious disconnect from aviation safety and patient safety remains: humans designed and built airplanes and while one might cleverly make the argument that humans build humans, we certainly didn’t design them. I would submit that there is far less variability among Boeing 737s than there is among even a closely related group of humans, which makes it more challenging to simulate in a meaningful way.


The other major stumbling block in direct comparison of the two industries has to do with the necessity of use of the product or perhaps put into our jargon—indications. When one flies, it is almost always a matter of some choice (at least in commercial or general aviation) and delaying or eliminating the trip altogether usually represents more inconvenience than threat to life. When someone arrives at the hospital in extremis, far more often than not engagement in medical care is not optional nor is it time insensitive. The concept of minimum requirements for providing medical care is far less stringent than for flight. The converse also holds true to a certain degree. There are many procedures or operations that are either elective or debatable as to their overall utility yet they carry many of the same risks as less elective procedures.


I would like to challenge our surgical community a bit if I may. If we were truly serious about improving patient safety, we would approach this topic from several markedly different but ultimately absolutely related approaches. First, we would accept that without a near totality of data acquisition and analysis we are unlikely to recognize real trends and make certain kinds of changes. We require a degree of standardization of data acquisition and reporting from all venues and we should engage seriously in how we analyze the data and distribute the results.


The obvious barriers to this are money, more money, ego, and personal and institutional risk. To be clearer, first it takes money to collect the data and then more money to analyze the data. Those costs must be borne initially but it may be that over time, savings may recoup some or all of those expenses. Ego, well, ego is ego and we have to separate that or we’ll never put patients first. Last, every person and every institution would prefer not to have their data made public unless they already know that they are advantaged by the publication of said data. Even if the “competitive” nature of making data available were resolved, there is still the fear of legal reprisal that will always cloud the integrity of voluntarily submitted or self-reported data. If we (society) were really interested in self-preservation through superior medicine, then we would address tort reform to remove this barrier to honest information.


We doctors, though, must make a trade if we want tort reform; we have to allow or engage in better policing of our ranks. Shocking though true—not everybody currently working in the care of the citizenry is good enough to remain on the job. Some may be remediable but others need to move on. We cannot expect the public to call off the lawyers without offering them certain protections in return. Fair is fair.


When it comes to safety, in many respects, it is about the money. I know people say it isn’t but it is. In this respect the aviation industry and we suffer along the same lines. For the most part, neither of us gets paid not to work. Also similarly, in aviation one doesn’t have to make the trip safer if no one flight occurs and we don’t have to improve on the outcomes of operations not performed. Of course, there are differences; very few arrive at the airport wondering if perhaps they need to board a flight. Air travelers are far more aware of their need for flight and the alternatives available to them than the average patient. As long as doctors get paid more to deliver more care independent of quality and timing than to deliver optimal amounts of care in optimal ways, we will most likely slow our progression to better care and increased value to the patient and society.


While we may not be quite there at this instant, we are rapidly approaching a time in which we have the technical capacity to capture and analyze the amount of data needed to understand better our system of patient care. I wish I were as hopeful that we had the societal will to make the changes required or the professional courage to do what is necessary about policing ourselves and investing a bit more of our capital into the broader initiatives of patient safety—but I am not quite ready to hold my breath on either of those at the moment.


In some respects it would almost seem redundant to put out an issue of the Surgical Clinics of North America on patient safety. After all, is not everything we study somehow dedicated to the safety of our patients? Yet, taking a step back and looking at not just how can we make better-informed clinical decisions but what can we learn on the industrial side of what we do is necessary. To improve patient safety truly we will have to improve our health care system—yes, it is just as easy as that. Sarcasm put aside, however, who better to drive this than us? Surgeons have always risen to great challenges and we have no reason to abandon that trait now. As always, making great strides requires understanding the topics at hand. Dr Sanchez and his colleagues have provided a series of articles that should inform you and stimulate some to learn more. It is far easier for those of us who are well versed in surgery to learn industry strategies and tactics for safety than it is for industry folk to learn surgery. Promise.


This is one area where we can all make a difference. There is room for improvement on every scale at every facility. As we are taught in the Army, everyone is a safety officer. Perhaps, the world of medicine and the world of surgery would benefit a bit from adopting the same philosophy.
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Perhaps ironically, the tragic sinking of the RMS Titanic, most likely as a result of human error, occurred at about same the time that Harvard physician, biochemist, and historian, Lawrence J. Henderson, famously proclaimed that the pace of progress in medicine had reached a point at which a random patient had a better than even chance of benefiting from consultation with a random physician. Since then, the availability of treatment options for virtually every ailment known to afflict humanity has exploded, resulting in an unprecedented growth in the quantity of health care services. These advances, punctuated occasionally by spectacular cures, have delivered a level of societal welfare and productivity that could not have been envisioned by those who first learned of that great nautical catastrophe 100 years ago.


It is becoming increasingly unclear, however, whether this extensive repertoire of available treatments, for all its sophistication and expense, effectively and reliably produces the intended goals of restoring health, alleviating suffering, and prolonging life for all. Moreover, the increased division of labor among members of the health care team has resulted in progressive subspecialization of medical disciplines and in new categories of providers to deliver these services. The unintended consequences created by this level of complexity, including problems with coordination and information exchange, produce measurable deficits in the quality of care and disparities in its distribution. Coupled with these concerns is the increasing realization that payment for all available services, even if optimally deployed and effective, is unsustainable. More importantly, perhaps, questions have surfaced, based on credible and persuasive data, as to whether the care provided can actually be harmful.


While the relatively young patient safety movement and the sciences supporting it continue to develop a theoretical framework and an imperative for change, progress in the actual reduction in preventable adverse events remains slow. Diffusion of knowledge generated by safety research into clinical practice has been difficult. At best, the reaction of many health care organizations, already beleaguered by regulation and oversight, to initiatives such as the Surgical Care Improvement Project, reflect a “teaching to the test” mentality without a deeper appreciation of the problems inherent in the increasingly complex socio-technical system we call health care. Thorny, intractable issues of organizational and culture change, based on differing mental models held by various stakeholders, result in cognitive dissonance and passive, if not outright active, resistance.


Those of us on the front lines of surgery are particularly sensitive to issues of error, whether of omission or commission, given our historical and high level of selfless commitment to our patients and to the most exacting standards of performance. As such, any insinuation that we contribute to preventable harm may be difficult to accept but evidence is mounting that some patients are worse off than would be expected after exposure to the health care system. Furthermore, the increasing complexity of the delivery system and the expanding disease burden in society requires us to rethink how we deliver care in a more reliable, evidence-based, and patient-centered manner. The traditional surgical focus on technical precision, dexterity, and patient-level risk assessment will need to be complemented by an expanded appreciation for system-level risk assessment, group dynamics, and other social skills, which, ultimately, also contribute to patient outcomes. Experience in other technically oriented industries has found initial resistance to change when it involves transitioning toward a different paradigm, especially one that involves “soft” skills. In the aviation industry, for example, pilots were known to mock early attempts by the industry at enhancing communication skills by refusing to be sent to “charm school.” Now, a climate of safety is embedded throughout the entire industry from suppliers to the control tower. It is not inconceivable, then, that surgery can enjoy similar level of reliability and culture of safety in the near future.


In many ways, these are heady times for those interested in reengineering the delivery of care, particularly surgical care, to maximize effectiveness and reliability. The surgical environment is “target rich” for mitigating hazards. Opportunities for improvement abound. However, meaningful change will require a transition to a more team-oriented, system-based modus operandi as well as a deeper awareness of how complex adaptive systems behave. The sciences of human factors, organizational psychology, management science, and those other affiliated disciplines which have transformed other safety-critical industries into ultrasafe and highly reliable endeavors, appear to have increasing relevance to the world of surgery. These perspectives from the social sciences and engineering appear to offer a new lens through which transformative change can occur in health care. This can only happen, however, if individuals inside the surgical “space” embrace these ideas enthusiastically and develop innovative ways to deliver high-quality, safe surgical care.


This volume of Surgical Clinics of North America hopes to showcase newer concepts and stimulating ideas related to patient safety that are of relevance to surgeons and others who are involved with the care of surgical patients. While not an exhaustive treatise on safety and human error, the scope of subjects illustrates the multidimensional and interdisciplinary nature of patient safety as applied science. It is anticipated that the reader will come away with a more nuanced understanding of the current adaptive challenges facing surgical “systems” today and will respond to the call to action that is intended to be the subtext of this work.


I am grateful to Dr Ronald F. Martin, Consulting Editor, for the enthusiasm, support, and expansive wisdom of considering patient safety a suitable topic for the Surgical Clinics of North America as well as for having the confidence in me to bring together these outstanding experts. Additionally, I would like to thank Mr John Vassallo, Associate Publisher, and the many dedicated people at Elsevier for their commitment to publishing consistently high-quality material. Finally, I would like to express my gratitude to all the contributing authors who, under considerable time constraints, produced content that is clear, coherent, and abundantly provocative. It is my ultimate hope that each reader will feel compelled to consider how their surgical environments can be refocused on safety, reliability, and improved effectiveness.
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Abstract


Error prevention and mitigation is the primary goal in high-risk health care, particularly in areas such as surgery. There is growing consensus that significant improvement is hard to come by as a result of the vast complexity and inefficient processes of the health care system. Recommendations and innovations that focus on individual processes do not address the larger and often intangible systemic and cultural factors that create vulnerabilities throughout the entire system. This article introduces basic concepts of complexity and systems theory that are useful in redesigning the surgical work environment to create safety, quality, and reliability in surgical care.
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I would not give a fig for the simplicity this side of complexity, but I would give my life for the simplicity on the other side of complexity.


—Oliver Wendell Holmes Jr1








The high reliability organization


The surgical space, by its nature, is a high-risk environment where hazards lurk around every corner and for every patient. The patients who come to surgery are generally among the sickest and at more advanced stages of disease. The very act of treatment involves interventions that are often considerably invasive with vigorous and unpredictable physiologic responses. The level of complexity, both in task-oriented and cognitive demands, results in a dynamic, unforgiving environment that can magnify the consequences of even small lapses and errors.


Other complex sociotechnical systems, which operate in similar environments, have been able to redesign their operations such that they consistently perform at high levels of safety with reliable outcomes. These high reliability organizations (HROs) have characteristics that parallel many features of the surgical environment, including the use of complex technologies, a fast-paced tempo of operations, and a high level of risk, yet they manifest spectacularly low error rates. HROs are required to respond to a wide variety of situations under changing environmental conditions in a reliable and consistent way. Examples of HROs include aircraft carriers, nuclear power plants, and firefighting teams. Weick and Sutcliffe have studied these industries and found that they share an extraordinary capacity to discover and manage unexpected events resulting in exceptional safety and consistent levels of performance despite a fast-changing external environment.2





Resilience, Brittleness, and the Law of Stretched Systems


A challenge to HROs is the tendency to stretch systems to their capacity as they continuously strive to improve overall performance. It is the objective of an outstanding management team to enhance efficiency such that throughput is maximized for a given level of input. When financial outcomes are also under consideration, there is a corresponding downward pressure to minimize costs and, therefore, to limit resources and still achieve the desired outcomes in volume and quality. This Law of Stretched Systems, a property of complex and dynamic environments, occurs when exceptionally consistent improvement in performance is required and managed through human decision making without accounting for the possibility of errors and unanticipated variability.3 This principle posits that every system is ultimately stretched to operate at its capacity as efficiency improves. Innovations such as new information technologies, and performance gains are exploited to achieve a new intensity, complexity of work, and tempo of activity. This coadaptive dynamic results in escalating pressure to do more, faster, and in more complex ways.4 Health care delivery systems are thought to routinely function at the limits of their capacity. Managers and administrators tend to increase throughput up to efficiency maxima only to be thwarted by unanticipated operational constraints. Surgeons and anesthesiologists are all too familiar with the common bed crunch occurring each morning and the potential for delaying or even canceling scheduled operations.


The ability of a team to activate a repertoire of actions and resources not normally used during standard operations to allow the work to continue through unexpectedly high demand or a failure can build resiliency into a system. This margin of maneuver, a concept that resonates with pilots and others in high-hazard environments, provides a cushion for an organization to recover toward normal operational levels. When all ICU beds are occupied in a hospital with a level I trauma program, for example, the system has little or no margin to accept a new major trauma patient. The organization is said to be solid, a condition that reflects its brittleness, a manifestation of a stretched system.


The ideas supporting the concept of HROs are germane to the surgical environment. The pace of operations, expectations of superior levels of performance and safety, and the degree of uncertainty in surgery require a systems-based approach. Additionally, high-hazard, safety-critical organizations can reach levels of complexity that result in failure due to data overload, hitting a wall of complexity. The concept of resilience, a term borrowed from materials engineering, refers to the properties of a system that allow it to absorb unusual amounts of stress without causing a failure, or a crack, in the integral function of the organization.5 Two major themes emerge from the examination of HROs.6 The first theme is anticipation, a state of mindfulness throughout the entire organization in which continuous vigilance for potential sources of harm is expected and practiced as a shared value. This state of mind focuses on preparedness for any and all process failures, surveillance for formal and informal signals, and planning contingencies. The second idea is containment and refers to those actions to be taken immediately when a system fails to advert or mitigate further damage and injury.








HROs Share 5 Key Principles





Preoccupation with failure


HROs treat each event, lapse, or near miss (NM) as a symptom of a system flaw that can have severe consequences, particularly when separate, seemingly insignificant events or violations coincide and produce a catastrophic failure. This is consistent with the human errors framework proposed by James Reason and his Swiss cheese model of accident causation.7 This preoccupation with failure is coupled with the understanding that small violations and errors are not part of normal process variation and can conspire to cause patient harm.8 It is difficult, for example, to view a break in the sterile field or a lack of closed loop communication during an operation as a major adverse event in the context of a complex surgical procedure. Yet these unsafe acts can contribute to a catastrophic outcome when combined with other violations and errors until a tipping point is reached. It is easy, alternatively, to develop complacency and a false sense of security when the incidence of patient harm is rare and thus continue to allow deviant behavior to go unchecked.9 The high reliability culture responds vigorously to potential failures (NMs) and views them as gifts or opportunities to address system failures.


In the surgical realm, this concept is best illustrated by the practice of a preoperative checklist that enables a state of mindfulness before embarking on a high hazard undertaking, such as a surgical procedure.10 A more complete approach is the practice of a preoperative briefing in which a discussion occurs among members of a team regarding what problems may arise during a particular case. At the completion of the operation, a debriefing is also of value not only for determining what could have been done differently but also for discussing the planned transition toward the next phase of a patient’s care. The debriefing is meant to create a reflective pause to specifically anticipate what could potentially go wrong given what has transpired up to this point. It is this collective, persistent, and watchful search for potential hazards, particularly at transition points and during periods of high technical and cognitive overload, that characterizes a high reliability surgical microsystem.11








Reluctance to simplify


Complex systems like a surgical environment can be unpredictable and highly nuanced. Yet, when routines set in, safe and event-free operations can lead to cutting corners, reducing resources, and eliminating key steps as waste. Simple algorithms and heuristic rules are alluring but may not take into account the nonlinear requirements of judgments, anticipation, and insights needed for excellent surgical care. This tendency seems to be amplified during times of stressed operations. A reluctance to simplify, alternatively, contributes to an enhanced understanding, especially by management, that the environment is complex, unstable, and unpredictable. A systems approach to verifying sponge and instrument count requires, for example, at minimum, a 2-person independent check and takes into account that a simple process that relies on a single person without redundancy is fraught with the possibility of error in preventing retained foreign objects.








Sensitivity to operations


HROs are highly sensitive to small deviations and interruptions in operations and allocate undivided attention to the relevant tasks affected. Unexpected events uncover loopholes in a system’s defense barriers. Continuous interactivity and robust information sharing in tightly coupled systems occurs to ensure that all members of a team have a big picture view of operations. Complacency in a routine environment is a threat to maintaining sensitivity to operations. Suboptimal information sharing and a lack of awareness of other operational functions reduce redundancy and result in poor coordination. Systems are organized around the idea of creating and maintaining situational awareness by an entire team. There is an emphasis on having access to the most current and accurate information available and using it quickly in decision making particularly when unexpected deviations are detected.








Committed to resilience


The development of capabilities to recover from a failure and to contain its effects is an important characteristic of HROs. In tightly coupled systems, this resilience allows organizations to keep errors small when they occur. Hospital units exhibit resilience when they can identify and respond to smaller system failures quickly before problems escalate into significant events. To accomplish this goal they must be prepared to improvise quickly and to respond rapidly to unplanned events using preplanned routines. The inability to recover from small lapses results in brittleness, a sort of organizational failure to rescue.








Deference to expertise


Organizational units encourage decisions to be made at the front line and yield decision making to those individuals with the most expertise to fix the problem, regardless of rank. These HRO systems have developed a culture where managers and executives support the concept of deferring judgments and actions to those with the most immediately relevant knowledge and skill set. This entrusting characteristic builds immense social capital, which helps build a more honest and transparent relationship between management and clinicians.12,13


The hierarchical group models commonly found in health care settings contain dynamics that insist on deference given to rank and educational level among various members of the health care team. This distribution of roles, although useful during normal operations, can often be a barrier to critical decision making and information exchange during times of duress and system failure. This is not to say that coordination and other leadership tasks should not be preserved by senior leaders during these periods. In the presence of a perceived threat or an unexplained variation, however, lower ranking members of a surgical team should be able to express their concern without the risk of being subjected to ridicule or shame. Mature leaders recognize the advantage of this approach and promote relationships within teams during normal operations that allow those with the most accurate information and relevant roles to act decisively and quickly to resolve a problem. The absence of psychological safety among any member of a team can suppress potentially critical information in identifying and mitigating a threat. Edmondson14 studied learning in interdisciplinary teams and the adoption of new technology in cardiac surgical teams, and demonstrated that the most successful teams were those with leaders who promoted speaking up as well as other coordination behaviors. Furthermore, in this study, the most effective leaders helped their teams learn by minimizing concerns about power and status differences to promote speaking up by all team members.


The relationships among the individual components of a system are critical, particularly during a catastrophic event. The robustness, resiliency, and redundancy in the physical or workflow design of these interdependencies refers to their coupling. A major distinction between high reliability theory and normal accident theory (NAT) pertains to ideas regarding the coupling between system components (Table 1).15 NAT holds that accidents in complex, tightly coupled technologic systems are inevitable. Errors and failures escalate rapidly throughout a system’s interdependent components.16 Tightly coupled processes have little or no slack in this relationship. As an example, the transfer of a patient from an operating room to a postanesthesia care unit is a tightly coupled process requiring a just-in-time framework of service delivery.17 Incongruities in the magnitude, duration, and intensity of information exchange at this transition point, as reflected in postoperative orders or incomplete handoff practices, can result in critical informational gaps, creating blind spots and other opportunities for failure later in the patient journey.18


Table 1 Comparison of the High Reliability Organizational theory and the theory of normal accidents






	High Reliability Theory

	Normal Accidents Theory






	Accidents can be prevented through good organizational design and management.

	Accidents are inevitable in complex and tightly coupled systems.






	Safety is the priority organizational objective.

	Safety is one of several competing values.






	Redundancy enhances safety: duplication and overlap can make a reliable system out of unreliable parts.

	Redundancy often causes accidents; it increases interactive complexity and opaqueness and encourages risk taking.






	Decentralized decision making is needed to permit prompt and flexible field-level responses to surprises.

	Organizational contradiction: decentralization is needed for complexity, but centralization is needed for tightly coupled systems.






	A culture of reliability enhances safety by encouraging uniform and appropriate responses by field-level operators.

	A military model of intense discipline, socialization, and isolation is incompatible with [American] democratic values.






	Continuous operations, training, and simulations can create and maintain high reliability operations.

	Organizations cannot train for unimagined, highly dangerous, or politically unpalatable operations.






	Trial-and-error learning from accidents can be effective and can be supplemented by anticipation and simulations.

	Denial of responsibility, faulty reporting, and reconstruction of history cripples learning efforts.







From Sagan SD. The limits of safety. Organizations, accidents, and nuclear weapons. Princeton (NJ): Princeton University Press; 1993. © 1993, 1995 paperback edition. Reprinted by permission of Princeton University Press.


Highly coupled organizations value the learning opportunities provided by a continuous cascade of unsafe acts, NMs, and even full-blown adverse events because the same etiologic patterns and relationships precede both adverse events and NMs.19,20 Only the presence or absence of recovery mechanisms determines the actual outcome. It could be argued that focusing on NM data can add significantly more value to quality improvement than a sole focus on adverse events. Schemes for reporting NMs, close calls, or sentinel (ie, warning) events have been institutionalized in aviation, nuclear power, petrochemicals, steel production, and military operations.21,22 In health care, efforts are being made to create medical NM incident reporting systems to supplement the limited data available through mandatory reporting systems focused on preventable deaths and serious injuries.23


In contrast to adverse outcomes, the analysis of NMs offers several advantages: (1) NMs occur 3 to 300 times more frequently than adverse events, enabling quantitative analysis; (2) fewer barriers to data collection exist, allowing analysis of interrelationships of small failures; (3) recovery strategies can be studied to enhance proactive interventions and de-emphasize the culture of blame; (4) hindsight bias, the human tendency to see events that have already occurred as more predictable than they really were, is more effectively reduced24; and (5) NMs offer powerful reminders of system hazards and retard the process of forgetting to be afraid.














Teamwork and high reliability organizations


Much of health care is performed by interdisciplinary teams—individuals with diversely specialized skills focused on a common task in a defined period of time and space (see the article by Harry C. Sax elsewhere in this issue for further exploration of this topic). These teams must respond flexibly together to contingencies and share responsibility for outcomes. This is particularly true of surgical care. Traditional specialty-centric clinical education and training are remiss in their assumption that individuals acquire adequate competencies in teamwork passively without any formal training. Moreover, the assessment practices used in selecting health care personnel do not explore the abilities of potential hires to work collaboratively or in a multidisciplinary fashion. Furthermore, performance incentives in health care are targeted at individuals and not at teams or other functional groups. With a few exceptions, risk management and liability data, morbidity and mortality conferences, and even quality improvement projects have not systematically addressed systems factors or teamwork issues. Substantial evidence suggests that teams routinely outperform individuals and are required to succeed in today’s complex work arenas where information and resources are widely distributed, technology is becoming more complicated, and workload is increasing.25,26 Nevertheless, an understanding of how medical teams contribute to HRO-like success and coordinate in real-life situations, especially during time-constrained and crises situations, remains incomplete.27





Surgical Teams


Teams make fewer mistakes than do individuals, especially when each team member knows his or her responsibilities as well as those of the other team members. Simply bringing individuals together to perform a specified task, however, does not automatically ensure that they will function as a team. Surgical teamwork depends on a willingness of clinicians from diverse backgrounds to cooperate toward a shared goal, to communicate, to work together effectively, and to improve. Each team member must be able to (1) anticipate the needs of the others, (2) adjust to each other’s actions and to the changing environment, (3) monitor each other’s activities and distribute workload dynamically, and (4) have a shared understanding of accepted processes and how events and actions should proceed.28


Surgical teams outperform individuals especially when performance requires multiple diverse skills, time constraints, judgment, and experience. Teams with clear goals and effective communication strategies can adjust to new information with speed and effectiveness to enhance real-time problem solving. Individual behaviors change more readily on a team because team identity is less threatened by change than individuals are. Behavioral attributes of effective teamwork, including enhanced interpersonal skills, learned as a byproduct of membership on the team, can extend to other clinical arenas. Cardiac surgical and trauma teams, among many other teams, often manifest some of these behaviors without being aware of them. Turning surgical care experts into expert surgical teams requires substantial planning and practice. There is a natural resistance to moving beyond individual roles and accountability to a team mindset. This commitment can be facilitated by (1) fostering a shared awareness of each member’s tasks and role in the team through cross-training and other team training modalities; (2) training members in specific teamwork skills, such as communication, situation awareness, leadership, follower-ship, resource allocation, and adaptability; (3) conducting team training in simulated scenarios with a focus on both team behaviors and technical skills; (4) training surgical team leaders in the necessary leadership competencies to build and maintain effective teams; and (5) establishing and consistently using reliable methods of team performance evaluation and rapid feedback.29








Evaluating Team Performance


Assessing surgical team dynamics is a prerequisite to improving performance and increasing patient safety (Box 1). There is a persistent argument in the literature that team process and outcomes must be distinguished. Process is defined as the activities, strategies, responses, and behaviors used by a team during task accomplishment, whereas outcomes refer to those clinical outcomes of the patients cared for by the team.30 Process measures are important for training when the purpose of measurement is to diagnose performance problems and to provide feedback to trainees. Until recently, the medical community has focused more on outcomes than on process. Medical educators have begun to appreciate the competencies that define an effective team process.31 The key to clinical alignment is to identify and measure processes that are directly related to patient outcomes (eg, successful resuscitation). Measurement tools must be reliable and valid, and they must distinguish between individual and team-level deficiencies (Table 2).32-34 Perhaps most importantly, the results of the assessment must be translatable into specific feedback to team members that can help enhance their team performance.35





Box 1 Questions to ask when assessing a surgical team’s performance






• Is the team the right size and composition?



• Are there adequate levels of complementary skills?



• Is there a shared goal for the team?



• Does everyone understand the team goals?



• Has a set of performance goals been agreed on?



• Do the team members hold one another accountable for the group’s results?



• Are there shared protocols and performance ground rules?



• Is there mutual respect and trust between team members?



• Do team members communicate effectively?



• Do team members know and appreciate each other’s roles and responsibilities?



• When one team member is absent or not able to perform the assigned tasks, are other team members able to pitch in or help appropriately?





Table 2 Individual and team-level training strategies






	 

	Definition

	Level






	Assertiveness Training

	Uses behavioral modeling techniques to demonstrate both assertive and nonassertive behaviors; provides multiple practice and feedback opportunities for trainees

	Individual






	Metacognitive Training

	Targets trainee’s executive monitoring and self-regulatory cognitive processes for development; training develops metacognitive skills that regulate cognitive abilities, such as inductive and deductive reasoning

	Individual






	Stress Exposure Training

	Provides information regarding links between stressors, trainee affect, and performance; provides coping strategies to help trainees deal with stressors

	Individual and team







Data from Refs.32-34











Clinical microsystems


Several models of care delivery have emerged as health care institutions face challenges in providing safe, reliable, and effective health care in a complex regulatory and financially burdened environment.36 Many organizations have struggled to design operational units that can best incorporate reliable and service-oriented performance into their daily work. Microsystems, based on work of intelligent enterprises by Quinn37 applies systems thinking to organizational design and represent the smallest replicable organizational unit of change. Quinn studied companies that achieved consistent growth, high quality, and high margins as well as exceptional reputations with their customers. He found that these smallest replicable units were the key to implementing effective strategy, leveraging information technology, and embedding other performance-enhancing practices into the service delivery process. Health care microsystems consist of a small group of people who provide care to a defined set of patients and for a particular purpose, such as a surgical ICU (Table 3). They have both clinical and business aims, tightly coupled processes, and a shared information environment. Clinical, service, and financial outcomes are measured systematically and with a view toward continuous improvement.


Table 3 The 5 essential goals (5 Ps) of the microsystem






	5 Ps

	What are the Implications for Effective Microsystem Functioning?






	Purpose

	What is the purpose of the clinical microsystem and how does that purpose fit within the overall vision?






	Patients

	Who are the people served by the microsystem?






	Professionals

	Who are the staff who work together in the microsystem?






	Processes

	What are the care-giving and support processes the microsystem uses to provide care and services?






	Patterns

	What are the patterns that characterize microsystem functioning?







From Barach P, Johnson JK. Understanding the complexity of redesigning care around clinical microsystem. Qual Saf Health Care 2006;15(Suppl 1);10–6; with permission.


Real-time collection, analysis, and sharing of information are key features of these groups that generally function within a larger organization providing a clear financial, regulatory, and legal framework. A microsystem’s developmental journey toward maturation and improved performance entails 5 stages of growth (Box 2).38 The role of senior leaders in a microsystem is to look for ways in which the meso-organization, working within the macro-organization’s legal and regulatory framework, connects with and facilitates the work of the microsystem. The meso-organization, in turn, supports the needs and facilitates coordination among varying microsystems to accomplish the organization’s overarching goals. The clinical microsystem approach emphasizes identifying and promoting the strengths of both the team and individuals. It maintains a focus on continuous improvement rather than externally imposed targets and initiatives that members think do not directly have an impact on their work. Many organizations using this approach have demonstrated high levels of staff satisfaction, an enhanced level of empowerment, and increased commitment toward established goals as well as a passion for continuous learning and innovation.39





Box 2 Clinical microsystems: 5 stages of growth






• Awareness as an interdependent group with the capacity to make changes



• Connecting routine daily work to the high purpose of benefiting patients



• Responding successfully to strategic challenges



• Measuring performance as a system



• Juggling improvements while taking care of patients


Data from Batalden PB, Nelson EC, Edwards WH, et al. Microsystems in health care: part 9. Developing small clinical units to attain peak performance. Jt Comm J Qual Saf 2003;29(11):575–85.





In addition, the microsystem incorporates the experience and perceptions of patients and their families in the strategic development to deliver the most desirable service from the point of view of the end user.40 A surgical microsystem can involve, for example, a pediatric cardiac surgical team that includes the corresponding critical care team, wards, or perhaps a large surgical critical care unit providing services in a defined geographic space.41,42 The microsystem will include patients and their family members given that there is a convergence of purpose in a patient’s full recovery.





Microsystems and Patient Safety


Safety is a fundamental property of the microsystem. It can only be achieved through thoughtful and systematic application of a broad array of process, equipment, organization, supervision, training, simulation, and teamwork changes. Characteristics of high-performing microsystems—leadership, organizational support, staff focus, education and training, interdependence, patient focus, community and market focus, performance results, process improvement, and information and information technology—can be linked to specific design concepts and actions to enhance patient safety in microsystems.43








Leadership and Patient Safety


Leaders directly contribute to the performance of microsystems. The role of senior leadership within an organization changes in scope and focus and is more externally focused provided that each microsystem in an organization has a tight alignment with the overall mission and vision of the organization.36 The result is that each microsystem possesses the flexibility to achieve its specific performance goals while ensuring the safety and reliability of the care it provides. This strategy allows for the creation of each unit’s climate of safety. Previous work in the field of organizational behavior, highlighted by the Michigan Keystone ICU Project to reduce central line infections, have demonstrated that positive deviance is well at work at the unit level, and that unit-based culture can have an impact on those other microsystems with which they interface.44 Equally important, Dixon Woods and colleagues45 have demonstrated that the checklist’s key impact was to shape a culture of commitment by leadership and clinicians to doing better in practice around reducing central line infections as the major driver for success.











Recommendations and 6 principles for designing safe surgical microsystems


Based on the authors’ experience with multiple microsystems across diverse settings and with an understanding and interpretation of the safety literature, several safety principles that can be used as a framework for embedding patient safety concepts within clinical surgical microsystems are discussed.46





Principle 1—Errors are Human Nature and will Happen Because Humans are not Infallible


Errors are not synonymous with negligence. Medicine’s ethos of infallibility leads wrongly to a culture that sees mistakes as an individual problem or weakness and remedies them with blame and punishment instead of looking for the multiple contributing factors that can only be solved by improving systems.








Principle 2—the Microsystem is the Optimal Unit of Intervention, Analysis, and Training


Microsystem staff can be trained to include safety principles in their daily work through rehearsing scenarios, simulation, and role-playing. The goal is for a microsystem to behave like a robust HRO, that is, preoccupied with the possibility for failure or chronic unease about safety breaches.








Principle 3—Design Systems to Identify, Prevent, Absorb, and Mitigate Errors


Identify errors by establishing effective sustainable reporting systems that encourage and support transparency, freedom from punitive actions, and empowering workers to feel comfortable speaking up, even if speaking up means that they challenge the authority gradient. Design work, technology, and work practices to uncover, mitigate, or attenuate the consequences of error. There are many ways to reduce the impact of errors by simplifying systems and processes. For example, tools, such as checklists, flow sheets, and ticklers, to reduce reliance on memory all address deficiencies in vigilance and memory. Improve access to information and information technology. Systems must be designed to absorb a certain amount of error without harm to patients. Key buffers might include time lapses (built-in delays, when appropriate, to verify information before proceeding), redundancy, force functions, and so forth.








Principle 4—Create a Culture of Safety


A safety culture is one that recognizes that the cornerstone to making health care safer is a transparent climate that supports reporting errors, NMs, and adverse events; feeds this information back quickly and clearly to clinicians; and holds clinicians accountable for their actions (Box 3).47





Box 3 Characteristics of safety-focused teams






• Ongoing organizational learning



• Transparency in discussing errors



• Respect for the value and response to NMs



• Supporting communication among team members



• Members function as part of a team



• Culture that supports questioning the leader or more senior team members



• Prioritizing task demands



• Aligning occupational cultures



• Establishing and maintaining clear roles and goals



• Experienced team members



• Adequate number of dedicated surgical team members



• Establishing and maintaining consistent supportive organizational infrastructure



• Leaders with the right stuff



• Peer-to-peer assessment tools


Data from Barach P, Weinger M. Trauma team performance. In: Wilson WC, Grande CM, Hoyt DB, editors. Trauma: emergency resuscitation and perioperative anesthesia management, vol. 1. New York: Marcel Dekker; 2007. p. 101–13. ISBN: 10-0-8247-2916-6.











Principle 5—Talk to and Listen to Patients


Patients have much to say about surgical safety and how they can add to the resilience of a system. Embrace and celebrate storytelling by patients and clinicians—that is where safety is made and breached and much learning occurs. When a patient is harmed by health care, all details of the event pertaining to the patient should be disclosed with the patient and/or the family (see the article by Eaves-Leanos and Dunn elsewhere in this issue for further exploration of this topic). Elements of disclosure include48:



• A prompt and compassionate explanation of what is understood about what happened and the probable effects



• Assurance that a full analysis will take place to reduce the likelihood of a similar event happening to another patient



• Follow-up based on the analysis and an apology to the patient and family








Principle 6—Integrate Practices from Human Factors Engineering into Surgical Microsystem Functioning


Design patient-centered health care environments that are based on human factors principles and constraints; design for human cognitive failings and the impact of performance-shaping factors—fatigue, poor lighting, noisy settings, and so forth.











Summary


This article explores the applicability of high reliability and microsystems theories to the surgical environment. Safety is a fundamental property of both. It might be argued that improving safety in surgical systems does not require an entire restructuring of organizations and workflow; however, despite intense attention to this subject over the past decade, incremental improvement in safety has not been forthcoming with the existing models of care. Moreover, current systems have failed to address the patients’ overall needs.


Health care institutions continue to face challenges in providing safe patient care in increasingly complex and demanding technical, organizational, and regulatory environments. Both high reliability theory and clinical microsystems provide conceptual and practical frameworks for approaching the delivery of safe care. Although many ambiguities and conflicts arise from the implementation of these theoretic constructs, they should guide the development of work processes and stimulate innovation in designing ways to provide safe and effective care within health care systems.


Organizing surgical care around the pursuit of safety as an overarching priority is a professional obligation for all members of the health care team. This goal can be accomplished by organizing around and shaping a culture focused on reliable performance but requires substantial investments in human capital. Readily accessible communication and information sharing are essential components for creating high reliability. A clinical microsystem concept involving surgical personnel can be an effective vehicle for achieving these goals.


Facilitating the design of systems to identify, prevent, absorb, and mitigate errors can provide remarkable opportunities for improving safety. The authors think these concepts are complementary and can be synergistic. Each can embed safety into surgical processes, not as an add-on value but as an integral element. Incorporating these broad concepts provides an ideal framework for capturing opportunities to improve surgical care. It is in this context that movement toward safer care can take place.
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