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    FOREWORD




    


    Bruce J. West


    


    


    


  




  

    We in Western culture like to believe the world, especially its human corner, is a reason-driven place. We perceive the universe to operate in accordance with fixed laws. For most of us, science has caught up to, if not replaced, religion as a primary mover. The urge to seek and excavate nature’s operating rules dates back more than a millennia, inspired by Aristotle and codified into the scientific method by Roger Bacon. People trust in the scientific method partly because we trust scientists to bracket off their initial biases so that they may engage in a uniform system of inquiry.




    But what if scientists are unable to bracket off initial biases? What if cognitive biases about the world are actually built into the way science is conducted? If so, then empirical results are not wholly objective, but instead are partially rigged from the start. And what if the population at large unwittingly shares in these biases, often without realizing it?




    This is precisely the state of affairs Bruce West reveals in his ground breaking book, Simplifying Complexity. In order to test hypotheses empirically, all research, no matter what the discipline, is shaped and even driven by the framework of its underlying mathematics. As West suggests, scientists’ choice of mathematics goes hand-in-hand with their underlying “cognitive maps” that color reality according to various unconscious slants. These cognitive maps are necessary, for their facts and presumptions allow us to simplify the incredible complexity that surrounds us, so that we may function with purpose and free from overwhelm.




    For centuries, Western science has relied primarily on linear statistics, whose “normal” bell-shaped curve and regression to the mean yield strong central tendencies. The normal distribution characteristic of linear statistics operates by collapsing variability to a point in the middle, which is then used to characterize the whole. In conjunction with Newtonian mechanics, linear statistics paint nature and her contents in clockwork fashion. Just like the mechanism of a clock can be disassembled and reassembled without surprise, under the influence of linear statistics, so too does Newton and Laplace’s world move predictably in small, additive steps. The resulting statistics give the universe the appearance of being both fair and equal. In general, this choice of mathematics serves to tame nature’s wild, uncertain, unpredictable, and unjust side.




    West likens the mathematics a scientist selects as the formal medium for experimentation to an artist’s choice of medium for self-expression. In both science and art, the medium conveys the message, as Marshall McLuhan would claim. Yet, the clockwork picture supported by linear mathematics is only one, highly simplified view of the world—one which easily leads to confusion. As a child raised in the 1960s, I recall learning an important statistic: the “norm” for the number of children growing up in families in the United States was said to be 2.5. Being rather literal-minded, I found it hard to wrap my mind around this notion. What exactly does it mean to have 2.5 children? When it comes to real families, it seemed to me that no one had 2.5 children. Looking back, I can see that wrestling with these ideas presaged my current interest in nonlinear science.




    As West explains, we easily take for granted the story created by our mathematics of choice, largely due to familiarity. Normal statistics work well for sampling height or weight in the general population, because variability among people is relatively small; differences are additive; and underlying elements remain independent from one another. Yet, these conditions do not apply to most complex systems as they operate in the real world. Most natural distributions show wide spreads that include extreme if not catastrophic events. Indeed, catastrophic events occur far more often than most of us would like to believe. In general, nonlinear statistics reveal nature’s wild side—her uncertain jolts, abrupt transitions, unpredictable turns, and dynamic variability in general.




    With respect to real people in the real world, life is not clockwork nor is it mechanical, and families are not normative. Some people have 1 child; others have 10. When taking into consideration generation after generation that precedes the current one, each family looks different. The more families we sample, the greater the variability we find. Life thrives on variability. And the faster contemporary society changes with the advent of new technology and communication devices, the more dynamic the surrounding variability. Through nonlinear lenses, variability is the new norm, and for this reason, the time is right to shift our cognitive maps.




    In this book, West presents a different kind of metric with which to understand nature’s complexity and refine our underlying assumptions about the world. He offers nonlinear statistics that capture variability in the distributions of objects in space as well as events in time. In contrast with linear statistics that apply primarily to simple systems whose constituents are independently organized, nonlinear statistics apply to complex systems whose interdependent elements shift in multiplicative or exponential ways. This type of statistic goes by several names—1/f distributions, inverse power laws, pink noise, Pareto’s law. West outlines as many as 9 different mechanisms giving rise to similar surface distributions.




    One consequence of variability at the heart of such distributions is the importance that extreme events take. This is consistent with how the human mind works: we hardly take notice of tiny fluctuations in ordinary life, but do pay attention to extremes. Every time I successfully pull my car out of the garage, it is a non-event; meanwhile, the time I smash the side of my car is the single instance that matters most. Society at large works the same way. Consider the stock market: minor fluctuations hardly make the news, but a market crash carries reverberations for years, if not decades, to come.




    We human beings are complex creatures. Our brains have more interconnections among their neurons than the entire number of atoms in the universe. Our brains teeter on the edge of chaos, displaying some amount of order, yet enough variability for quick adaptation to an ever-changing environment. As West demonstrates, there is even variability at the center of our beating hearts—quite literally. Whereas traditional Western medicine asserts health in the form of predictable stability and regularity, when examined at the micro level, the dynamics of a beating heart reveal quite the opposite state of affairs. In between each and every heart beat is a tiny bit of variability that keeps us resilient and healthy.




    This kind of variability is the stuff of life. As a clinical psychologist, I am steeped in it. I have probably seen hundreds of depressed people in the course of my 30+ year career. While linear statistics might put them all in the same diagnostic box, to me in real life, no two have ever looked exactly alike. Indeed, if they did, I would have been bored out of my mind and not skilled enough to treat them. The closer I look at each person—whether depressed or not—the more unique that individual appears. Welcome to the realm of the nonlinear.




    As you turn the pages ahead, prepare to go through Alice’s rabbit hole. For once you understand the characteristics of nonlinear statistical distributions, some ordinary assumptions about certainty, fairness, and equality in the world will be turned upside down. When it comes to being complex systems living in a highly complex, interdependent world, dynamics are ever-changing and the future is uncertain. We may use tricks like distraction or mindful awareness to tolerate the anxieties and preoccupations that living with ambiguities and uncertainties entails. Meanwhile, the democratic ideal of everyone having a fair and equal shot at becoming rich, famous, or President, is statistically opposite to the real state of affairs. The rich keep getting richer; the poor keep getting poorer; those already famous keep getting more famous; while scientists whose work is most cited will keep getting more credit, even if they had little to no hand in the underlying research.




    From my perspective as a psychotherapist, the linear version of the world appears to be a nice fairy-tale people paint to ease the scariness, unfairness, and inherent injustice of life. To me, this cognitive map of the universe is akin to how parents appear to young children—bringing up the sun and moon and in control over everything. The illusion of certainty and control yields a safe and predictable world that protects little ones from harm and worry. Perhaps this naïve story of our environment, both inside and outside, serves a similar purpose within the developmental trajectory of science. Maybe during the early phases of scientific exploration, scientists similarly needed to keep things simple, by warding off the highly complex and unpredictable side of life.




    West’s book teaches us an important lesson: it is time for humankind to grow up and wipe the fairy dust from our metaphorical eyes. Simplifying Complexity reveals fascinating facts that connect separate disciplines with the same underlying mathematics. West even introduces a candidate for the first universal principle to govern the interaction of complex systems. West’s complexity management cube applies to diverse phenomena—from habituation in a brain that encounters a strong smell to the de-habituation in a brain that becomes riveted on a beautiful piece of classical music. His new principle even addresses issues related to modern warfare and global warming, at points to yield surprising, if not controversial, results.




    Most of us have been so thoroughly steeped in linear, reductionist assumptions about how the world works, we act like fish happily swimming in the calm waters of our protected bowls, oblivious to the turbulent waters in the real world outside. But we can’t live in isolated environments (including ivory towers) forever. Just as it is dangerous to remain a child sheathed in the false comfort of a predictable, controllable, and fair future, so too is it dangerous to remain naïve about nature’s implicit inequities and injustices. By understanding nature’s true complexity, as rendered transparent by West (impressively without the use of a single mathematical equation), we prepare ourselves to address the complex problems we each face, both individually and collectively.
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    The present book is an extensive revision of the previously published "Complex Worlds, Uncertain, Unequal and Unfair" and the title was changed to reflect that change. I believe an ebook publication will increase the likelihood of reaching an audience that is curious about what science can offer the first generation born into a mature information age.




    A general polishing of the presentation has been made throughout the revision, but the most significant changes involve incorporating suggestions made by readers. One such change is the emphasis on using the powerful methodology of network science to guide the making of individual and corporate decisions in our complex society. There is also additional discussion on how a new way of thinking is required to fully utilize the results coming out of the new intellectual maps of the complex world of the 21st century.
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    One of our strongest urges as human beings is to know the future in order to control our destiny and the destiny of those in our charge. Therefore, proposing the notion that life is uncertain, unequal and unfair seems to undercut a basic human need. But my intention in writing this book is not to subvert that primal need, but just the opposite. My belief is that the more clearly a person understands how the world actually works, the more effective they can be in achieving what they want in life. My experience is that individuals are ineffective, in large part, because they fail to distinguish between how the world is and how they want it to be.




    I am not a psychologist, sociologist or social worker. I am a physicist and as such I am more comfortable with mathematical equations and experimental data than I am with words. So this is not a self-help book. It is a somewhat personalized account of what the average college graduate in western society has been systematically taught about the scientific understanding of the world that is not true. The greatest myth that has been delivered with all the pomp and circumstance of scientific truth is that for most purposes a linear view of the world is more than adequate. This is where the book begins, tracking down some of the less obvious implications of a linear world view and how that view conflicts with available data.




    I heard somewhere that an editor told a would-be author of popular science books that with each equation she would lose half her intended audience. I do not know if this is true, but to be on the safe side I have not included any equations in the book, but there are charts and graphs along with ample interpretive discussion to replace them. This is a book about science and the role science plays in our technological society, both on stage and behind the scenes.




    A brief review of the historical evidence that the mental maps of the world we construct for ourselves consist primarily of elements that are linearly connected provides a context to understanding why some people refuse to act in their own self-interest. Even when uncertainty is introduced into the description of events, as a way of including the influence of the broader world into their development, that uncertainty takes the form of small, additive, random fluctuations. The world’s ambiguity is represented by a bell-shaped distribution of fluctuations in the outcomes of experiments and the variability of observations. The bell-shaped distribution reveals certain general properties of the world’s influence on simple predictions, whether it is your broker’s estimate of the likelihood of a market crash, your doctor’s estimate of the severity of your disease, or whether you should have received a raise rather than the new guy.




    I examine how the neatly constructed linear world view has been challenged by the complexity of modern society. It is not the case that humans have changed how they construct their mental maps of the world. It is that the linear assumptions made in the past are no longer as useful, as they once were, in guiding decisions made, particularly when social interactions are long range, multiple, and anonymous. I will indicate how the disintegration of simplicity disrupts our lives and leads to such things as the mismanagement of the health care system, particularly through the dominance of extreme events, when the assumption of Normal statistics no longer suppresses outliers. Specifically I am concerned with the form in which the notions of fairness and equity, born in the social unrest and industrialization of the nineteenth and early twentieth centuries, survive in the data of the twenty-first century; or more accurately how they do not survive or have been transformed.




    Much of the fear that is generated by those that misapply the notion of complexity is based on extrapolating recent fluctuations into the future. Such extrapolation is invariably done using linear models that almost never have anything to do with the phenomenon being extrapolated. This was done using the “science” of eugenics at the turn of the twentieth century, and was the scientific basis for the “Aryan race” so loved by Hitler and still considered fondly by “white supremacists” and “skin heads” today. A similar kind of scientific basis was made in the 60s and 70s for overpopulation and “global winter”. These things are mentioned in passing, but what is important is that we must abandon the idea that complex phenomena lend themselves to simple linear predictions.




    Such a strong conclusion requires an abundance of evidence regarding the value of replacing linearity with complexity. The implications of a complex representation of the world are immediate and profound. One inherent advantage is that the complex vantage point provides a single coherent view of disruptive mechanisms in complex phenomena; mechanisms ranging in physical science from earthquakes to floods; in social science from stock market crashes to the failure of power grids; in medical science from heart attacks to flash crashes in health care; and in biological science from the extinction of species to allometry relations. Extrema are more frequent in the complex world than they are in the linear world. The effects of extreme events are certainly unfair, and fortunately they do not occur every day. But when disruptive events do occur they introduce crossroads, and the selection of which road to take determines the subsequent course of events in a person’s life. Consequently, understanding the source of extremes enables an individual to take back control from the hands of fate.




    The transition of our mental models from a simple to a complex world view, entails the breakdown of bell shaped statistics and necessitates the adoption of inverse power-law distributions. This is nowhere more evident than in the distribution of wealth. The long tail in the inverse power law implies that there is a fundamental imbalance in how wealth is distributed and this imbalance was identified by Pareto, the engineer that first identified the effect over a century ago. We shall explore whether or not such imbalance is necessary in a stable social society. This is done by studying other, less emotionally charged, phenomena that share many of its properties. To compare physical, social and biological systems it is necessary to have a common language and for this the idea of an information-dominated system is introduced and developed. The appropriate quantities to measure in complex dynamical systems are not easy to identify, in fact, what we choose to measure may well be determined by how we define information and how that information changes in time. How information flows in complex networks, or how information moves back and forth between two or more complex networks, is of fundamental importance in understanding how such networks or networks-of-networks operate. This information variability is shown to be determined by inverse power-law distributions, which in turn are generated by a number of generic mechanisms that couple contributing scales together. We identify different mechanisms that produce empirically observed variability; each one prescribing how the scales in the underlying process are interrelated.




    Science is about finding order in the panorama of the world and embracing a perspective that includes the falling of apples and the motion of planets; the behavior of the individual and the actions of groups, large and small; the information content of an encyclopedia and the wikipedia; in short, science does not, and should not, have any boundaries with regard to content. The terrestrial and the cosmic are part of the give and take in science, with the goal of uncovering the principles and laws that determine how the universe functions, along with the individuals within it. For most people, science appears to be separate and apart from the world in which they live. The principles and laws of science do not seem to apply to the general interactions among people; due, in part, to the fact that principles have not been found for everyday decision making; laws have been notoriously absent from mundane thinking; rules have been sought in vain in the growth of society; and indeed canons go begging in the multiple complex phenomena within the human sciences, despite over two hundred years of effort to either invent or find them. A possible exception to this pessimistic summary of history is given by the Principle of Complexity Management, whereby a system with greater information, but perhaps lesser energy, can dominate a system with lesser information, but greater energy. The principle is a recently proven generalization of an observation made by the mathematician Norbert Wiener, and may be one of these long sought universal principles.




    The final chapter contains my understanding of the formal justification for complexity in the real world. In turn, it is an examination of what complexity implies, about the difference between how we react to what we have, as opposed to reacting to what we want, but do not have. People always respond to events according to their mental maps of the world. Consequently, when they find the response to be inappropriate, the most reasonable thing to do is change the map. However, people are not always reasonable or logical. My hope is that the potential for understanding presented in this book can initiate the wisdom that St. Francis addresses in his brief prayer:




    God, grant me the serenity


    To accept the things I cannot change,


    Courage to change the things that I can,


    And the wisdom to know the difference




    At the suggestion of an anonymous reviewer to present additional discussion on the interpretive strength of nonlinear models I have elected to include an epilogue.
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      Abstract




      We begin by focusing on the ways we record the myriad of events that make up our lives, using simple models that are intended to capture the dominant features of those events and to provide coherent interlinking of events. If the world did not change in time, more and more detail could be added to these models, with each repetition of an event. Eventually we would have an accurate reconstruction of a successful economic relationship, of a nurturing family, or of a supportive organization. But things do change, even if our reactions to them do not. To understand these changes scientists have developed techniques that quantify and communicate objective models of these subjective events. Without presenting the technical details of how scientists construct such models, I use a combination of personal history and discussions of the science hidden by a variety of social problems, to lay the foundation for the understanding and resolution of these problems in subsequent chapters.
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      Science, as well as the typical scientist, has changed along with society. From its slow paced agrarian roots, to the faster paced industrial form, to the nearly instantaneous informational society, the concerns of science and scientists have steadily expanded. The basic science describing the mechanical motion of the planets orbiting the sun, matched the relatively simple social forms that were directly supported by farms and farmers. The increased complication of the statistical description of the interaction of large numbers of particles in a gas was more compatible with industrial mores and the networks necessary to support them. Finally, tipping points and global interdependence spawned the analysis of complex phenomena in harmony with the information society. This historical tagging of the concerns of science indicates that we tend to think of these distinct




      social modes as being separated by large intervals of time, say centuries. Although historically accurate, such a picture distorts the influence that these distinct social modes have on individual scientists. So it is not without value to include some personal history in my presentations, since all three social modes have influenced my own development as a scientist.




      So I begin with my father, who was brought up on a five hundred acre farm in upstate New York; the oldest of thirteen brothers and sisters. The farm was without benefit of electricity or indoor plumbing, except for a hand pump providing water with which to wash and cook. He graduated eighth grade when he was 12, but there was no high school in his rural community, so he had a choice to either leave school and work the fields with his step father, or stay in school and read every book in the library including two encyclopedias. He choose the latter. Like many young men his vision of the future did not coincide with that of his parents. The world beckoned to him and he left the farm when he was 16; it was the depth of the depression.




      My mother was raised on an even smaller farm in upstate New York; the oldest of seven brothers and sisters. Her town did have the luxury of electricity, as well as, a high school from which she graduated. The daughter of Italian immigrants, she was the first in her family to receive a high school diploma. I have one book she kept from that time, The Logic of Epistemology, not the kind of high school reading seen today.




      My parents were married when my mother was 21 and my father was a few years older. They gave birth to seven boys, three before the Second World War and four after my father came home after serving in the Army on an island in the Pacific. The ages of my brothers were spread over seventeen years; the youngest was in a crib in my room when I left home at 17. I shared my room with four younger brothers. Like my father I was restless and did not share my parents view of the future. I was the third oldest of seven sons, born into a labor class family, and this circumstance contributed significantly to my decision to be a scientist.




      My first memory of wishing to be a scientist is associated with a eulogy I wrote on Albert Einstein for an eighth grade English assignment. Thinking about it now I can see how the idea must have been swirling around in my head for some time, but it took the death of this great man to focus the desire. It was 1955 and once a month there were school drills in which students were guided to duck under their desks in response to an imagined, but no less real, bright flash of light in the sky. We were periodically shown films of cities being destroyed by atom bombs and every Catholic mass ended with the phrase “Savior of the world, save Russia”. At that age the ‘how’ of things seemed much more important than the ‘why’. It is only after years of study that I began to understand the reasons underlying the ‘why’ and to appreciate their entanglement with the ‘how’.




      Modern science, or more precisely physics, began with Sir Isaac Newton (1642-1727), who famously wrote in response to critics who wanted him to ‘explain’ the causes of gravity, that he constructed no hypotheses. Newton believed that what could not be directly inferred from experiment constituted hypothesis and he was having none of it. A hypothesis is a refined version of the vague impressions, half-backed ideas, ill-conceived assumptions and intuition that are often generated during the scientific investigation and solution of complex problems. The hypothesis summaries what is learned in the feverish attempt to understand a mystery, but only after the fever has subsided. Scientists typically formulate a hypothesis near the end of a study to make clear to others exactly what it was they were attempting to prove, but only after they are pretty sure they know the answer.




      Only extremely simple problems have solutions that can be put into the form of a hypothesis before any research has been done. So when I refer to how scientists think it is not about the formation and testing of hypotheses, but it is about how we acquire knowledge from experiment. What a scientist works to avoid in this acquisition of knowledge is confirmation bias. Such bias was identified by the mathematician/philosopher B. Russel:
“If a man is offered a fact which goes against his instincts, he will scrutinize it closely, and unless the evidence is overwhelming he will refuse to believe it. If, on the other hand, he is offered something which affords a reason for acting in accordance to his instincts, he will accept it even on the slightest evidence.”



      Of course everyone is guilty of confirmation bias. I am, you are and everyone I know more readily accepts arguments that supports what they already believe to be true, than arguments that do not. As a private individual such bias determines the books I read, the movies I watch and the friends I have. However as a scientist I must proceed differently and actively seek out those things with which I disagree. Why? Because if I disagree with the science then one of us is wrong and as a scientist my search is for consistency and ultimately what can be verified by experiment. Part of what scientists do is read papers that draw conclusions with which they disagree. In my own case I then try to understand the flaw in the paper’s argument, and failing this, I try to identify the mistakes in my own reasoning that led me down the garden path. Of course such detailed analysis often shows that we were both partly right and partly wrong and the clarifications lead to deeper understanding.




      The reader is probably not interested in how scientists generally carry out their research activities, so I do not discuss those activities here. The presentation is concerned with explaining the scientific foundation of three concepts: uncertainty, inequality and unfairness. I will side step the temptation of defining these concepts here and assert that all three emerge from the complexity of phenomenon in the physical, social and life sciences. Since I am neither a physician nor a social scientist the reader is certainly justified in asking how I have come to some of my conclusions, particularly those that differ from the opinion of a large segment of society. This is the reason I begin with a discussion of how scientists in general think when they are attempting to understand complicated problems, or more specifically how I think about complexity. Since this is not a scientific publication I freely express my opinions along side what I can prove, with the self-imposed constraint that I explain how I formed the opinion expressed.




      I am a physicist so I tend to think about solving problems in a particular way and this gives me the advantage of method. I apply the same method I use in my work to such questions as the existence or non-existence of certainty, equality and fairness in society. I start Chapter Two from the premise that equality and fairness are a consequence of simplicity and the entire chapter is used to explore the consequences of that hypothesis and explore the evidence in support of it.




      A simple process can be predictable or not. For example, flipping a coin is simple but not predictable, whereas tossing a horse shoe is both simple and to a large extent predictable. There are two ways a process can be unpredictable. In the case of a coin toss the process is random and therefore is by definition unpredictable.




      The second way to lose predictability is by increasing the complexity of a process, which we take up in Chapter Three. Therefore a phenomenon need not be complex to be unpredictable; it only needs to be random. It is worth mentioning here that a simple random processes is one described by Normal statistics and is described in great detail without mathematics in Chapter Two. In that chapter the properties of Normal statistics are shown to be the basis of many of our modern ideas including certainty, equality and fairness.




      On the other hand, complexity is measured by the deviation of the statistics from the familiar bell shape. The bizarre properties of these statistics are discussed in Chapter Three. These new statistics are used to describe phenomena dominated by events out in the extremes; stock market crashes, earthquakes, floods and other extrema that determine the drama in our lives. These statistics are descriptively called heavy-tailed to capture their emphasis on extreme values. Random fluctuations described by these inverse power-law statistics represent processes that are intermittent in time, like the splashing drops from a leaky faucet, or processes that cluster in space, such as the formation of spontaneous traffic jams. The entire content of this book is to provide a rationale for those events that can have a significant impact on daily life and how we think about them, while being guided by the difference between bell-shaped and heavy-tailed statistics.




      My oldest son has always thought the world ought to be fair. When he was eight or so he noticed during a class that his teacher kept glancing back and forth between arithmetic problems she was solving on the blackboard and a sheet of paper on her desk. Straining forward from his front row seat he was able to determine that the paper had all the problems worked out in advance. His response was to stand up in front of the class and reprimand her by saying: “Miss __ you are cheating”. The resulting student-teacher interchange was the topic of an impromptu parent-teacher conference later that day.




      This incident occurs to me now because it was such a clear and personal experience of how preconceptions determine the ways we interact with one another. My son’s concern for fairness overruled his sense of good manners and judgement about classroom behavior. But then he was only eight and to be fair he was also right. Of course thinking about an incident of this kind and deciding to put it in a book are very different things. My reason for writing about it is to emphasize that his view of the world and fairness, which he still holds some thirty-five years later, are very different from my own. The question addressed in this book is not whether the world is fair, the evidence clearly shows that it is not, but whether it ought to be fair. The answer to the latter question is not so obvious.




      There are many ways to address questions of what ought to be true about the world. There is the philosophical, where one can draw from the great thinkers of the past and construct impressive arguments complete with footnotes; there is the strictly theological, where one accepts a few uncontested truths to start and from them draw a series of logical conclusions; and finally there is the historical in which one can trace what has occurred in the past and argue that this is what will occur in the future. These approaches and many others have a common failing in that explaining complex phenomena, such as how wars begin and end, how economies are destabilized, or why couples divorce, involve ignoring and/or suppressing the very features that make them complex or assuming they cannot be known. This is the most common method of simplification, leave out those annoying details that detract from the main message of the person doing the explaining.




      Complexity is not merely complicated simplicity and simplifying complexity is not the same as ignoring the properties that make a phenomenon complex. What I hope to make reasonable is that many complex phenomena are not understood because they are not properly represented. In the proper representation what happens in even very complex events seem natural and often even predictable, but such representations are not obvious and are frequently counter-intuitive. Thus, finding the proper representation is an adventure in itself.




      On the other hand, there is the more disruptive situation in which the apparently simple is shown to be complex. This is the situation where the zigs and zags of reality have been smoothed over using a simple map that explains things in the way we choose to see them. Very often it is familiarity that gives the illusion of simplicity and leads to misunderstandings. For example, in the United States the view that the slave economy of the antebellum south was unprofitable, stagnant, inefficient, and moribund was wide spread according to the 1993 Noble Prize winner in economics Robert William Fogel [1]. Fogel corrects the historical miss impressions regarding slavery as follows:
“...the new economic historians have demonstrated that slavery was quite profitable. To put it in contemporary terms, as an investment opportunity, slavery was the growth stock of the 1850’s. Thus when slaveowners invested in slaves, it was not because they were doddering idiots wedded to an economically moribund institution. Nor was it because they were noble men who were sacrificing their personal economic interests to save the country from the threat of barbarism. Perhaps slaveowners were nobly motivated. If so they were well rewarded for their nobility - with average rates of return in the neighborhood of 10 or 20 per cent per annum. New measurements also indicate that the slave economy was growing between 1840 and 1860. Far from being the laggard region, the rate of growth of per capita income in the South exceeded the national average. But perhaps the most startling of the new findings is the discovery that Southern agriculture was nearly 40 per cent more efficient in the utilization of its productive resources than was Northern agriculture.”



      Consequently it is not only accurate simplification of the complex that we pursue, but uncovering the complexity hidden beneath previously established, but misguided simple cognitive maps also concerns us. The latter is important because it is only by revealing the underlying complexity that we can hope to understand phenomena well enough to make them simple again and through understanding control them.




      Much of our technological society appears to be simple because what makes it work is hidden under multiple layers of technology. A modern city cannot function without transportation networks for logistic support of its markets, sewers and water delivery networks for hygiene, the power grid, communication networks, and on and on. Each of these networks is in itself a complicated interconnected system of dynamic elements that is organized and/or designed to carry out specific functions. When the city is operating as intended these various networks are part of the background and are intended to function invisibly. On the other hand when one or more of these networks does not function correctly such as having an increasing number of homeless, skyrocketing health care costs, incredible gasoline prices and so on, the background becomes the foreground and we question why the city, county, state and federal governments cannot solve the social problem. This book is not about why we cannot solve these problems. It is about why we see certain things as problems in the first place.




      Why are so many people poor? The existence of a poverty class is perhaps understandable in Third World countries, but why in the richest country in the world are there so many poor? Can’t we do something about it? The simple and direct answer to this social problem is that through the equitable redistribution of a nation’s wealth we can end poverty. But will giving everyone an equal share of a nation’s wealth end poverty? Or is this a pleasant myth created, spread and accepted because of our limited understanding of how our complex institutions work?




      The idea of fairness is recent in human history and has slowly evolved in the classical writings of the last few hundred years. It took on much of its modern form in the nineteenth century when scientists turned their attention from the understanding of physical to that of social phenomena. The mathematics that made this transition possible was the introduction and development of statistics, which enabled scientists to identify the common aspects of apparently random data sets from a variety of phenomena. It should also be recalled that the mathematics of statistics was developed to predict the most favorable outcomes of games of chance in which the notion of a fair bet was central to the understanding of a wager. Recognizing the uncertainty in the outcome of human interactions the nineteenth century social scientists adopted statistics and probability as the proper calculus for describing social phenomena. This choice of mathematical repre-sentation introduced a number of foundational concepts into our understanding of society; these include equality and fairness.


    




    

      1.1. One Scientist’s View




      My approach to understanding the complex issues of today’s world is that of a scientist. When I was younger and attended parties I responded to such questions as: “What do you do?”, with the ill-conceived response: “I am a theoretical nuclear physicist”. Invariably the questioner’s eyes would glaze over as they furtively looked for a way to be anywhere else in the room. I am now older and wiser and now my response is: "I am a scientist." For some reason the word scientist less often evokes the ‘fight or flight’ response that theoretical nuclear physicist invariably did. Occasionally people even stay and talk with me. However my interests are more in how people form the opinions they want to share than in what those opinions actually are. That shift in perspective from what they think to why they think it apparently offends some people who consider it aggressive and therefore even those that stay to chat don’t stay long.




      It is natural for a scientist to want to understand the basis from which people draw conclusions. It is one of the few things most scientists have in common, regardless of whether they are trained in biology, chemistry, physics or sociology. In many other respects scientists are as individualistic as any other group. Consequently, my view of the world as a scientist also has a thick layer of ego superimposed; like most other people I understand even the most formal aspects of the world in a personal way. To clearly see why I approach the understanding of complex issues and their simplification the way I do can be presented in at least two different ways. I could present the reasoning supporting my position, and some would say that should suffice. But in my experience such a dry discourse is only sufficient for another scientist and one who is already sympathetic to that point of view. Most people want to experience an underlying story or a passion to which they can relate. So I choose the second approach and interleave how I formed my opinions regarding equality and fairness in society with the science supporting those opinions. So let me start with graduate school.




      The Vietnam War circumscribed my days as a physics graduate student. In classes, coffee shops, or walking on the university quad one bumped up against this reality and the position one took on the war, for or against, defined your persona and how you were treated by your peers. I observed first-hand the vicious arguments between the pro-war and anti-war factions; rhetoric that inflamed audiences, but did little to persuade; Friday night rallies and Saturday afternoon marches; long-time friends that stopped talking to one another, were all part of the social framework of my studies. Out of this activity one thing became increasingly apparent over time; the arguments had less to do with the war and more to do with how government authority fit into an individual student’s world view. Was the military draft legal? Who should receive exemptions from the draft? Was the lottery fair? Should those that avoided the draft be given immunity? These and many similar questions were answered in idiosyncratic ways, often forcing the questioner to re-examine other related issues in order to arrive at an acceptable level of intellectual comfort. While I think it is possible for human beings to simultaneous believe in the truth of diametrically opposed propositions, which in friends is seen as broad-mindedness and in enemies as hypocrisy, intellectual consistency is seen by most as being more desirable.




      In the years since I first thought about these things it has become increasingly clear to me that the psychologists are correct in their observation that people establish their view of the world at a relatively young age, but at exactly what age is not clear. Some believe that the basic outline of a mental map is achieved in the first few grades in school, or even in pre-school pointing to parental influence. But I see that young adults in high school and college are still malleable and responsive to outside influences albeit to varying degrees, depending on how sensitive they are to peer pressure. The experiences as a child and young adult mould and shape the way we represent the world to ourselves, some experiences being foundational and others merely cosmetic. However even graduate students can be strongly influenced by teachers with radically different world views and empathy coupled to an ability to communicate. My own transformation was due to a man who touched my nascent vision of how the world might be understood if only I knew a great deal more. I learned that understanding comes in stages and can be developed using only the tools available. No reason to wait.




      Elliott Water Montroll (1916-1983), the then Einstein Professor of Physics at the University of Rochester, was one of those rare individuals who appreciated the importance of nonlinearity in complex systems. Elliott had academic training in chemistry, mathematics and physics, but had research interests that transcended traditional disciplinary boundaries. He was a giant in the development of mathematical models to describe the statistical behavior of complex dynamic systems, but his friends found his insights into the models that he revealed in casual conversation even more fascinating. He once compared what he did with the role of a country doctor, who had a black bag filled with mathematical methods and physical models, that could be pulled out and applied to whatever scientific maladies he encountered. He had a way of viewing the world that enabled students and colleagues alike to appreciate the quantifiable within the most qualitative aspects of social sciences, particularly those that involved technological evolution.




      Let me present an example of his thinking paraphrased and updated from his last article [2] published after his death, which involves using the increase in the distance a typical worker can travel on a day’s wages as a measure of affluence. Some 1700 years ago, according to Diocletian’s wage and price control ordinance, an unskilled workman could travel about eleven miles on a day’s wage, while a carpenter or stonemason could do twenty-two miles. That is the way things stood for the next 1500 years. In England toward the end of the eighteenth century the stagecoach fare from Manchester to London, a distance of 195 miles, was four miles to the shilling. A laborer’s daily wage was slightly more than a four-mile deluxe ride. He could do about as well as the Roman by renting a horse. A coal miner did not do so well, but a foreman could travel commercially about seven miles on a day’s wages. While the coaches were the best vehicles available, they did jostle the passenger mercilessly. In New England the tavern density was one per linear mile to ease the traveler of his pain.




      Elliott also points out that in 1795 the stagecoach fare from New York to Georgetown, the present day location of the nation’s capital, was divided into three stages: New York to Philadelphia at a cost of $6, Philadelphia to Baltimore for the another $6, and Baltimore to Georgetown for $4. This total of $16 is to be compared with the 2011 bus fare of $21 on weekdays and $25 on weekends for a smoother four and one half hour ride that is temperature controlled. Typical colonial stagecoach fares in non-mountainous, well-settled regions ranged from five to seven cents per mile, rising to ten cents per mile in wilder parts of the country. The government travel allowance was fourteen cents per mile in 1815 and today it is forty-seven cents. The numbers reveal that if a poor man needed to take a long trip he probably walked. Those slightly better off might own a horse, but only the rich could afford commercial vehicles. A European without funds who wished to try his luck in the colonies had to indenture himself for seven years (about one-third of his remaining life expectancy at age twenty) to pay for his boat ride.




      The first technological breakthrough to broaden the modern worker’s travel horizon on a day’s wage beyond that of the Romans was the construction of canals. When the Duke of Bridgewater’s canal was completed in 1765, the price of 5 pounds sterling per ton from Liverpool to Birmingham was reduced by 80%.




      Canals were a basic component in the birth of the industrial revolution [2]. The early steam engine provided the motor power to make possible the cheap mass production of simple manufactured objects. However, mass production had little social value without mass markets. Before canals, transport costs were frequently greater than production costs, so that a change in production cost had only a secondary effect on the price at a distant market. The canals at low cost carried coal and raw materials for fabrication to the industrial centers and then cheaply delivered finished products to distant markets. By the turn of the nineteenth century hardly any significant English town was more than ten miles from a canal.




      A more dramatic change in price, trip time, and comfort came with the railroads, which replaced the canals. The railroad fare in the period 1890 to 1915 was about two cents per mile. Hence, on the $5 a day that Henry Ford paid his workers, they could travel 250 miles. A UAW auto worker in 2007 made about $320 per day including wages, bonuses, overtime and paid time off or approximately $75,000 per year. Today, 2011 regular airfare is about 23 cents per mile in the United States so that a trip of approximately 1400 miles is possible by air on a day’s wage. With careful planning, taking advantage of advance purchasing on the Web a flight from New York to Los Angeles on Southwest Airlines costs 6.8 cents per mile, whereas Jet Blue costs 4.8 cents per mile. A skilled industrial worker could then fly across the United States and back again on a day’s wage. His poorer brother who got along on minimum wage (average of $7.50 an hour) could still travel 1250 miles by Jet Blue, a factor of 115 times better than the old Roman and five times better than Henry Ford’s employees. These numbers are somewhat exaggerated since we did not take taxes into account in the calculations. Of course estimating the average cost of a gallon of gasoline to be on the order of $4 a typical worker could drive his car with a wife and two children across the country and back again for a day’s wage.




      The key to the above discussion was deciding on the measure of affluence, how far a worker can travel on a day’s wage, and then exploiting the existing data to determine what we can learn using this measure. Different measures might lead to different conclusions so we have to agree at the beginning that the measure we decide upon truly measures the quality of interest. Often the most probative measure is not apparent and we have to develop theories and/or metaphors to suggest how to connect available data to the qualities we wish to understand.




      I use a variety of metaphors to describe how our past experiences determine our interpretation of present events. Don Quixote saw the world in terms of virtuous maidens worthy of protection and grand challenges to be met and overcome. By contrast Ebenezer Scrooge was a dark soul whose humanity had been suppressed to the point where he saw human interactions only in terms of money, not for the luxury it could bring, but to keep score on what was owed him. Whether we are sympathetic to these fictional characters is determined in large part by our acceptance or rejection of their formative experiences and the cognitive map they constructed for themselves as revealed by the author through narrative. This is my favorite metaphor, cognitive cartography, and is one I return to again and again.




      The term cognitive map was originally used in a technical way as a method to construct and accumulate spatial knowledge that facilitated learning and enhanced recall. I use it in a much broader metaphorical way to represent an individual perspective of the world; not just on the physical placement of things, but the judgement, feelings and associations with those things as well. I want to avoid the tedium of definitions, so like most of what we learn in life the meaning of cognitive map and other such jargon is clarified by how we subsequently use them.




      

        1.1.1. Changing Perspective




        A cognitive map is not static but changes over time, with perhaps even the most deeply held beliefs being challenged and modified by intense new experiences. Even the most senior citizens can have transforming experiences; one of the more optimistic tales of such transformation was given by Charles Dickens in his account of Scrooge in A Christmas Carol. For many people the attraction of great literature is that it allows them to re-examine their core beliefs at a safe distance regardless of their age. Another is that fiction allows the interesting depiction of deep truths that outside the context of a story seem either contrived or self-evident.




        Science has many similarities to literature. It is a discipline that enables us to catalogue and organize the basic facts of our lives as we store them as data. But like a closet that is nearly full, each newly stored item (piece of data) requires reorganization in order for it to find a place for long-term storage. Some items generate reorganization, but in the end they cannot be made to fit and are discarded. Thus, the reason for some reorganizing is not contained in the map. But whether the cause is there or not, reorganization is done at a higher level of abstraction than simple data collection and is accomplished through identifying patterns within the data, or by imposing patterns on the data that we believe ought to be there. We can remember an arbitrary number of words in a story or poem, but nonsense words strung together slip out of memory almost immediately. It is the coherent pattern made through word associations, the story, that make certain strings of words memorable.




        Patterns seen in different contexts can be associated with one another; the young buck’s challenge for leadership of the herd becomes the Oedipus Complex in human psychology and the alpha male leader of the pack becomes the great man theory of history. Or perhaps the other way around. Those that make such associations for the first time are considered exceptional and those that do it systematically either become artists or scientists. In physics the beauty of the multicolored arch of a rainbow can be isolated in a laboratory using a prism. The spread of colors on the laboratory wall may lack the majesty of a rainbow’s backdrop, but when seen for the first time it can be just as breathtaking. In science such patterns can be thought of as information and it is this information that interrelates and organizes various pieces of data within the cognitive map. A great many people are satisfied with this form of the map; for them the pattern of violence experienced as a child ‘explains’ the pattern of predatory behavior of an adult. For others this pattern association does not ‘explain’ the behavior. In particular the physical scientist does not view the awareness of the patterns alone, no matter how detailed, as explaining the phenomenon.




        Sir Isaac Newton first analyzed sunlight by shinning it through a prism in his laboratory and discovered the same phenomenon he and countless others observe after a summer shower. He found that the white light was not a single color, but consists of all the colors of the rainbow stacked together and his prism enabled him to pull them apart. His theory predicts how the different wavelengths in white light are bent by differing amounts upon entering and exiting a prism and provides knowledge that does not mar the beauty of the rainbow, but enhances it because the mystery behind the fan of color is revealed. This theory was violently rejected by the poet and scientist Goethe in his Theory of Colour. The poet in Goethe could not make compatible the aesthetic principles associated with the effects of color and the experiments of Newton and so he resolved to carry out the experiments himself. He did not believe that light could be understood outside the garden, by which he meant that phenomena had to be understood in the context in which they were found and not in the laboratory. He did in fact reproduce the experimental results of Newton, but he did not reach the same conclusions, but critiqued Newton’s theory with phrases such as: “incredibly impudent”; “mere twaddle”; “ludicrous explanation”; “admirable for school-children in a go-cart”; “but I see nothing will do but lying, and plenty of it”. These observations and more may be found in Popular Scientific Lectures by Hermann von Helmholtz in a lecture on Goethe delivered in 1853, who perhaps best summarizes Goethe’s view as:
“Just as a genuine work of art cannot bear retouching by a strange hand, so he would have us believe Nature resists the interference of the experimenter who tortures her and disturbs her; and, in revenge, misleads the impertinent kill-joy by a distorted image of herself.”



        A scientist wants to extract knowledge from information and such knowledge only comes about through the formation and application of theory. Science therefore consists of three parts: the acquisition of data; the identification of patterns (information) within the data; and the formulation of logical structures to interpret information (the patterns) and obtain knowledge (theory). The cognitive map of the scientist reflects this three-fold partitioning. However, history teaches that science constitutes only one form of knowing; the arts and humanities constitute a different reality that science with its instruments and predictions may not be able to probe. However rather than entering into this hoary debate I will attempt to finesse it by simply explaining various parts of my own map and letting the reader decide whether there is really more than one way of knowing.


      




      

        1.1.2. Grand Visions




        My particular prejudice is that all knowledge involves theory, and it is only through experiment and the subsequent explanation of experimental results by theory that we are able to make sense of the world in which we live. From this perspective I see western society as being dominated by a particular cognitive cartography that influences how we think about and understand our world. This particular notion did not originate with me, but with some of the great social thinkers of the nineteenth century.




        Adam Smith (1723-1790) was brilliant, absent minded, talked to himself, and is credited with being the father of modern economics and capitalism. He was a social philosopher who in his 1776 book The Wealth of Nations [3] invoked an invisible hand that served society through individuals seeking their own self-interest. This work represented a shift in economic thinking no less significant that Darwin’s On the Origin of Species in biology and Newton’s Principia Mathematica in physics. The economic theory of Smith was strongly filtered through the disinfectant of Christian theology and the ‘invisible hand’ in economics was no less plausible than ‘the hand of God’ in the workings of an individual’s life.




        Another social thinker, Karl Marx (1818-1883), was born into a wealthy Prussian family, and died a stateless person in England. He is perhaps best known for his 1848 work The Communist Manifesto [4], which he coauthored under the influence of his friend F. Engels. Throughout his writings Marx professed that the mode of production was the social force that drives human history. The value of individuals to society was the result of their contribution through the production of wealth by means of manual labor. Capital is the means by which labor is controlled and it is only through ownership of capital by labor that the wealth of a nation can be fairly distributed. In this theoretical system all people are truly equal.




        Thomas Carlyle (1795-1881) was an irascible social commentator. In his master work On Heroes, Hero Worship, and the Heroes of History [5] he formulated the great man theory of history. In this theory it is by the great man imposing his will on the nearly random events of history that direction and form emerge out of chaos. Without great men, history would cease to have purpose, society would have no more historical significance than the social gatherings of monkeys and baboons.




        Each of these three contributions provides a different lens to observe and interpret the behavior of human beings and the societies they form. Each originator presented detailed descriptions of the patterns they saw in the human record and provided a great deal of discussion regarding the explanatory value of these patterns. However in no case was there an underlying scientific theory, because the criterion for what constitutes a scientific theory is the ability to make predictions that can be tested by experiment. The economic predictions, either on the very small or on the very large scale, fall short in this regard. Only within the last quarter century or so with the convergence of economics and psychology has neuroeconomics been able to predict the economic behavior of small cohorts of individuals. In each of the historical examples the phenomena being ‘explained’ were too complex for the ‘observed’ patterns to be predictable. The patterns seen by the giants of social science are the result of careful organization of some data and the total disregard of other data.




        The mathematician Norbert Wiener (1894-1964) in his book tracing the historical and sociological significance of ideas in the context of inventions [6] put it this way:
“Kipling has emphasized ....English patriotism centers about the king, and American patriotism about the flag. “There is too much Romeo and too little balcony about our [the English] National anthem”, he says, “With the American article it is all balcony” ...The part that the king plays is that of Romeo, and the part that the flag plays is essentially that of a drapery for the balcony.”



        The economic theory of history is all balcony and no Romeo. On the other hand the great man theory of history is all Romeo and no balcony.




        These theories of history could not be more different and the implications drawn from them have determined the world’s trajectory over the past century, or so it would seem. Rather than seeking some overarching social force I propose to determine what can be learned from the general thesis that society is complex and measurable. The path I follow in this book is the one less travelled and it diverges from the traditional in that I look for the complex within familiar natural and social phenomena. I examine the patterns in the making of wars, in organizing or joining a strike, in the beating of the human heart, in breathing, in walking, in laughing at a joke, or in any of an increasingly large number of other phenomena that seem simple when viewed from a distance. However, even the simplest of things, when examined close up reveals an intricacy that is often avoided in discussion because of a lack of words with which to explain their striking complexity. For example, there can be sudden changes in a process that are not anticipated by past behavior; the unexpected shiver down my back when I step out of the ocean into the night air, or the anticipated, but unpredictable, time of my next hiccup, are examples of everyday phenomena that do not lend themselves to simple predictive descriptions. These things do not seem complicated, but each of them is complex in the sense of being unpredictable, but not totally random.




        One way to understand the world, at least at first, is through simple generalizations. A child believes the world is friendly and jumps into a stranger’s arms; another feels less certain and approaches people with more caution; still others find the world to be hostile and reject the overtures of nearly everyone. The mental maps are very different for these three categories of children and their subsequent development will in all likelihood be different as well. As they grow each identifies familiar patterns that subsequently reinforce what they already believe, unless an intense experience imposes a new pattern to be used for comparison. It is evident that the world view constructed in this way has certain arbitrary features that may, or may not conform to what the world is really like. So what do scientists do that is unique and that enables them to form a more faithful mapping of the world?




        A scientist is a person that believes that the confusion in the world can be clarified through reason; phenomena can be understood through a judicious balance of observation, experiment and theory, and surprises can be predicted and therefore avoided. In addition to what other human beings do to reduce the confusion in their lives the scientist tries to understand the world through the use of simple models. Models are abstract constructs, often mathematical, in which the symbols refer to measurable properties of interest. Mathematical analysis replaces verbal reasoning, as might be given by a lawyer or philosopher, and enables the modeler to draw inferences about how the world would behave if only it satisfied the assumptions made in constructing the model. However, I do not want to go on a professorial rant here, concerning the care and feeding of scientists and their models, but I do want to indicate what models contribute to how a scientist answers questions for himself and for others starting from when they were very young.




        A child who derives more pleasure from uncovering the deception in a magic trick than they do in the illusion itself is a candidate for studying science. My wife took our two sons to see the musical Annie. Afterward she told me that a large number of scene changes were done with mechanical devices moving the stages around. She was disappointed with the show, but our sons were not. She thought the singing and acting were not at a professional level. Whereas our sons mostly ignored the actors singing on stage and had a wonderful time figuring out how the stage mechanisms worked. One son is now a physicist and the other has done spectacularly well in designing and developing computer games. Both sons have a strong analytic orientation, meaning that they enjoy figuring stuff out for themselves.




        Science begins by acknowledging ignorance and suspecting the word of experts; accepting that one is on the frontier between what is understood and what is not. Not understanding stimulates a curiosity about the details and depth of what is not known. And finally the curiosity is manifest in the formulation of questions whose answers can fill in sections of the cognitive map and reduce the area of the unknown. The exploration involved in answering such questions is the self-assigned task of the scientist. But the questions are not always formulated by the scientist. Very often a profound question is supplied by a lay person such as a politician: What can governments do to eliminate poverty, hunger and the fundamental imbalance in the distribution of wealth?




        A related question has to do with the growth of Earth’s population and what if anything we can do about it. One of the things a politician might want to understand and influence is how populations grow over time under changing environmental and social conditions. Consequently they might turn to a scientist and ask: Is the planet in danger of becoming so overcrowded that the human species will destroy itself?




        But when you ask a scientist a sober question you need to be prepared for a detailed, sometimes annoyingly qualified and perhaps overly long answer. As a scientist I know that in order to begin thinking seriously about answering a question I have to determine what science already knows in terms of the available data. Answering this question on overpopulation provides a context in which to show how using models enables a person to think quantitatively. How to address overpopulation was also a popular question when I was a graduate student in the late 1960s and its understanding was one of the topics pursued by Elliott Montroll.


      


    




    

      1.2. Population Models and Quantitative Reasoning




      In the background of most scientific thinking is mathematics. The formalism of mathematics is the medium scientists use for self-expression and its selection is no less important than the medium selected by an artist. Some use oil paints (the differential calculus), others use water colors (number theory), while still others use clay and marble (geometry), but the purpose is always the same and that is to gain deeper understanding of the phenomenon being studied. One artist uses a broad palette drawing from many kinds of mathematics, while another restricts herself to the primary colors and explores the depth of the medium along with the phenomenon of interest. Words are very often ambiguous and masterful writers can exploit that ambiguity to stimulate the imagination in telling powerful stories. The more a story can evoke or awaken the experience of the reader, the more successful the work. It is this very reason that scientists intentionally narrow their prose, choosing to express the most imaginative part of their activity through the clarity of the mathematics.




      It is the common aspects of the panic that ruled the floor of the stock exchange in the early part of the last century and the joy of a ninth inning winning run by the home team, that when stripped of emotion enables the scientist to more fully understand the psychology of consensus. The mathematics describing the phenomenon of agreement is devoid of emotion, but the interpretation of the mathematics is an entirely different matter. The theory necessary to extract knowledge from information patterns is constructed using a mathematical infrastructure overlaid with connective interpretation. However a theory is an integrated whole and the mathematics cannot be usefully separated from the interpretation to facilitate presentation. What can be done is the mathematics can be transformed to a more familiar representation for understanding and then it can be revealed how the interpretation is teased from the data. As a shorthand for this activity I use the terms model and modeling and in its discussion I avoid the use of equations. For me and probably for most physical scientists this is a lot like talking with my hands tied behind my back; so to provide a bit of flexibility I replace the mathematical equations with their solutions in the form of pictures and graphs. Hopefully the curves, along with the discussion of their ups and downs, will provide sufficient insight into the models with the various bendings being associated with the underlying mechanisms that induce the changes.




      What a scientist strives to construct is a calculus of everyday phenomena or more precisely a way to think quantitatively about everyday phenomena. This book strives to be a primer on how to use the scientific method, or at least one version of that method that can be used by the non-specialist, to think more clearly about those aspects of the world over which they have some control. In order to achieve this goal it is not necessary to identify what we do not know, that is simple and consists of the majority of things we encounter. What is necessary and difficult is to identify what we know to be true that is wrong.
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