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The Artificial Intelligence (AI) has a recent history and an official birth date on which the whole scientific community agrees: 1956. There is no unanimity on the definition of its research program. On the contrary, there is a widespread skepticism among some philosophers on the same possibility to consider AI as a science. In one of its « weak » interpretations (for using the canonic term of John Searle), it rather appears an experimental practice, between computer science and engineering. Its purpose would be the realization of artifacts with such performances as to assist the man (and to replace him in some cases) in the resolution of theoretical or practical tasks of different complexity. 
  In this perspective, the AI is seen as the point of arrival of an evolutionary process that enabled to extend the automation from some activities of manual work to some activities of intellectual work, such as the elaboration of complex calculations, the control and the planning and the specialized consultancy in some professional performances. Since it is a question of intellectual work, you can not to talk about « intelligence », but since this work is totally « automatic », it becomes difficult or questionable to specify the nature of this intelligence. After all, it is here the origin of the paradox that has been often emphasized: as soon as a performance of the intellectual work is reproduced by an artifact, it doesn’t appear an intelligent function anymore.
  According to another point of view, AI can aspire to develop in a science of the general principles of intelligence and knowledge (i.e. common to human beings and machines) but it needs the decisive contribution of logics to be able to obtain this status (something like that is said of the physics, that needed mathematics to develop itself as a science). Therefore, the problems of AI firstly consist in finding the relevant logic or logics for its purposes.
  It is different the perspective that sees the definition of AI in connection with the researches on the natural intelligence. In its turn, however, this is not a well defined domain, and psychology, the discipline traditionally dedicated to its study, lives its own status of science in a quite conflicting way. More recently, furthermore, once the idea that the mind can represent an independent object of investigation from the brain has been reorganized, some trends of AI interested in mind are induced in facing the results and the methods of another science, the neurology, with which cybernetics had established privileged relations.
  It is interesting to notice how Alan Turing, a mythical figure in the history of AI in spite of he passed away two years before the official birth of the new discipline, had already faced the main problems which gave rise to the different interpretations of the research program of AI. The popular abstract machine that brings his name and his thesis of 1935 on the nature of calculability were based on a completely original premise as regards other equivalent formulations: providing a rigorous description of automatic or mechanic procedure following the behavior of a human being that performs it. After what that can be called a physical realization of its abstract machine with the coming of the first digital computers, Turing discussed the objections to the possibility of an « intelligent machine » that were based on the incompatibility of the notion of automatism with that of intelligence. In the last century, it could have been a bishop to raise such objections. How Hodges reminded (1983), in his time, Turing found one of his main opponents in a neurologist, Geoffrey Jefferson, who objected that the logic was useless for the study of the human mind and that it was impossible to reproduce its characteristics in a non-biological artifact, i.e. abstracting from the brain and, more generally, from the body: it can be said that it is a partial but an effective inventory of the main problems that AI will have to face throughout its history.

  Even if cybernetics played its part in reorganizing the opposition between the notion of automatism and intelligence, it has been the implementation of the first digital computers to suggest a way to reconsider it again. In this analysis of the developments of AI, therefore, it will be followed what appears to be the main road in its history, marked by the stages of the realization of the computer that enabled step by step to think of it as an intelligent machine, combining two terms traditionally very far from each other. 
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« If Babbage had lived seventy-five years later, I would be unemployed »: it seems that the physician Howard Aiken (1900-1973) said so in front of his machine, the calculator Mark I, or Automatic Sequence Controlled Calculator, completed in Harvard on February 1944. It was a machine of electromagnetic relays able to perform numeric calculations on coded figures in a decimal representation. Just like the popular « analytic machine » never realized but designed in all details in 1837 by the English mathematician Charles Babbage (1791-1871), the Aiken’s calculator was based on the idea of program machine: once the instructions for performing a calculation were coded in binary form on a perforated paper tape, they could be sequentially performed in an automatic way, i.e. without the intervention of the human operator.
  In a certain sense, Aiken really ran the risk to remain unemployed: a few years before he completed the realization of the Mark I, in 1941, the engineer Konrad Zuse (1910-1995) had built an automatic calculator in Germany that also used a completely binary representation. However, the Zuse’s machine, known as Z3, was destroyed during the bombings of the allies on Germany. Therefore, the automatic digital calculator was born in Europe in the middle of the Second World War. It was Norbert Wiener (1894-1964) to remind how it took gradually the place of the analog calculator in the war applications. The fast and accurate processing of large quantities of numerical data was essential, for instance, to make the artillery effective in front of the increased speed of airplanes. At the MIT (Massachusetts Institute of Technology),Wiener played a primary role in the implementation of anti-aircraft automatic systems, in collaboration with the engineer Julian Bigelow, where the information on the movable lens picked up by the radar and processed by the calculator retroacted modifying the pointing axis of the cannon.
  In 1943, Wiener published a synthetic article with the physiologist Arturo Rosenblueth (1900-1970) and Bigelow, where he intended to recuperate the psychological language (terms such as « purpose », « choice », « objective » and such) to describe systems with a negative retroaction such as the one described above, able to respond to the environmental solicitations in a selective manner, changing its own behavior just like the living organisms. That article is by now regarded as the birth of cybernetics, a name with which Wiener designated some years later the discipline that should have been involved in the self-regulation and control mechanisms in the living organisms and in the new machines with retroaction.
  In the same year, the neurologist and psychiatrist Warren McCulloch (1898-1969) signed with the very young logician Walter Pitts (1923-1969) an essay destined to deeply affect both the computer science and the design of the most popular machines of the cybernetic era. As McCulloch will remind later, he and Pitts didn’t know in that moment the results that Claude Shannon (1916-2001), the future founder of the information theory, had published in 1938, stimulated by the problems he had faced working at the MIT on the differential analyser of Vannevar Bush (1890-1974), the most known analog machine of the period. But McCulloch, Pitts and Shannon used the same instrument, the Boolean algebra, to investigate two very different domains: McCulloch and Pitts analyzed the networks formed of « formal » and analog neurons that simplified the neurons of the brain and worked according to the all-or-none law (a neuron springs or doesn’t spring whether the intensity of the impulses it receives overcomes a given threshold); Shannon analyzed the components of the electric circuits that worked according a similar law (a relay springs or doesn’t springs whether the current achieves a given intensity). The Shannon’s intuition was decisive in the design of the circuits of the digital computers. If McCulloch and Pitts knew nothing about Shannon’s work, they perfectly knew that of Turing and concluded that one of their networks of formal neurons equipped with a tape was equivalent to a Turing machine.
  While the defeat of Germany in the Second World War interrupted the Zuse’s work, the realization of the big digital computers didn’t know any break in England and United States, keeping on mobilizing extraordinary resources and talents that led to a real turning point in a short period of time.
  The COLOSSUS, automatic computers used in the decryption of the German military codes, had worked in England since the end of 1943. They were machines specialized in resolving just this type of tasks, but very advanced, being completely electronic, with valves instead of the electromechanical relays: it was a technological progress that led to the computers of the so-called first generation making really fast the data processing for the first time. The features of these machines have begun to be known just since 1975. They were covered by the strictest military secrecy. A group of researchers, guided by the mathematician Max Newman and including I.J. Good and Donald Michie, had participated to the project. Turing contributed to the decryption of the code of the legendary German machine ENIGMA. In the second half of the 1940s, he participated in two different projects of computers: ACE (Automatic Computing Engine) in Teddington and MADM (Manchester Automatic Digital Machine) in Manchester.
  In the United States, the realization of an electronic calculator was completed in 1946. Its designers, two researchers of the University of Pennsylvania, John Mauchly (1907-1980) and J. Presper Eckert (1919-1995) called it Electronic Numerical Integrator and Calculator, or ENIAC. It was of course the bigger calculator ever realized and it is usually regarded the first calculator of general type: for that period, it was the best realization of an universal machine in the Turing’s sense.

  The turning point cited above occurred in the ENIAC group. The consultant of the ENIAC project was the Hungarian mathematician John von Neumann. Few texts remained famous in the history of computer science like the First Draft written by von Neumann in 1945 where, adopting the symbology of Pitts and McCulloch, the author described the architecture of a new computer that would remain substantially unchanged in the next years. Not only the data were stored in the internal memory, like in the computers realized until then, but also the instructions to manipulate them, i.e. the program, that could be modified like the data. The group guided by the mathematician Maurice Wilkes (1913-2010) realized the first computer with a stored program. In 1949, it completed the EDSAC (Electronic Delay Storage Automatic Calculator)in Cambridge. In the United States, a computer of this kind was realized next year with the name of EDVAC (Electronic Discrete Variable Automatic Computer). 
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An essential feature of a general computer, already guessed by Babbage, is to manipulate not only numerical but also generic symbols by which it is possible to represent the most different entities: words of a natural language, mathematic expressions, positions of a game, objects to recognize and to classify.
  Another essential feature of the computer, guessed by Babbage but absent in the computers of Zuse and Aiken, is the instruction of conditional branching, by which it becomes possible to give a discriminative capability to the computer program. In this case, the machine doesn’t confine itself to operate according to a fixed sequence of instructions but it can change the execution order so that if a given condition is satisfied, it performs the specified operations by a specific part of the program (a subprogram), otherwise it performs others specified by a different part of the program (another subprogram). This capability, already possessed by the most advanced Colossus and the ENIAC, was fully exploited by the presence of the stored program.
  Just when the EDSAC was completed, its features – the processing of non numerical data and the presence of the instruction of the conditional branching in a stored program – were highlighted to talk about « mechanical thought » of the computers. At the Mathematical Laboratory directed by Wilkes in Cambridge, Anthony Oettinger (1929) described in a book published in 1952 two programs for the EDSAC able to modify its performances according to the experience, i.e. to « learn ». One of them showed a learning form that today we would call mnemonic. The task to perform was to learn where buying specific goods in a simulated world of dealers. The program randomly searched among the dealers to find the goods, storing the dealer where it found them. When the program was asked for searching the same goods again, it directly reached the dealer without repeating the research. Like Oettinger said, it also had a particular « curiosity »: in its casual researches, the program made a note of other goods different from the searched ones and provided by the dealers so as to use this information to abbreviate the research of those goods in the next explorations. It is evident how everything was based on the iteration of cycles controlled by the conditional branching: the program continued in its research if the goods were not ordered making a note of the result, otherwise it stopped.
  Above all three works of the previous years had stimulated Oettinger. The first one was one of the Shannon’s articles, where the author insisted on the importance of the non numerical applications of the digital computers, like the programming of the chess as object of one of his researches. The other two were written by Turing and Wilkes and were focused on the « mechanical thought », i.e. on the « intelligence » of computers. The Turing’s article, Computing machinery and intelligence, will become one of the most known and cited texts in the literature related to the new machines for the deep anticipatory intuitions of future developments and for the proposal of what he called the « imitation game ». 
  A man, a woman and an interrogator take part in the game. The interrogator has to find out who is the man and who is the woman asking different questions and receiving the answers through two distinct terminals. Turing imagines that the man attempts to deceive the interrogator in giving the answers, while the woman tries to help him. Therefore, he proposes to replace a machine to the man – a general digital calculator – and to see how he gets on with the game, i.e. to what extent he manages to deceive the interrogator. Turing wonders: Would the interrogator be wrong in identifying his interlocutors as often as when a man and not a machine took part in the game? Taking back again the imitation game in the article Can machines think?, Wilkes stated that a « generalized learning program », able to learn in any field chosen by the programmer, should have been designed in order to seriously think of « simulating the human behavior » with a computer: given the performances of the realized programs, it was a far off objective.
  Oettinger stated that his programs represented partial answers to the questions asked by Turing and Wilkes. However, without showing the « generalized » learning capability indicated by Wilkes, they managed to improve their own performances in some particular tasks. Moreover, they could have overcome at least « a restricted form », like he stated, of the imitation game. From this point of view, Oettinger seems to have been the first to consider the imitation game as a sufficient test (a « criterion », he said) to evaluate the performances of specific computer programs in limited domains. It will be this the interpretation of the imitation game, known as Turing test, that will become more popular later.
  Oettinger also observed that the computer was used in these cases to simulate particular functions of the brain and not its physical structure, and the Turing’s criterion could be useful to verify just a functional correspondence between the computer and the brain. In this case, making clear some Turing’s intuitions, his observations caught a point that will inspire the orientation of future computational approaches to the mental processes. Even his methodological proposals went in this direction. According to Oetting, the symbolic use of the computer identified those that would have actually been the main users of the new machines: « like psychologists and neurologists, those who are interested in the potentials of the current digital computers as patterns of the structure and the functions of the organic nervous systems ».
  On the other hand, he considered the conditional branching in a meaning that would have made it particularly suggestive for the users. In the article reminded by Oettinger, even Shannon talked about it as a procedure that put the machine in the condition to decide or to choose among different alternatives on the basis of results previously obtained. Oettinger underlined this aspect as crucial for his programs because it enabled them to « meaningfully organize the new information and to select alternative ways of behaving on the basis of this organization ».
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