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Preface


This book provides an overview and synthesis of models and techniques for analyzing social and economic networks. It is meant to serve as both a resource for researchers and a text on the subject for graduate students. The focus is primarily on the modeling of and theory behind the structure, formation, and implications of social networks. Statistical and experimental analyses of networks are also discussed throughout, especially when they help set the stage for issues to be investigated. The main emphasis is on providing a foundation for analyzing and understanding social and economic networks.


The book is organized into four parts. The first part introduces network analysis and provides some background on various networks, how they are measured, and useful ways of representing them. The second part presents some of the models that have been used to understand how networks are formed. This part draws on two very different perspectives: random-graph models, for which there is some stochastic process that governs the development of the links in a network, and strategic models of network formation, in which the development of links is based on costs and benefits, and game-theoretic techniques are used. These approaches to modeling provide different insights into networks, how they are formed, and why they exhibit certain characteristics. The third part of the book looks at the implications of network structure. Much of the interest in networks is due to the fact that their structure is an important determinant of how societies and economies function. This part examines how network models are used to predict the spread of disease, the dissemination of information, the behavior of people, and how markets function. The final part of the book covers empirical analyses of networks and methods of identifying social interaction.


Although the table of contents represents a categorization of the chapters by subject, the relationship between the chapters is not entirely linear. I have intermingled some subjects to tie together different approaches, and the chapters are cross referenced. There is also a progression in the book, with some of the more technically demanding chapters coming later, as well as those that draw on concepts from earlier chapters.


The modeling of networks requires some mathematical background, but I have made the book as self-contained as possible. I do not presume any knowledge beyond some familiarity with linear algebra (vectors and matrices), calculus, and probability and statistics. The discussions employing graph theory and game theory are self-contained, and there are appendixes with introductions to some of the topics, including various useful results from graph theory, math, game theory, and probability theory. Those sections and exercises that are more mathematical in nature are marked with an asterisk (*).


I had several reasons for writing this book. First and foremost, networks of relationships play central roles in a wide variety of social, economic, and political interactions. For example, many, if not most, markets do not function as centralized and anonymous institutions, but rather involve a variety of bilateral exchanges or contracts. As a case in point, most jobs are filled by people who were informed about the job through a social contact. This fact has consequences for patterns of employment, inequality in wages across groups, and social mobility. Understanding social network structure and how it influences human interaction is not merely important to science (and the social sciences in particular), it is essential. Second, the topic is timely. Recent technological advances have made information networks much more prominent (e.g., the world wide web), and people are more conscious of the role of networks in their lives. In addition, the formal modeling of networks has now reached a maturity across fields that permits a book-length treatment. A third motivation for writing this work is the inter- and multidisciplinary nature of research on networks: the pertinent knowledge is diffuse, and there is much to be gained by collecting aspects of it from different fields in a unified treatment. Substantial research on networks has been conducted in sociology, economics, physics, mathematics, and computer science, and these disciplines take different approaches and ask varied questions.1 Thus it is important to bridge the literatures and produce a text that collects and synthesizes different modeling approaches and techniques and makes them all available to researchers from any discipline who are interested in the study of networks.


At the end of each chapter in this book you will find exercises. The exercises are meant to serve several purposes. They serve the usual purpose of problems in a textbook: to give students a chance to work with concepts and more fully familiarize themselves with the ideas presented in the chapter; thus the exercises can be made part of courses. And the interested researcher can work the exercises as well. But the exercises also introduce new material. I have used them to introduce new concepts not covered in the text. These are meant to be closely related to material in the text but complementary to it. Often the ideas were important enough to include in the book, but did not fit easily with the main thread of a chapter without making it longer than I desired or taking us off on a tangent. Thus researchers consulting this book as a reference should not ignore the exercises and in many instances may actually find what they are looking for in them.2


As with any such undertaking, there are many acknowledgments due, and they do not adequately represent the scope and depth of the help received. This project would not have been possible without financial support from the Center for Advanced Studies in the Behavioral Sciences, the Guggenheim Foundation, and the Lee Center for Advanced Networking, as well as the National Science Foundation under grants SES-0316493 and SES-0647867. I began this project while I was at the California Institute of Technology and concluded it while at Stanford University, and the support of both institutions is gratefully acknowledged.


As for the content of this monograph, I have been deeply influenced by a number of collaborators. My initial interest in this subject arose through conversations and subsequent research with Asher Wolinsky. I have continued to learn about networks and haved enjoyed interaction with a group of coauthors (in chronological order): Alison Watts, Bhaskar Dutta, Anne van den Nouweland, Toni Calvó-Armengol, Francis Bloch, Gary Charness, Alan Kirman, Jernej Copic, Brian Rogers, Dunia Lopez-Pintado, Leeat Yariv, Andrea Galeotti, Sanjeev Goyal, Fernando Vega-Redondo, Ben Golub, Sergio Currarini, and Paolo Pin. Their collaboration and friendship are greatly appreciated.


Although not coauthors on network-related projects, Salvador Barbera, Darrell Duffie, and Hugo Sonnenschein have been great mentors (and friends) and have profoundly shaped my approach and writing. I thank Lada Adamic, Marika Cabral, Toni Calvó-Armengol, Jon Eguia, Marcel Fafchamps, Ben Golub, Carlos Lever, Laurent Mathevet, Tomas Rodriguez Barraquer, Tim Sullivan, and Cyd Westmoreland for extensive comments on earlier drafts.


For all the emotional support and enthusiasm needed to keep such a project afloat, I owe profound thanks to my wife, Sara, my daughters, Emily and Lisa, and my parents. Special thanks are due to Sara, whose encouragement through the persistent asking of the question “Did you get to work on your book today?” always kept me pointed in the right direction, and whose juggling of many tasks allowed me to answer “yes” more often than “no.”


1. Social network analysis is a central and well-developed area of study in sociology, with societies, journals, conferences, and decades of research devoted to it. With occasional overlap, a literature on graph theory has matured in mathematics during the same period. While the literature on networks has been thriving in sociology for more than five decades, it has emerged in economics primarily over the past 10 to 15 years. Its explosion in computer science and statistical physics has been rapid and has taken place mostly during the past decade.


2. This book is obviously not the first to do this, as one sees important results appearing as exercises in many mathematical texts. The usefulness of this technique was made obvious to me through the superb text on axiomatic social choice by Hervé Moulin [492].









PART I


BACKGROUND AND FUNDAMENTALS OF NETWORK ANALYSIS










CHAPTER 1


Introduction


This chapter introduces the analysis of networks by presenting several examples of research. These examples provide some idea not only of why the subject is interesting but also of the range of networks studied, approaches taken, and methods used.


1.1 [image: Image] Why Model Networks?


Social networks permeate our social and economic lives. They play a central role in the transmission of information about job opportunities and are critical to the trade of many goods and services. They are the basis for the provision of mutual insurance in developing countries. Social networks are also important in determining how diseases spread, which products we buy, which languages we speak, how we vote, as well as whether we become criminals, how much education we obtain, and our likelihood of succeeding professionally. The countless ways in which network structures affect our well-being make it critical to understand (1) how social network structures affect behavior and (2) which network structures are likely to emerge in a society. The purpose of this monograph is to provide a framework for an analysis of social networks, with an eye on these two questions.


As the modeling of networks comes from varied fields and employs a variety of different techniques, before jumping into formal definitions and models, it is useful to start with a few examples that help give some impression of what social networks are and how they have been modeled. The following examples illustrate widely differing perspectives, issues, and approaches, previewing some of the breadth of the range of topics to follow.


[image: Image]


FIGURE 1.1 Network showing fifteenth-century Florentine marriages. Data from Padgett and Ansell [516] (drawn using UCINET).


1.2 [image: Image] A Set of Examples


1.2.1 Florentine Marriages


The first example is a detailed look at the role of social networks in the rise of the Medici in Florence during the 1400s. The Medici have been called the “godfathers of the Renaissance.” Their accumulation of power in the early fifteenth century in Florence was orchestrated by Cosimo de’ Medici even though his family started with less wealth and political clout than other families in the oligarchy that ruled Florence at the time. Cosimo consolidated political and economic power by leveraging the central position of the Medici in networks of family intermarriages, economic relationships, and political patronage. His understanding of and fortuitous position in these social networks enabled him to build and control an early forerunner to a political party, while other important families of the time floundered in response.


Padgett and Ansell [516] provide powerful evidence for this consolidation by documenting the network of marriages between some key families in Florence in the 1430s. Figure 1.1 shows the links between the key families in Florence at that time, where a link represents a marriage between members of two families.1


During this time the Medici (with Cosimo de’ Medici playing the key role) rose in power and largely consolidated control of business and politics in Florence. Previously Florence had been ruled by an oligarchy of elite families. If one examines wealth and political clout, however, the Medici did not stand out at this time and so one has to look at the structure of social relationships to understand why the Medici rose in power. For instance, the Strozzi had both greater wealth and more seats in the local legislature, and yet the Medici rose to eclipse them. The key to understanding the family’s rise, as Padgett and Ansell [516] detail, can be seen in the network structure.


If we do a rough calculation of importance in the network, simply by counting how many families a given family is linked to through marriages, then the Medici do come out on top. However, they only edge out the next highest families, the Strozzi and the Guadagni, by a ratio of 3 to 2. Although suggestive, it is not so dramatic as to be telling. We need to look a bit closer at the network structure to get a better handle on a key to the success of the Medici. In particular, the following measure of betweenness is illuminating.


Let P (ij) denote the number of shortest paths connecting family i to family j.2 Let Pk (ij) denote the number of these paths that include family k. For instance, in Figure 1.1 the shortest path between the Barbadori and Guadagni has three links in it. There are two such paths: Barbadori-Medici-Albizzi-Guadagni and Barbadori-Medici-Tornabuon-Guadagni. If we set i = Barbadori and j = Guadagni, then P(ij) = 2. As the Medici lie on both paths, Pk(ij) = 2 when we set k = Medici, and i = Barbadori and j = Guadagni. In contrast this number is 0 if k = Strozzi, and is 1 if k = Albizzi. Thus, in a sense, the Medici are the key family in connecting the Barbadori to the Guadagni.


To gain intuition about how central a family is, look at an average of this betweenness calculation. We can ask, for each pair of other families, on what fraction of the total number of shortest paths between the two the given family lies. This number is 1 for the fraction of the shortest paths the Medici lie on between the Barbadori and Guadagni, and 1/2 for the corresponding fraction that the Albizzi lie on. Averaging across all pairs of other families gives a betweenness or power measure (due to Freeman [255]) for a given family. In particular, we can calculate


[image: Image]


for each family k, where [image: Image] if there are no paths connecting i and j, and the denominator captures that a given family could lie on paths between as many as (n − 1)(n − 2)/2 pairs of other families. This measure of betweenness for the Medici is .522. Thus if we look at all the shortest paths between various families (other than the Medici) in this network, the Medici lie on more than half of them! In contrast, a similar calculation for the Strozzi yields .103, or just over 10 percent. The second-highest family in terms of betweenness after the Medici is the Guadagni with a betweenness of .255. To the extent that marriage relationships were keys to communicating information, brokering business deals, and reaching political decisions, the Medici were much better positioned than other families, at least according to this notion of betweenness.3 While aided by circumstance (for instance, fiscal problems resulting from wars), it was the Medici and not some other family that ended up consolidating power. As Padgett and Ansell [516, p. 1259] put it, “Medician political control was produced by network disjunctures within the elite, which the Medici alone spanned.”


This analysis shows that network structure can provide important insights beyond those found in other political and economic characteristics. The example also illustrates that the network structure is important for more than a simple count of how many social ties each member has and suggests that different measures of betweenness or centrality will capture different aspects of network structure.


This example also suggests other questions that are addressed throughout this book. For instance, was it simply by chance that the Medici came to have such a special position in the network, or was it by choice and careful planning? As Padgett and Ansell [516, footnote 13] state, “The modern reader may need reminding that all of the elite marriages recorded here were arranged by patriarchs (or their equivalents) in the two families. Intra-elite marriages were conceived of partially in political alliance terms.” With this perspective in mind we then might ask why other families did not form more ties or try to circumvent the central position of the Medici. We could also ask whether the resulting network was optimal from a variety of perspectives: from the Medici’s perspective, from the oligarchs’ perspective, and from the perspective of the functioning of local politics and the economy of fifteenth-century Florence. We can begin to answer these types of questions through explicit models of the costs and benefits of networks, as well as models of how networks form.


1.2.2 Friendships and Romances among High School Students


The next example comes from the the National Longitudinal Adolescent Health Data Set, known as “Add Health.”4 These data provide detailed social network information for more than 90,000 students from U.S. high schools interviewed during the mid-1990s, together with various data on the students’ socioeconomic background, behaviors, and opinions. The data provide insights and illustrate some features of networks that are discussed in more detail in the coming chapters.


[image: Image]


FIGURE 1.2 A network based on the Add Health data set. A link denotes a romantic relationship, and the numbers by some components indicate how many such components appear. Figure from Bearman, Moody, and Stovel [51].


Figure 1.2 shows a network of romantic relationships as found through surveys of students in one of the high schools in the study. The students were asked to list the romantic liaisons that they had during the six months previous to the survey.


The network shown in Figure 1.2. is nearly a bipartite network, meaning that the nodes can be divide into two groups, male and female, so that links only lie between groups (with a few exceptions). Despite its nearly bipartite nature, the distribution of the degrees of the nodes (number of links each node has) turns out to closely match a network in which links are formed uniformly at random (for details, see Section 3.2.3), and we see a number of features of large random networks. For example, there is a “giant component,” in which more than 100 of the students are connected by sequences of links in the network. The next largest component (the maximal set of students who are each linked to one another by sequences of links) only has 10 students in it. This component structure has important implications for the diffusion of disease, information, and behaviors, as discussed in detail in Chapters 7, 8, and 9, respectively.


In addition, note that the network is quite treelike: there are few loops or cycles in it. There are only a very large cycle in the giant component and a couple of smaller ones. The absence of many cycles means that as one walks along the links of the network until hitting a dead-end, most of the nodes that are met are new ones that have not been encountered before. This feature is important in the navigation of networks. It is found in many random networks in cases for which there are enough links to form a giant component but so few that the network is not fully connected. This treelike structure contrasts with the denser friendship network pictured in Figure 1.3, in which there are many cycles and a shorter distance between nodes.


[image: Image]


FIGURE 1.3 Add Health data set friendships among high school students coded by race. Hispanic, black nodes; white, white nodes; black, gray nodes; Asian and other, light gray nodes.


The network pictured in Figure 1.3 is also from the Add Health data set and connects a population of high school students.5 The nodes are coded by their race rather than sex, and the relationships are friendships rather than romantic relationships. This network is much denser than the romance network.


A strong feature present in Figure 1.3 is what is known as homophily, a term from Lazarsfeld and Merton [425]. That is, there is a bias in friendships toward similar individuals; in this case the homophily concerns the race of the individuals. This bias is greater than what one would expect from the makeup of the population. In this school, 52 percent of the students are white and yet 85 percent of white students’ friendships are with other whites. Similarly, 38 percent of the students are black, and yet 85 percent of these students’ friendships are with other blacks. Hispanics are more integrated in this school, comprising 5 percent of the population but having only 2 percent of their friendships with other Hispanics.6 If friendships were formed without race being a factor, then whites would have roughly 52 percent of their friendships with other whites rather than 85 percent.7 This bias is referred to as “inbreeding homophily” and has strong consequences. As indicated by the figure, the students are somewhat segregated by race, which affects the spread of information, learning, and the speed with which things propagate through the network—themes that are explored in detail in what follows.


1.2.3 Random Graphs and Networks


The examples of Florentine marriages and high school friendships suggest the need for models of how and why networks form as they do. The last two examples in this chapter illustrate two complementary approaches to modeling network formation.


The next example of network analysis comes from the graph-theoretic branch of mathematics and has recently been extended in various directions by the literature in computer science, statistical physics, and economics (as will be examined in some of the following chapters). This model is perhaps the most basic one of network formation imaginable: it simply supposes that a completely random process is responsible for the formation of links in a network. The properties of such random networks provide some insight into the properties of social and economic networks. Some of the properties that have been extensively studied are how the distribution of links across different nodes, the connectedness of the network in terms of the presence of paths from one node to another, the average and maximal path lengths, and the number of isolated nodes present. Such random networks serve as a useful benchmark against which we can contrast observed networks; comparisons help identify which elements of social structure are not the result of mere randomness but must be traced to other factors.


Erdös and Rényi [227]-[229] provided seminal studies of purely random networks.8 To describe one of the key models, fix a set of n nodes. Each link is formed with a given probability p, and the formation is independent across links.9 Let us examine this model in some detail, as it has an intuitive structure and has been a springboard for many recent models.


Consider a set of nodes N = {1,…, n}, and let a link between any two nodes, i and j, be formed with probability p, where 0 < p < 1. The formation of links is independent. This is a binomial model of link formation, which gives rise to a manageable set of calculations regarding the resulting network structure.10 For instance, if n = 3, then a complete network forms with probability p3, any given network with two links (there are three such networks) forms with probability p2(1 − p), any given network with one link forms with probability p(1 − p)2, and the empty network that has no links forms with probability (1 − p)3. More generally, any given network that has m links on n nodes has a probability of
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of forming under this process.11


We can calculate some statistics that describe the network. For instance, we can find the degree distribution fairly easily. The degree of a node is the number of links that the node has. The degree distribution of a random network describes the probability that any given node will have a degree of d.12 The probability that any given node i has exactly d links is


[image: Image]


Note that even though links are formed independently, there is some correlation in the degrees of various nodes, which affects the distribution of nodes that have a given degree. For instance, if n = 2, then it must be that both nodes have the same degree: the network either consists of two nodes of degree 0 or two of degree 1. As n becomes large, however, the correlation of degree between any two nodes vanishes, as the possibility of a link between them is only 1 out of the n − 1 that each might have. Thus, as n becomes large, the fraction of nodes that have d links will approach (1.3). For large n and small p, this binomial expression is approximated by a Poisson distribution, so that the fraction of nodes that have d links is approximately13


[image: Image]


FIGURE 1.4 A randomly generated network with probability .02 on each link.


[image: Image]


Given the approximation of the degree distribution by a Poisson distribution, the class of random graphs for which each link is formed independently with equal probability is often referred to as the class of Poisson random networks. I use this terminology in what follows.


To provide a better feel for the structure of such networks, consider a couple of Poisson random networks for different values of p. Set n = 50 nodes, as this number produces a network that is easy to visualize. Let us start with an expected degree of 1 for each node, which is equivalent to setting p at roughly .02. Figure 1.4 pictures a network generated with these parameters.14 This network exhibits a number of features that are common to this range of p and n. First, we should expect some isolated nodes. Based on the approximation of a Poisson distribution (1.4) with n = 50 and p = .02, we should expect about 37.5 percent of the nodes to be isolated (i.e., have d = 0), which is roughly 18 or 19 nodes. There happen to be 19 isolated nodes in the network.


Figure 1.5 compares the realized frequency distribution of degrees with the Poisson approximation. The distributions match fairly closely. The network also has some other features in common with other random networks with p and n in this relative range. In graph theoretical terms, the network is a forest, or a collection of trees. That is, there are no cycles in the network (where a cycle is a sequence of links that lead from one node back to itself, as described in more detail in Section 2.1.3). The chance of there being a cycle is relatively low with such a small link probability. In addition, there are six components (maximal subnetworks such that every pair of nodes in the subnetwork is connected by a path or sequence of links) that involve more than one node. And one of the components is much larger than the others: it has 16 nodes, while the next largest only has 5 nodes in it. As we shall discuss shortly, this behavior is to be expected.


[image: Image]


FIGURE 1.5 Frequency distribution of a randomly generated network and the Poisson approximation for a probability of .02 on each link.


Let us start with the same number of nodes but increase the probability of a link forming to p = log(50)/50 = .078, which is roughly the threshold at which isolated nodes should disappear. (This threshold is discussed in more detail in Chapter 4.) Based on the approximation of a Poisson distribution (1.4) with n = 50 and p = .08, we should expect about 2 percent of the nodes to be isolated (with degree 0), or roughly 1 node out of 50. This is exactly what occurs in the realized network in Figure 1.6 (again, by chance).


As shown in Figure 1.7, the realized frequency distribution of degrees is again similar to the Poisson approximation, although, as expected at this level of randomness, it is not a perfect match.


The degree distribution tells us a great deal about a network’s structure. Let us examine this distribution in more detail, as it provides a first illustration of the concept of a phase transition, where the structure of a random network changes as the formation process is modified.


[image: Image]


FIGURE 1.6 A randomly generated network with probability .08 on each link.


[image: Image]


FIGURE 1.7 Frequency distribution of a randomly generated network and the Poisson approximation for a probability of .08 on each link.


Consider the fraction of nodes that are completely isolated; that is, what fraction of nodes have degree d = 0? From (1.4) this number is approximated by e−(n−1)p for large networks, provided the average degree (n − 1)p is not too large. To get a more precise expression, examine the threshold at which this fraction is just such that we expect to have one isolated node on average, or [image: Image]. Solving this equation yields p(n − 1) = log(n), where the average degree is (n − 1)p. Indeed, this is a threshold for a phase transition, as shown in Section 4.2.2. If the average degree is substantially greater than log(n), then the probability of having any isolated nodes tends to 0, while if the average degree is substantially less than log(n), then the probability of having at least some isolated nodes tends to 1. In fact, as shown in Theorem 4.1, this threshold is such that if the average degree is significantly above this level, then the network is path-connected with a probability converging to 1 as n grows (so that any node can be reached from any other by a path in the network); below this level the network consists of multiple components with a probability converging to 1.


Other properties of random networks are examined in much more detail in Chapter 4. While it is clear that completely random networks are not always a good approximation for real social and economic networks, the analysis here (and in Chapter 4) shows that much can be deduced from such models and there are some basic patterns and structures that emerge more generally. As we build more realistic models, similar analyses can be conducted.


1.2.4 The Symmetric Connections Model


Although random network-formation models give some insight into the sorts of characteristics that networks can have and exhibit some of the features seen in the Add Health social network data, they do not provide as much insight into the Florentine marriage network. In that example marriages were carefully arranged. The last example discussed in this chapter is from the game-theoretic economics literature and provides a basis for the analysis of networks that form when links are chosen by the agents in the network. This example addresses questions about which networks would maximize the welfare of a society and which arise if the players have discretion in choosing their links.


This simple model of social connections was developed by Jackson and Wolinsky [361]. In it, links represent social relationships, for instance friendships, between players. These relationships offer benefits in terms of favors, information, and the like, and also involve some costs. Moreover, players also benefit from indirect relationships. Thus having a “friend of a friend” also results in some indirect benefits, although of lesser value than the direct benefits that come from having a friend. The same is true of “friends of a friend of a friend,” and so forth. The benefit deteriorates with the distance of the relationship. This deterioration is represented by a factor δ that lies between 0 and 1, which indicates the benefit from a direct relationship and is raised to higher powers for more distant relationships. For instance, in a network in which player 1 is linked to 2, 2 is linked to 3, and 3 is linked to 4, player 1 receives a benefit δ from the direct connection with player 2, an indirect benefit δ2 from the indirect connection with player 3, and an indirect benefit δ3 from the indirect connection with player 4. The payoffs to this network of four players with three links is pictured in Figure 1.8. For δ < 1 there is a lower benefit from an indirect connection than from a direct one. Players only pay costs, however, for maintaining their direct relationships.15


[image: Image]


FIGURE 1.8 Utilities to the players in a three-link, four-player network in the symmetric connections model.


Given a network g,16 the net utility or payoff ui(g) that player i receives from a network g is the sum of benefits that the player gets for his or her direct and indirect connections to other players less the cost of maintaining these links:


[image: Image]


where [image: Image]ij(g) is the number of links in the shortest path between i and j, di(g) is the number of links that i has (i’s degree), and c > 0 is the cost for a player of maintaining a link.


Taking advantage of the highly stylized nature of the connections model, let us now examine which networks are “best” (most “efficient”) from society’s point of view, as well as which networks are likely to form when self-interested players choose their own links.


Let us define a network to be efficient if it maximizes the total utility to all players in the society. That is, g is efficient if it maximizes Σi ui(g).17 It is clear that if costs are very low, it is efficient to include all links in the network. In particular, if c < δ − δ2, then adding a link between any two agents i and j always increases total welfare. This follows because they are each getting at most δ2 of value from having any sort of indirect connection between them, and since δ2 < δ − c, the extra value of a direct connection between them increases their utilities (and might also increase, and cannot decrease, the utilities of other agents).


When the cost rises above this level, so that c > δ − δ2 but c is not too high (see Exercise 1.3), it turns out that the unique efficient network structure is to have all players arranged in a “star” network. That is, there should be some central player who is connected to each other player, so that one player has n − 1 links and each of the other players has 1 link. A star involves the minimum number of links needed to ensure that all pairs of players are path connected, and it places each player within two links of every other player. The intuition behind why this structure dominates other structures for moderate-cost networks is then easy to see. Suppose for instance we have a network with links between 1 and 2, 2 and 3, and 3 and 4. If we change the link between 3 and 4 to be one between 2 and 4, a star network is formed. The star network has the same number of links as the starting network, and thus the same cost and payoffs from direct connections. However, now all agents are within two links of one another, whereas before some of the indirect connections involved paths of length three (Figure 1.9).


[image: Image]


FIGURE 1.9 Gain in total utility from changing a line into a star.


As we shall see, this result is the key to a remarkably simple characterization of the set of efficient networks: (1) costs are so low that it makes sense to add all links; (2) costs are so high that no links make sense; or (3) costs are in a middle range, and the unique efficient architecture is a star network. This characterization of efficient networks being stars, empty, or complete actually holds for a fairly general class of models in which utilities depend on path length and decay with distance, as is shown in detail in Section 6.3.


We can now compare the efficient networks with those that arise if agents form links in a self-interested manner. To capture how agents act, consider a simple equilibrium concept introduced in Jackson and Wolinsky [361]. This concept is called pairwise stability and involves two rules about a network: (1) no agent can raise his or her payoff by deleting a link that he or she is directly involved in and (2) no two agents can both benefit (at least one strictly) by adding a link between themselves. This stability notion captures the idea that links are bilateral relationships and require the consent of both individuals. If an individual would benefit by terminating some relationship that he or she is involved in, then that link would be deleted, while if two individuals would each benefit by forming a new relationship, then that link would be added, and in either case the network would fail to be stable.


In the case in which costs are very low (c < δ − δ2), the direct benefit to the agents from adding or maintaining a link is positive, even if they are already indirectly connected. Thus in that case the unique pairwise-stable network is complete and is the efficient one. The more interesting case is when c > δ - δ2, but c is not too high, so that the star is the efficient network.


If δ > c > δ − δ2, then a star network (that involves all agents) will be both pairwise stable and efficient. To see this we need only check that no player wants to delete a link, and no two agents both want to add a link. The marginal benefit to the center player from any given link already in the network is δ − c > 0, and the marginal benefit to a peripheral player is δ + (n − 2)δ2 − c > 0. Thus neither player wants to delete a link. Adding a link between two peripheral players only shortens the distance between them from two links to one and does not shorten any other paths, and since c > δ − δ2 adding such a link would not benefit either of the players. While the star is pairwise stable, in this cost range so are some other networks. For example if c < δ − δ3, then four players connected in a circle would also be pairwise stable. In fact, as we shall see in Section 6.3, many other (inefficient) networks can be pairwise stable.


If c > δ, then the efficient (star) network is not pairwise stable, as the center player gets only a marginal benefit of δ − c < 0 from any of the links. Thus in this cost range there cannot exist any pairwise-stable networks in which some player has only one link, as the other player involved in that link would benefit by severing it. For various values of c > δ there exist nonempty pairwise-stable networks, but they are not star networks: they must be such that each player has at least two links.


This model makes it clear that there are situations in which individual incentives are not aligned with overall societal benefits. While this connections model is highly stylized, it still captures some basic insights about the payoffs from networked relationships, and it shows that we can model the incentives that underlie network formation and see when the resultant networks are efficient.


This model also raises some interesting questions that are examined in the chapters that follow. How does the network that forms depend on the payoffs to the players for different networks? What are alternative ways of predicting which networks will form? What if players can bargain when they form links, so that the payoffs are endogenous to the network-formation process (as is true in many market and partnership applications)? How does the relationship between the efficient networks and those that form based on individual incentives depend on the underlying application and payoff structure?


1.3 [image: Image] Exercises


1.1 A Weighted Betweenness Measure Consider the following variation on the be-tweenness measure in (1.1). Any given shortest path between two families is weighted by the inverse of the number of intermediate nodes on that path. For instance, the shortest path between the Ridolfi and Albizzi involves two links; and the Medici are the only family that lies between them on that path. In contrast, between the Ridolfi and the Ginori the shortest path is three links and there are two families, the Medici and Albizzi, that lie between the Ridolfi and Ginori on that path (see Figure 1.1).


[image: Image]


FIGURE 1.10 Differences in betweenness measures.


More specifically, let [image: Image](i, j) be the length of the shortest path between nodes i and j and let Wk(ij) = Pk(ij)/([image: Image](i, j) − 1) (setting [image: Image](i, j) = ∞ and Wk(ij) = 0 if i and j are not connected). Then the weighted betweenness measure for a given node k is defined by


[image: Image]


      where the convention is [image: Image] if there are no paths connecting i and j. Show that


(a) WBk > 0 if and only if k has more than one link in a network and some of k’s neighbors are not linked to one another;


(b) WBk = 1 for the center node in a star network that includes all nodes (with n ≥ 3); and


(c) WBk < 1unless k is the center node in a star network that contains all nodes.


Calculate this measure for the network pictured in Figure 1.10 for nodes 4 and 5. Contrast this measure with the betweenness measure in (1.1).


1.2 Random Networks Fix the probability of any given link forming in a Poisson random network to be p, where 1 > p > 0. Fix some arbitrary network g on k nodes. Now, consider a sequence of random networks indexed by the number of nodes n, as n → ∞ . Show that the probability that a copy of the k-node network g is a subnetwork of the random network on the n nodes goes to 1 as n goes to infinity.


[Hint: partition the n nodes into as many separate groups of k nodes as possible (with some leftover nodes) and consider the subnetworks that form on each of these groups. Using (1.2) and the independence of link formation, show that the probability that none of these match the desired network goes to 0 as n grows.]


1.3 The Upper Bound for a Star to Be Efficient Find the maximum level of cost, in terms of δ and n, for which a star is an efficient network in the symmetric connections model.


1.4 The Connections Model with Low Decay* Consider the symmetric connections


model with 1 > δ > c > 0.


(a) Show that if δ is sufficiently close to 1 so that there is low decay and δn−1 is nearly δ, then in every pairwise stable network every pair of players have some path between them and that there are at most n − 1 total links in the network.


(b) In the case where δ is close enough to 1 so that any network that has n − 1 links and connects all agents is pairwise stable, what fraction of the pairwise-stable networks are also efficient networks?


(c) How does that fraction behave as n grows (adjusting δ to be high enough as n grows)?


1.5 Homophily and Balance across Groups Consider a society consisting of two groups. The set N1 comprises the members of group 1 and the set N2 comprises the members of group 2, with cardinalities n1 and n2, respectively. Suppose that n1 > n2. For individual i, let di be i’s degree (total number of friends) and let si denote the number of friends that i has that are within i’s own group. Let hk denote a simple homophily index for group k, defined by


[image: Image]


Show that if h1 and h2 are both between 0 and 1, and the average degree in group 1 is at least as high as that in group 2, then h1 > h2. What are h1 and h2 in the case in which friendships are formed in percentages that correspond to the shares of relevant populations in the total population?





1. These data were were originally collected by Kent [387], but were first coded by Padgett and Ansell [516], who discuss the network relationships in more detail. The analysis provided here is just a teaser that offers a glimpse of the importance of the network structure. The interested reader should consult Padgett and Ansell [516] for a much richer analysis.


2. Formal definitions of path and some other terms used in this chapter appear in Chapter 2. The ideas should generally be clear, but the unsure reader can skip forward if helpful. Paths represent the obvious thing: a series of links connecting one node to another.


3. The calculations here are conducted on a subset of key families (a data set from Wasserman and Faust [650]), rather than the entire data set, which consists of hundreds of families. As such, the numbers differ slightly from those reported in footnote 31 of Padgett and Ansell [516]. Padgett and Ansell also find similar results for centrality between the Medici and other families in terms of a network of business ties.


4. Add Health is a program project designed by J. Richard Udry, Peter S. Bearman, and Kathleen Mullan Harris and funded by grant P01-HD31921 from the National Institute of Child Health and Human Development, with cooperative funding from 17 other agencies. Special acknowledgment is due Ronald R. Rindfuss and Barbara Entwisle for assistance in the original design. Persons interested in obtaining data files from Add Health should contact Add Health, Carolina Population Center, 123 West Franklin Street, Chapel Hill, NC 27516-2524 (addhealth@unc.edu). The network data that I present in this example were extracted by James Moody from the Add Health data set.


5. A link indicates that at least one of the two students named the other as a friend in the survey. Not all friendships were reported by both students. For more detailed discussion of these particular data see Currarini, Jackson, and Pin [182].


6. The hispanics in this school are exceptional compared to what is generally observed in the larger data set of 84 high schools. Most racial groups (including hispanics) tend to have a greater percentage of own-race friendships than the percentage of their race in the population, regardless of their fraction of the population. See Currarini, Jackson, and Pin [ 182] for details.


7. There are a variety of possible reasons for the patterns observed, as race may correlate with other factors that affect friendship opportunities. For more discussion with respect to these data see Moody [482] and Currarini, Jackson, and Pin [182]. The main point here is that the resulting network has clear patterns and those patterns have consequences.


8. See also Solomonoff and Rapoport [611] and Rapoport [551]—[553] for related predecessors.


9. Two closely related models that Erdös and Rényi explored are as follows. In the first alternative model, a precise number M of links is formed out of the n(n − 1)/2 possible links. Each different graph with M links has an equal probability of being selected. In the second alternative, the set of all possible networks on the n nodes is considered and one is picked uniformly at random. This choice can also be made according to some other probability distribution. While these models are clearly different, they turn out to have many properties in common. Note that the last model nests the model with random links and the one with a fixed number of links (and any other random graph model on a fixed set of nodes) if one chooses the right probability distributions over all networks.


10. See Section 4.5.4 for more background on the binomial distribution.


11. Note that there is a distinction between the probability of some specific network forming and some network architecture forming. With four nodes the chance that a network forms with a link between nodes 1 and 2 and one between nodes 2 and 3 is p2(1 − p)4. However, the chance that a network forms that contains two links involving three nodes is 12p2(1 − p)4, as there are 12 different networks we could draw with this shape. The difference between these counts is whether we pay attention to the labels of the nodes in various positions.


12. The degree distribution of a network is often given for an observed network, and thus is a frequency distribution. When dealing with a random network, we can talk about the degree distribution before the network has actually formed, and so we refer to probabilities of nodes having given degrees, rather than observed frequencies of nodes with given degrees.


13. To see this, note that for large n and small p, (1 - p)n-1-d is roughly (1 - p)n-1 Write [image: Image], which, if (n − 1)p is either constant or shrinking (if we allow p to vary with n), is approximately e-(n-1)p. Then for fixed d, large n, and small [image: Image] is roughly [image: Image].


14. The networks in Figures 1.4 and 1.6 were generated and drawn using the random network generator in UCINET (Borgatti, Everett, and Freeman [96]). The nodes are arranged to make the links as easy as possible to distinguish.


15. In the most general version of the connections model the benefits and costs may be relation specific and so are indexed by ij. One interesting variation is when the cost structure is specific to some geography, so that linking with a given player depends on their physical proximity. That variation has been studied by Johnson and Gilles [367] and is discussed in Exercise 6.14.


16. For complete definitions, see Chapter 2.


17. This is just one of many possible measures of efficiency and societal welfare, which are well-studied subjects in philosophy and economics. How we measure efficiency has important consequences in network analysis and is discussed in more detail in Chapter 6.









CHAPTER 2


Representing and Measuring Networks


This chapter presents some of the fundamentals of how networks are represented, measured, and characterized. It provides basic concepts and definitions that are the basis for the language of network research. Sprinkled throughout are observations from case studies that illustrate some of the concepts. More discussion about observed social and economic networks appears in Chapter 3.


2.1 [image: Image] Representing Networks


As networks of relationships come in many shapes and sizes, there is no single way of representing networks that encompasses all applications. Nevertheless, there are some representations that serve as a useful basis for capturing many applications. Here I focus on a few standard ways of denoting networks that are broad and flexible enough to capture a multitude of applications and yet sufficiently simple to be compact, intuitive, and tractable. As we proceed, I try to make clear what these concepts capture and what they omit.


2.1.1 Nodes and Players


The set N = {1,…,n} is the set of nodes that are involved in a network of relationships. Nodes are also referred to as “vertices,” “individuals,” “agents,” or “players,” depending on the setting. It is important to emphasize that nodes can be individual people, firms, countries, or other organizations; a node can even be something like a web page belonging to a person or organization.


2.1.2 Graphs and Networks


The canonical network form is an undirected graph, in which two nodes are either connected or they are not. For such graphs it cannot be that one node is related to a second without the second being related to the first. This behavior is generally true of many social and/or economic relationships, such as partnerships, friendships, alliances, and acquaintances. Such networks are central to most of the chapters that follow. However, there are other situations that are better modeled as directed networks, in which one node may be connected to a second without the second being connected to the first. For instance, a network that keeps track of which authors cite which other authors, or which web pages have links to which others would naturally take the form of a directed graph.


The distinction between directed and undirected networks is not a mere technicality. It is fundamental to the analysis, as the applications and modeling of the two types are quite different. In particular, when links are necessarily reciprocal, then it is generally the case that joint consent is needed to establish and maintain the relationship. For instance, to form a trading partnership, both partners need to agree to it. To maintain a friendship the same is generally true, as it is for a business relationship or an alliance. In the case of directed networks, one individual may direct a link at another without the other’s consent, which is generally true in citation networks or in links between web pages. These distinctions result in some basic differences in the modeling of network formation, as well as different conclusions about which networks will arise, which are optimal, and so on.


In what follows the default is that the network is undirected, and I mention explicitly when directed networks are considered. Let us begin with the formal definitions of graphs that represent networks.


A graph (N, g) consists of a set of nodes N = {1,…,n} and a real-valued n × n matrix g, where gij represents the (possibly weighted and/or directed) relation between i and j. This matrix is often referred to as the adjacency matrix, as it lists which nodes are linked to each other, or in other words which nodes are adjacent to one another.1 In the case in which the entries of g take on more than two values and can track the intensity level of relationships, the graph is referred to as a weighted graph. Otherwise, it is standard to use the values of either 0 or 1, and the graph is unweighted. In much of what follows, N will be fixed or given. Thus, I often refer to g as being a network or graph.


A network is directed if it is possible that gij ≠ gji, and a network is undirected gij = gji for all nodes i and j. Parts of the literature refer to directed graphs as digraphs.


For instance, if N = {1, 2, 3}, then


[image: Image]


is the (undirected and unweighted) network with a link between nodes 1 and 2, a link between nodes 2 and 3, but no link between nodes 1 and 3 (Figure 2.1). Nodes are also often referred to as vertices and links as edges or ties; links are sometimes called arcs in the case of directed graphs.


[image: Image]


FIGURE 2.1 A network with two links.


Self-links or loops often do not have any real meaning or consequence, and so whether we set gii = 1 or gii = 0 as a default is usually (but not always!) irrelevant. Unless otherwise indicated, assume that gii = 0 for all i.2


There are equivalent ways of representing a graph. Instead of viewing g as an n × n matrix, it is sometimes easier to describe a graph by listing all links or edges in the graph. That is, we can view a graph as a pair (N, g), where g is the collection of links that are listed as a subsets of N of size 2. For instance, the network g in Figure 2.1 can be written as g = {{1, 2}, {2, 3}}, or simplifying notation a bit, g = {12, 23}. Thus ij represents the link connecting nodes i and j. Then we can write ij [image: Image] g to indicate that i and j are linked under the network g; that is, writing ij [image: Image] g is equivalent to writing gij = 1. I alternate between the different representations as is convenient. It will also be useful to write [image: Image], to indicate that


[image: Image]


Let the shorthand notation of g + ij represent the network obtained by adding the link ij to an existing network g, and, let g − ij represent the network obtained by deleting the link ij from the network g. We can represent directed networks in an analogous manner, viewing ij as a directed link and distinguishing between ij and ji. Let G(N) be the set of all undirected and unweighted networks on N.


In some cases the specific identity of the node in a position in the network is of interest, and in other situations only the structure of the network is important. The idea that two networks or graphs have the same structure is captured through the concept of an isomorphism. The networks (N, g) and (N′, g′) are isomorphic if there exists a one-to-one and onto function (a bijection) f:N → N′, such that ij [image: Image] g if and only if f(i)f(j) [image: Image] g′. Thus, f just relabels the nodes, and the networks are the same up to that relabeling.


Given a subset of nodes [image: Image] and a network g, let g | s denote the network g restricted to the set of nodes S, so that


[image: Image]


Thus g | s is the network obtained by deleting all links except those that are between nodes in S. An example is pictured in Figure 2.2.


 [image: Image]


FIGURE 2.2 A network and the network restricted to S = {1, 2, 5}.


For any network g, let N(g) be the set of nodes that have at least one link in the network g. That is, [image: Image]3


2.1.3 Paths and Cycles


Much of the interest in networked relationships comes from the fact that individual nodes benefit (or suffer) from indirect relationships. Friends might provide access to favors from their friends, and information might spread through the links of a network. To capture the indirect interactions in a network, it is important to model paths through the network. In the case of an undirected network, a path is an obvious object. As there are multiple definitions in the case of a directed network, I return to those after providing definitions for an undirected network.


A path in a network g [image: Image] G(N) between nodes i and j is a sequence of links i1i2,i2i3…,iK−1iK such that ikik+1 [image: Image] g for each k [image: Image]{1,…, K—1}, with i1 = i and iK = j, and such that each node in the sequence i1 ..., iK is distinct.4 A walk in a network g [image: Image] G(N) between nodes i and j is a sequence of links i1i2,…, iK−1iK such that ikik+1 [image: Image] g for each k [image: Image]{1,…, K−1}, with i1 = i and iK = j. The distinction between a path and a walk is whether all involved nodes are distinct. A walk may come back to a given node more than once, whereas a path is a walk that never hits the same node twice.5


A cycle is a walk i1i2,…, iK−1iK that starts and ends at the same node (so i1 = iK) and such that all other nodes are distinct (ik ≠ ik′ when k < k′ unless k = 1 and k′ = K). Thus a cycle is a walk such that the only node that appears more than once is the starting/ending node. A cycle can be constructed from any path by adding a link from the end to the starting node; and conversely, deleting the first or last link of a cycle results in a path.


A geodesic between nodes i and j is a shortest path between these nodes; that is, a path with no more links than any other path between these nodes.


To summarize:


[image: Image] A walk is a sequence of links connecting a sequence of nodes.


[image: Image] A cycle is a walk that starts and ends at the same node, with all nodes appearing once except the starting node, which also appears as the ending node.


[image: Image] A path is a walk in which a node appears at most once in the sequence.


[image: Image] A geodesic between two nodes is a shortest path between them.


Note that for the convention of setting gii = 0, then g2 = g × g tells us how many walks there are of length 2 between any two nodes.


For instance for the network


[image: image]


g2 is


[image: image]


So, for instance there are two walks between 1 and 4 of length 2 (passing between 2 and 3, respectively). There are two walks from 1 back to 1 (passing through 2 and 3, respectively). For this network g3 is


[image: image]


There are four walks of length 3 between 1 and 2 (namely, (12,24,42), (13,34,42), (12,21,12), and (13,31,12)). Note that some walks have cycles in them (and hence the use of the term walk rather than path). The kth power of the network, gk, keeps track of all possible walks of length k between any two nodes, including walks with many cycles within them.


 2.1.4 Directed Paths, Walks, and Cycles


In the case of directed networks, there are different possible definitions of paths and cycles. The definitions depend on whether we want to keep track of the direction of the links, and in various applications depend on whether communication is restricted to following the direction of the links or can move in both directions along a directed link, as for example in a network of links between web pages.


In the case in which direction is important, the definitions are just as stated above for undirected networks, but the ordering of the nodes in each link now takes on an important role. For instance, we might be interested in knowing whether one web page can be found from another by following (directed) links starting from one page and leading to the other. This case deals with directed paths, directed walks, and directed cycles.


A directed walk in a network g [image: Image] G(N) is a sequence of links i1i2,…, iK−1iK such that ikik+1 [image: Image] g (that is, gikik+1 = 1) for each k [image: Image] {1,…, K−1}.


A directed path in a directed network g [image: Image] G(N) from node i to node j is a sequence of links i1i2,…, iK−1iK such that ikik+1 [image: Image] g (that is, gikik+1 = 1) for each k [image: Image] {1,…, K−1 }, with i1 = i and iK = j, such that each node in the sequence i1,…, iK is distinct.


A directed cycle in a network g [image: Image] G(N) is a sequence of links i1i2,…, iK−1iK such that ikik+1 [image: Image] g (that is, gikik+1 = 1) for each k [image: Image] {1,…, K−1 }, with i1 = iK.


These definitions are illustrated in Figure 2.3.


[image: image]


FiGURE 2.3 Directed path from 2 to 4 (via 1 and 3), directed cycle from 1 to 3 to 2 to 1, and directed walk from 3 to 2 to 1 to 3 to 4.


In cases where the direction of the link just indicates who initiated the link, but where links can conduct in both directions, we can keep track of undirected paths. There we think of i and j being linked if either gij = 1 or gji = 1. In that case, we can simply define the undirected network that comes from considering i and j to be linked if there is a directed link in either direction. In general, i refer to such paths, walks, and cycles as undirected.


To be more specific, given a directed network g let [image: Image] denote the undirected network obtained by allowing an undirected link for each directed one present in g. That is, let [image: Image]ij = max(gij, gji). Then we say that there is an undirected path between nodes i and j in g if there is a path between them in [image: Image]. An undirected cycle or walk is defined in a similar fashion. in Figure 2.3 there is no directed path from node 4 to any other node, but there is an undirected path from node 4 to each of the other nodes.


 2.1.5 Components and Connected Subgraphs


In many applications it is important to track which nodes can reach which other nodes through paths in the network. This tracking ability plays a critical role in phenomena like contagion, learning, and the diffusion of various behaviors through a social network. Looking at the path relationships in a network naturally partitions a network into different connected subgraphs that are commonly referred to as components. Again, definitions are first provided for undirected networks and later for directed ones.


A network (N, g) is connected (or path-connected) if every two nodes in the network are connected by some path in the network. That is, (N, g) is connected if for each i [image: Image] N and j [image: Image] N there exists a path in (N, g) between i and j.


A component of a network (N, g) is a nonempty subnetwork (N′, g′) such that [image: Image]


[image: Image] (N′, g′) is connected, and


[image: Image] if i [image: Image] N′ and ij [image: Image] g, then j [image: Image] N′ and ij [image: Image] g′.


Thus the components of a network are the distinct maximal connected subgraphs of a network. In the network shown in Figure 2.4 there are four components: the node 2 together with an empty set of links, the nodes {1, 3, 4, 5} together with links {15, 35, 34, 45}, the nodes 6 and 10 together with the link {6–10}, and the nodes {7, 8, 9} together with the links {78, 79, 89}. Note that under this definition of component, a completely isolated node that has no links is considered a component.6


[image: image]


FIGURE 2.4 A network with four components.


The set of components of a network (N, g) is denoted C(N, g). In cases for which N is fixed or obvious, I simply denote the components by C(g). The component containing a specific node i is denoted Ci(g).


Components of a network partition the nodes into groups within which nodes are path-connected. Let ∏(N, g) denote the partition of N induced by the network (N, g). That is, S [image: Image] ∏(N, g), if and only if (S, h) [image: Image] C(N, g) for some [image: Image]. For example, the network in Figure 2.4 induces the partition ∏(N, g)) = {{1, 3, 4, 5}, {2}, {6, 10}, {7, 8, 9}} over the set of nodes. Thus, a network is connected if and only if it consists of a single component (so that ∏(N, g) = {N}).


A link ij is a bridge in the network g if g − ij has more components than g7.


In the case of a directed network, there are again several different approaches to defining those terms. One way is to again ignore the directed nature of links and to consider the undirected network that has a link present if one is present in either direction. This method defines one notion of connection and components. In some applications in which direction is important, for instance in the transmission of information, we want to keep track of the directed nature of the network. In such cases, i refer to strongly connected graphs or subgraphs, so that each node can reach every other one by a directed path. Further definitions are specified as needed.


2.1.6 Trees, Stars, Circles, and Complete Networks


There are a few particular network structures that are commonly referred to.


A tree is a connected network that has no cycles.


A forest is a network such that each component is a tree. Thus any network that has no cycles is a forest, as in the example pictured in Figure 2.5.


[image: image]


FIGURE 2.5 Four trees in a forest.


A particularly prominent forest network is the star. A star is a network in which there exists some node i such that every link in the network involves node i. In this case, i is referred to as the center of the star.


Here are a few facts about trees that are easy to derive (see Exercise 2.2) and are worth mentioning.


[image: Image] A connected network is a tree if and only if it has n − 1 links.


[image: Image] A tree has at least two leaves, where leaves are nodes that have exactly one link.


[image: Image] In a tree, there is a unique path between any two nodes.


 A complete network is one in which all possible links are present, so that gij = 1 for all i ≠ j (see Figure 2.6).


[image: image]


FIGURE 2.6 A complete network on six nodes and a star network on six nodes.


A circle (also known as a cycle-graph) is a network that has a single cycle and is such that each node in the network has exactly two neighbors.


In the case of directed networks, there can be many different stars involving the same set of nodes and having the same center, depending on which directed links are present between any two linked nodes. On occasion it is useful to distinguish between these stars, for instance, indicating whether links go in or out from the center node.


2.1.7 Neighborhood


The neighborhood of a node i is the set of nodes that i is linked to.8


[image: image]


Given some set of nodes S, the neighborhood of S is the union of the neighborhoods of its members. That is


[image: image]


We can also talk about extended neighborhoods of a node, for instance of all the nodes that can be reached by walks of length no more than 2, and so on. The two-neighborhood of a node i is


[image: image]


 Inductively, all nodes that can be reached from i by walks of length no more than k make up the k-neighborhood of i, which can be defined by


[image: image]


Similar definitions of k-neighborhoods hold for any set of nodes S, so that [image: Image] is the set of nodes that can be reached from some node in S by a walk of length no more than k. Generally the extended neighborhood of a node i is all of the nodes it is walk-connected to, or [image: Image].


The above definitions also work for directed networks, in which case the nodes in [image: Image] are those nodes that can be reached from i by a directed walk.


2.1.8 Degree and Network Density


The degree of a node is the number of links that involve that node, which is the cardinality of the node’s neighborhood. Thus node i’s degree in a network g, denoted di(g), is


[image: image]


In the case of a directed network, the above calculation is the node’s in-degree. The out-degree of node i is the corresponding calculation #{j: gij = 1}. These definitions coincide for an undirected network (see Figure 2.7). The density of a network keeps track of the relative fraction of links that are present, and is simply the average degree divided by n − 1.


[image: image]


FIGURE 2.7 A directed network on five nodes. Node 1 has in-degree 2 and out-degree 4.


2.2 [image: Image] Some Summary Statistics and Characteristics of Networks


While a small network can be usefully described directly by its graph g and is easily illustrated in a figure, larger networks can be more difficult to envision and describe. Moreover, it is important to be able to compare networks and classify them according to their properties and thus to have a stable of summary statistics that provide meaningful insight into their structures.


2.2.1 Degree Distributions


A fundamental characteristic of a network is its degree distribution. The degree distribution of a network is a description of the relative frequencies of nodes that have different degrees. That is, P(d) is the fraction of nodes that have degree d under a degree distribution P.9


For instance, a regular network is one in which all nodes have the same degree. A network is regular of degree k if P(k) = 1 and P(d) = 0 for all d ≠ k. Such a network is quite different from the random network described in Section 1.2.3, in which there is a great deal of heterogeneity in the degrees of nodes, and the distribution is a Poisson distribution.


Beyond the degenerate degree distribution associated with a regular network, and the Poisson degree distribution associated with Poisson random networks discussed in Section 1.2.3, another prominent distribution is what is referred to as a scale-free degree distribution. These distributions date to Pareto [526], and they appear in a wide variety of settings including networks describing incomes, word usage, city populations, and degrees in networks (as is discussed in more detail in Chapter 3).10


A scale-free distribution (or power distribution) P(d) satisfies11


[image: image]


where c> 0 is a scalar (which normalizes the support of the distribution to sum to 1).12 Thus if we increase the degree by a factor k, then the frequency is reduced by a factor of k−γ. As this is true regardless of the starting degree d, the relative probabilities of degrees of a fixed relative ratio are the same independent of the scale of those degrees. That is, P(2)/P(1) is the same as P(20)/P(10). Hence the term scale-free. Scale-free distributions are often said to exhibit apower law, with reference to the power function d−γ.


 Generally, given a degree distribution P, let 〈d〉P denote the expected value of d, and 〈d2〉P denote the expectation of the square of the degree, and so on. I often omit the P notation when P is fixed.


Scale-free distributions have “fat tails.” That is, there tend to be many more nodes with very small and very large degrees than one would see if the links were formed completely independently so that degree followed a Poisson distribution. We can see this comparison in Figure 2.8, which shows plots of these degree distributions when the average degree is 10. The figure compares the Poisson degree distribution from (1.4) with the scale-free distribution from (2.2).


[image: image]


FIGURE 2.8 Comparing a scale-free distribution to a Poisson distribution.


The fatter tail of the scale-free distribution is obvious in the lower tail (for lower degrees), while for higher degrees it is harder to see the differences. If we convert the plot to a log-log plot (i.e., log(frequency) versus log(degree) instead of the raw numbers), then the differences in the upper tail (for higher degrees) become more evident (Figure 2.9).
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FIGURE 2.9 Comparing a scale-free distribution to a Poisson distribution: log-log plot.


Figure 2.9 points out another interesting aspect of scale-free distributions: they are linear when plotted on a log-log plot. That is, we can rewrite (2.2) by taking logs of both sides to obtain:


[image: image]


This form is useful when trying to estimate γ from data, as then a linear regression can be used.


 2.2.2 Diameter and Average Path Length


The distance between two nodes is the length of (number of links in) the shortest path or geodesic between them. If there is no path between the nodes, then the distance between them is infinite. This concept leads us to another important characteristic of a network: its diameter. The diameter of a network is the largest distance between any two nodes in the network.13


To see how diameter can vary across networks with the same number of nodes and links, consider two different networks in which each node has on average two links, as in Figure 2.10. The first network is a circle, and the second is a tree. Even though both networks have approximately an average degree of 2, they are clearly very different in structure. The degree distribution reflects some aspect of the difference in that the circle is regular, so that every node has exactly two links, while in the binary tree almost half of the nodes have degree 3 and nearly half have degree 1 (the exception is the root node, which has degree 2). However, we need other measures to clearly distinguish these networks. For instance, the diameter of a circle of n nodes is either n/2 or (n − 1)/2, while the diameter of a binary tree of n nodes is roughly 2 log2(n + 1) − 2.14


[image: image]


FIGURE 2.10 Circle and tree.


The diameter is one measure of path length, but it only provides an upper bound. Average path length (also referred to as characteristic path length) between nodes is another measure that captures related properties. The average is taken over geodesics, or shortest paths. Clearly, the average path length is bounded above by the diameter; in some cases it can be much shorter than the diameter. Thus, it is often useful to see whether the diameter is being determined by a few outliers (literally), or whether it is of the same order as the average geodesic.


Many networks are not fully connected and may consist of a number of separate components. In such cases, one often reports the diameter and average path length in the largest component, being careful to specify whether that component is a giant component (containing a nontrivial fraction of the networks nodes).15


Recalling that raising the adjacency matrix g to a power k provides as its ijth entry the number of walks of length k between nodes i and j, we can easily calculate shortest path lengths. That is, the shortest path length between nodes i and j can be found by finding the smallest [image: Image] such that the ijth entry g[image: Image] is positive: that entry is the number of shortest paths between those nodes. The same calculation provides shortest directed paths in the case of directed networks. Calculating shortest path lengths for all pairs of nodes, through successive powers of the adjacency matrix g, then provides a basic method of calculating diameter. There are more computationally efficient algorithms for calculating or estimating diameter,16 and most network software programs include such calculations as built-in features.


2.2.3 Cliquishness, Cohesiveness, and Clustering


One fascinating and important aspect of social networks is how tightly clustered they are. For example, the extent to which my friends are friends with one another captures one facet of this clustering. There are a variety of concepts that measure how cohesive or closely knit a network is.


An early concept related to this is the idea of a clique. A clique is a maximal completely connected subnetwork of a given network.17 That is, if some set of nodes [image: Image] are such that g | s is the complete network on the nodes S, and for any [image: Image] complete, then the nodes S are said to form a clique.18 Cliques are generally required to contain at least three nodes; otherwise each link could potentially define a clique of two nodes. Note that a given node can be part of several cliques at once. For example, in Figure 2.11 both nodes 2 and 3 are in two different cliques.
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FIGURE 2.11 A network on four nodes and its two cliques.


One measure of cliquishness is to count the number and size of the cliques in a network. One difficulty with this measure is that removing one link from a large clique can change the clique structure completely. For instance, removing one link from a complete network among four nodes changes the clique structure from having one clique involving four nodes to two cliques of three nodes. More generally, the clique structure is very sensitive to slight changes in a network.


 The most common way of measuring some aspect of cliquishness is based on transitive triples or clustering.19 Examining undirected networks, the most basic clustering measure is simply to perform the following exercise. Look at all situations in which two links emanate from the same node (e.g., ij and ik both involve node i) and ask how often jk is then also in the network. So if i has relationships with both j and k, how likely on average is it that j and k are related in the network? This clustering measure is represented by


[image: image]


I will often refer to this as overall clustering to distinguish it from the other measures of clustering that follow.


Another measure that has also been used in the literature is similar to the clustering coefficient Cl(g), except that instead of considering the fraction of fully connected triples out of the potential triples in which at least two links are present, the measure is computed on a node-by-node basis and then averaged across nodes. This measure is based on the following definition of individual clustering for a node i:


[image: image]


Thus, Cli(g) looks at all pairs of nodes that are linked to i and then considers how many of them are linked to one another.20 Another way to write the individual clustering coefficient is then
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The average clustering coefficient is then


[image: image]


Note that this calculation is different from that for the overall clustering coefficient Cl(g), where the average is taken over all triples. Under average clustering, one computes a clustering for each node and then averages across nodes. This method gives more weight to low-degree nodes than does the clustering coefficient method.


As an illustration of these two measures, let us compute them relative to the Florentine marriage network pictured in Figure 1.1. To compute the overall clustering coefficient, first count how many configurations of the form ij, jk there are in the network. For instance, there is one with Medici-Barbadori and Barbadori-Castellan. There are three with the Ridolfi at the center (Strozzi-Ridolfi-Tornabuon, Strozzi-Ridolfi-Medici, and Tornabuon-Ridolfi-Medici). There are fifteen with the Medici at the center, and so forth. Totaling across all such configurations, we find that there are 47 such configurations in the network. Out of those 47 configurations, 9 of them are completed. Thus, Cl(g) = 9/47. in terms of the average clustering, compute the clustering for each family separately. For instance, the Barbadori have one possible pair and they are not connected, so the Barbadori have [image: Image]. The Pazzi, Acciaiuol, Ginori, Lambertes, and Pucci are all 0 by convention (they each have one or no links). The Bischeri, Castellan, Ridolfi, and Tornabuon each have clustering 1/3. The Strozzi are also 1 /3 (2 out of 6). The Peruzzi are 2/3, the Medici 1/15, and the Guadagni and Albizzi have at least two neighbors each, but still have clusterings of 0.21 When we average across all of these, we get ClAvg(g) = . 15 or 3/20. This value is a bit less than the overall clustering Cl(g), as a number of 0s are included in the average clustering.


The above calculations show that it is possible for these two common measures of clustering to differ. While in that example the average clustering is less than the overall clustering, it can also go the other way. Moreover, it is not uncommon to generate networks in which the two measures produce very different values. For instance, consider the following variation of a star network. Begin with a large number of triads (complete networks among three nodes), and then add a center node, to which every other node is connected (Figure 2.12).


[image: image]


FIGURE 2.12 Differences in clustering measures.


As the number of nodes involved gets large, average clustering goes to 1, while overall clustering goes to 0! To see this note that all of the nodes other than the center node have individual clustering measures of 1. Thus when averaged the average clustering coefficient converges to 1. However, for the overall clustering coefficient, each time that a new triad is added the number of possible pairs of links goes up by 3 times the number of links the center node already has (plus 12), while the number of those pairs that are completed only increases by 12. Thus overall clustering goes to 0. Clearly the two measures are capturing different aspects of clustering and so there is no “right” or “wrong” measure. This example shows that such simple coefficients cannot give a full picture of the interrelatedness of a network but only an impression of some aspect of it.


In the case of directed networks one has further choices for measuring clustering. One option is simply to ignore the direction of a link and consider two nodes to be linked if there is a directed link in either direction between them. Based on this derived undirected network, one can then apply the above measures of overall and average clustering. A different approach is to keep track of the percentage of transitive triples. This approach considers situations in which node i has a directed link to j, and j has a directed link to k, and then asks whether i has a directed link to k (i.e., the usual notion of transitivity of relationships).22 The fraction of times in a network that the answer is “yes” is the fraction of transitive triples:


[image: image]


The above fraction of transitive triples is a standard measure, but much of the empirical literature has instead simply ignored the directed nature of relationships.23


2.2.4 Centrality


Most of the measures discussed to this point are predominately macro in nature; that is, they describe broad characteristics of a network. In many cases, we might also be interested in micro measures that allow us to compare nodes and to say something about how a given node relates to the overall network. For instance, as we saw in the Florentine marriage example in Section 1.2.1, the idea of how central a node is can be very important. In particular, notions that somehow capture a node’s position in a network are useful. As such, many different measures of centrality have been developed, and they each tend to capture different aspects of the concept, which can be useful when working with information flows, bargaining power, infection transmission, influence, and other sorts of important behaviors on a network.


Measures of centrality can be categorized into four main groups depending on the types of statistics on which they are based:24


1. degree—how connected a node is;


2. closeness—how easily a node can reach other nodes;


 3. betweenness—how important a node is in terms of connecting other nodes; and


4. neighbors’ characteristics—how important, central, or influential a node’s neighbors are.


Given how different these notions are, even without looking at formal definitions it is easy to see that they capture complementary aspects of a node’s position, and any particular measure will be better suited for some applications and less appropriate for others. Let me discuss some of the more standard definitions of each type.


Degree Centrality Perhaps the simplest measure of the position of a given node in a network is simply to keep track of its degree. A node with degree n − 1 would be directly connected to all other nodes, and hence quite central to the network. A node connected to only two other nodes (for large n) would be, at least in one sense, less central. The degree centrality of a node is simply di(g)/(n − 1), so that it ranges from 0 to 1 and indicates how well a node is connected in terms of direct connections.


Of course, degree centrality clearly misses many of the interesting aspects of a network. In particular, it does not measure how well located a node is in a network. It might be that a node has relatively few links, but lies in a critical location in the network. For many applications a centrality measure that is sensitive to a node’s influence or marginal contribution to the network is important. For example, consider the network in Figure 2.13.
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FIGURE 2.13 A central node with low degree centrality.


In this network the degree of nodes 3 and 5 are three, and the degree of node 4 is only two. Arguably, node 4 is at least as central as nodes 3 and 5, and far more central than the other nodes that each have two links (nodes 1,2,6, and 7). There are several senses in which we see a powerful or central role for node 4. If one deletes node 4, the component structure of the network changes. This change might be very important for applications involving information transmission, where node 4 is critical to path-connecting nodes 1 and 7. This aspect would be picked up by a measure such as betweenness. We also see that node 4 is relatively close to all other nodes in that it is at most two links away from any other node, whereas every other node has at least one node linked to it a distance of three or more. This aspect would be important in applications in which something is being conveyed or transmitted through the network (e.g., an opinion or favor), and there is a decay of the connection strength with distance. In that case, being closer can either help a node make use of other nodes (e.g., having access to favors) or can enhance its influence (e.g., conveying opinions). Thus we are brought to the next category of centrality measures.


Closeness Centrality This second class of measures tracks how close a given node is to any other node. One obvious closeness-based measure is just the inverse of the average distance between i and any other node [image: Image] where [image: Image](i, j) is the number of links in the shortest path between i and j. There are various conventions for handling networks that are not connected, as well as other possible measures of distance, which leads to a family of closeness measures.


A richer way of measuring centrality based on closeness is to consider a decay parameter δ, where 1 > δ > 0 and then consider the proximity between a given node and every other node weighted by the decay. In particular, let the decay centrality of a node be defined as
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where [image: Image](i, j) is set to infinity if i and j are not path-connected. This centrality measure is related to the symmetric connections model of Jackson and Wolinsky [361], as it is just the benefit that a node receives in that model of a network. As δ approaches 1, it is easy to see that decay centrality measures how large a component a node lies in. As δ approaches 0, then decay centrality gives infinitely more weight to closer nodes than farther ones, so it becomes proportional to degree centrality. For intermediate values of δ, a node is rewarded for how close it is to other nodes, but in a way that very distant nodes are weighted less than closer nodes.


Betweenness Centrality A measure of centrality that is based on how well situated a node is in terms of the paths that it lies on was first proposed by Freeman [255]. We first discussed it in Section 1.2.1 in the context of the Florentine marriages (see Figure 1.1).


Let Pi(kj) denote the number of geodesics (shortest paths) between k and j that i lies on, and let P(kj) be the total number of geodesics between k and j. We can estimate how important i is in terms of connecting k and j by looking at the ratio Pi(kj)/P(kj). If this ratio is close to 1, then i lies on most of the shortest paths connecting k to j, while if it is close to 0, then i is less critical to k and j. Averaging across all pairs of nodes, the betweenness centrality of a node i is
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For the network in Figure 2.13, we find that [image: Image] and [image: Image]. These values make it clear that nodes 3, 4, and 5 are much more central than the other nodes, and that 4 is the most central node in terms of connecting the other pairs of nodes.


 Prestige-, Power-, and Eigenvector-Related Centrality Measures Beyond these fairly direct measures of centrality, there are more intricate ones. One of the more elegant, both mathematically and in terms of the ideas that it captures, is a notion developed by Bonacich [91]. Bonacich’s measure is based on ideas that trace back to Seeley [585], Katz [381], and earlier work of Bonacich [90], and it is useful to start by discussing those ideas. These measures are based on the premise that a node’s importance is determined by how important its neighbors are. That is, we might like to account not only for the connectivity or closeness of a node to many other nodes, but also for its proximity to many other “important” nodes. This notion is central to such phenomena as citation rankings and Google page rankings. The difficulty is that such a measure becomes self-referential. The centrality of a node depends on how central its neighbors are, which depends on the centrality of their neighbors, and so forth. There are various approaches to dealing with this issue. The following is a nice application of some basic ideas from matrix algebra and fixed-point theory.


Define the katz prestige of a node i, denoted [image: Image], to be a sum of the prestige of i’s neighbors divided by their respective degrees. Here I use the term prestige as in Katz [381], but it is also a measure of centrality. So i gains prestige from having a neighbor j who has high prestige. However, this measure is corrected by how many neighbors j has, so that if j has more relationships then i obtains less prestige from being connected to j, all else being equal. This correction for the number of relationships that j has might be thought of as correcting for the relative access or time that i spends with j. That is, the Katz prestige of a node i is


[image: image]


This definition is self-referential, so it is not immediately obvious that it is uniquely (or always) defined. It does provide a series of equations and unknowns, so in principle it is solvable. We can see this as follows. Let [image: Image]ij = gij/dj(g) be the normalized adjacency matrix g so that the sum across any (nonzero) column is normalized to 1.25 The relationship (2.3) can then be rewritten as
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or


[image: image]


where PK is written as a n × 1 vector, and II is the identity matrix.


So, calculating the Katz prestige associated with the nodes of a given network reduces to finding the unit eigenvector of [image: Image], which is a standard calculation (see Section 2.4 for background on eigenvectors). Note that the Katz prestige is only determined up to a scale factor, so that if PK(g) solves (2.4) and (2.5), then so does cPK for any scalar c.


 Katz prestige turns out to be more novel in directed networks than in undirected ones. If in-degree is the same as out-degree for every node, then it is easy to check that the solution to (2.4) is the list of nodes’ degrees (or any rescaling of them), so that [PK(g)]i = di(g). This equality provides a justification for degree centrality but not for a new measure. In the case of a directed network, the normalization in [image: Image]ij = gij/dj(g) is generally by in-degree, so that columns still sum to 1, with the interpretation that directed links to a given node have equal access to that node. In that case, the measure of Katz prestige differs for in-degree and out-degree.26


When applied to the network in Figure 2.13, the Katz prestige measures are the [image: Image]. Thus more “prestige” is given to nodes 3 and 5 than to the middle node 4, which has the same prestige as nodes 1, 2, 6, and 7. Here we see the importance of the weighting in the Katz prestige calculation. The middle node 4 is linked to two prestigious nodes, but only receives 1/3 of their time each. So its prestige is (3)/3 + (3)/3 = 2. Nodes 3 and 5 are linked to three nodes each. Although each of these three nodes is less prestigious, 3 and 5 receive 1/2 of each of their weight: 2/2+2/2+2/2=3.


In a variation on this idea that avoids reduction to degree centrality, one does not normalize the network of relations g. The measure is known as eigenvector centrality27 and was proposed by Bonacich [90]. Let Ce(g) denote the eigenvector centrality associated with a network g. The centrality of a node is proportional to the sum of the centrality of its neighbors: [image: Image]. In matrix notation:


[image: image]


where λ is a proportionality factor. Thus from (2.6) Ce(g) is an eigenvector of g, and λ is its corresponding eigenvalue. Given that it generally makes sense to look for a measure with nonnegative values, the standard convention is to use the eigenvector associated with the largest eigenvalue, which is nonnegative for the networks considered here (see Section 2.4).


Note that the definition of eigenvector centrality also works for weighted and/or directed networks, without any changes to the expressions. Thus the Katz prestige is a form of eigenvector centrality when we have adjusted the network adjacency matrix to be weighted.


Katz [381] introduced another way of tracking the power or prestige of a node. The idea presumes that the power or prestige of a node is simply a weighted sum of the walks that emanate from it. A walk of length 1 is worth a, a walk of length 2 is worth a2, and so forth, for some parameter 0 < a < 1. This scheme gives higher weights to walks of shorter distance, as in the connections model. So it is a method of looking at all walks from a given node and weighting them by distance.


Note that g 11 (where 11 is the n × 1 vector of 1s) is the vector of degrees of nodes, which tells us how many walks of length 1 emanate from each node. Based on what we saw in Section 2.1.3, gk11 is the vector whose ith entry is the total number of walks of length k that emanate from each node. Thus the vector of the power of nodes, or prestige of nodes, can be written as
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We can rewrite (2.7) as


[image: image]


For small enough a > 0, this is finite and can be expressed as28


[image: image]


Another way to interpret (2.8) is to note that we can start by assigning some base value of adi(g) to node i. This value is expressed as the vector ag 11. Then a given node receives its base value, plus a times the base value of each node it has a direct link to, plus a2 times the base value of each node that it has a walk of length 2 to and weighted by the number of walks to the given node, plus a3 times the base value of each node it has a walk of length 3 to, and so forth.


The measure introduced by Bonacich can be thought of as a direct extension of the above measure of power or prestige. It is often called Bonacich centrality and can be expressed as


[image: image]


where a > 0 and b > 0 are scalars, and b is sufficiently small so that (2.10) is well defined.29


Bonacich centrality can be thought of as a variation on the second prestige measure of Katz, where again we start with base values of adi(g) for each node, but then we evaluate walks of length k to other nodes by a factor of bk times the base value of the end node, allowing b to differ from a. So b is a factor that captures how the value of being connected to another node decays with distance, while a captures the base value on each node. When b = a, the two measures coincide.


Normalizing a = 1, we can calculate the Bonacich centrality of the network in Figure 2.13 for a couple of values of b, which are listed in Table 2.1 along with other centrality measures for the same network. Degree centrality favors nodes 3 and 5, but treats nodes 1, 2, 6, 7, and 4 similarly, and so misses some aspects of the structure of the network. Closeness differentiates the three types of nodes, favoring node 4, which is similar to betweenness centrality, but with less spread. Decay centrality treats nodes 3, 4, and 5 as being more central than nodes 1, 2, 6, and 7 for any δ, but the relative rankings of 3 and 5 relative to 4 depend on δ. With a lower δ the results resemble those for like-degree centrality and favor nodes 3 and 5, while for higher δ they resemble those for closeness or betweenness and favor node 4. The eigenvector centralities and self-referential definitions of Bonacich and Katz prestige-2 all favor nodes 3 and 5, to varying extents. As b decreases the Bonacich favors closer connections and higher-degree nodes, while for higher b, longer paths become more important.


TABLE 2.1
Centrality comparisons for Figure 2.13
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These measures are certainly not the only measures of centrality, and it is clear from the above that the measures capture different aspects of the positioning of the nodes. Given how complex networks can be, it is not surprising that there are many different ways of viewing position, centrality, or power in a network.


2.3 [image: Image] Appendix: Basic Graph Theory


Here I present some basic results in graph theory that will be useful in subsequent chapters.30


2.3.1 Hall’s Theorem and Bipartite Graphs


A bipartite network (N, g) is one for which N can be partitioned into two sets A and B such that if a link ij is in g, then one of the nodes comes from A and the other comes from B. A bipartite network is pictured in Figure 2.14. Settings with two classes of nodes are often referred to as matching settings (and in some cases marriage markets), where one group is referred to as “women” and the other as “men.” it has applications to markets, where for instance one of the sets consists of buyers and the other of sellers, as well as to such processes as the assignment of students to schools, researchers to labs, and so forth. (See Roth and Sotomayor [568] for an overview of the matching literature.)


[image: image]


FIGURE 2.14 A bipartite network.


One interpretation of a bipartite graph in a matching setting is that it represents the potential relationships that might occur. The object is often to determine a matching for some set of nodes, say S ⊂ A which is a pairing of the nodes in S with nodes in B such that each node in S is assigned to a distinct node of B and the pairings are feasible as defined by g. That is, a matching for S ⊂ A relative to g is a mapping μ:S→B such that iμ(i) [image: Image] g for each i [image: Image] S and j ≠ i implies μ(j) ≠ μ(i).


It is clear that if we wish to assign each element of S ⊂ A to a distinct element of B, then the number of neighbors of S in B must be at least as large as the size of S. Moreover, this condition must be true for any subset of S, since we wish to match each element to a different element from B. Hall’s theorem states that this condition is not only necessary but also sufficient for such a matching to exist.


Theorem 2.1 (Hall) Consider a bipartite graph (N, g) with an associated bipartition of nodes {A, B}. There exists a matching of a set S ⊂ A if and only if [image: Image].


As we shall see in Chapter 10, this theorem is useful for working with networked models of markets, which are often bipartite in structure.


2.3.2 Set Coverings and Independent Sets


Given a network (N, g), an independent set of nodes A ⊂ N is a set such that if i ∈ A and j ∈ A and i ≠ j, then [image: Image]. An independent set of nodes A is maximal if it is not a proper subset of any other independent set of nodes as illustrated in Figure 2.15.
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FIGURE 2.15 A three-node network. Independent sets: {1}, {2}, {3}, {1,3}; maximal independent sets: {1,3}, {2}.


 The following observation (e.g., see Galeotti et al. [274]) is straightforward but useful when characterizing the equilibria of games played on networks.


Observation 2.1Consider a network (N, g) and a network (N, g′) such that g ⊂ g′. Any independent set A of g′ is an independent set of g, but if g′ ≠ g, then there exist (maximal) independent sets of g that are not (maximal) independent sets of g′.


The proof of this observation is Exercise 2.8.


Independent sets are closely related to the equilibria of some games played on networks, as first pointed out by Bramoullé and Kranton [103]. To see how independent sets relate to equilibria, consider the following game played on a network.31 Each player chooses whether to buy a product (e.g., a book). If a player does not buy the book, then he or she can freely borrow the book from any of his or her neighbors who bought it.32 Indirect borrowing is not permitted, so a player cannot borrow the book from a neighbor of a neighbor. If none of a player’s neighbors has bought the book, then the player would prefer to pay the cost of buying the book himself or herself rather than not having any access to the book. This problem is what is known as a classic free-rider problem, but defined on a network. A (pure strategy) equilibrium in this game is simply a specification of which players buy the book such that (1) no player who buys the book regrets it, and (2) no player who did not buy the book would rather buy the book. It is easy to see that the (pure strategy) equilibria of this game are precisely the situations in which the players who buy the book form a maximal independent set. This follows because (1) implies that if some player buys a book, then it must be that none of his or her neighbors buy the book, and (2) implies that any player who does not buy a book must have at least one neighbor who bought the book. Thus the first part implies that the set of people who buy the book must be independent, and the second part implies that the set must be maximal.


2.3.3 Colorings


Related to the concept of independent sets is that of colorings. One of the basic applications is to scheduling problems. For example, consider a network in which the nodes represent researchers who will attend a conference.33 A link indicates that the two researchers wish to attend each other’s presentations. The conference organizer wishes to know how many different time slots are needed (running parallel sessions within time slots) to ensure that each researcher can attend all of the presentations he or she would like to, and also present his or her own work. This problem is equivalent to coloring the associated graph. Suppose we have a different color to code each time slot of the conference. We want to color the nodes so that no two neighboring nodes have the same color. What is the minimum number of colors needed? That number is called the chromatic number of the graph.34


If we color the nodes of a network in k colors, then we have produced k independent sets. The coloring problem can then be thought of as finding the minimum number of independent sets needed to partition the set of nodes.35 This challenging problem has resulted in some celebrated results. The most famous is probably the four-color theorem. That theorem concerns planar graphs. Without providing a formal topological definition, a planar graph is one that can be drawn on a piece of paper without having any two links cross each other (so that links can only intersect at one of their involved nodes). The four-color theorem states that every planar graph has a chromatic number of no more than four. This theorem was conjectured in the mid-1800s, and some false proofs were provided before it was proven in 1977 by Appel, Haken, and Koch [19].36 An overview of coloring problems would take us beyond the scope of this text, but the problems are so central to graph theory and important in their applications that they at least deserve mention.


2.3.4 Eulerian Tours and Hamilton Cycles


The mathematician Leonhard Euler asked (and answered) a question that concerns paths in a graph. The puzzle traces back to a question concerning the old Prussian city of Königsberg, which lay on the Pregel River. The city was cut into four pieces by the river and had seven bridges. The question was whether it was possible to design a walk that started at some point in the city, crossed each bridge exactly once, and returned to the starting point. The four parts of the city can be thought of as the vertices or nodes of a graph, and the seven bridges as edges or links of the graph (Figure 2.17). The question then amounts to asking whether there exists a walk in the graph that contains each link in the graph exactly once and starts and ends at the same node.37 Such a closed walk is said to be an Eulerian tour or circuit.


[image: image]


FIGURE 2.16 A planar network on six nodes with chromatic number 4.


[image: image]


FIGURE 2.17 Multigraph for the Königsberg bridge problem.


A walk is said to be closed if it starts and ends at the same node. It is clear that to have a closed walk that involves every link of a network exactly once, each node in the network must have an even degree.38 This result holds because each time a node is “entered” by one link on the walk it must be “exited” by a different link, and each time the node is visited, it must be by a link that has not appeared previously on the walk. Euler’s simple but remarkable theorem is that this condition is necessary and sufficient for such a closed walk to exist.


Theorem 2.2 (Euler) A connected network g has a closed walk that involves each link exactly once if and only if the degree of each node is even.


The proof is straightforward and appears as Exercise 2.9.


One can ask a related question for nodes rather than links: when is it possible to find a closed walk that involves each node in the network exactly once? Such a closed walk must be a cycle, and is referred to as a Hamilton cycle or a Hamiltonian. A further question is whether there exists a Hamilton path that includes each node exactly once. Clearly a network that has a Hamilton cycle also has a Hamilton path, while the converse is not true (consider a line).


Determining whether a network has a Hamilton cycle is a much more challenging question than whether it has an Euler tour; this has been an active area of research in graph theory for some time. It has direct applications to the traveling salesman problem, in which a salesman must visit each city on a trip exactly once, cities are nodes on a network, and the path must follow the links.


The seminal theorem on Hamilton cycles is due to Dirac [201]. Stronger theorems have since been developed, as we shall shortly see, but it is worth stating on its own, as it has an intuitive proof that illuminates the proofs of some of the later results.


Theorem 2.3 (Dirac) If a network has n ≥ 3 nodes and each node has degree of at least n/2, then the network has a Hamilton cycle.


Proof of Theorem 2.3. First, the network must be connected, because if the minimum degree is n/2, then the smallest component has more than half the nodes, and so the network cannot consist of more than one component. Next, consider a longest path in this network, and if there is more than one longest path then pick any one of them. Let i be the starting node on the path and j the ending node. It must be that each of i’s neighbors lies on the path, and so at least n/2 of the nodes in the path are neighbors of i. To see this, note that if it were not the case, then by starting with an omitted neighbor of i and then moving to i, we could find a longer path. Similarly, j has at least n/2 neighbors on the path. It is then easy to check that since i and j each have at least n/2 neighbors on the path, at least one of the nodes on the path that is a neighbor of i, say k, must have the previous node on the path be a neighbor of j. Thus consider the cycle formed as follows: ik, k + 1…j, jk − 1,k − 2…i (where the dots correspond to the original path). The claim is that this cycle is a Hamilton cycle. If this cycle does not include all nodes, then since the network is connected, there is some node outside the cycle connected to some node in the cycle. Then it is possible to make a path including that node and all nodes in the cycle, which contradicts the assumption that the original path was of maximal length. [image: Image]


An example of a strengthening of the Dirac theorem is the following theorem.


Theorem 2.4 (Chvátal [157]) Order the nodes of a network of n ≥ 3 nodes in increasing order of their degrees, so that node 1 has the lowest degree and node n has the highest degree. If the degrees are such that di ≤ i for some i < n/2 implies dn−i ≥ n − i, then the network has a Hamilton cycle.


This theorem also has a converse. If a degree sequence does not have this property, then one can find a network that has a degree sequence with at least as high a degree in each entry that does not have a Hamilton cycle. While it is clear that there are networks that have low average degree and have Hamilton cycles (e.g., simply arrange nodes in a circle), this converse shows that guaranteeing the existence of Hamilton cycles either requires strong conditions on basic characteristics like degree sequences or requires much more information about the structure of the network.


2.4 [image: Image] Appendix: Eigenvectors and Eigenvalues


Given an n × n matrix T, an eigenvector v is a nonzero vector such that


[image: Image]


for some scalar λ, which is called the eigenvalue of v. Generally, we are interested in nonzero solutions to this equation (noting that a vector of 0s always solves (2.11)).


Eigenvectors come in two flavors: left-hand and right-hand eigenvectors, which are also known as row and column eigenvectors, respectively. These terms refer to whether the eigenvector multiplies the matrix T from the left-hand or right-hand side, and correspondingly whether it is a row or column vector. So a left-hand (row) eigenvector is a 1 × n vector v such that


[image: Image]


whereas a right-hand (column) eigenvector is an n × 1 vector v that satisfies (2.11) for some eigenvalue λ. As the definition at the start of this section suggests, eigenvector without a modifier usually refers to a right-hand eigenvector.


Basically, eigenvectors are vectors that, when acted upon by the matrix T, give back some rescaling of themselves, rather than being distorted to some new vector or new direction. So they serve as a sort of fixed point of the transformation T, and for many matrices (but not all), there will be as many eigenvector-eigenvalue pairs as there are dimensions: n.39


 The usefulness of eigenvectors can be seen in some of their applications. We have already seen important applications—calculating centrality or power, and in particular calculating Katz prestige (and also the eigenvector centrality). The idea is that a given agent’s prestige is a weighted average of his or her neighbors’ prestige, where the weights correspond to weights from a social network. This measure then presents a self-referential problem, as the prestige has to be derived from the prestige. In this case, we look for an eigenvector with an eigenvalue of 1 since the prestige returns the prestige without rescaling. The existence of an eigenvector with an eigenvalue of 1 in this context is implied by the Perron-Frobenius theorem (see Meyer [466]).


The Perron-Frobenius theorem implies that if T is a nonnegative (column) stochastic matrix, so that the entries of each of its columns sum to 1, then there exists a nonnegative right-hand eigenvector v that solves (2.11) and has a corresponding eigenvalue λ = 1. The same is true of row stochastic matrices and left-hand eigenvectors. If in addition Tt has all positive entries for some t, then all other eigenvalues have a magnitude less than 1.40


Eigenvectors are also quite useful for examining the steady state or limit point of some system. Here we might think of T as a transition matrix. Starting with some column vector v, the system transitions to a new vector Tv. A steady state of such a system, or a convergence point, is often a point such that v = Tv, so that once the system reaches v, it stays there. Again, v is an eigenvector of T that has a unit eigenvalue. These systems play a central role in Markov chains (see Section 4.5.8), where the vs represent probabilities of being in different states of a system, and the entries of T represent probabilities of transferring from one state to another. This matrix is again stochastic (as probabilities sum to 1) and has a unit eigenvector.


Calculating the eigenvalues and corresponding eigenvectors of a matrix can be done using different methods, as the eigenvector calculation is basically a set of linear equations. If one knows λ, then (2.11) and (2.12) are systems of n equations in n unknowns. A useful way to solve for the eigenvalues associated with T is to rewrite (2.11) as


[image: Image]


where II is the identity matrix (with 1 for each diagonal entry and 0 elsewhere). For this equation to have a nonzero solution v, T − λII must be a singular (non-invertible) matrix.41 Thus the characteristic equation of T is


[image: Image]


where det(.) indicates determinant. The solutions to this equation are the eigenvalues of T.


 2.4.1 Diagonal Decompositions


There are some particularly useful ways to rewrite a matrix T. To begin, let V be the matrix of left-hand eigenvectors—so that each row is one of the eigenvectors of T. Then we can write


[image: Image]


where Λ is the matrix with the eigenvalues corresponding to each row of V on its diagonal:


[image: Image]


From (2.13) it follows that if V is invertible, then


[image: Image]


Equation (2.14) is the diagonal decomposition of T. If it exists, then T is said to be diagonalizable.


It is sometimes useful to note that V−1, if well-defined, is the matrix of right-hand (column) eigenvectors of T, and that they have the same matrix of eigenvalues as V. To see this, note that from (2.13) VTV−1 = ΛVV−l = Λ. Thus V−1VTV−1 = V−lΛ, and so TV−1 = V−1Λ = ΛV−1 and V−1 is the vector of right-hand eigenvectors.


The decomposition (2.14) is useful for calculating higher powers of T (which, for instance recalling Section 2.1.3, is useful in calculating the walks of T if T has entries consisting of 0 or 1). From (2.14) it follows that


[image: Image]


and more generally that


[image: Image]


which is useful for calculating speeds of convergence, as in Section 8.3.6.42


2.5 [image: Image] Exercises


2.1 Paths and Connectedness Given a network (N, g), define its complement to be the network (N, g′) such that ij [image: Image] g′ if and only if [image: Image]. Show that if a network is not connected, then its complement is. Provide an example of a four-node network that is connected and is such that its complement is also connected.


2.2 Facts about Trees Show the following:


(a) A connected network is a tree if and only if it has n − 1 links.


(b) A tree has at least two leaves, where leaves are nodes that have exactly one link.


(c) In a tree, there is a unique path between any two nodes.


2.3 Diameter and Degree Consider a sequence of networks such that each network in the sequence is connected and involves more nodes than the previous network. Show that if the diameter of the networks is bounded, then the maximal degree of the networks is unbounded. That is, show that if there exists a finite number M such that the diameter of every network in the sequence is less than M, then for any integer K there exists a network in the sequence and a node in that network that has more than K neighbors.


2.4 Centrality Measures Consider a two-link network among three nodes. That is, let the network consist of links 12 and 23.


(a) Calculate the Katz prestige (based on (2.5)) of each node, and compare it to the degree centrality and betweenness centrality for this network.


(b) Calculate the second measure due to Katz (based on (2.9)) for each node, when a = 1/2, which is the Bonacich centrality of each node when b = 1/2 and a = 1/2. How does this compare to Bonacich centrality when b = 1/4 and a = 1/2? Which nodes are relatively favored when b increases and why? What happens as we continue to increase b to b = 3/4?


2.5 Average versus Overall Clustering Consider a network (g, N) such that each node has at least two neighbors (ni(g) ≥ 2 for each i [image: Image] N). Compare the average clustering measure of a network to the overall clustering measure in the following two cases:


(a) Cli(g) ≥ Clj(g) when di(g) ≥ dj(g), and


(b) Cli(g) ≤ Clj(g) when di(g) ≥ dj(g).


Hint: Write the average clustering as [image: Image] and argue that overall clustering can be written as [image: Image] Then compare these different weighted sums.


2.6 Cohesiveness and Close-Knittedness There are various measures of how introspective or cohesive a given set of nodes is. Consider a set of nodes S ⊂ N. Given 1 ≥ r ≥ 0 Morris [487] defines the set of nodes S to be r-cohesive with respect to a network g if each node in S has at least a fraction r of its neighbors in S. That is, S is r-cohesive relative to g if


[image: Image]


        where 0/0 is set to 1.


 Young [668] defines the set of nodes S to be r-close-knit with respect to a network g if each subset of S has at least a fraction r of its links remaining in S. Given S′ and S, let d(S′, S, g) = |{ij|i [image: Image] S′, j [image: Image] S}| be the number of links between members of S′ and members of S. Then S is r-close-knit relative to g if


[image: Image]


        where 0/0 is set to 1.


Show that if a set of nodes S is r-close-knit relative to g then it is r-cohesive. Provide an example showing that the converse is false.


2.7 Independent Sets Show that there is a unique network on n nodes that is connected and is such that a maximal independent set of that network involves all nodes except node i. Show that there are two maximal independent sets of that network.


2.8 Independent Sets and Equilibria Prove Observation 2.1.


2.9 Euler Tours Prove Theorem 2.2. (Hint: First argue that any longest walk that does not involve any link more than once must be closed.)





1. There are more general graph structures that can represent the possibility of multiple relationships between different nodes; for instance, having different links for being friends, relatives, coworkers, and the like. These are sometimes referred to as a multiplex networks. One can also allow for relationships that involve more than two nodes at a time. For example, see Diestel [200] and Page and Wooders [518] for some more general representations.


2. Sometimes graphs without any self-links (and without multiple links) are referred to as simple graphs. Unless otherwise stated, the term graph refers to a simple graph in this book. If self-links and multiple links between nodes are permitted, the resulting structure is termed a multigraph.


3. In this case it matters whether gii = 1,in which case i [image: Image] N(g), or whether gii = 0,in which case [image: Image].


4. A path may also be defined to be a subnetwork that consists of the set of involved nodes and the set of links between these nodes.


5. The definition of a path given here is the standard one from the graph theory literature. In some of the network literature, the term path is used more loosely and can refer to a walk, so that nodes can be visited more than once. This ambiguity can cause some confusion, which should be borne in mind when reading the literature.


6. This inclusion is a matter of convention, and one can also find definitions of components that only allow for subnetworks with links.


7. There are variations on this definition, with some requiring that the components connected by the bridge both involve more than one node.


8. Note that whether i is in i’s neighborhood depends on whether gii = 1 is allowed. As I am following a default convention of gii = 0, i is generally not considered to be in i’s neighborhood. This definition ensures that i’s degree is the number of other nodes that i is linked to, which is then the cardinality of i’s neighborhood.


9. P can be a frequency distribution if we are describing data, or it can be a probability distribution if we are working with random networks.


10. For an informative overview, see Mitzenmacher [470].


11. One has to be careful about defining the value at d = 0, as it might not be well defined; so let us keep track of nodes with degree at least 1.


12. When the support is {1, 2,…}, then the scalar is the inverse of what is known as the Riemann zeta function, [image: Image]


13. Related measures, working with cycles rather than paths, are the girth and circumference of a network. The girth is the length of the smallest cycle in a network (set to infinity if there are no cycles), and the circumference is the length of the largest cycle (set to 0 if there are no cycles).


14. This measurement holds precisely if there is an integer K such that n = 2K−1 in the case of a binary tree.


15. There is a way to circumvent these problems. As Newman [503] suggests, the measure


[image: Image]


where [image: Image](i, j, g) is the length of the shortest path between i and j in g and is set to infinity if the nodes are not connected. This measure can be calculated regardless of component structure. So rather than averaging path lengths, one looks at the reciprocal of the average of the reciprocal path lengths. Taking the reciprocal twice leads to something similar to averaging path lengths directly, but working with the reciprocals eliminates the influence of infinite path lengths.


16. For instance, there are more efficient ways of calculating powers of g when it is diagonalizable (see Section 2.4.1). Computational efficiency can be important when n is large.


17. Note the distinction between a clique and a component. A clique must be completely connected and not be a strict subset of any subnetwork that is completely connected, while a component must be path-connected and not be a strict subset of any subnetwork that is pathconnected. Neither implies the other.


18. An early definition of this is from Luce and Perry [443].


19. Clustering in the sense used here comes from the recent random network literature (e.g., see Newman [503]). Clustering has an interesting history as a term, growing out of the earlier sociology literature and based on partitioning signed graphs into subsets in which nodes within elements of the partition have only positive relationships between them, and only negative relationships exist across elements of the partition (e.g., see Chapter 6 in Wasserman and Faust [650]).


20. A convention is to set Cli(g) = 0 if i has no more than one link.


21. This relates back to the important role of the Medici, as many of their neighbors were not directly connected but were connected only indirectly through the Medici.


22. Alternatively, one could examine the percentage of times that k has a directed link to i so that a directed cycle emerges. This calculation can yield very different results, depending on the context.


23. There are also hybrid measures (mixing ideas of directed and undirected links) in which one counts the percentage of possible directed links among a node’s direct neighbors that are present on average, as in, for example, Adamic’s [2] study of the world wide web.


24. See Borgatti [94] for more discussion on categorizing measures of centrality.


25. Let 0/0 = 0, so that if dj(g) = 0, then set [image: Image]ij = 0.


26. However, if one normalizes by out-degree, then the measure will be out-degree.


27. See Section 2.4 for background on eigenvectors.


28. From (2.8), if PK2(g, a) is finite, then it follows that PK2(g, a) − agPK2(g, a) = ag11 or (II - ag)PK2(g, a) = ag11. A sufficient condition for PK2(g, a) to be finite is that a be smaller than 1 divided by the norm of the largest eigenvalue of g; and for the latter to be true it is sufficient that a be smaller than 1 divided by the maximum degree of any agent.


29. Note that the scalar a is no longer relevant, as it simply multiplies all of the terms. It is only useful in comparing to the corresponding Katz measure. This is not to say that the Bonacich measure is the same as that of Katz, as being able to change b without forcing a to adjust in the same manner can lead to important differences.


30. Excellent texts on graph theory are Bollob´s [85] and Diestel [200].


31. For more detailed definitions of game-theoretic concepts and a discussion of games played on networks see Chapter 9.


32. Assume that if some player buys the book, and several neighbors wish to borrow it, then they can coordinate on when they borrow it so that they can each borrow it without rivalry.


33. This example is from Bollobás [85].


34. This problem is known as the vertex coloring problem. There are also edge coloring problems, and a recent generalization called list coloring problems. The edge coloring problem is to color the edges so that no two adjacent edges have the same color. The minimal number of colors needed has application, for instance, to having enough time slots for scheduling bilateral meetings of neighboring nodes, so that no node needs to be in more than one meeting at once. For an introduction to these problems, see Bollobás [85] or Diestel [200].


35. But note that the sets need not be maximal independent sets. For instance, node 1 is in its own element of the partition in Figure 2.16, but it is not a maximal independent set as it is not connected to 6. If we change the partition and color 6 to be the same color as 1, then we have another four-coloring. But then 2 is in its own element of the partition and does not form a maximal independent set.


36. That proof involved a computer verification that a series of 1,482 cases each reduces to being four-colorable. Shorter proofs have since been provided.


37. The graph here is actually a multigraph, as there is more than one link between some pairs of nodes. The general problem of finding Eulerian tours can be stated in either context.


38. Note that a closed walk is not necessarily a cycle (as it may visit some of the intermediate nodes more than once), but a cycle is a closed walk.


39. We have to be careful here to restrict attention to some normalization of each eigenvector, so it has norm 1, for instance. Otherwise, note that if v is an eigenvector of T, then so is kv for any scalar k, as (2.11), as well as (2.12), are satisfied if v is rescaled.


40. The Perron-Frobenius theorem implies that the largest eigenvalue of any nonnegative matrix is real valued, and its corresponding eigenvector is nonnegative. Other eigenvalues can be complex valued.


41. This is a matrix in which some rows are linear combinations of other rows, or similarly for columns, which corresponds to having a determinant of 0.


42. This formulation can help substantially from a computational perspective as well. Raising T to a power directly, for a large matrix, can be computationally intensive. Instead, raising Λ to a power is much easier since it involves raising only the diagonal entries to a power.
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