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Preface


Medical microbiology can be a bewildering field to the novice. We are faced with many questions when learning microbiology: How do I learn all the names? Which infectious agents cause which diseases? Why? When? Who is at risk? Is there a treatment? However, all these concerns can be reduced to one essential question: What information do I need to know that will help me understand how to diagnose and treat an infected patient?


Certainly, there are a number of theories about what a student needs to know and how to teach it, which supposedly validates the plethora of microbiology textbooks that have flooded the bookstores in recent years. Although we do not claim to have the one right approach to teaching medical microbiology (there is truly no one perfect approach to medical education), we have founded the revisions of this textbook on our experience gained through years of teaching medical students, residents, and infectious disease fellows as well as on the work devoted to the six previous editions. We have tried to present the basic concepts of medical microbiology clearly and succinctly in a manner that addresses different types of learners. The text is written in a straightforward manner with, it is hoped, uncomplicated explanations of difficult concepts. Details are summarized in tabular format rather than in lengthy text, and there are colorful illustrations for the visual learner. Clinical Cases provide the relevance that puts reality into the basic science. Important points are emphasized in boxes to aid students, especially in their review; and the study questions, including Clinical Cases, address relevant aspects of each chapter. Each section begins with a chapter that summarizes microbial diseases, and this also provides review material.


Our understanding of microbiology and immunology is rapidly expanding with new and exciting discoveries in all areas. Expansion of knowledge could also lead to expansion of the book. We used our experience as authors and teachers to choose the most important information and explanations for inclusion in this textbook. Each chapter has been carefully updated and expanded to include new, medically relevant discoveries. In each of these chapters, we have attempted to present the material that we believe will help the student gain a clear understanding of the significance of the individual microbes and their diseases.


With each edition of Medical Microbiology we refine and update our presentation. There are many changes to the seventh edition, including a reorganization of the chapters. The book starts with a general introduction to microbiology, the techniques used by microbiologists and immunologists, and then the immunology section. The immunology section has been extensively updated and reorganized. The immune cells and tissues are introduced, followed by an enhanced chapter on innate immunity, and updated chapters on antigen-specific immunity, antimicrobial immunity, and vaccines. The sections on bacteria, viruses, fungi, and parasites have also been reorganized. Each section is introduced by the relevant basic science chapters and then the specific microbial disease summary chapter before proceeding into descriptions of the individual microbes, “the bug parade.” As in previous editions, there are many summary boxes, tables, clinical photographs, and original clinical cases. Clinical Cases are included because we believe students will find them particularly interesting and instructive and they are a very efficient way to present this complex subject. Each chapter in the “bug parade” is introduced by relevant questions to excite students and orient them as they explore the chapter. Finally, students are provided with access to the Student Consult website, which provides links to additional reference materials, clinical photographs, and answers to the introductory and summary questions of each chapter. A very important feature on the website is access to more than 200 practice exam questions that will help students assess their mastery of the subject matter and prepare for their course and Licensure exams. In essence, this edition provides an understandable text, details, questions, examples, and a review book all in one.






To Our Future Colleagues: The Students


On first impression, success in medical microbiology would appear to depend on memorization. Microbiology may seem to consist of only innumerable facts, but there is also a logic to microbiology and immunology. Like a medical detective, the first step is to know your villain. Microbes establish a niche in our bodies, and their ability to do so and the disease that may result depends on how they interact with the host and the innate and immune protective responses that ensue.


There are many ways to approach learning microbiology and immunology, but ultimately the more you interact with the material using multiple senses, the better you will build memory and learn. A fun and effective approach to learning is to think like a physician and treat each microbe and its diseases as if it were an infection in your patient. Create a patient for each microbial infection, and compare and contrast the different patients. Perform role-playing and ask the seven basic questions as you approach this material: Who? Where? When? Why? Which? What? and How? For example: Who is at risk for disease? Where does this organism cause infections (both body site and geographic area)? When is isolation of this organism important? Why is this organism able to cause disease? Which species and genera are medically important? What diagnostic tests should be performed? How is this infection managed? Each organism that is encountered can be systematically examined. The essential information can be summarized in the acronym VIRIDEPT: Know the Virulence properties of the organism; how to Identify the microbial cause of disease; the specific conditions or mechanisms for Replicating the microbe; the helpful and harmful aspects of the Innate and Immune response to the infection; the Disease signs and consequences; the Epidemiology of infections; how to Prevent its disease; and its Treatment. Learn three to five words or phrases that are associated with the microbe—words that will stimulate your memory (trigger words) and organize the diverse facts into a logical picture. Develop alternative associations. For example, this textbook presents organisms in the systematic taxonomic structure (frequently called a “bug parade,” but which the authors think is the easiest way to introduce the organisms). Take a given virulence property (e.g., toxin production) or type of disease (e.g., meningitis) and list the organisms that share this property. Pretend that an imaginary patient is infected with a specific agent and create the case history. Explain the diagnosis to your imaginary patient and also to your future professional colleagues. In other words, do not simply attempt to memorize page after page of facts; rather, use techniques that stimulate your mind and challenge your understanding of the facts presented throughout the text. Use the summary chapter at the beginning of each organism section to help refine your “differential diagnosis” and classify organisms into logical “boxes.”


Our knowledge about microbiology and immunology is constantly growing, and by building a good foundation of understanding in the beginning, it will be much easier to understand with the advances of the future.


No textbook of this magnitude would be successful without the contributions of numerous individuals. We are grateful for the valuable professional help and support provided by the staff at Elsevier, particularly Jim Merritt, William Schmitt, Katie DeFrancesco, and Kristine Feeherty. We also want to thank the many students and professional colleagues who have offered their advice and constructive criticism throughout the development of this sixth edition of Medical Microbiology.







Patrick R. Murray, PhD, Ken S. Rosenthal, PhD, Michael A. Pfaller, MD












Section 1


Introduction










1 Introduction to Medical Microbiology


Imagine the excitement felt by the Dutch biologist Anton van Leeuwenhoek in 1674 as he peered through his carefully ground microscopic lenses at a drop of water and discovered a world of millions of tiny “animalcules.” Almost 100 years later, the Danish biologist Otto Müller extended van Leeuwenhoek’s studies and organized bacteria into genera and species according to the classification methods of Carolus Linnaeus. This was the beginning of the taxonomic classification of microbes. In 1840, the German pathologist Friedrich Henle proposed criteria for proving that microorganisms were responsible for causing human disease (the “germ theory” of disease). Robert Koch and Louis Pasteur confirmed this theory in the 1870s and 1880s with a series of elegant experiments proving that microorganisms were responsible for causing anthrax, rabies, plague, cholera, and tuberculosis. Other brilliant scientists went on to prove that a diverse collection of microbes was responsible for causing human disease. The era of chemotherapy began in 1910, when the German chemist Paul Ehrlich discovered the first antibacterial agent, a compound effective against the spirochete that causes syphilis. This was followed by Alexander Fleming’s discovery of penicillin in 1928, Gerhard Domagk’s discovery of sulfanilamide in 1935, and Selman Waksman’s discovery of streptomycin in 1943. In 1946, the American microbiologist John Enders was the first to cultivate viruses in cell cultures, leading the way to the large-scale production of virus cultures for vaccine development. Thousands of scientists have followed these pioneers, each building on the foundation established by his or her predecessors, and each adding an observation that expanded our understanding of microbes and their role in disease.


The world that van Leeuwenhoek discovered was complex, consisting of protozoa and bacteria of all shapes and sizes. However, the complexity of medical microbiology we know today rivals the limits of the imagination. We now know that there are thousands of different types of microbes that live in, on, and around us—and hundreds that cause serious human diseases. To understand this information and organize it in a useful manner, it is important to understand some of the basic aspects of medical microbiology. To start, the microbes can be subdivided into the following four general groups: viruses, bacteria, fungi, and parasites, each having its own level of complexity.






Viruses


Viruses are the smallest infectious particles, ranging in diameter from 18 to 600 nanometers (most viruses are less than 200 nm and cannot be seen with a light microscope) (see Chapter 44). Viruses typically contain either deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) but not both; however, some viral-like particles do not contain any detectable nucleic acids (e.g., prions; see Chapter 64), while the recently discovered Mimivirus contains both RNA and DNA. The viral nucleic acids required for replication are enclosed in a protein shell with or without a lipid membrane coat. Viruses are true parasites, requiring host cells for replication. The cells they infect and the host response to the infection dictate the nature of the clinical manifestation. More than 2000 species of viruses have been described, with approximately 650 infecting humans and animals. Infection can lead either to rapid replication and destruction of the cell or to a long-term chronic relationship with possible integration of the viral genetic information into the host genome. The factors that determine which of these takes place are only partially understood. For example, infection with the human immunodeficiency virus, the etiologic agent of the acquired immunodeficiency syndrome (AIDS), can result in the latent infection of CD4 lymphocytes or the active replication and destruction of these immunologically important cells. Likewise, infection can spread to other susceptible cells, such as the microglial cells of the brain, resulting in the neurologic manifestations of AIDS. The virus determines the disease and can range from the common cold to gastroenteritis to fatal catastrophes such as rabies, Ebola, smallpox, or AIDS.









Bacteria


Bacteria are relatively simple in structure. They are prokaryotic organisms—simple unicellular organisms with no nuclear membrane, mitochondria, Golgi bodies, or endoplasmic reticulum—that reproduce by asexual division. The bacterial cell wall is complex, consisting of one of two basic forms: a gram-positive cell wall with a thick peptidoglycan layer, and a gram-negative cell wall with a thin peptidoglycan layer and an overlying outer membrane (additional information about this structure is presented in Chapter 12). Some bacteria lack this cell wall structure and compensate by surviving only inside host cells or in a hypertonic environment. The size (1 to 20 µm or larger), shape (spheres, rods, spirals), and spacial arrangement (single cells, chains, clusters) of the cells are used for the preliminary classification of bacteria, and the phenotypic and genotypic properties of the bacteria form the basis for the definitive classification. The human body is inhabited by thousands of different bacterial species—some living transiently, others in a permanent parasitic relationship. Likewise, the environment that surrounds us, including the air we breathe, water we drink, and food we eat, is populated with bacteria, many of which are relatively avirulent and some of which are capable of producing life-threatening disease. Disease can result from the toxic effects of bacterial products (e.g., toxins) or when bacteria invade normally sterile body sites.









Fungi


In contrast to bacteria, the cellular structure of fungi is more complex. These are eukaryotic organisms that contain a well-defined nucleus, mitochondria, Golgi bodies, and endoplasmic reticulum (see Chapter 65). Fungi can exist either in a unicellular form (yeast) that can replicate asexually or in a filamentous form (mold) that can replicate asexually and sexually. Most fungi exist as either yeasts or molds; however, some fungi can assume either morphology. These are known as dimorphic fungi and include such organisms as Histoplasma, Blastomyces, and Coccidioides.









Parasites


Parasites are the most complex microbes. Although all parasites are classified as eukaryotic, some are unicellular and others are multicellular (see Chapter 76). They range in size from tiny protozoa as small as 1 to 2 µm in diameter (the size of many bacteria) to tapeworms that can measure up to 10 meters in length and arthropods (bugs). Indeed, considering the size of some of these parasites, it is hard to imagine how these organisms came to be classified as microbes. Their life cycles are equally complex, with some parasites establishing a permanent relationship with humans and others going through a series of developmental stages in a progression of animal hosts. One of the difficulties confronting students is not only an understanding of the spectrum of diseases caused by parasites, but also an appreciation of the epidemiology of these infections, which is vital for developing a differential diagnosis and an approach to the control and prevention of parasitic infections.









Immunology


It is difficult to discuss human microbiology without also discussing the innate and immune responses to the microbes. Our innate and immune responses evolved to protect us from infection. At the same time, the microbes that live in our bodies as normal flora or disease- causing organisms must be able to withstand or evade these host protections sufficiently long to be able to establish their niche within our bodies or spread to new hosts. The peripheral damage that occurs during the war between the host protections and microbial invaders contributes or may be the cause of the symptoms of the disease. Ultimately, the innate and immune responses are the best prevention and cure for microbial disease.









Microbial Disease


One of the most important reasons for studying microbes is to understand the diseases they cause and the ways to control them. Unfortunately, the relationship between many organisms and their diseases is not simple. Specifically, most organisms do not cause a single, well-defined disease, although there are certainly ones that do (e.g., Clostridium tetani, tetanus; Ebola virus, Ebola; Plasmodium species, malaria). Instead, it is more common for a particular organism to produce many manifestations of disease (e.g., Staphylococcus aureus—endocarditis, pneumonia, wound infections, food poisoning) or for many organisms to produce the same disease (e.g., meningitis caused by viruses, bacteria, fungi, and parasites). In addition, relatively few organisms can be classified as always pathogenic, although some do belong in this category (e.g., rabies virus, Bacillus anthracis, Sporothrix schenckii, Plasmodium species). Instead, most organisms are able to establish disease only under well-defined circumstances (e.g., the introduction of an organism with a potential for causing disease into a normally sterile site, such as the brain, lungs, and peritoneal cavity). Some diseases arise when a person is exposed to organisms from external sources. These are known as exogenous infections, and examples include diseases caused by influenza virus, Clostridium tetani, Neisseria gonorrhoeae, Coccidioides immitis, and Entamoeba histolytica. Most human diseases, however, are produced by organisms in the person’s own microbial flora that spread to inappropriate body sites where disease can ensue (endogenous infections).


The interaction between an organism and the human host is complex. The interaction can result in transient colonization, a long-term symbiotic relationship, or disease. The virulence of the organism, the site of exposure, and the host’s ability to respond to the organism determine the outcome of this interaction. Thus the manifestations of disease can range from mild symptoms to organ failure and death. The role of microbial virulence and the host’s immunologic response is discussed in depth in subsequent chapters.


The human body is remarkably adapted to controlling exposure to pathogenic microbes. Physical barriers prevent invasion by the microbe; innate responses recognize molecular patterns on the microbial components and activate local defenses and specific adapted immune responses that target the microbe for elimination. Unfortunately, the immune response is often too late or too slow. To improve the human body’s ability to prevent infection, the immune system can be augmented either through the passive transfer of antibodies present in immune globulin preparations or through active immunization with components of the microbes (vaccines). Infections can also be controlled with a variety of chemotherapeutic agents. Unfortunately, microbes can mutate and share genetic information and those that cannot be recognized by the immune response due to antigenic variation or are resistant to antibiotics will be selected and will endure. Thus the battle for control between microbe and host continues, with neither side yet able to claim victory (although the microbes have demonstrated remarkable ingenuity). There clearly is no “magic bullet” that has eradicated infectious diseases.









Diagnostic Microbiology


The clinical microbiology laboratory plays an important role in the diagnosis and control of infectious diseases. However, the ability of the laboratory to perform these functions is limited by the quality of the specimen collected from the patient, the means by which it is transported from the patient to the laboratory, and the techniques used to demonstrate the microbe in the sample. Because most diagnostic tests are based on the ability of the organism to grow, transport conditions must ensure the viability of the pathogen. In addition, the most sophisticated testing protocols are of little value if the collected specimen is not representative of the site of infection. This seems obvious, but many specimens sent to laboratories for analysis are contaminated during collection with the organisms that colonize the mucosal surfaces. It is virtually impossible to interpret the testing results with contaminated specimens, because most infections are caused by endogenous organisms.


The laboratory is also able to determine the antimicrobial activity of selected chemotherapeutic agents, although the value of these tests is limited. The laboratory must test only organisms capable of producing disease and only medically relevant antimicrobials. To test all isolated organisms or an indiscriminate selection of drugs can yield misleading results with potentially dangerous consequences. Not only can a patient be treated inappropriately with unnecessary antibiotics, but also the true pathogenic organism may not be recognized among the plethora of organisms isolated and tested. Finally, the in vitro determination of an organism’s susceptibility to a variety of antibiotics is only one aspect of a complex picture. The virulence of the organism, site of infection, and patient’s ability to respond to the infection influence the host-parasite interaction and must also be considered when planning treatment.









Summary


It is important to realize that our knowledge of the microbial world is evolving continually. Just as the early microbiologists built their discoveries on the foundations established by their predecessors, we and future generations will continue to discover new microbes, new diseases, and new therapies. The following chapters are intended as a foundation of knowledge that can be used to build your understanding of microbes and their diseases.













2 Commensal and Pathogenic Microbial Flora in Humans


Medical microbiology is the study of the interactions between animals (primarily humans) and microorganisms, such as bacteria, viruses, fungi, and parasites. Although the primary interest is in diseases caused by these interactions, it must also be appreciated that microorganisms play a critical role in human survival. The normal commensal population of microbes participates in the metabolism of food products, provides essential growth factors, protects against infections with highly virulent microorganisms, and stimulates the immune response. In the absence of these organisms, life as we know it would be impossible.


The microbial flora in and on the human body is in a continual state of flux determined by a variety of factors, such as age, diet, hormonal state, health, and personal hygiene. Whereas the human fetus lives in a protected, sterile environment, the newborn human is exposed to microbes from the mother and the environment. The infant’s skin is colonized first, followed by the oropharynx, gastrointestinal tract, and other mucosal surfaces. Throughout the life of a human being, this microbial population continues to change. Changes in health can drastically disrupt the delicate balance that is maintained among the heterogeneous organisms coexisting within us. For example, hospitalization can lead to the replacement of normally avirulent organisms in the oropharynx with gram-negative rods (e.g., Klebsiella, Pseudomonas) that can invade the lungs and cause pneumonia. Likewise, the indigenous bacteria present in the intestines restrict the growth of Clostridium difficile in the gastrointestinal tract. In the presence of antibiotics, however, this indigenous flora is eliminated, and C. difficile is able to proliferate and produce diarrheal disease and colitis.


Exposure of an individual to an organism can lead to one of three outcomes. The organism can (1) transiently colonize the person, (2) permanently colonize the person, or (3) produce disease. It is important to understand the distinction between colonization and disease. (Note: Many people use the term infection inappropriately as a synonym for both terms.) Organisms that colonize humans (whether for a short period, such as hours or days [transient], or permanently) do not interfere with normal body functions. In contrast, disease occurs when the interaction between microbe and human leads to a pathologic process characterized by damage to the human host. This process can result from microbial factors (e.g., damage to organs caused by the proliferation of the microbe or the production of toxins or cytotoxic enzymes) or the host’s immune response to the organism (e.g., the pathology of severe acute respiratory syndrome [SARS] coronavirus infections is primarily caused by the patient’s immune response to the virus).


An understanding of medical microbiology requires knowledge not only of the different classes of microbes but also of their propensity for causing disease. A few infections are caused by strict pathogens (i.e., organisms always associated with human disease). A few examples of strict pathogens and the diseases they cause include Mycobacterium tuberculosis (tuberculosis), Neisseria gonorrhoeae (gonorrhea), Francisella tularensis (tularemia), Plasmodium spp. (malaria), and rabies virus (rabies). Most human infections are caused by opportunistic pathogens, organisms that are typically members of the patient’s normal microbial flora (e.g., Staphylococcus aureus, Escherichia coli, Candida albicans). These organisms do not produce disease in their normal setting but establish disease when they are introduced into unprotected sites (e.g., blood, tissues). The specific factors responsible for the virulence of strict and opportunistic pathogens are discussed in later chapters. If a patient’s immune system is defective, that patient is more susceptible to disease caused by opportunistic pathogens.


The microbial population that colonizes the human body is numerous and diverse. Our knowledge of the composition of this population is currently based on comprehensive culture methods; however, it is estimated that only a small proportion of the microbes can be cultivated. To better understand the microbial population, a large scale project called the Human Microbiome Project (HMP) has been initiated to characterize comprehensively the human microbiota and analyze its role in human health and disease. The skin and all mucosal surfaces of the human body are currently being analyzed systematically by genomic techniques. The initial phase of this study was completed in 2012, and it is apparent that the human microbiome is complex, composed of many organisms not previously recognized, and undergoes dynamic changes in disease. For the most current information about this study, please refer to the HMP website: http://nihroadmap.nih.gov/hmp/. For this edition of Medical Microbiology, the information discussed in this chapter will be based on data collected from systematic cultures, with the understanding that much of what we currently know may be very different from what we will learn in the next 5 years.






Respiratory Tract and Head






Mouth, Oropharynx, and Nasopharynx


The upper respiratory tract is colonized with numerous organisms, with 10 to 100 anaerobes for every aerobic bacterium (Box 2-1). The most common anaerobic bacteria are Peptostreptococcus and related anaerobic cocci, Veillonella, Actinomyces, and Fusobacterium spp. The most common aerobic bacteria are Streptococcus, Haemophilus, and Neisseria spp. The relative proportion of these organisms varies at different anatomic sites; for example, the microbial flora on the surface of a tooth is quite different from the flora in saliva or in the subgingival spaces. Most of the common organisms in the upper respiratory tract are relatively avirulent and are rarely associated with disease unless they are introduced into normally sterile sites (e.g., sinuses, middle ear, brain). Potentially pathogenic organisms, including Streptococcus pyogenes, Streptococcus pneumoniae, S. aureus, Neisseria meningitidis, Haemophilus influenzae, Moraxella catarrhalis, and Enterobacteriaceae, can also be found in the upper airways. Isolation of these organisms from an upper respiratory tract specimen does not define their pathogenicity (remember the concept of colonization versus disease). Their involvement with a disease process must be demonstrated by the exclusion of other pathogens. For example, with the exception of S. pyogenes, these organisms are rarely responsible for pharyngitis, even though they can be isolated from patients with this disease. S. pneumoniae, S. aureus, H. influenzae, and M. catarrhalis are organisms commonly associated with infections of the sinuses.





Box 2-1 


Most Common Microbes That Colonize the Upper Respiratory Tract






Bacteria







Acinetobacter


Actinobacillus


Actinomyces


Cardiobacterium


Corynebacterium


Eikenella


Enterobacteriaceae


Eubacterium


Fusobacterium


Haemophilus


Kingella


Moraxella


Mycoplasma


Neisseria


Peptostreptococcus


Porphyromonas


Prevotella


Propionibacterium


Staphylococcus


Streptococcus


Stomatococcus


Treponema


Veillonella












Fungi







Candida












Parasites







Entamoeba


Trichomonas


















Ear


The most common organism colonizing the outer ear is coagulase-negative Staphylococcus. Other organisms colonizing the skin have been isolated from this site, as well as potential pathogens such as S. pneumoniae, Pseudomonas aeruginosa, and members of the Enterobacteriaceae family.









Eye


The surface of the eye is colonized with coagulase-negative staphylococci, as well as rare numbers of organisms found in the nasopharynx (e.g., Haemophilus spp., Neisseria spp., viridans streptococci). Disease is typically associated with S. pneumoniae, S. aureus, H. influenzae, N. gonorrhoeae, Chlamydia trachomatis, P. aeruginosa, and Bacillus cereus.









Lower Respiratory Tract


The larynx, trachea, bronchioles, and lower airways are generally sterile, although transient colonization with secretions of the upper respiratory tract may occur. More virulent bacteria present in the mouth (e.g., S. pneumoniae, S. aureus, members of the family Enterobacteriaceae such as Klebsiella) cause acute disease of the lower airway. Chronic aspiration may lead to a polymicrobial disease in which anaerobes are the predominant pathogens, particularly Peptostreptococcus, related anaerobic cocci, and anaerobic gram-negative rods. Fungi such as C. albicans are a rare cause of disease in the lower airway, and invasion of these organisms into tissue must be demonstrated to exclude simple colonization. In contrast, the presence of the dimorphic fungi (e.g., Histoplasma, Coccidioides, and Blastomyces spp.) is diagnostic, because asymptomatic colonization with these organisms never occurs.












Gastrointestinal Tract


The gastrointestinal tract is colonized with microbes at birth and remains the home for a diverse population of organisms throughout the life of the host (Box 2-2). Although the opportunity for colonization with new organisms occurs daily with the ingestion of food and water, the population remains relatively constant, unless exogenous factors such as antibiotic treatment disrupt the balanced flora.





Box 2-2 


Most Common Microbes That Colonize the Gastrointestinal Tract






Bacteria







Acinetobacter


Actinomyces


Bacteroides


Bifidobacterium


Campylobacter


Clostridium


Corynebacterium


Enterobacteriaceae


Enterococcus


Eubacterium


Fusobacterium


Haemophilus


Helicobacter


Lactobacillus


Mobiluncus


Peptostreptococcus


Porphyromonas


Prevotella


Propionibacterium


Pseudomonas


Staphylococcus


Streptococcus


Veillonella












Fungi







Candida












Parasites







Blastocystis


Chilomastix


Endolimax


Entamoeba


Iodamoeba


Trichomonas















Esophagus


Oropharyngeal bacteria and yeast, as well as the bacteria that colonize the stomach, can be isolated from the esophagus; however, most organisms are believed to be transient colonizers that do not establish permanent residence. Bacteria rarely cause disease of the esophagus (esophagitis); Candida spp. and viruses, such as herpes simplex virus and cytomegalovirus, cause most infections.









Stomach


Because the stomach contains hydrochloric acid and pepsinogen (secreted by the parietal and chief cells lining the gastric mucosa), the only organisms present are small numbers of acid-tolerant bacteria, such as the lactic acid–producing bacteria (Lactobacillus and Streptococcus spp.) and Helicobacter pylori. H. pylori is a cause of gastritis and ulcerative disease. The microbial population can dramatically change in numbers and diversity in patients receiving drugs that neutralize or reduce the production of gastric acids.









Small Intestine


In contrast with the anterior portion of the digestive tract, the small intestine is colonized with many different bacteria, fungi, and parasites. Most of these organisms are anaerobes, such as Peptostreptococcus, Porphyromonas, and Prevotella. Common causes of gastroenteritis (e.g., Salmonella and Campylobacter spp.) can be present in small numbers as asymptomatic residents; however, their detection in the clinical laboratory generally indicates disease. If the small intestine is obstructed, such as after abdominal surgery, then a condition called blind loop syndrome can occur. In this case, stasis of the intestinal contents leads to the colonization and proliferation of the organisms typically present in the large intestine, with a subsequent malabsorption syndrome.









Large Intestine


More microbes are present in the large intestine than anywhere else in the human body. It is estimated that more than 1011 bacteria per gram of feces can be found, with anaerobic bacteria in excess by more than 1000-fold. Various yeasts and nonpathogenic parasites can also establish residence in the large intestine. The most common bacteria include Bifidobacterium, Eubacterium, Bacteroides, Enterococcus, and the Enterobacteriaceae family. E. coli is present in virtually all humans from birth until death. Although this organism represents less than 1% of the intestinal population, it is the most common aerobic organism responsible for intraabdominal disease. Likewise, Bacteroides fragilis is a minor member of the intestinal flora, but it is the most common anaerobe responsible for intraabdominal disease. In contrast, Eubacterium and Bifidobacterium are the most common bacteria in the large intestine but are rarely responsible for disease. These organisms simply lack the diverse virulence factors found in B. fragilis.


Antibiotic treatment can rapidly alter the population, causing the proliferation of antibiotic-resistant organisms, such as Enterococcus, Pseudomonas, and fungi. C. difficile can also grow rapidly in this situation, leading to diseases ranging from diarrhea to pseudomembranous colitis. Exposure to other enteric pathogens, such as Shigella, enterohemorrhagic E. coli, and Entamoeba histolytica, can also disrupt the colonic flora and produce significant intestinal disease.












Genitourinary System


In general, the anterior urethra and vagina are the only anatomic areas of the genitourinary system permanently colonized with microbes (Box 2-3). Although the urinary bladder can be transiently colonized with bacteria migrating upstream from the urethra, these should be cleared rapidly by the bactericidal activity of the uroepithelial cells and the flushing action of voided urine. The other structures of the urinary system should be sterile, except when disease or an anatomic abnormality is present. Likewise, the uterus should also remain free of organisms.





Box 2-3 


Most Common Microbes That Colonize the Genitourinary Tract






Bacteria







Actinomyces


Bacteroides


Bifidobacterium


Clostridium


Corynebacterium


Enterobacteriaceae


Enterococcus


Eubacterium


Fusobacterium


Gardnerella


Haemophilus


Lactobacillus


Mobiluncus


Mycoplasma


Peptostreptococcus


Porphyromonas


Prevotella


Propionibacterium


Staphylococcus


Streptococcus


Treponema


Ureaplasma












Fungi







Candida















Anterior Urethra


The commensal population of the urethra consists of a variety of organisms, with lactobacilli, streptococci, and coagulase-negative staphylococci the most numerous. These organisms are relatively avirulent and are rarely associated with human disease. In contrast, the urethra can be colonized transiently with fecal organisms, such as Enterococcus, Enterobacteriaceae, and Candida—all of which can invade the urinary tract, multiply in urine, and lead to significant disease. Pathogens such as N. gonorrhoeae and C. trachomatis are common causes of urethritis and can persist as asymptomatic colonizers of the urethra. The isolation of these two organisms in clinical specimens should always be considered significant, regardless of the presence or absence of clinical symptoms.









Vagina


The microbial population of the vagina is more diverse and is dramatically influenced by hormonal factors. Newborn girls are colonized with lactobacilli at birth, and these bacteria predominate for approximately 6 weeks. After that time, the levels of maternal estrogen have declined, and the vaginal flora changes to include staphylococci, streptococci, and Enterobacteriaceae. When estrogen production is initiated at puberty, the microbial flora again changes. Lactobacilli reemerge as the predominant organisms, and many other organisms are also isolated, including staphylococci (S. aureus less commonly than the coagulase-negative species), streptococci (including group B Streptococcus), Enterococcus, Gardnerella, Mycoplasma, Ureaplasma, Enterobacteriaceae, and a variety of anaerobic bacteria. N. gonorrhoeae is a common cause of vaginitis. In the absence of this organism, significant numbers of cases develop when the balance of vaginal bacteria is disrupted, resulting in decreases in the number of lactobacilli and increases in the number of Mobiluncus and Gardnerella. Trichomonas vaginalis, C. albicans, and Candida glabrata are also important causes of vaginitis. Although herpes simplex virus and papillomavirus would not be considered normal flora of the genitourinary tract, these viruses can establish persistent infections.









Cervix


Although the cervix is not normally colonized with bacteria, N. gonorrhoeae and C. trachomatis are important causes of cervicitis. Actinomyces can also produce disease at this site.












Skin


Although many organisms come into contact with the skin surface, this relatively hostile environment does not support the survival of most organisms (Box 2-4). Gram-positive bacteria (e.g., coagulase-negative Staphylococcus and, less commonly, S. aureus, corynebacteria, and propionibacteria) are the most common organisms found on the skin surface. Clostridium perfringens is isolated on the skin of approximately 20% of healthy individuals, and the fungi Candida and Malassezia are also found on skin surfaces, particularly in moist sites. Streptococci can colonize the skin transiently, but the volatile fatty acids produced by the anaerobe propionibacteria are toxic for these organisms. Gram-negative rods with the exception of Acinetobacter and a few other less common genera are not commonly cultured from the human skin. It was felt that the environment was too hostile to allow survival of these organisms; however, the HMP has revealed that uncultureable gram-negative rods may be the most common organisms on the skin surface.





Box 2-4 


Most Common Microbes That Colonize the Skin






Bacteria







Acinetobacter


Aerococcus


Bacillus


Clostridium


Corynebacterium


Micrococcus


Peptostreptococcus


Propionibacterium


Staphylococcus


Streptococcus












Fungi







Candida


Malassezia
















Questions







1. What is the distinction between colonization and disease?


2. Give examples of strict pathogens and opportunistic pathogens.


3. What factors regulate the microbial populations of organisms that colonize humans?







Answers


1. The human body has many organisms (bacteria, fungi, some parasites) that form the normal commensal population. These organisms live on the surface of the skin and all mucosal membranes (from the mouth to the anus and the genitourinary tract). These bacteria live on these surfaces and protect humans from colonization with highly virulent microbes. The organisms also stimulate a protective response and can help provide essential growth factors. If these organisms are introduced into normally sterile sites of the body or if the individuals are exposed to highly virulent organisms, then disease can occur. Thus it is important to distinguish between colonization, which is a natural, important process, and disease.


2. Strict pathogens are organisms that are almost always found in the setting of disease. Some examples of strict pathogens are Mycobacterium tuberculosis, Clostridium tetani, Neisseria gonorrhoeae, Francisella tularensis, Plasmodium falciparum, and rabies viruses. Most human infections are caused by opportunistic pathogens; that is, organisms that can colonize humans without evidence of disease or cause disease when introduced into normally sterile tissues or into a patient with defective immunity. Some examples of opportunistic pathogens are Staphylococcus aureus, Escherichia coli, Pseudomonas aeruginosa, and Candida albicans.


3. Factors that determine the population of organisms that colonize humans are complex and include age, diet, hormonal state, health, and personal hygiene.
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3 Sterilization, Disinfection, and Antisepsis


An important aspect of the control of infections is an understanding of the principles of sterilization, disinfection, and antisepsis (Box 3-1).





Box 3-1 


Definitions







Antisepsis: Use of chemical agents on skin or other living tissue to inhibit or eliminate microbes; no sporicidal action is implied


Disinfection: Use of physical procedures or chemical agents to destroy most microbial forms; bacterial spores and other relatively resistant organisms (e.g., mycobacteria, viruses, fungi) may remain viable; disinfectants are subdivided into high-, intermediate-, and low-level agents


Germicide: Chemical agent capable of killing microbes; spores may survive


High-level disinfectant: A germicide that kills all microbial pathogens except large numbers of bacterial spores


Intermediate-level disinfectant: A germicide that kills all microbial pathogens except bacterial endospores


Low-level disinfectant: A germicide that kills most vegetative bacteria and lipid-enveloped or medium-size viruses


Sporicide: Germicide capable of killing bacterial spores


Sterilization: Use of physical procedures or chemical agents to destroy all microbial forms, including bacterial spores












Sterilization


Sterilization is the total destruction of all microbes, including the more resilient forms such as bacterial spores, mycobacteria, nonenveloped (nonlipid) viruses, and fungi. This can be accomplished using physical, gas vapor, or chemical sterilants (Table 3-1).


Table 3-1 Methods of Sterilization






	Method

	Concentration or Level






	Physical Sterilants

	 






	Steam under pressure

	121° C or 132° C for various time intervals






	Filtration

	0.22- to 0.45-µm pore size; HEPA filters






	Ultraviolet radiation

	Variable exposure to 254-nm wavelength






	Ionizing radiation

	Variable exposure to microwave or gamma radiation






	Gas Vapor Sterilants

	 






	Ethylene oxide

	450-1200 mg/L at 29° C to 65° C for 2-5 hr






	Formaldehyde vapor

	2%-5% at 60° C to 80° C






	Hydrogen peroxide vapor

	30% at 55° C to 60° C






	Plasma gas

	Highly ionized hydrogen peroxide gas






	Chemical Sterilants

	 






	Peracetic acid

	0.2%






	Glutaraldehyde

	2%







HEPA, High-efficiency particulate air.


Physical sterilants, such as moist and dry heat, are the most common sterilizing methods used in hospitals and are indicated for most materials, except those that are heat sensitive or consist of toxic or volatile chemicals. Filtration is useful for removing bacteria and fungi from air (with high-efficiency particulate air [HEPA] filters) or from solutions. However, these filters are unable to remove viruses and some small bacteria. Sterilization by ultraviolet or ionizing radiation (e.g., microwave or gamma rays) is also commonly used. The limitation of ultraviolet radiation is that direct exposure is required.


Ethylene oxide is a commonly used gas vapor sterilant. Although it is highly efficient, strict regulations limit its use, because ethylene oxide is flammable, explosive, and carcinogenic to laboratory animals. Sterilization with formaldehyde gas is also limited, because the chemical is carcinogenic. Its use is restricted primarily to sterilization of HEPA filters. Hydrogen peroxide vapors are effective sterilants because of the oxidizing nature of the gas. This sterilant is used for the sterilization of instruments. A variation is plasma gas sterilization, in which hydrogen peroxide is vaporized, and then reactive free radicals are produced with either microwave-frequency or radio-frequency energy. Because this is an efficient sterilizing method that does not produce toxic byproducts, plasma gas sterilization has replaced many of the applications for ethylene oxide. However, it cannot be used with materials that absorb hydrogen peroxide or react with it.


Two chemical sterilants have also been used: peracetic acid and glutaraldehyde. Peracetic acid, an oxidizing agent, has excellent activity, and the end products (i.e., acetic acid and oxygen) are nontoxic. In contrast, safety is a concern with glutaraldehyde, and care must be used when handling this chemical.









Disinfection


Microbes are also destroyed by disinfection procedures, although more resilient organisms can survive. Unfortunately, the terms disinfection and sterilization are casually interchanged and can result in some confusion. This occurs because disinfection processes have been categorized as high level, intermediate level, and low level. High-level disinfection can generally approach sterilization in effectiveness, whereas spore forms can survive intermediate-level disinfection, and many microbes can remain viable when exposed to low-level disinfection.


Even the classification of disinfectants (Table 3-2) by their level of activity is misleading. The effectiveness of these procedures is influenced by the nature of the item to be disinfected, number and resilience of the contaminating organisms, amount of organic material present (which can inactivate the disinfectant), type and concentration of disinfectant, and duration and temperature of exposure.


Table 3-2 Methods of Disinfection






	Method

	Concentration (Level of Activity)






	Heat

	 






	Moist heat

	75° C to 100° C for 30 min (high)






	Liquid

	 






	Glutaraldehyde

	2%-3.5% (high)






	Hydrogen peroxide

	3%-25% (high)






	Formaldehyde

	3%-8% (high/intermediate)






	Chlorine dioxide

	Variable (high)






	Peracetic acid

	Variable (high)






	Chlorine compounds

	100-1000 ppm of free chlorine (high)






	Alcohol (ethyl, isopropyl)

	70%-95% (intermediate)






	Phenolic compounds

	0.4%-5.0% (intermediate/low)






	Iodophor compounds

	30-50 ppm of free iodine/L (intermediate)






	Quaternary ammonium compounds

	0.4%-1.6% (low)







High-level disinfectants are used for items involved with invasive procedures that cannot withstand sterilization procedures (e.g., certain types of endoscopes and surgical instruments with plastic or other components that cannot be autoclaved). Disinfection of these and other items is most effective if cleaning the surface to remove organic matter precedes treatment. Examples of high-level disinfectants include treatment with moist heat and use of liquids such as glutaraldehyde, hydrogen peroxide, peracetic acid, and chlorine compounds.


Intermediate-level disinfectants (i.e., alcohols, iodophor compounds, phenolic compounds) are used to clean surfaces or instruments where contamination with bacterial spores and other highly resilient organisms is unlikely. These have been referred to as semicritical instruments and devices and include flexible fiberoptic endoscopes, laryngoscopes, vaginal specula, anesthesia breathing circuits, and other items.


Low-level disinfectants (i.e., quaternary ammonium compounds) are used to treat noncritical instruments and devices, such as blood pressure cuffs, electrocardiogram electrodes, and stethoscopes. Although these items come into contact with patients, they do not penetrate through mucosal surfaces or into sterile tissues.


The level of disinfectants used for environmental surfaces is determined by the relative risk these surfaces pose as a reservoir for pathogenic organisms. For example, a higher level of disinfectant should be used to clean the surface of instruments contaminated with blood than that used to clean surfaces that are “dirty,” such as floors, sinks, and countertops. The exception to this rule is if a particular surface has been implicated in a nosocomial infection, such as a bathroom contaminated with Clostridium difficile (spore-forming anaerobic bacterium) or a sink contaminated with Pseudomonas aeruginosa. In these cases, a disinfectant with appropriate activity against the implicated pathogen should be selected.









Antisepsis


Antiseptic agents (Table 3-3) are used to reduce the number of microbes on skin surfaces. These compounds are selected for their safety and efficacy. A summary of their germicidal properties is presented in Table 3-4. Alcohols have excellent activity against all groups of organisms, except spores, and are nontoxic, although they tend to dry the skin surface because they remove lipids. They also do not have residual activity and are inactivated by organic matter. Thus the surface of the skin should be cleaned before alcohol is applied. Iodophors are also excellent skin antiseptic agents, having a range of activity similar to that of alcohols. They are slightly more toxic to the skin than is alcohol, have limited residual activity, and are inactivated by organic matter. Iodophors and iodine preparations are frequently used with alcohols for disinfecting the skin surface. Chlorhexidine has broad antimicrobial activity, although it kills organisms at a much slower rate than alcohol. Its activity persists, although organic material and high pH levels decrease its effectiveness. The activity of parachlorometaxylenol (PCMX) is limited primarily to gram-positive bacteria. Because it is nontoxic and has residual activity, it has been used in handwashing products. Triclosan is active against bacteria but not against many other organisms. It is a common antiseptic agent in deodorant soaps and some toothpaste products.


Table 3-3 Antiseptic Agents






	Antiseptic Agent

	Concentration






	Alcohol (ethyl, isopropyl)

	70%-90%






	Iodophors

	1-2 mg of free iodine/L; 1%-2% available iodine






	Chlorhexidine

	0.5%-4.0%






	Parachlorometaxylenol

	0.50%-3.75%






	Triclosan

	0.3%-2.0%









Table 3-4 Germicidal Properties of Disinfectants and Antiseptic Agents


[image: image]











Mechanisms of Action


The following section briefly reviews the mechanisms by which the most common sterilants, disinfectants, and antiseptics work.






Moist Heat


Attempts to sterilize items using boiling water are inefficient, because only a relatively low temperature (100° C) can be maintained. Indeed, spore formation by a bacterium is commonly demonstrated by boiling a solution of organisms and then subculturing the solution. Boiling vegetative organisms kills them, but the spores remain viable. In contrast, steam under pressure in an autoclave is a very effective form of sterilization; the higher temperature causes denaturation of microbial proteins. The rate of killing organisms during the autoclave process is rapid but is influenced by the temperature and duration of autoclaving, size of the autoclave, flow rate of the steam, density and size of the load, and placement of the load in the chamber. Care must be taken to avoid creating air pockets, which inhibit penetration of the steam into the load. In general, most autoclaves are operated at 121° C to 132° C for 15 minutes or longer. Including commercial preparations of Bacillus stearothermophilus spores can help monitor the effectiveness of sterilization. An ampule of these spores is placed in the center of the load, removed at the end of the autoclave process, and incubated at 37° C. If the sterilization process is successful, the spores are killed and the organisms fail to grow.









Ethylene Oxide


Ethylene oxide is a colorless gas (soluble in water and common organic solvents) that is used to sterilize heat-sensitive items. The sterilization process is relatively slow and is influenced by the concentration of gas, relative humidity and moisture content of the item to be sterilized, exposure time, and temperature. The exposure time is reduced by 50% for each doubling of ethylene oxide concentration. Likewise, the activity of ethylene oxide approximately doubles with each temperature increase of 10° C. Sterilization with ethylene oxide is optimal in a relative humidity of approximately 30%, with decreased activity at higher or lower humidity. This is particularly problematic if the contaminated organisms are dried onto a surface or lyophilized. Ethylene oxide exerts its sporicidal activity through the alkylation of terminal hydroxyl, carboxyl, amino, and sulfhydryl groups. This process blocks the reactive groups required for many essential metabolic processes. Examples of other strong alkylating gases used as sterilants are formaldehyde and β-propiolactone. Because ethylene oxide can damage viable tissues, the gas must be dissipated before the item can be used. This aeration period is generally 16 hours or longer. The effectiveness of sterilization is monitored with the Bacillus subtilis spore test.









Aldehydes


As with ethylene oxide, aldehydes exert their effect through alkylation. The two best-known aldehydes are formaldehyde and glutaraldehyde, both of which can be used as sterilants or high-level disinfectants. Formaldehyde gas can be dissolved in water (creating a solution called formalin) at a final concentration of 37%. Stabilizers, such as methanol, are added to formalin. Low concentrations of formalin are bacteriostatic (i.e., they inhibit but do not kill organisms), whereas higher concentrations (e.g., 20%) can kill all organisms. Combining formaldehyde with alcohol (e.g., 20% formalin in 70% alcohol) can enhance this microbicidal activity. Exposure of skin or mucous membranes to formaldehyde can be toxic. Glutaraldehyde is less toxic for viable tissues, but it can still cause burns on the skin or mucous membranes. Glutaraldehyde is more active at alkaline pH levels (“activated” by sodium hydroxide) but is less stable. Glutaraldehyde is also inactivated by organic material; so items to be treated must first be cleaned.









Oxidizing Agents


Examples of oxidants include ozone, peracetic acid, and hydrogen peroxide, with the last used most commonly. Hydrogen peroxide effectively kills most bacteria at a concentration of 3% to 6% and kills all organisms, including spores, at higher concentrations (10% to 25%). The active oxidant form is not hydrogen peroxide but rather the free hydroxyl radical formed by the decomposition of hydrogen peroxide. Hydrogen peroxide is used to disinfect plastic implants, contact lenses, and surgical prostheses.









Halogens


Halogens, such as compounds containing iodine or chlorine, are used extensively as disinfectants. Iodine compounds are the most effective halogens available for disinfection. Iodine is a highly reactive element that precipitates proteins and oxidizes essential enzymes. It is microbicidal against virtually all organisms, including spore-forming bacteria and mycobacteria. Neither the concentration nor the pH of the iodine solution affects the microbicidal activity, although the efficiency of iodine solutions is increased in acid solutions because more free iodine is liberated. Iodine acts more rapidly than do other halogen compounds or quaternary ammonium compounds. However, the activity of iodine can be reduced in the presence of some organic and inorganic compounds, including serum, feces, ascitic fluid, sputum, urine, sodium thiosulfate, and ammonia. Elemental iodine can be dissolved in aqueous potassium iodide or alcohol, or it can be complexed with a carrier. The latter compound is referred to as an iodophor (iodo, “iodine”; phor, “carrier”). Povidone iodine (iodine complexed with polyvinylpyrrolidone) is used most commonly and is relatively stable and nontoxic to tissues and metal surfaces, but it is expensive compared with other iodine solutions.


Chlorine compounds are also used extensively as disinfectants. Aqueous solutions of chlorine are rapidly bactericidal, although their mechanisms of action are not defined. Three forms of chlorine may be present in water: elemental chlorine (Cl2), which is a very strong oxidizing agent; hypochlorous acid (HOCl); and hypochlorite ion (OCl2). Chlorine also combines with ammonia and other nitrogenous compounds to form chloramines, or N-chloro compounds. Chlorine can exert its effect by the irreversible oxidation of sulfhydryl (SH) groups of essential enzymes. Hypochlorites are believed to interact with cytoplasmic components to form toxic N-chloro compounds, which interfere with cellular metabolism. The efficacy of chlorine is inversely proportional to the pH, with greater activity observed at acid pH levels. This is consistent with greater activity associated with hypochlorous acid rather than with hypochlorite ion concentration. The activity of chlorine compounds also increases with concentration (e.g., a twofold increase in concentration results in a 30% decrease in time required for killing) and temperature (e.g., a 50% to 65% reduction in killing time with a 10° C increase in temperature). Organic matter and alkaline detergents can reduce the effectiveness of chlorine compounds. These compounds demonstrate good germicidal activity, although spore-forming organisms are 10- to 1000-fold more resistant to chlorine than are vegetative bacteria.









Phenolic Compounds


Phenolic compounds (germicides) are rarely used as disinfectants. However, they are of historical interest, because they were used as a comparative standard for assessing the activity of other germicidal compounds. The ratio of germicidal activity by a test compound to that by a specified concentration of phenol yielded the phenol coefficient. A value of 1 indicated equivalent activity, greater than 1 indicated activity less than phenol, and less than 1 indicated activity greater than phenol. These tests are limited, because phenol is not sporicidal at room temperature (but is sporicidal at temperatures approaching 100° C), and it has poor activity against non–lipid-containing viruses. This is understandable, because phenol is believed to act by disrupting lipid-containing membranes, resulting in leakage of cellular contents. Phenolic compounds are active against the normally resilient mycobacteria, because the cell wall of these organisms has a very high concentration of lipids. Exposure of phenolics to alkaline compounds significantly reduces their activity, whereas halogenation of the phenolics enhances their activity. The introduction of aliphatic or aromatic groups into the nucleus of halogen phenols also increases their activity. Bis-phenols are two phenol compounds linked together. The activity of these compounds can also be potentiated by halogenation. One example of a halogenated bis-phenol is hexachlorophene, an antiseptic with activity against gram-positive bacteria.









Quaternary Ammonium Compounds


Quaternary ammonium compounds consist of four organic groups covalently linked to nitrogen. The germicidal activity of these cationic compounds is determined by the nature of the organic groups, with the greatest activity observed with compounds having 8- to 18-carbon long groups. Examples of quaternary ammonium compounds include benzalkonium chloride and cetylpyridinium chloride. These compounds act by denaturing cell membranes to release the intracellular components. Quaternary ammonium compounds are bacteriostatic at low concentrations and bactericidal at high concentrations; however, organisms such as Pseudomonas, Mycobacterium, and the fungus Trichophyton are resistant to these compounds. Indeed, some Pseudomonas strains can grow in quaternary ammonium solutions. Many viruses and all bacterial spores are also resistant. Ionic detergents, organic matter, and dilution neutralize quaternary ammonium compounds.









Alcohols


The germicidal activity of alcohols increases with increasing chain length (maximum of five to eight carbons). The two most commonly used alcohols are ethanol and isopropanol. These alcohols are rapidly bactericidal against vegetative bacteria, mycobacteria, some fungi, and lipid-containing viruses. Unfortunately, alcohols have no activity against bacterial spores and have poor activity against some fungi and non–lipid-containing viruses. Activity is greater in the presence of water. Thus 70% alcohol is more active than 95% alcohol. Alcohol is a common disinfectant for skin surfaces and, when followed by treatment with an iodophor, is extremely effective for this purpose. Alcohols are also used to disinfect items such as thermometers.










Questions







1. Define the following terms and give three examples of each: sterilization, disinfection, and antisepsis.


2. Define the three levels of disinfection and give examples of each. When would each type of disinfectant be used?


3. What factors influence the effectiveness of sterilization with moist heat, dry heat, and ethylene oxide?


4. Give examples of each of the following disinfectants and their mode of action: iodine compounds, chlorine compounds, phenolic compounds, and quaternary ammonium compounds.







Answers


1. There is not a uniform definition of sterilization and disinfection. In general, sterilization represents the total destruction of all microbes, including the more resilient forms such as bacterial spores, mycobacteria, nonenveloped viruses, and fungi. Examples of agents used for sterilization are ethylene oxide, formaldehyde gas, hydrogen peroxide, peracetic acid, and glutaraldehyde. Disinfection results in the destruction of most organisms, although the more resilient microbes can survive some disinfection procedures. Examples of disinfectants include moist heat, hydrogen peroxide, and phenolic compounds. Antisepsis is used to reduce the number of microbes on the skin surfaces. Examples of antiseptic agents include alcohols, iodophors, chlorhexidine, parachlorometaxylenol, and triclosan.


2. Disinfection is subdivided into high-level, intermediate-level, and low-level. High-level disinfectants include moist heat, glutaraldehyde, hydrogen peroxide, peracetic acid, and chlorine compounds. Intermediate-level disinfection includes alcohols, iodophor compounds, and phenolic compounds. Low-level disinfectants include quaternary ammonium compounds. Although some agents are used both for sterilization and disinfection, the difference is the concentration of the agent and duration of treatment. The types of disinfectants that are used are determined by the nature of the material to be disinfected and how it will be used. If the material will be used for an invasive procedure but cannot withstand sterilization procedures (e.g., endoscopes, surgical instruments that cannot be autoclaved), then a high level disinfectant would be used. Intermediate-level disinfectants are used to clean surfaces and instruments where contamination with highly resilient organisms is unlikely. Low-level disinfectants are used to clean noncritical instruments and devices (e.g., blood pressure cuffs, electrodes, stethoscopes).


3. The effectiveness of moist heat is greatest when applied under pressure. This allows the temperature to be elevated. Other factors that determine the effectiveness of moist heat are the duration of exposure and penetration of the steam into the contaminated material (determined by load size and flow rate of steam). Dry heat is effective if applied at a high temperature for a long duration. Ethylene oxide sterilization is a slow process that is influenced by the concentration of the gas, relative humidity, exposure time, and temperature. The effectiveness improves with a higher concentration of ethylene oxide, elevated temperatures, and a relative humidity of 30%.


4. Iodine compounds precipitate proteins and oxidize essential enzymes. Examples include tincture of iodine and povidone iodine (iodine complexed with polyvinylpyrrolidone). Chlorine compounds are strong oxidizing agents, although the precise mechanism of action is not well defined. Examples include elemental chlorine, hypochlorous acid, and hypochlorite ion. The most common commercial chlorine compound is bleach. Phenolic compounds act by disrupting lipid-containing membranes, resulting in a leakage of cellular contents. Examples include phenol (carbolic acid), o-phenylphenol, o-benzyl-p-chlorophenol, and p-tert-amyl-phenol. Quaternary ammonium compounds also denature cell membranes and include benzalkonium chloride and cetylpyridinium chloride.
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Section 2


General Principles of Laboratory Diagnosis










4 Microscopy and in Vitro Culture


The foundation of microbiology was established in 1676 when Anton van Leeuwenhoek, using one of his early microscopes, observed bacteria in water. It was not until almost 200 years later that Pasteur was able to grow bacteria in the laboratory in a culture medium consisting of yeast extract, sugar, and ammonium salts. In 1881, Hesse used agar from his wife’s kitchen to solidify the medium that then permitted the growth of macroscopic colonies of bacteria. Over the years, microbiologists have returned to the kitchen to create hundreds of culture media that are now routinely used in all clinical microbiology laboratories. Although tests that rapidly detect microbial antigens and nucleic acid–based molecular assays have replaced microscopy and culture methods for the detection of many organisms, the ability to observe microbes by microscopy and grow microbes in the laboratory remains an important procedure in clinical laboratories. For many diseases, these techniques remain the definitive methods to identify the cause of an infection. This chapter will provide an overview of the most commonly used techniques for microscopy and culture, and more specific details will be presented in the chapters devoted to laboratory diagnosis in the individual organism sections.






Microscopy


In general, microscopy is used in microbiology for two basic purposes: the initial detection of microbes and the preliminary or definitive identification of microbes. The microscopic examination of clinical specimens is used to detect bacterial cells, fungal elements, parasites (eggs, larvae, or adult forms), and viral inclusions present in infected cells. Characteristic morphologic properties can be used for the preliminary identification of most bacteria and are used for the definitive identification of many fungi and parasites. The microscopic detection of organisms stained with antibodies labeled with fluorescent dyes or other markers has proved to be very useful for the specific identification of many organisms. Five general microscopic methods are used (Box 4-1).



Box 4-1






Microscopic Methods







Brightfield (light) microscopy


Darkfield microscopy


Phase-contrast microscopy


Fluorescent microscopy


Electron microscopy


















Microscopic Methods






Brightfield (Light) Microscopy


The basic components of light microscopes consist of a light source used to illuminate the specimen positioned on a stage, a condenser used to focus the light on the specimen, and two lens systems (objective lens and ocular lens) used to magnify the image of the specimen. In brightfield microscopy the specimen is visualized by transillumination, with light passing up through the condenser to the specimen. The image is then magnified, first by the objective lens, then by the ocular lens. The total magnification of the image is the product of the magnifications of the objective and ocular lenses. Three different objective lenses are commonly used: low power (10-fold magnification), which can be used to scan a specimen; high dry (40-fold), which is used to look for large microbes such as parasites and filamentous fungi; and oil immersion (100-fold), which is used to observe bacteria, yeasts (single-cell stage of fungi), and the morphologic details of larger organisms and cells. Ocular lenses can further magnify the image (generally 10-fold to 15-fold).


The limitation of brightfield microscopy is the resolution of the image (i.e., the ability to distinguish that two objects are separate and not one). The resolving power of a microscope is determined by the wavelength of light used to illuminate the subject and the angle of light entering the objective lens (referred to as the numerical aperture). The resolving power is greatest when oil is placed between the objective lens (typically the 100× lens) and the specimen, because oil reduces the dispersion of light. The best brightfield microscopes have a resolving power of approximately 0.2 µm, which allows most bacteria, but not viruses, to be visualized. Although most bacteria and larger microorganisms can be seen with brightfield microscopy, the refractive indices of the organisms and background are similar. Thus organisms must be stained with a dye so that they can be observed, or an alternative microscopic method must be used.









Darkfield Microscopy


The same objective and ocular lenses used in brightfield microscopes are used in darkfield microscopes; however, a special condenser is used that prevents transmitted light from directly illuminating the specimen. Only oblique, scattered light reaches the specimen and passes into the lens systems, which causes the specimen to be brightly illuminated against a black background. The advantage of this method is that the resolving power of darkfield microscopy is significantly improved compared with that of brightfield microscopy (i.e., 0.02 µm versus 0.2 µm) and makes it possible to detect extremely thin bacteria, such as Treponema pallidum (etiologic agent of syphilis) and Leptospira spp. (leptospirosis). The disadvantage of this method is light passes around rather than through organisms, making it difficult to study their internal structure.









Phase-Contrast Microscopy


Phase-contrast microscopy enables the internal details of microbes to be examined. In this form of microscopy, as parallel beams of light are passed through objects of different densities, the wavelength of one beam moves out of “phase” relative to the other beam of light (i.e., the beam moving through the more dense material is retarded more than the other beam). Through the use of annular rings in the condenser and the objective lens, the differences in phase are amplified so that in-phase light appears brighter than out-of-phase light. This creates a three-dimensional image of the organism or specimen and permits more detailed analysis of the internal structures.









Fluorescent Microscopy


Some compounds called fluorochromes can absorb short-wavelength ultraviolet or ultrablue light and emit energy at a higher visible wavelength. Although some microorganisms show natural fluorescence (autofluorescence), fluorescent microscopy typically involves staining organisms with fluorescent dyes and then examining them with a specially designed fluorescent microscope. The microscope uses a high-pressure mercury, halogen, or xenon vapor lamp that emits a shorter wavelength of light than that emitted by traditional brightfield microscopes. A series of filters are used to block the heat generated from the lamp, eliminate infrared light and select the appropriate wavelength for exciting the fluorochrome. The light emitted from the fluorochrome is then magnified through traditional objective and ocular lenses. Organisms and specimens stained with fluorochromes appear brightly illuminated against a dark background, although the colors vary depending on the fluorochrome selected. The contrast between the organism and background is great enough that the specimen can be screened rapidly under low magnification, and then the material is examined under higher magnification once fluorescence is detected.









Electron Microscopy


Unlike other forms of microscopy, magnetic coils (rather than lenses) are used in electron microscopes to direct a beam of electrons from a tungsten filament through a specimen and onto a screen. Because a much shorter wavelength of light is used, magnification and resolution are improved dramatically. Individual viral particles (as opposed to viral inclusion bodies) can be seen with electron microscopy. Samples are usually stained or coated with metal ions to create contrast. There are two types of electron microscopes: transmission electron microscopes, in which electrons, such as light, pass directly through the specimen, and scanning electron microscopes, in which electrons bounce off the surface of the specimen at an angle, and a three-dimensional picture is produced.












Examination Methods


Clinical specimens or suspensions of microorganisms can be placed on a glass slide and examined under the microscope (i.e., direct examination of a wet mount). Although large organisms (e.g., fungal elements, parasites) and cellular material can be seen using this method, analysis of the internal detail is often difficult. Phase-contrast microscopy can overcome some of these problems; alternatively, the specimen or organism can be stained by a variety of methods (Table 4-1).


Table 4-1 Microscopic Preparations and Stains Used in the Clinical Microbiology Laboratory






	Staining Method

	Principle and Applications






	Direct Examination

	 






	Wet mount

	Unstained preparation is examined by brightfield, darkfield, or phase-contrast microscopy.






	10% KOH

	KOH is used to dissolve proteinaceous material and facilitate detection of fungal elements that are not affected by strong alkali solution. Dyes such as lactophenol cotton blue can be added to increase contrast between fungal elements and background.






	India ink

	Modification of KOH procedure in which ink is added as contrast material. Dye primarily used to detect Cryptococcus spp. in cerebrospinal fluid and other body fluids. Polysaccharide capsule of Cryptococcus spp. excludes ink, creating halo around yeast cell.






	Lugol’s iodine

	Iodine is added to wet preparations of parasitology specimens to enhance contrast of internal structures. This facilitates differentiation of ameba and host white blood cells.






	Differential Stains

	 






	Gram stain

	Most commonly used stain in microbiology laboratory, forming basis for separating major groups of bacteria (e.g., gram-positive, gram-negative). After fixation of specimen to glass slide (by heating or alcohol treatment), specimen is exposed to crystal violet, and then iodine is added to form complex with primary dye. During decolorization with alcohol or acetone, complex is retained in gram-positive bacteria but lost in gram-negative organisms; counterstain safranin is retained by gram-negative organisms (hence their red color). The degree to which organism retains stain is function of organism, culture conditions, and staining skills of the microscopist.






	Iron hematoxylin stain

	Used for detection and identification of fecal protozoa. Helminth eggs and larvae retain too much stain and are more easily identified with wet-mount preparation.






	Methenamine silver

	In general, performed in histology laboratories rather than in microbiology laboratories. Used primarily for stain detection of fungal elements in tissue, although other organisms, such as bacteria, can be detected. Silver staining requires skill, because nonspecific staining can render slides unable to be interpreted.






	Toluidine blue O stain

	Used primarily for detection of Pneumocystis organisms in respiratory specimens. Cysts stain reddish-blue to dark purple on light-blue background. Background staining is removed by sulfation reagent. Yeast cells stain and are difficult to distinguish from Pneumocystis cells. Trophozoites do not stain. Many laboratories have replaced this stain with specific fluorescent stains.






	Trichrome stain

	Alternative to iron hematoxylin for staining protozoa. Protozoa have bluish-green to purple cytoplasms with red or purplish-red nuclei and inclusion bodies; specimen background is green.






	Wright-Giemsa stain

	Used to detect blood parasites; viral and chlamydial inclusion bodies; and Borrelia, Toxoplasma, Pneumocystis, and Rickettsia spp. This is a polychromatic stain that contains a mixture of methylene blue, azure B, and eosin Y. Giemsa stain combines methylene blue and eosin. Eosin ions are negatively charged and stain basic components of cells orange to pink, whereas other dyes stain acidic cell structures various shades of blue to purple. Protozoan trophozoites have a red nucleus and grayish-blue cytoplasm; intracellular yeasts and inclusion bodies typically stain blue; rickettsiae, chlamydiae, and Pneumocystis spp. stain purple.






	Acid-Fast Stains

	 






	Ziehl-Neelsen stain

	Used to stain mycobacteria and other acid-fast organisms. Organisms are stained with basic carbolfuchsin and resist decolorization with acid-alkali solutions. Background is counterstained with methylene blue. Organisms appear red against light-blue background. Uptake of carbolfuchsin requires heating specimen (hot acid-fast stain).






	Kinyoun stain

	Cold acid-fast stain (does not require heating). Same principle as Ziehl-Neelsen stain.






	Auramine-rhodamine

	Same principle as other acid-fast stains, except that fluorescent dyes (auramine and rhodamine) are used stain for primary stain and potassium permanganate (strong oxidizing agent) is the counterstain and inactivates unbound fluorochrome dyes. Organisms fluoresce yellowish-green against a black background.






	Modified acid-fast stain

	Weak decolorizing agent is used with any of three acid-fast stains listed. Whereas mycobacteria are strongly acid-fast, other organisms stain weaker (e.g., Nocardia, Rhodococcus, Tsukamurella, Gordonia, Cryptosporidium, Isospora, Sarcocystis, and Cyclospora). These organisms can be stained more efficiently by using a weak decolorizing agent. Organisms that retain this stain are referred to as partially acid-fast.






	Fluorescent Stains

	 






	Acridine orange stain

	Used for detection of bacteria and fungi in clinical specimens. Dye intercalates into nucleic acid (native and denatured). At neutral pH, bacteria, fungi, and cellular material stain reddish-orange. At acid pH (4.0), bacteria and fungi remain reddish-orange, but background material stains greenish-yellow.






	Auramine-rhodamine stain

	Same as acid-fast stains.






	Calcofluor white stain

	Used to detect fungal elements and Pneumocystis spp. Stain binds to cellulose and chitin in cell walls; microscopist can mix dye with KOH. (Many laboratories have replaced traditional KOH stain with this stain.)






	Direct fluorescent antibody stain

	Antibodies (monoclonal or polyclonal) are complexed with fluorescent molecules. Specific binding to an organism is detected by presence of microbial fluorescence. Technique has proved useful for detecting or identifying many organisms (e.g., Streptococcus pyogenes, Bordetella, Francisella, Legionella, Chlamydia, Pneumocystis, Cryptosporidium, Giardia, influenza virus, herpes simplex virus). Sensitivity and specificity of the test are determined by the number of organisms present in the test sample and quality of antibodies used in reagents.







KOH, Potassium hydroxide.






Direct Examination


Direct-examination methods are the simplest for preparing samples for microscopic examination. The sample can be suspended in water or saline (wet mount), mixed with alkali to dissolve background material (potassium hydroxide [KOH] method), or mixed with a combination of alkali and a contrasting dye (e.g., lactophenol cotton blue, iodine). The dyes nonspecifically stain the cellular material, increasing the contrast with the background, and permit examination of the detailed structures. A variation is the India ink method, in which the ink darkens the background rather than the cell. This method is used to detect capsules surrounding organisms, such as the yeast Cryptococcus (the dye is excluded by the capsule, creating a clear halo around the yeast cell) and encapsulated Bacillus anthracis.









Differential Stains


A variety of differential stains are used to stain specific organisms or components of cellular material. The Gram stain is the best known and most widely used stain and forms the basis for the phenotypic classification of bacteria. Yeasts can also be stained with this method (yeasts are gram-positive). The iron hematoxylin and trichrome stains are invaluable for the identification of protozoan parasites and the Wright-Giemsa stain is used to identify blood parasites and other selected organisms. Stains such as methenamine silver and toluidine blue O have largely been replaced by more sensitive or technically easier differential or fluorescent stains.









Acid-Fast Stains


At least three different acid-fast stains are used, each exploiting the fact that some organisms retain a primary stain even when exposed to strong decolorizing agents, such as mixtures of acids and alcohols. The Ziehl-Neelsen is the oldest method used but requires heating the specimen during the staining procedure. Many laboratories have replaced this method with either the cold acid-fast stain (Kinyoun method) or the fluorochrome stain (auramine-rhodamine method). The fluorochrome method is the stain of choice, because a large area of the specimen can be examined rapidly by simply searching for fluorescing organisms against a black background. Some organisms are “partially acid-fast,” retaining the primary stain only when they are decolorized with a weakly acidic solution. This property is characteristic of only a few organisms (see Table 4-1), making it quite valuable for their preliminary identification.









Fluorescent Stains


The auramine-rhodamine acid-fast stain is a specific example of a fluorescent stain. Numerous other fluorescent dyes have also been used to stain specimens. For example, the acridine orange stain can be used to stain bacteria and fungi, and calcofluor white stains the chitin in fungal cell walls. Although the acridine orange stain is rather limited in its applications, the calcofluor white stain has replaced the potassium hydroxide stains. Another procedure is the examination of specimens with specific antibodies labeled with fluorescent dyes (fluorescent antibody stains). The presence of fluorescing organisms is a rapid method for both the detection and identification of the organism.












In Vitro Culture


The success of culture methods is defined by the biology of the organism, the site of the infection, the patient’s immune response to the infection, and the quality of the culture media. The bacterium Legionella is an important respiratory pathogen; however, it was never grown in culture until it was recognized that recovery of the organism required using media supplemented with iron and L-cysteine. Campylobacter, an important enteric pathogen, was not recovered in stool specimens until highly selective media were incubated at 42° C in a microaerophilic atmosphere. Chlamydia, an important bacterium responsible for sexually transmitted diseases, is an obligate intracellular pathogen that must be grown in living cells. Staphylococcus aureus, the cause of staphylococcal toxic shock syndrome, produces disease by release of a toxin into the circulatory system. Culture of blood will almost always be negative, but culture of the site where the organism is growing will detect the organism. In many infections (e.g., gastroenteritis, pharyngitis, urethritis), the organism responsible for the infection will be present among many other organisms that are part of the normal microbial population at the site of infection. Many media have been developed that suppress the normally present microbes and allow easier detection of clinically important organisms. The patient’s innate and adaptive immunity may suppress the pathogen; so highly sensitive culture techniques are frequently required. Likewise, some infections are characterized by the presence of relatively few organisms. For example, most septic patients have less than one organism per milliliter of blood; so recovery of these organisms in a traditional blood cultures requires inoculation of a large volume of blood into enrichment broths. Finally, the quality of the media must be carefully monitored to demonstrate it will perform as designed.


Relatively few laboratories prepare their own media today. Most media are produced by large commercial companies with expertise in media production. Although this has obvious advantages, it also means that media are not “freshly produced.” Although this is generally not a problem, it can impact the recovery of some fastidious organisms (e.g., Bordetella pertussis). Thus laboratories that perform sophisticated testing frequently have the ability to make a limited amount of specialized media. Dehydrated formulations of most media are available; so this can be accomplished with minimal difficulties. Please refer to the references in the Bibliography for additional information about the preparation and quality control of media.






Types of Culture Media


Culture media can be subdivided into four general categories: (1) enriched nonselective media, (2) selective media, (3) differential media, and (4) specialized media (Table 4-2). Some examples of these media are summarized below.


Table 4-2 Types of Culture Media






	Type

	Media (examples)

	Purpose






	Nonselective

	Blood agar

	Recovery of bacteria and fungi






	 

	Chocolate agar

	Recovery of bacteria including Haemophilus and Neisseria gonorrheae







	 

	Mueller-Hinton agar

	Bacterial susceptibility test medium






	 

	Thioglycolate broth

	Enrichment broth for anaerobic bacteria






	 

	Sabouraud dextrose agar

	Recovery of fungi






	Selective, differential

	MacConkey agar

	Selective for gram-negative bacteria; differential for lactose-fermenting species






	 

	Mannitol salt agar

	Selective for staphylococci; differential for Staphylococcus aureus







	 

	Xylose lysine deoxycholate agar

	Selective, differential agar for Salmonella and Shigella in enteric cultures






	 

	Lowenstein-Jensen medium

	Selective for mycobacteria






	 

	Middlebrook agar

	Selective for mycobacteria






	 

	CHROMagar

	Selective, differential for yeast






	 

	Inhibitory mold agar

	Selective for molds






	Specialized

	Buffered charcoal yeast extract (BCYE) agar

	Recovery of Legionella and Nocardia







	 

	Cystine-tellurite agar

	Recovery of Corynebacterium diphtheriae







	 

	Lim broth

	Recovery of Streptococcus agalactiae







	 

	MacConkey sorbitol agar

	Recovery of Escherichia coli O157






	 

	Regan Lowe agar

	Recovery of Bordetella pertussis







	 

	Thiosulfate citrate bile salts sucrose (TCBS) agar

	Recovery of Vibrio species











Enriched Nonselective Media


These media are designed to support the growth of most organisms without fastidious growth requirements. The following are some of the more commonly used media:




Blood agar. Many types of blood agar media are used in clinical laboratories. The media contain two primary components—a basal medium (e.g., tryptic soy, brain heart infusion, Brucella base) and blood (e.g., sheep, horse, rabbit). Various other supplements can also be added to extend the range of organisms that can grow on the media.


Chocolate agar. This is a modified blood agar medium. When blood or hemoglobin is added to the heated basal media, it turns brown (hence the name). This medium supports the growth of most bacteria, including some that do not grow on blood agar (i.e., Haemophilus, some pathogenic Neisseria strains).


Mueller-Hinton agar. This is the recommend medium for routine susceptibility testing of bacteria. It has a well-defined composition of beef and casein extracts, salts, divalent cations, and soluble starch that is necessary for reproducible test results.


Thioglycolate broth. This is one of a variety of enrichment broths used to recover low numbers of aerobic and anaerobic bacteria. Various formulations are used, but most include casein digest, glucose, yeast extract, cysteine, and sodium thioglycolate. Supplementation with hemin and vitamin K will enhance the recovery of anaerobic bacteria.


Sabouraud dextrose agar. This is an enriched medium consisting of digests of casein and animal tissue supplemented with glucose that is used for the isolation of fungi. A variety of formulations have been developed, but most mycologists use the formulation with a low concentration of glucose and neutral pH. By reducing the pH and adding antibiotics to inhibit bacteria, this medium can be made selective for fungi.












Selective Media and Differential Media


Selective media are designed for the recovery of specific organisms that may be present in a mixture of other organisms (e.g., an enteric pathogen in stool). The media are supplemented with inhibitors that suppress the growth of unwanted organisms. These media can be made differential by adding specific ingredients that allow the identification of an organism in a mixture (e.g., addition of lactose and a pH indicator to detect lactose fermenting organisms). The following are some examples of selective and differential media:




MacConkey agar. This is a selective agar for gram-negative bacteria and differential for differentiation of lactose-fermenting and lactose-nonfermenting bacteria. The medium consists of digests of peptones, bile salts, lactose, neutral red, and crystal violet. The bile salts and crystal violet inhibit gram-positive bacteria. Bacteria that ferment lactose produce acid, which precipitates the bile salts and causes a red color in the neutral red indicator.


Mannitol salt agar. This is a selective medium used for the isolation of staphylococci. The medium consists of digests of casein and animal tissue, beef extract, mannitol, salts, and phenol red. Staphylococci can grow in the presence of a high salt concentration, and S. aureus can ferment mannitol, producing yellow-colored colonies on this agar.


Xylose-lysine deoxycholate (XLD) agar. This is a selective agar used for the detection of Salmonella and Shigella in enteric cultures. This is an example of a very clever approach to detecting important bacteria in a complex mixture of insignificant bacteria. The medium consists of yeast extract with xylose, lysine, lactose, sucrose, sodium deoxycholate, sodium thiosulfate, ferric ammonium citrate, and phenol red. Sodium dexoycholate inhibit the growth of the majority of nonpathogenic bacteria. Those that do grow typically ferment lactose, sucrose, or xylose producing yellow colonies. Shigella does not ferment these carbohydrates; so the colonies appear red. Salmonella ferments xylose but also decarboxylates lysine, producing the alkaline diamine product, cadaverine. This neutralizes the acid fermentation products; thus the colonies appear red. Because most Salmonella produce hydrogen sulfide from sodium thiosulfate, the colonies will turn black in the presence of ferric ammonium citrate, thus differentiating Salmonella from Shigella.


Lowenstein-Jensen (LJ) medium. This medium, used for the isolation of mycobacteria, contains glycerol, potato flour, salts, and coagulated whole eggs (to solidify the medium). Malachite green is added to inhibit gram-positive bacteria.


Middlebrook agar. This agar medium is also used for the isolation of mycobacteria. It contains nutrients required for the growth of mycobacteria (i.e., salts, vitamins, oleic acid, albumin, catalase, glycerol, glucose) and malachite green for the inhibition of gram-positive bacteria. In contrast with LJ medium, it is solidified with agar.


CHROMagar. This is a selective, differential agar used for the isolation and identification of different species of the yeast Candida. The medium has chloramphenicol to inhibit bacteria and a mixture of proprietary chromogenic substrates. The different species of Candida have enzymes that can utilize one or more of the substrates releasing the color compound and producing colored colonies. Thus Candida albicans forms green colonies, Candida tropicalis forms purple colonies, and Candida krusei forms pink colonies.


Inhibitory mold agar. This medium is an enriched, selective formulation that is used for the isolation of pathogenic fungi other than dermatophytes. Chloramphenicol is added to suppress the growth of contaminating bacteria.












Specialized Media


A large variety of specialized media have been created for the detection of specific organisms that may be fastidious or typically present in large mixtures of organisms. The more commonly used media are described in the specific organism chapters in this textbook.












Cell Culture


Some bacteria and all viruses are strict intracellular microbes; that is, they can only grow in living cells. In 1949, John Franklin Enders described a technique for cultivating mammalian cells for the isolation of poliovirus. This technique has been expanded for the growth of most strict intracellular organisms. The cell cultures can either be cells that grow and divide on a surface (i.e., cell monolayer) or grow suspended in broth. Some cell cultures are well established and can be maintained indefinitely. These cultures are commonly commercially available. Other cell cultures must be prepared immediately before they are infected with the bacteria or viruses and cannot be maintained in the laboratory for more than a few cycles of division (primary cell cultures). Entry into cells is frequently regulated by the presence of specific receptors, so, the differential ability to infect specific cell lines can be used to predict the identity of the bacteria or virus. Additional information about the use of cell cultures is described in the following chapters.










Questions







1. Explain the principles underlying brightfield, darkfield, phase-contrast, fluorescent, and electron microscopy. Give one example in which each method would be used.


2. List examples of direct microscopic examinations, differential stains, acid-fast stains, and fluorescent stains.


3. Name three factors that affect the success of a culture.


4. Give three examples of enriched, nonselective media.


5. Give three examples of selective, differential media.







Answers


1. In brightfield microscopy visible light passes through a condenser, then through the object under observation, and finally through a series of lenses to magnify the image. This method is the most commonly used microscopic technique used to examine specimens placed on glass slides. Darkfield microscopy uses the same series of lenses as brightfield microscopy; however, a special condenser is used to illuminate the subject material from an oblique angle. Thus the subject is brightly illuminated against a black background. This method is used to detect organisms that are too thin to be observed by brightfield microscopy (e.g., Treponema, the etiologic agent of syphilis). Phase-contrast microscopy illuminates objects with parallel beams of light that move out of phase relative to each other. This allows objects to appear as three-dimensional structures and is useful for observing internal structures. Fluorescent microscopy uses high-pressure mercury, halogen, or xenon vapor lamps that emit a short wavelength of light to illuminate the object. A series of filters block heat and infrared light, and select a specific wavelength of light emitted by the object. This “fluorescence” is observed as a brightly illuminate object against a dark background. This technique is very useful for organisms with natural fluorescence (e.g., Legionella) and organisms stained with specific fluorescent dyes (e.g., Mycobacterium).


2. Methods of direct microscopic examination include suspending the sample in water (e.g., wet mount for fungi) or a contrasting dye (e.g., lactophenol cotton blue for fungi or iodine for parasites). Differential stains are used commonly to detect bacteria (e.g., Gram stain, acid-fast stain), parasites (e.g., iron hematoxylin and trichrome stains), and blood-borne pathogens (e.g., Giemsa stain for Borrelia and Plasmodium). A variety of acid-fast stain methods have been developed (e.g., Ziehl-Neelsen, Kinyoun, fluorochrome) that detect bacteria (Mycobacterium, Nocardia, Rhodococcus) and parasites (Cryptosporidium, Cyclospora, Isospora). Common fluorescent stains have been used to detect fungi (calcofluor white stain) or acid-fast organisms (auramine-rhodamine stain).


3. Biology of the organism (does the organism have special growth requirement or require supplementation of the medium with growth factors); site of the infection (is the submitted specimen from the area of infection); patient’s immune response to the infection (is the organism inactivated or killed by the patient’s immune response); quality of the culture medium.


4. Blood agar, chocolate agar, thioglycolate broth.


5. MacConkey agar, mannitol salt agar, xylose lysine deoxycholate agar.
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5 Molecular Diagnosis


Like the evidence left at the scene of a crime, the DNA (deoxyribonucleic acid), RNA (ribonucleic acid), or proteins of an infectious agent in a clinical sample can be used to help identify the agent. In many cases, the agent can be detected and identified in this way, even if it cannot be isolated or detected by immunologic means. New techniques and adaptations of older techniques are being developed for the analysis of infectious agents.


The advantages of molecular techniques are their sensitivity, specificity, and safety. From the standpoint of safety, these techniques do not require isolation of the infectious agent and can be performed on chemically fixed (inactivated) samples or extracts. Because of their sensitivity, very dilute samples of microbial DNA can be detected in a tissue, even if the agent is not replicating or producing other evidence of infection. These techniques can distinguish related strains on the basis of differences in their genotype (i.e., mutants). This is especially useful for distinguishing antiviral drug-resistant strains, which may differ by a single nucleotide.






Detection of Microbial Genetic Material






Electrophoretic Analysis of DNA and Restriction Fragment Length Polymorphism


The genome structure and genetic sequence are major distinguishing characteristics of the family, type, and strain of microorganism. Specific strains of microorganisms can be distinguished on the basis of their DNA or RNA or by the DNA fragments produced when the DNA is cleaved by specific restriction endonucleases (restriction enzymes). Restriction enzymes recognize specific DNA sequences that have a palindromic structure; an example follows:



 [image: image]




The DNA sites recognized by different restriction endonucleases differ in their sequence, length, and frequency of occurrence. As a result, different restriction endonucleases cleave the DNA of a sample in different places, yielding fragments of different lengths. The cleavage of different DNA samples with one restriction endonuclease can also yield fragments of many different lengths. The differences in the length of the DNA fragments among the different strains of a specific organism produced on cleavage with one or more restriction endonucleases is termed restriction fragment length polymorphism (RFLP).


DNA or RNA fragments of different sizes or structures can be distinguished by their electrophoretic mobility in an agarose or polyacrylamide gel. Different forms of the same DNA sequence and different lengths of DNA move through the mazelike structure of an agarose gel at different speeds, allowing their separation. The DNA can be visualized by staining with ethidium bromide. Smaller fragments (fewer than 20,000 base pairs), such as those from bacterial plasmids or from viruses, can be separated and distinguished by normal electrophoretic methods. Larger fragments, such as those from whole bacteria, can be separated only by using a special electrophoretic technique called pulsed-field gel electrophoresis.


RFLP is useful, for example, for distinguishing different strains of herpes simplex virus (HSV). Comparison of the restriction endonuclease cleavage patterns of DNA from different isolates can identify a pattern of virus transmission from one person to another or distinguish HSV-1 from HSV-2. RFLP has also been used to show the spread of necrotizing fasciitis produced by a strain of Streptococcus from one patient to other patients, an emergency medical technician, and the emergency department and attending physicians (Figure 5-1). Often, comparison of the 16S ribosomal RNA is used to identify different bacteria.



 [image: image]

Figure 5-1 Restriction fragment length polymorphism distinction of DNA from bacterial strains separated by pulsed-field gel electrophoresis. Lanes 1 to 3 show Sma 1 restriction endonuclease-digested DNA from bacteria from two family members with necrotizing fasciitis and from their physician (pharyngitis). Lanes 4 to 6 are from unrelated Streptococcus pyogenes strains.


(Courtesy Dr. Joe DiPersio, Akron, Ohio.)












Nucleic Acid Detection, Amplification, and Sequencing


DNA probes can be used like antibodies as sensitive and specific tools to detect, locate, and quantitate specific nucleic acid sequences in clinical specimens (Figure 5-2). Because of the specificity and sensitivity of DNA probe techniques, individual species or strains of an infectious agent can be detected, even if they are not growing or replicating.



 [image: image]

Figure 5-2 DNA probe analysis of virus-infected cells. Such cells can be localized in histologically prepared tissue sections using DNA probes consisting of as few as nine nucleotides or bacterial plasmids containing the viral genome. A tagged DNA probe is added to the sample. In this case, the DNA probe is labeled with biotin-modified thymidine, but radioactive agents can also be used. The sample is heated to denature the DNA and cooled to allow the probe to hybridize to the complementary sequence. Horseradish peroxidase-labeled avidin is added to bind to the biotin on the probe. The appropriate substrate is added to color the nuclei of virally infected cells. A, Adenine; b, biotin; C, cytosine; G, guanine; T, thymine.




DNA probes are chemically synthesized or obtained by cloning specific genomic fragments or an entire viral genome into bacterial vectors (plasmids, cosmids). DNA copies of RNA viruses are made with the retrovirus reverse transcriptase and then cloned into these vectors. After chemical or heat treatments melt (separate) the DNA strands in the sample, the DNA probe is added and allowed to hybridize (bind) with the identical or nearly identical sequence in the sample. The stringency (the requirement for an exact sequence match) of the interaction can be varied so that related sequences can be detected or different strains (mutants) can be distinguished. The DNA probes are labeled with radioactive or chemically modified nucleotides (e.g., biotinylated uridine) so that they can be detected and quantitated. The use of a biotin-labeled DNA probe allows the use of a fluorescent or enzyme-labeled avidin or streptavidin (a protein that binds tightly to biotin) molecule to detect viral nucleic acids in a cell in a way similar to how indirect immunofluorescence or an enzyme immunoassay localizes an antigen.


The DNA probes can detect specific genetic sequences in fixed, permeabilized tissue biopsy specimens by in situ hybridization. When fluorescent detection is used, it is called FISH: fluorescent in situ hybridization. The localization of cytomegalovirus (CMV)-infected (Figure 5-3) or papillomavirus-infected cells by in situ hybridization is preferable to an immunologic means of doing so and is the only commercially available means of localizing papillomavirus. There are now many commercially available microbial probes and kits for detecting viruses, bacteria, and other microbes.
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Figure 5-3 In situ localization of cytomegalovirus (CMV) infection using a genetic probe. CMV infection of the renal tubules of a kidney is localized with a biotin-labeled, CMV-specific DNA probe and is visualized by means of the horseradish peroxidase-conjugated avidin conversion of substrate, in a manner similar to enzyme immunoassay.


(Courtesy Donna Zabel, Akron, Ohio.)





Specific nucleic acid sequences in extracts from a clinical sample can be detected by applying a small volume of the extract to a nitrocellulose filter (dot blot) and then probing the filter with labeled, specific viral DNA. Alternatively, the electrophoretically separated restriction endonuclease cleavage pattern can be transferred onto a nitrocellulose filter (Southern blot—DNA : DNA probe hybridization), and then the specific sequence can be identified by hybridization with a specific genetic probe and by its characteristic electrophoretic mobility. Electrophoretically separated RNA (Northern blot—RNA : DNA probe hybridization) blotted onto a nitrocellulose filter can be detected in a similar manner.


The polymerase chain reaction (PCR) amplifies single copies of viral DNA millions of times over and is one of the newest techniques of genetic analysis (Figure 5-4). In this technique, a sample is incubated with two short DNA oligomers, termed primers, that are complementary to the ends of a known genetic sequence within the total DNA, a heat-stable DNA polymerase (Taq or other polymerase obtained from thermophilic bacteria), nucleotides, and buffers. The oligomers hybridize to the appropriate sequence of DNA and act as primers for the polymerase, which copies that segment of the DNA. The sample is then heated to denature the DNA (separating the strands of the double helix) and cooled to allow hybridization of the primers to the new DNA. Each copy of DNA becomes a new template. The process is repeated many (20 to 40) times to amplify the original DNA sequence in an exponential manner. A target sequence can be amplified 1,000,000-fold in a few hours using this method. This technique is especially useful for detecting latent and integrated virus sequences, such as in retroviruses, herpesviruses, papillomaviruses, and other DNA viruses.
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Figure 5-4 Polymerase chain reaction (PCR). This technique is a rapid means of amplifying a known sequence of DNA. A sample is mixed with a heat-stable DNA polymerase, excess deoxyribonucleotide triphosphates, and two DNA oligomers (primers), which complement the ends of the target sequence to be amplified. The mixture is heated to denature the DNA, then cooled to allow binding of the primers to the target DNA and extension of the primers by the polymerase. The cycle is repeated 20 to 40 times. After the first cycle, only the sequence bracketed by the primers is amplified. In the reverse transcriptase PCR technique, RNA can also be amplified after its conversion to DNA by reverse transcriptase. Labels A and B, DNA oligomers used as primers; + and −, DNA strands.


(Modified from Blair GE, Blair Zajdel ME: Biochem Educ 20:87–90, 1992.)





The RT-PCR (reverse transcriptase polymerase chain reaction) technique is a variation of PCR, and it involves the use of the reverse transcriptase of retroviruses to convert viral RNA or messenger RNA to DNA before PCR amplification. In 1993, hantavirus sequences were used as primers for RT-PCR to identify the agent causing an outbreak of hemorrhagic pulmonary disease in the Four Corners area of New Mexico. It showed the infectious agent to be a hantavirus.


Real-time PCR can be used to quantitate the amount of DNA or RNA in a sample after it is converted to DNA by reverse transcriptase. Simply put, the more DNA in the sample, the faster new DNA is made in a PCR reaction, and the reaction kinetics are proportional to the amount of DNA. The production of double-stranded DNA is measured by the increase in fluorescence of a molecule bound to the amplified double-strand DNA molecule or by other means. This procedure is useful for quantitating the number of human immunodeficiency virus (HIV) genomes in a patient’s blood to evaluate the course of the disease and antiviral drug efficacy.


The branched-chain DNA assay is a hybridization technique that is an alternative to PCR and RT-PCR for detecting small amounts of specific RNA or DNA sequences. This technique is especially useful for quantitating plasma levels of HIV RNA (plasma viral load). In this case, plasma is incubated in a special tube lined with a short complementary DNA (cDNA) sequence to capture the viral RNA. Another cDNA sequence is added to bind to the sample, but this DNA is attached to an artificially branched chain of DNA. On development, each branch is capable of initiating a detectable signal. This amplifies the signal from the original sample. The antibody capture solution hybridization assay detects and quantitates RNA : DNA hybrids using an antibody specific for the complex in a technique similar to an ELISA (enzyme-linked immunosorbent assay) (see Chapter 6).


Assay kits that use variations on the aforementioned techniques to detect, identify, and quantitate different microbes are commercially available.


DNA sequencing has become sufficiently fast and inexpensive to allow laboratory determination of microbial sequences for identification of microbes. Sequencing of the 16S ribosomal subunit can be used to identify specific bacteria. Sequencing of viruses can be used to identify the virus and distinguish different strains (e.g., specific influenza strains).












Detection of Proteins


In some cases, viruses and other infectious agents can be detected on the basis of finding certain characteristic enzymes or specific proteins. For example, the detection of reverse transcriptase enzyme activity in serum or cell culture indicates the presence of a retrovirus. The pattern of proteins from a virus or another agent after sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) can also be used to identify and distinguish different strains of viruses or bacteria. In the SDS-PAGE technique, SDS binds to the backbone of the protein to generate a uniform peptide structure and peptide length-to-charge ratio such that the mobility of the protein in the gel is inversely related to the logarithm of its molecular weight. For example, the patterns of electrophoretically separated HSV proteins can be used to distinguish different types and strains of HSV-1 and HSV-2. Antibody can be used to identify specific proteins separated by SDS-PAGE using a Western blot technique (see Chapter 47). The molecular techniques used to identify infectious agents are summarized in Table 5-1.


Table 5-1 Molecular Techniques






	Technique

	Purpose

	Clinical Examples






	RFLP

	Comparison of DNA

	Molecular epidemiology, HSV-1 strains






	DNA electrophoresis

	Comparison of DNA

	Viral strain differences (up to 20,000 bases)






	Pulsed-field gel electrophoresis

	Comparison of DNA (large pieces of DNA)

	Streptococcal strain comparisons






	In situ hybridization

	Detection and localization of DNA sequences in tissue

	Detection of nonreplicating DNA virus (e.g., cytomegalovirus, human papillomavirus)






	Dot blot

	Detection of DNA sequences in solution

	Detection of viral DNA






	Southern blot

	Detection and characterization of DNA sequences by size

	Identification of specific viral strains






	Northern blot

	Detection and characterization of RNA sequences by size

	Identification of specific viral strains






	PCR

	Amplification of very dilute DNA samples

	Detection of DNA viruses






	RT-PCR

	Amplification of very dilute RNA samples

	Detection of RNA viruses






	Real-time PCR

	Quantification of very dilute DNA and RNA samples

	Quantitation of HIV genome: virus load






	Branched-chain DNA

	Amplification of very dilute DNA or RNA samples

	Quantitation of DNA and RNA viruses






	Antibody capture solution hybridization DNA assay

	Amplification of very dilute DNA or RNA samples

	Quantitation of DNA and RNA viruses






	SDS-PAGE

	Separation of proteins by molecular weight

	Molecular epidemiology of HSV







DNA, Deoxyribonucleic acid; HIV, human immunodeficiency virus; HSV-1, herpes simplex virus-1; PCR, polymerase chain reaction; RFLP, restriction fragment length polymorphism; RNA, ribonucleic acid; RT-PCR, reverse transcriptase polymerase chain reaction; SDS-PAGE, sodium dodecyl sulfate–polyacrylamide gel electrophoresis.







Questions


Which procedure(s) can be used for the following analyses and why would that procedure be used?




1. Comparison of the major bacterial species present in the normal flora of a thin and an obese individual.


2. Comparison of the normal bacterial flora that is associated with chronic oral abscesses.


3. A 37-year-old man has flulike symptoms. A viral infection is suspected. The agent needs to be identified from a nasal wash sample.


4. The efficacy of antiretroviral therapy in an HIV-infected individual can be evaluated by quantitating the number of viral genomes in her blood.


5. A Pap smear is suspected to contain human papillomavirus (HPV) infection. How can HPV be detected in the sample?


6. A baby is born with microcephaly, and CMV is suspected. Urine contains cells with a characteristic CMV-infected morphology. How can CMV infection be verified?


7. Antiviral resistance and disease severity are analyzed for hepatitis C virus isolates from intravenous drug users.







Answers


1. The gene for 16S ribosomal RNA is amplified by PCR using universal primers that recognize large groups of bacteria, and then specific sequences within the gene are amplified and sequenced to determine individual bacteria and strains.


2. The gene for 16S ribosomal RNA is amplified by PCR using universal primers that recognize large groups of bacteria, and then specific sequences within the gene are amplified and sequenced to determine individual bacteria and strains.


3. RNA can be isolated from the samples, converted to DNA with reverse transcriptase and then amplified with a mixture of defined DNA primers by PCR (RT-PCR). The presence of specific viral sequences can then be detected by PCR using virus specific primers.


4. Quantitative RT-PCR can be used to determine the number of genome copies. If the individual is conscientious with their therapy, then the relevant viral genes can be sequenced to determine the nature of a resistant mutant.


5. In situ hybridization can be used to demonstrate the presence of HPV DNA sequences within the cells of the Pap smear.


6. In situ hybridization can be used to demonstrate the presence of CMV DNA sequences within the cells in the urine. PCR can also be used to detect viral sequences in the urine or the baby’s blood.


7. Viral genome sequences can be detected by RT-PCR analysis of RNA isolated from blood. Specific target genes can subsequently be amplified and then sequenced to determine the basis for the resistance.
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6 Serologic Diagnosis


Immunologic techniques are used to detect, identify, and quantitate antigen in clinical samples, as well as to evaluate the antibody response to infection and a person’s history of exposure to infectious agents. The specificity of the antibody-antigen interaction and the sensitivity of many of the immunologic techniques make them powerful laboratory tools (Table 6-1). In most cases, the same technique can be adapted to evaluate antigen and antibody. Because many serologic assays are designed to give a positive or negative result, quantitation of the antibody strength is obtained as a titer. The titer of an antibody is defined as the lowest dilution of the sample that retains a detectable activity.


Table 6-1 Selected Immunologic Techniques






	Technique

	Purpose

	Clinical Examples






	Ouchterlony immuno–double-diffusion

	Detect and compare antigen and antibody

	Fungal antigen and antibody






	Immunofluorescence

	Detection and localization of antigen

	Viral antigen in biopsy (e.g., rabies, herpes simplex virus)






	Enzyme immunoassay (EIA)

	Same as immunofluorescence

	Same as immunofluorescence






	Immunofluorescence flow cytometry

	Population analysis of antigen-positive cells

	Immunophenotyping






	ELISA

	Quantitation of antigen or antibody

	Viral antigen (rotavirus); viral antibody (anti-HIV)






	Western blot

	Detection of antigen-specific antibody

	Confirmation of anti-HIV seropositivity






	Radioimmunoassay (RIA)

	Same as ELISA

	Same as for ELISA






	Complement fixation

	Quantitate specific antibody titer

	Fungal, viral antibody






	Hemagglutination inhibition

	Antiviral antibody titer; serotype of virus strain

	Seroconversion to current influenza strain; identification of influenza






	Latex agglutination

	Quantitation and detection of antigen and antibody

	Rheumatoid factor; fungal antigens; streptococcal antigens







ELISA, Enzyme-linked immunosorbent assay; HIV, human immunodeficiency virus.






Antibodies


Antibodies can be used as sensitive and specific tools to detect, identify, and quantitate the antigens from a virus, bacterium, fungus, or parasite. Specific antibodies may be obtained from convalescent patients (e.g., antiviral antibodies) or prepared in animals. These antibodies are polyclonal; that is, they are heterogeneous antibody preparations that can recognize many epitopes on a single antigen. Monoclonal antibodies recognize individual epitopes on an antigen. Monoclonal antibodies for many antigens are commercially available, especially for lymphocyte cell surface antigens.


The development of monoclonal antibody technology revolutionized the science of immunology. For example, because of the specificity of these antibodies, lymphocyte subsets (e.g., CD4 and CD8 T cells) and lymphocyte cell surface antigens were identified. Monoclonal antibodies are the products of hybrid cells generated by the fusion and cloning of a spleen cell from an immunized mouse and a myeloma cell, which produces a hybridoma. The myeloma provides immortalization to the antibody-producing B cells of the spleen. Each hybridoma clone is a factory for one antibody molecule, yielding a monoclonal antibody that recognizes only one epitope. Monoclonal antibodies can also be prepared and manipulated through genetic engineering and “humanized” for therapeutic usage.


The advantages of monoclonal antibodies are (1) that their specificity can be confined to a single epitope on an antigen and (2) that they can be prepared in “industrial-sized” tissue culture preparations. A major disadvantage of monoclonal antibodies is that they are often too specific, such that a monoclonal antibody specific for one epitope on a viral antigen of one strain may not be able to detect different strains of the same virus.









Methods of Detection


Antibody-antigen complexes can be detected directly, by precipitation techniques, or by labeling the antibody with a radioactive, fluorescent, or enzyme probe, or they can be detected indirectly through measurement of an antibody-directed reaction, such as complement fixation.






Precipitation and Immunodiffusion Techniques


Specific antigen-antibody complexes and cross-reactivity can be distinguished by immunoprecipitation techniques. Within a limited concentration range for both antigen and antibody, termed the equivalence zone, the antibody cross-links the antigen into a complex that is too large to stay in solution and therefore precipitates. This technique is based on the multivalent nature of antibody molecules (e.g., immunoglobulin [Ig] G has two antigen-binding domains). The antigen-antibody complexes are soluble at concentration ratios of antigen to antibody that are above and below the equivalence concentration.


Various immunodiffusion techniques make use of the equivalence concept to determine the identity of an antigen or the presence of antibody. Single radial immunodiffusion can be used to detect and quantify an antigen. In this technique, antigen is placed into a well and allowed to diffuse into antibody-containing agar. The higher the concentration of antigen, the farther it diffuses before it reaches equivalence with the antibody in the agar and precipitates as a ring around the well.


The Ouchterlony immuno–double-diffusion technique is used to determine the relatedness of different antigens, as shown in Figure 6-1. In this technique, solutions of antibody and antigen are placed in separate wells cut into agar, and the antigen and antibody are allowed to diffuse toward each other to establish concentration gradients of each substance. A visible precipitin line occurs where the concentrations of antigen and antibody reach equivalence. On the basis of the pattern of the precipitin lines, this technique can also be used to determine whether samples are identical, share some but not all epitopes (partial identity), or are distinct. This technique is used to detect antibody to fungal antigens (e.g., Histoplasma species, Blastomyces species, and coccidioidomycoses).
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Figure 6-1 Analysis of antigens and antibodies by immunoprecipitation. The precipitation of protein occurs at the equivalence point, at which multivalent antibody forms large complexes with antigen. A, Ouchterlony immuno–double-diffusion. Antigen and antibody diffuse from wells, meet, and form a precipitin line. If identical antigens are placed in adjacent wells, the concentration of antigen between them is doubled, and precipitation does not occur in this region. If different antigens are used, two different precipitin lines are produced. If one sample shares antigen but is not identical, then a single spur results for the complete antigen. B, Countercurrent electrophoresis. This technique is similar to the Ouchterlony method, but antigen movement is facilitated by electrophoresis. C, Single radial immunodiffusion. This technique involves the diffusion of antigen into an antibody-containing gel. Precipitin rings indicate an immune reaction, and the area of the ring is proportional to the concentration of antigen. D, Rocket electrophoresis. Antigens are separated by electrophoresis into an agar gel that contains antibody. The length of the “rocket” indicates concentration of antigen. E, Immunoelectrophoresis. Antigen is placed in a well and separated by electrophoresis. Antibody is then placed in the trough, and precipitin lines form as antigen and antibody diffuse toward each other.




In other immunodiffusion techniques, the antigen may be separated by electrophoresis in agar and then reacted with antibody (immunoelectrophoresis); it may be pushed into agar that contains antibody by means of electrophoresis (rocket electrophoresis), or antigen and antibody may be placed in separate wells and allowed to move electrophoretically toward each other (countercurrent immunoelectrophoresis).












Immunoassays for Cell-Associated Antigen (Immunohistology)


Antigens on the cell surface or within the cell can be detected by immunofluorescence and enzyme immunoassay (EIA). In direct immunofluorescence, a fluorescent molecule is covalently attached to the antibody (e.g., fluorescein-isothiocyanate (FITC)–labeled rabbit antiviral antibody). In indirect immunofluorescence, a second fluorescent antibody specific for the primary antibody (e.g., FITC–labeled goat anti–rabbit antibody) is used to detect the primary antiviral antibody and locate the antigen (Figures 6-2 and 6-3). In EIA, an enzyme such as horseradish peroxidase or alkaline phosphatase is conjugated to the antibody and converts a substrate into a chromophore to mark the antigen. Alternatively, an antibody modified by the attachment of a biotin (the vitamin) molecule can be localized by the very high affinity binding of avidin or streptavidin molecules. A fluorescent molecule or an enzyme attached to the avidin and streptavidin allows detection. These techniques are useful for the analysis of tissue biopsy specimens, blood cells, and tissue culture cells.



 [image: image]

Figure 6-2 Immunofluorescence and enzyme immunoassays for antigen localization in cells. Antigen can be detected by direct assay with antiviral antibody modified covalently with a fluorescent or enzyme probe, or by indirect assay using antiviral antibody and chemically modified antiimmunoglobulin. The enzyme converts substrate to a precipitate, chromophore, or light.





 [image: image]

Figure 6-3 Immunofluorescence localization of herpes simplex virus–infected nerve cells in a brain section from a patient with herpes encephalitis.


(From Emond RT, Rowland HAK: A color atlas of infectious diseases, ed 2, London, 1987, Wolfe.)





The flow cytometer can be used to analyze the immunofluorescence of cells in suspension and is especially useful for identifying and quantitating lymphocytes (immunophenotyping). A laser is used in the flow cytometer to excite the fluorescent antibody attached to the cell and to determine the size of the cell by means of light-scattering measurements. The cells flow past the laser at rates of more than 5000 cells per second, and analysis is performed electronically. The fluorescence-activated cell sorter (FACS) is a flow cytometer that can also isolate specific subpopulations of cells for tissue culture growth on the basis of their size and immunofluorescence.


The data obtained from a flow cytometer are usually presented in the form of a histogram, with the fluorescence intensity on the x-axis and the number of cells on the y-axis, or in the form of a dot plot, in which more than one parameter is compared for each cell. The flow cytometer can perform a differential analysis of white blood cells and compare CD4 and CD8 T-cell populations simultaneously (Figure 6-4). Flow cytometry is also useful for analyzing cell growth after the fluorescent labeling of deoxyribonucleic acid (DNA) and other fluorescent applications.
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Figure 6-4 Flow cytometry. A, The flow cytometer evaluates individual cell parameters as the cells flow past a laser beam at rates of more than 5000 per second. Cell size and granularity are determined by light scattering (LS), and antigen expression is evaluated by immunofluorescence (F), using antibodies labeled with different fluorescent probes. Graphs B to D depict T-cell analysis of a normal patient. B, Light-scatter analysis was used to define the lymphocytes (Ly), monocytes (Mo), and polymorphonuclear (neutrophil) leukocytes (PMN). C, The lymphocytes were analyzed for CD3 expression to identify T cells (presented in a histogram). D, CD4 and CD8 T cells were identified. Each dot represents one T cell.


(Data courtesy Dr. Tom Alexander, Akron, Ohio.)












Immunoassays for Antibody and Soluble Antigen


The enzyme-linked immunosorbent assay (ELISA) uses antigen immobilized on a plastic surface, bead, or filter to capture and separate the specific antibody from other antibodies in a patient’s serum (Figure 6-5). An antihuman antibody with a covalently linked enzyme (e.g., horseradish peroxidase, alkaline phosphatase, β-galactosidase) then detects the affixed patient antibody. It is quantitated spectrophotometrically according to the intensity of the color produced in response to the enzyme conversion of an appropriate substrate. The actual concentration of specific antibody can be determined by comparison with the reactivity of standard human antibody solutions. The many variations of ELISAs differ in the way in which they capture or detect antibody or antigen.
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Figure 6-5 Enzyme immunoassays for quantitation of antibody or antigen. A, Antibody detection. 1, Viral antigen, obtained from infected cells, virions, or genetic engineering, is affixed to a surface. 2, Patient serum is added and allowed to bind to the antigen. Unbound antibody is washed away. 3, Enzyme-conjugated antihuman antibody (E) is added, and unbound antibody is washed away. 4, Substrate is added and converted (5) into chromophore, precipitate, or light. B, Antigen capture and detection. 1, Antiviral antibody is affixed to a surface. 2, A specimen that contains antigen is added, and unbound antigen is washed away. 3, A second antiviral antibody is added to detect the captured antigen. 4, Enzyme-conjugated antiantibody is added, washed, and followed by substrate (5), which is converted (6) into a chromophore, precipitate, or light.




ELISAs can also be used to quantitate the soluble antigen in a patient’s sample. In these assays, soluble antigen is captured and concentrated by an immobilized antibody and then detected with a different antibody labeled with the enzyme. An example of a commonly used ELISA is the home pregnancy test for the human chorionic gonadotropin hormone.


Western blot analysis is a variation of an ELISA. In this technique, viral proteins separated by electrophoresis according to their molecular weight or charge are transferred (blotted) onto a filter paper (e.g., nitrocellulose, nylon). When exposed to a patient’s serum, the immobilized proteins capture virus-specific antibody and are visualized with an enzyme-conjugated antihuman antibody. This technique shows the proteins recognized by the patient serum. Western blot analysis is used to confirm ELISA results in patients suspected to be infected with the human immunodeficiency virus (HIV) (Figure 6-6; also see Figure 47-7).
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Figure 6-6 Western blot analysis. Proteins are separated by sodium dodecyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE), electroblotted onto nitrocellulose (NC) paper, and incubated with antigen-specific or patient’s antisera (1° Ab) and then enzyme-conjugated antihuman serum (2° Ab). Enzyme conversion of substrate identifies the antigen.




In radioimmunoassay (RIA), radiolabeled (e.g., with iodine-125) antibody or antigen is used to quantitate antigen-antibody complexes. RIA can be performed as a capture assay, as described previously for ELISA, or as a competition assay. In a competition assay, antibody in a patient’s serum is quantitated according to its ability to compete with and replace a laboratory-prepared, radiolabeled antibody from antigen-antibody complexes. The antigen-antibody complexes are precipitated and separated from free antibody, and the radioactivity is measured for both fractions. The amount of the patient’s antibody is then quantitated from standard curves prepared with use of known quantities of competing antibody. The radioallergosorbent assay is a variation of an RIA capture assay, in which radiolabeled anti-IgE is used to detect allergen-specific responses.


Complement fixation is a standard but technically difficult serologic test (Box 6-1). In this test, the patient’s serum sample is reacted with laboratory-derived antigen and extra complement. Antibody-antigen complexes bind, activate, and fix (use up) the complement. The residual complement is then assayed through the lysis of red blood cells coated with antibody. Antibodies measured by this system generally develop slightly later in an illness than those measured by other techniques.





Box 6-1 


Serologic Assays







Complement fixation


Hemagglutination inhibition*


Neutralization*


Immunofluorescence (direct and indirect)


Latex agglutination


In situ enzyme immunoassay (EIA)


Enzyme-linked immunosorbent assay (ELISA)


Radioimmunoassay (RIA)






* For detection of antibody or serotyping of virus.








Antibody inhibition assays make use of the specificity of an antibody to prevent infection (neutralization) or other activity (hemagglutination inhibition) to identify the strain of the infecting agent, usually a virus, or to quantitate antibody responses to a specific strain of virus. For example, hemagglutination inhibition is used to distinguish different strains of influenza A. These tests are discussed further in Chapter 57.


Latex agglutination is a rapid, technically simple assay for detecting antibody or soluble antigen. Virus-specific antibody causes latex particles coated with viral antigens to clump. Conversely, antibody-coated latex particles are used to detect soluble viral antigen. In passive hemagglutination, antigen-modified erythrocytes are used as indicators instead of latex particles.









Serology


The humoral immune response provides a history of a patient’s infections. Serology can be used to identify the infecting agent, evaluate the course of an infection, or determine the nature of the infection—whether it is a primary infection or a reinfection, and whether it is acute or chronic. The antibody type and titer and the identity of the antigenic targets provide serologic data about an infection. Serologic testing is used to identify viruses and other agents that are difficult to isolate and grow in the laboratory or that cause diseases that progress slowly (Box 6-2).





Box 6-2 


Viruses Diagnosed by Serology*







Epstein-Barr virus


Rubella virus


Hepatitis A, B, C, D, and E viruses


Human immunodeficiency virus


Human T-cell leukemia virus


Arboviruses (encephalitis viruses)







* Serologic testing is also used to determine a person’s immune status with regard to other viruses.








The relative antibody concentration is reported as a titer. A titer is the inverse of the greatest dilution, or lowest concentration (e.g., dilution of 1 : 64 = titer of 64), of a patient’s serum that retains activity in one of the immunoassays just described. The amount of IgM, IgG, IgA, or IgE reactive with antigen can also be evaluated through the use of a labeled second antihuman antibody that is specific for the antibody isotype.


Serology is used to determine the time course of an infection. Seroconversion occurs when antibody is produced in response to a primary infection. Specific IgM antibody, found during the first 2 to 3 weeks of a primary infection, is a good indicator of a recent primary infection. Reinfection or recurrence later in life causes an anamnestic (secondary or booster) response. Antibody titers may remain high, however, in patients whose disease recurs frequently (e.g., herpesviruses). Seroconversion or reinfection is indicated by the finding of at least a fourfold increase in the antibody titer between serum obtained during the acute phase of disease and that obtained at least 2 to 3 weeks later during the convalescent phase. A twofold serial dilution will not distinguish between samples with 512 and 1023 units of antibody, both of which would give a reaction on a 512-fold dilution but not on a 1024-fold dilution, and both results would be reported as titers of 512. On the other hand, samples with 1020 and 1030 units are not significantly different but would be reported as titers of 512 and 1024, respectively.


Serology can also be used to determine the stage of a slower or chronic infection (e.g., hepatitis B or infectious mononucleosis caused by Epstein-Barr virus), based on the presence of antibody to specific microbial antigens. The first antibodies to be detected are those directed against antigens most available to the immune system (e.g., on the virion, on surfaces of infected cells, secreted). Later in the infection, when cells have been lysed by the infecting virus or the cellular immune response, antibodies directed against the intracellular proteins and enzymes are detected.







Questions


Describe the diagnostic procedure or procedures (molecular or immunologic) that would be appropriate for each of the following applications:




1. Determination of the apparent molecular weights of the HIV proteins


2. Detection of human papillomavirus 16 (a nonreplicating virus) in a Papanicolaou (Pap) smear


3. Detection of herpes simplex virus (HSV) (a replicating virus) in a Pap smear


4. Presence of Histoplasma fungal antigens in a patient’s serum


5. CD4 and CD8 T-cell concentrations in blood from a patient infected with HIV


6. The presence of antibody and the titer of anti-HIV antibody


7. Genetic differences between two HSVs (DNA virus)


8. Genetic differences between two parainfluenza viruses (ribonucleic acid virus)


9. Amount of rotavirus antigen in stool


10. Detection of group A streptococci and their distinction from other streptococci







Answers


1. SDS-polyacrylamide gel electrophoresis to separate the proteins and Western blot to identify the HIV proteins are appropriate.


2. Genome detection methods, such as in situ hybridization on the Pap smear or a polymerase chain reaction (PCR) of the cells obtained during the procedure, can be used because virus proteins would be undetectable.


3. Cytopathologic effects, such as syncytia or Cowdry type A inclusion bodies, can be seen in Pap smears. Genome detection methods, such as in situ hybridization on the Pap smear or a PCR of DNA obtained from the cells or immunologic methods to detect virus antigen, can be used to detect evidence of the virus.


4. An Ouchterlony antibody diffusion or ELISA method can be used to detect fungal antigens.


5. Flow cytometry using immunofluorescence is probably the best method for identifying and quantitating CD4 and CD8 T cells.


6. ELISA is used to detect the presence and titer of anti-HIV antibody as a screening procedure for the blood supply. Western blot analysis with patient serum is used as a qualitative means to confirm ELISA results.


7. Restriction fragment length polymorphism or PCR can be used to detect genetic differences between strains or types of HSV.


8. Reverse transcriptase PCR can be used to distinguish two parainfluenza viruses.


9. Rotavirus in stool can be quantitated by ELISA. Immune electron microscopy is a qualitative method.


10. Group A Streptococcus can be detected by ELISA techniques, including rapid methods (similar to the over-the-counter pregnancy tests) for detecting streptolysin A and S. Fancier techniques, such as pulsed field gel electrophoresis of restriction fragments of the chromosome and PCR, can be used to distinguish different strains. Technology is also available to sequence portions of the genome of the different strains for comparison.
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Section 3


Basic Concepts in the Immune Response










7 Elements of Host Protective Responses


We live in a microbial world, and our bodies are constantly being exposed to bacteria, fungi, parasites, and viruses. Our bodies’ defenses to this onslaught are similar to a military defense. The initial defense mechanisms are barriers, such as the skin, acid and bile of the gastrointestinal tract, and mucus that inactivate and prevent entry of the foreign agents. If these barriers are compromised or the agent gains entry in another way, the local militia of innate responses must quickly rally to the challenge and prevent expansion of the invasion. Initially, toxic molecules (defensins and other peptides, complement) are thrown at the microbe, then the microbe is ingested and destroyed (neutrophils and macrophages) while other molecules facilitate the ingestion of the microbe by making them sticky (complement, lectins, and antibodies). Once activated, these responses send an alarm (complement, cytokines, and chemokines) to other cells and open the vasculature (complement, cytokines) to provide access to the site. Finally, if these steps are not effective, the innate responses activate a major campaign specifically directed against the invader by antigen-specific immune responses (B cells, antibody, and T cells) at whatever cost (immunopathogenesis). Similarly, knowledge of the characteristics of the enemy (antigens) through immunization enables the body to mount a faster, more effective response (activation of memory B and T cells) on rechallenge.


The different elements of the immune system interact and communicate using soluble molecules and by direct cell-to-cell interaction. These interactions provide the mechanisms for activation and control of the protective responses. Unfortunately, the protective responses to some infectious agents are insufficient; in other cases, the response to the challenge is excessive. In either case, disease occurs.






Soluble Activators and Stimulators of Innate and Immune Functions


Innate and immune cells communicate by interactions of specific cell surface receptors and with soluble molecules, including complement cleavage products, cytokines, interferons, and chemokines. Cytokines are hormone-like proteins that stimulate and regulate cells to activate and regulate the innate and immune response (Table 7-1 and Box 7-1). Interferons are proteins produced in response to viral and other infections (interferon-α and interferon-β) or on activation of the immune response (interferon-γ); they promote antiviral and antitumor responses and stimulate immune responses (see Chapter 8). Chemokines are small proteins (approximately 8000 Da) that attract specific cells to sites of inflammation and other immunologically important sites. Neutrophils, basophils, natural killer cells, monocytes, and T cells express receptors and can be activated by specific chemokines. The chemokines and other proteins (e.g., the C3a and C5a products of the complement cascade) are chemotactic factors that establish a chemical path to attract phagocytic and inflammatory cells to the site of infection. The triggers that stimulate the production of these molecules and the consequences of the interactions with their receptors on specific cells determine the nature of the innate and immune response.




Table 7-1 Cytokines and Chemokines


[image: image]







Box 7-1 


Major Cytokine-Producing Cells






Innate (Acute-Phase Responses)







Dendritic cells, macrophages, other: IL-1, TNF-α, IL-6, IL-12, IL-18, IL-23, GM-CSF, chemokines, IFN-α, IFN-β












Immune: T Cells (CD4 and CD8)







TH1 cells: IL-2, IL-3, GM-CSF, IFN-γ, TNF-α, TNF-β


TH2 cells: IL-4, IL-5, IL-6, IL-10, IL-3, IL-9, IL-13, GM-CSF, TNF-α


TH17 cells: IL-17, TNF-α


Treg cells: TGF-β and IL-10





GM-CSF, Granulocyte-macrophage colony-stimulating factor; IFN-α, -β, -γ, interferon-α, -β, -γ; IL, interleukin; TGF-β, transforming growth factor-β; TNF-α, tumor necrosis factor-α.















Cells of the Immune Response


Immune responses are mediated by specific cells with defined functions. The characteristics of the most important cells of the immune system and their appearances are presented in Figure 7-1 and in Tables 7-2 and 7-3.
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Figure 7-1 Morphology and lineage of cells involved in the immune response. Pluripotent stem cells and colony-forming units (CFUs) are long-lived cells capable of replenishing the more differentiated functional and terminally differentiated cells.


(From Abbas K, et al: Cellular and molecular immunology, ed 5, Philadelphia, 2003, WB Saunders.)





Table 7-2 Cells of the Immune Response






	Cells

	Characteristics and Functions






	Innate Lymphoid Cells






	NK cells

	Large, granular lymphocytes






	Markers: Fc receptors for antibody, KIR






	
Kill antibody-decorated cells and virus-infected or tumor cell (no MHC restriction)






	Phagocytic Cells






	Neutrophils

	Granulocytes with short life span, multilobed nucleus and granules, segmented band forms (more immature)






	
Phagocytose and kill bacteria (polymorphonuclear leukocytes)






	Eosinophils

	Bilobed nucleus, heavily granulated cytoplasm






	Marker: staining with eosin






	Involved in parasite defense and allergic response






	Antigen-Presenting Phagocytic Cells (APCs)

	Marker: Class II MHC-expressing cells






	Process and present antigen to CD4 T cells






	 Monocytes*


	Horseshoe-shaped nucleus, lysosomes, granules






	
Precursors to macrophage-lineage and dendritic cells, cytokine release






	 Immature dendritic cells

	Blood and tissue






	Cytokine response to infection, process antigen






	 Dendritic cells*


	Lymph nodes, tissue






	Most potent APC, Initiates and determines nature of T-cell response






	 Langerhans cells*


	Presence in skin






	Same as pre-dendritic cell






	 Macrophages*


	Possible residence in tissue, spleen, lymph nodes, and other organs; activated by IFN-γ and TNF






	Markers: large, granular cells; Fc and C3b receptors






	Activated cells initiate inflammatory and acute-phase response; activated cells are antibacterial, APC







	 Microglial cells*


	Presence in CNS and brain






	Produce cytokines






	 Kupffer cells*


	Presence in liver






	Filter particles from blood (e.g., viruses)






	Antigen-Responsive Cells






	T cells (all)

	Mature in thymus; large nucleus, small cytoplasm






	Markers: CD2, CD3, T-cell receptor (TCR)






	α/β TCR CD4 T cells

	Helper/DTH cells; activation by APCs through class II MHC antigen presentation







	Produce cytokines; stimulate T- and B-cell growth; promote B-cell differentiation (class switching, antibody production)






	
TH1 subtype (IL-2, IFN-γ, LT production): promote antibody and cell mediated defenses (local), DTH, T killer cells, and antibody






	
TH2 subtype (IL-4, IL-5, IL-6, IL-10 production): promote humoral responses (systemic)






	
TH17 subtype (IL-17, TNF-α, IL-6): stimulate inflammation in presence of TGF-β






	
T regulator (Treg) cells (TGF-β, IL-10): control CD4 and CD8 T cell activation, important for immunotolerance






	α/β TCR CD8 T-killer cells

	
Recognition of antigen presented by class I MHC antigens







	Kill viral, tumor, nonself (transplant) cells; secrete TH1 cytokines






	α/β TCR CD8 T cells (suppressor cells)

	
Recognition of antigen presented by class I MHC antigens







	Suppress T- and B-cell response






	γ/δ TCR T cells

	Markers: CD2, CD3, γ/δ T-cell receptor






	Early sensor of some bacterial infections in tissue and blood






	NKT cells

	Express NK cell receptors, TCR, and CD3






	Rapid response to infection, cytokine release






	Antibody-Producing Cells






	B cells

	Mature in bone marrow (bursal equivalent), Peyer patches






	Large nucleus, small cytoplasm; activation by antigens and T-cell factors






	Markers: surface antibody, class II MHC antigens







	Produce antibody and present antigen






	Plasma cells

	Small nucleus, large cytoplasm






	Terminally differentiated, antibody factories






	Other Cells






	Basophils/mast cells

	Granulocytic






	Marker: Fc receptors for IgE






	Release histamine, provide allergic response, are antiparasitic







CNS, central nervous system; DTH, delayed-type hypersensitivity; IFN-γ, interferon-γ; Ig, immunoglobulin; IL, interleukin; KIR, killer cell immunoglobulin-like receptors; LT, lymphotoxin; MHC, major histocompatibility complex; NK, natural killer; TCR, T-cell receptor; TGF-β, transforming growth factor-β; TH, T helper (cell); TNF-α, tumor necrosis factor-α.


* Monocyte/macrophage lineage.


Table 7-3 Normal Blood Cell Counts






	 

	Mean Number per Microliter

	Normal Range






	White blood cells (leukocytes)

	7400

	4500-11,000






	Neutrophils

	4400

	1800-7700






	Eosinophils

	200

	0-450






	Basophils

	40

	0-200






	Lymphocytes

	2500

	1000-4800






	Monocytes

	300

	0-800







From Abbas AK, Lichtman AH, Pober JS: Cellular and molecular immunology, ed 4, Philadelphia, 2000, WB Saunders.


The white blood cells can be distinguished on the basis of (1) morphology, (2) histologic staining, (3) immunologic functions, and (4) intracellular and cell surface markers. B and T lymphocytes can be distinguished by expression of surface antigen receptors, surface immunoglobulin for B cells and T-cell receptors for T cells. Monoclonal antibodies are used to distinguish subsets of the different types of cells according to their cell surface markers. These markers have been defined within clusters of differentiation, and the markers indicated by “CD” (cluster of differentiation) numbers (Table 7-4). In addition, all nucleated cells express class I MHC (MHC I) antigens (human: HLA-A, HLA-B, HLA-C).


Table 7-4 Selected CD Markers of Importance






	CD Markers

	Identity and Function

	Cell






	CD1d

	MHC I–like, nonpeptide antigen presentation

	DC, macrophage






	CD2 (LFA-3R)

	Erythrocyte receptor

	T






	CD3

	TCR subunit (γ, δ, ε, ζ, η); activation

	T






	CD4

	Class II MHC receptor

	T-cell subset, monocytes, some DCs






	CD8

	Class I MHC receptor

	T-cell subset






	CD11b (CR3)

	C3b complement receptor 3 (α chain)

	NK, myeloid cells






	CD14

	LPS-binding protein receptor

	Myeloid cells (monocytes, macrophages)






	CD16 (Fc-γ RIII)

	Phagocytosis and ADCC

	NK-cell marker, macrophages, neutrophils






	CD21 (CR2)

	C3d complement receptor, EBV receptor, B cell activation

	B cells






	CD25

	IL-2 receptor (α chain), early activation marker, marker for regulatory cells

	Activated T and B cells, regulatory T cells






	CD28

	Receptor for B7 co-stimulation: activation

	T cells






	CD40

	Stimulation of B cell, DC, and macrophage

	B cell, macrophage






	CD40 L

	Ligand for CD40

	T cell






	CD45RO

	Isoform (on memory cells)

	T cell, B cell






	CD56 (NKH1)

	Adhesion molecule

	NK cell






	CD69

	Marker of cell activation

	Activated T, B, NK cells and macrophages






	CD80 (B7-1)

	Co-stimulation of T cells

	DC, macrophages, B cell






	CD86 (B7-2)

	Co-stimulation of T cells

	DC, macrophages, B cell






	CD95 (Fas)

	Apoptosis inducer

	Many cells






	CD152 (CTLA-4)

	Receptor for B7; tolerance

	T cell






	CD178 (FasL)

	Fas ligand: apoptosis inducer

	Killer T and NK cells






	Adhesion Molecules






	CD11a

	LFA-1 (α chain)

	 






	CD29

	VLA (β chain)

	 






	VLA-1, VLA-2, VLA-3

	α Integrins

	T cells






	VLA-4

	α4 Integrin homing receptor

	T cell, B cell, monocyte






	CD50

	ICAM-3

	Lymphocytes and leukocytes






	CD54

	ICAM-1

	 






	CD58

	LFA-3

	 







ADCC, Antibody-dependent cellular cytotoxicity; APCs, antigen-presenting cells; CD, cluster of differentiation; CTLA-4, cytotoxic T-lymphocyte–associated protein-4; DC, dendritic cell; EBV, Epstein-Barr virus; ICAM-1, -3, intercellular adhesion molecule-1, -3; Ig, immunoglobulin; IL, interleukin; LFA-1, -3R, leukocyte function–associated antigen-1, -3R; LPS, lipopolysaccharide; MHC, major histocompatibility complex; NK, natural killer; TCR, T-cell antigen receptor; VLA, very late activation (antigen).


Modified from Male D, et al: Advanced immunology, ed 3, St Louis, 1996, Mosby.


A special class of cells that are antigen-presenting cells (APCs) express class II major histocompatibility complex (MHC) antigens (HLA-DR, HLA-DP, HLA-DQ). Cells that present antigenic peptides to T cells include dendritic cells, macrophage family cells, B lymphocytes, and a limited number of other cell types.






Hematopoietic Cell Differentiation


Differentiation of a common progenitor cell, termed the pluripotent stem cell, gives rise to all blood cells. Differentiation of these cells begins during development of the fetus and continues throughout life. The pluripotent stem cell differentiates into stem cells (sometimes referred to as colony-forming units) for different lineages of blood cells, including the lymphoid (T and B cells), myeloid, erythrocytic, and megakaryoblastic (source of platelets) lineages (see Figure 7-1). The stem cells reside primarily in the bone marrow, but can also be isolated from the fetal blood in umbilical cords and as rare cells in adult blood. Differentiation of stem cells into the functional blood cells is triggered by specific cell surface interactions with the stromal cells of the marrow and specific cytokines produced by these and other cells. The thymus and the “bursal equivalent” in bone marrow promote development of T cells and B cells, respectively. Specific cytokines that promote hematopoietic cell growth and terminal differentiation are released by helper T cells, dendritic cells, macrophages, and other cells in response to infections and on activation.


The bone marrow and thymus are considered primary lymphoid organs (Figure 7-2). These sites of initial lymphocyte differentiation are essential to the development of the immune system. The thymus is essential at birth for T-cell development but shrinks with aging, and other tissues may adopt its function later in life if it is removed. Secondary lymphoid organs include the lymph nodes, spleen, and mucosa-associated lymphoid tissue (MALT); the latter also includes gut-associated lymphoid tissue (GALT) (e.g., Peyer patches) and bronchus-associated lymphoid tissue (BALT) (e.g., tonsils, appendix). These sites are where dendritic cells and B and T lymphocytes reside and respond to antigenic challenges. Proliferation of the lymphocytes in response to infectious challenge causes these tissues to swell (i.e., “swollen glands”). The cells of the primary and secondary lymphoid organs express cell surface adhesion molecules (addressins) that interact with homing receptors (cell adhesion molecules) expressed on B and T cells.
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Figure 7-2 Organs of the immune system. Thymus and bone marrow are primary lymphoid organs. They are sites of maturation for T and B cells, respectively. Cellular and humoral immune responses develop in the secondary (peripheral) lymphoid organs and tissues; effector and memory cells are generated in these organs. The spleen responds predominantly to blood-borne antigens. Lymph nodes mount immune responses to antigens in intercellular fluid and in the lymph, absorbed either through the skin (superficial nodes) or from internal viscera (deep nodes). Tonsils, Peyer patches, and other mucosa-associated lymphoid tissues (blue boxes) respond to antigens that have penetrated the surface mucosal barriers.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)





The spleen and lymph nodes are encapsulated organs in which the macrophages and B and T cells reside in defined regions. Their location facilitates interactions that promote immune responses to antigen (Figure 7-3).
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Figure 7-3 Organization of the lymph node. Beneath the collagenous capsule is the subcapsular sinus, which is lined with phagocytic cells. Lymphocytes and antigens from surrounding tissue spaces or adjacent nodes pass into the sinus via the afferent lymphatic system. The cortex contains B cells grouped in primary follicles and stimulated B cells in secondary follicles (germinal centers). The paracortex contains mainly T cells and dendritic cells (antigen-presenting cells). Each lymph node has its own arterial and venous supplies. Lymphocytes enter the node from the circulation through the specialized high endothelial venules in the paracortex. The medulla contains both T and B cells, as well as most of the lymph node plasma cells organized into cords of lymphoid tissue. Lymphocytes can leave the node only through the efferent lymphatic vessel.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)





The lymph nodes are kidney-shaped organs, 2 to 10 mm in diameter, that filter the fluid that passes from intercellular spaces into the lymphatic system, almost like a sewage processing plant. The lymph node is constructed to optimize the meeting of the innate (dendritic cells and macrophages) and the immune response (B and T) cells to initiate and expand specific immune responses. A lymph node consists of the following three layers:




1. The cortex, the outer layer that contains mainly B cells, follicular dendritic cells, and macrophages arranged in structures called follicles and, if activated, in germinal centers


2. The paracortex, which contains dendritic cells that bring antigens from the tissues to be presented to the T cells to initiate immune responses


3. The medulla, which contains B and T cells and antibody-producing plasma cells, as well as channels for the lymph fluid





The spleen is a large organ that acts like a lymph node and also filters antigens, encapsulated bacteria, and viruses from blood and removes aged blood cells and platelets (Figure 7-4). The spleen consists of two types of tissue, the white pulp and the red pulp. The white pulp consists of arterioles surrounded by lymphoid cells (periarteriolar lymphoid sheath) in which the T cells surround the central arteriole. B cells are organized into primary unstimulated or secondary stimulated follicles that have a germinal center. The germinal center contains memory cells, macrophages, and follicular dendritic cells. The red pulp is a storage site for blood cells and the site of turnover of aged platelets and erythrocytes.
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Figure 7-4 Organization of lymphoid tissue in the spleen. The white pulp contains germinal centers and is surrounded by the marginal zone, which contains numerous macrophages, antigen-presenting cells, slowly recirculating B cells, and natural killer cells. The T cells reside in the periarteriolar lymphoid sheath (PALS). The red pulp contains venous sinuses separated by splenic cords. Blood enters the tissues via the trabecular arteries, which give rise to the many-branched central arteries. Some end in the white pulp, supplying the germinal centers and mantle zones, but most empty into or near the marginal zones.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)





MALT contains less structured aggregates of lymphoid cells (Figure 7-5). For example, the Peyer patches along the intestinal wall have special cells in the epithelium (M cells) that deliver antigens to the lymphocytes contained in defined regions (T [interfollicular] and B [germinal]). Once thought to be expendable, the tonsils are an important part of the MALT. These lymphoepithelial organs sample the microbes in the oral and nasal area. The tonsils contain a large number of mature and memory B cells (50% to 90% of the lymphocytes) that use their antibodies to sense specific pathogens and, with dendritic cells and T cells, can initiate immune responses. Swelling of the tonsils may be caused by infection or a response to infection.
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Figure 7-5 Lymphoid cells stimulated with antigen in Peyer patches (or the lungs or another mucosal site) migrate via the regional lymph nodes and thoracic duct into the bloodstream, then to the lamina propria of the gut and probably other mucosal surfaces. Thus lymphocytes stimulated at one mucosal surface may become distributed throughout the MALT (mucosa-associated lymphoid tissue) system. IgA, Immunoglobulin A.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)












Polymorphonuclear Leukocytes


Polymorphonuclear leukocytes (neutrophils) are short-lived cells that constitute 50% to 70% of circulating white blood cells (see Figure 7-1) and are a primary phagocytic defense against bacterial infection and major component of the inflammatory response. Neutrophils are 9 to 14 µm in diameter, lack mitochondria, have a granulated cytoplasm in which granules stain with both acidic and basic stains, and have a multilobed nucleus. Neutrophils leave the blood and concentrate at the site of infection in response to chemotactic factors. During infection, the neutrophils in the blood increase in number and include precursor forms. These precursors are termed band forms, in contrast to the terminally differentiated and segmented neutrophils. The finding of such an increase and change in neutrophils by a blood count is sometimes termed a left shift with an increase in bands versus segs. Neutrophils ingest bacteria by phagocytosis and expose the bacteria to antibacterial substances and enzymes contained in primary (azurophilic) and secondary (specific) granules. Azurophilic granules are reservoirs for enzymes such as myeloperoxidase, β-glucuronidase, elastase, and cathepsin G. Specific granules serve as reservoirs for lysozyme and lactoferrin. Dead neutrophils are the major component of pus.


Eosinophils are heavily granulated cells (11 to 15 µm in diameter) with a bilobed nucleus that stains with the acid dye eosin Y. They are also phagocytic, motile, and granulated. The granules contain acid phosphatase, peroxidase, and eosinophilic basic proteins. Eosinophils play a role in the defense against parasitic infections. The eosinophilic basic proteins are toxic to many parasites. Basophils, another type of granulocyte, are not phagocytic but release the contents of their granules during allergic responses (type 1 hypersensitivity).









Mononuclear Phagocyte System


The mononuclear phagocyte system has myeloid cells and consists of dendritic cells, monocytes (see Figure 7-1) in the blood, and cells derived from monocytes. Different cytokines or tissue environments promote myeloid stem cells and monocytes to differentiate into the various macrophages and dendritic cells. These cells include macrophages, alveolar macrophages in the lungs, Kupffer cells in the liver, intraglomerular mesangial cells in the kidney, histiocytes in connective tissue, osteoclasts, synovial cells, and microglial cells in the brain. Alveolar and serosal (e.g., peritoneal) macrophages are examples of “wandering” macrophages. Brain microglia are cells that enter the brain around the time of birth and differentiate into fixed cells. Most dendritic cells are myeloid cells derived from stem cells or monocytes. These mature forms have different morphologies corresponding to their ultimate tissue location and function and may express a subset of macrophage activities or cell surface markers.


Monocytes are 10 to 18 µm in diameter, with a single-lobed, kidney bean–shaped nucleus. They represent 3% to 8% of peripheral blood leukocytes. Monocytes follow neutrophils into tissue as an early cellular component of inflammation.


Macrophages are long-lived cells that are phagocytic, contain lysosomes, and unlike neutrophils, have mitochondria. Macrophages have the following basic functions: (1) phagocytosis, (2) antigen presentation to T cells to expand specific immune responses, and (3) secretion of cytokines to activate and promote innate and immune responses (Figure 7-6). Macrophages express cell surface receptors for the Fc portion of immunoglobulin (Ig) G (Fc-γ RI, Fc-γ RII, Fc-γ RIII) and for the C3b product of the complement cascade (CR1, CR3). These receptors facilitate the phagocytosis of antigen, bacteria, or viruses coated with these proteins. Toll-like and other pattern-recognition receptors recognize pathogen-associated molecular patterns and activate protective responses. Macrophages also express the class II MHC antigen, which allows these cells to present antigen to CD4 helper T cells to expand the immune response. Macrophages secrete interleukin-1, interleukin-6, tumor necrosis factor, interleukin-12, and other molecules upon sensing bacteria, which stimulates immune and inflammatory responses, including fever. A T-cell–derived cytokine, interferon-γ, activates macrophages. Activated macrophages have enhanced phagocytic, killing, and antigen-presenting capabilities.
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Figure 7-6 Macrophage surface structures mediate cell function. Receptors for bacterial components, antibody, and complement (for opsonization) promote activation and phagocytosis of antigen; other receptors promote antigen presentation and activation of T cells. The dendritic cell shares many of these characteristics. ICAM-1, Intercellular adhesion molecule-1; Ig, immunoglobulin; LFA-3, leukocyte function–associated antigen-3; LPS, lipopolysaccharide; MHC, major histocompatibility antigen I or II; TNF-α, tumor necrosis factor-α.











Dendritic Cells


Dendritic cells of myeloid and lymphoid origins have octopus-like tendrils and are professional antigen-presenting cells (APCs) that can also produce cytokines. Different types of immature and mature dendritic cells are found in tissue and blood; they include Langerhans cells in the skin, dermal interstitial cells, splenic marginal dendritic cells, and dendritic cells in the liver, thymus, germinal centers of the lymph nodes, and blood. Plasmacytoid dendritic cells are present in blood and produce large amounts of interferon-α and cytokines in response to viral and other infections. Immature dendritic cells capture and phagocytose antigen efficiently, release cytokines to activate and steer the subsequent immune response, and then mature into dendritic cells. These cells move to lymph node regions rich in T cells to present antigen on class I and class II MHC antigens. Dendritic cells are the only antigen-presenting cell that can initiate an immune response with a naïve T lymphocyte, and they also determine the type of response (TH1, TH2, Treg). Follicular dendritic cells present in B cell regions of lymph nodes and spleen are not hematopoietic in origin and do not process antigen but have tendrils (dendrites) and a “sticky” surface to concentrate and present antigens to B cells.









Lymphocytes


The lymphocytes are 6 to 10 µm in diameter, which is smaller than leukocytes. The two major classes of lymphocytes, B cells and T cells, have a large nucleus and smaller, agranular cytoplasm. Although B and T cells are indistinguishable by their morphologic features, they can be distinguished on the basis of function and surface markers (Table 7-5). Lymphoid cells that are not B or T cells (non-B/non-T cells, or null cells) are large, granular lymphocytes, also known as natural killer (NK) cells.


Table 7-5 Comparison of B and T Cells






	Property

	T Cells

	B Cells






	Origin

	Bone marrow

	Bone marrow






	Maturation

	Thymus

	Bursal equivalent: bone marrow, Peyer patches






	Functions

	CD4: helper class II MHC-restricted cytokine production for initiation and promotion of immune response
CD8: CTL class I MHC-restricted cytolysis
NKT and γ/δ T: rapid response to infection
Treg: control and suppress T cell and other responses

	
Antibody production
Antigen presentation to T cells






	Protective response

	Resolution of intracellular and fungal infections, enhance and control innate and immune responses

	Antibody protects against rechallenge, block spread of agent in blood, opsonize, etc.






	Products*


	Cytokines, interferon-γ, growth factors, cytolytic substances (perforin, granzymes)

	IgM, IgD, IgG, IgA, or IgE






	Distinguishing surface markers

	CD2 (sheep red blood cell receptor), TCR, CD3, CD4, or CD8

	Surface antibody, complement receptors, class II MHC antigens






	Subsets

	CD4 TH0: helper precursor
CD4 TH1: activates B, T, and NK cell growth, activates macrophages, CTLs and DTH responses, and IgG production
CD4 TH2: activates B- and T-cell growth; promotes IgG, IgE, and IgA production
CD4 TH17: inflammation
CD4 CD25 Treg: suppression
CD8: cytotoxic T cells (CTL)
CD8: suppressor cells
NKT, γ/δ T: rapid response to infection
Memory cells: long-lived, anamnestic response

	B cells (IgM, IgD): antibody, antigen presentation
B cells (IgG or IgE or IgA): antibody, antigen presentation
Plasma cell: terminally differentiated antibody factories
Memory cells: long-lived, anamnestic response







CD, Cluster of differentiation; CTL, cytotoxic lymphocyte; DTH, delayed-type hypersensitivity; Ig, immunoglobulin; MHC, major histocompatibility complex; NKT, natural killer T (cell); TCR, T-cell receptor; TH, T helper (cell).


* Depending on subset.


The primary function of B cells is to make antibody, but they also internalize antigen, process the antigen, and present the antigen to T cells to expand the immune response. B cells can be identified by the presence of immunoglobulins, class II MHC molecules, and receptors for the C3b and C3d products of the complement cascade (CR1, CR2) on their cell surfaces (Figure 7-7). The B-cell name is derived from its site of differentiation in birds, the bursa of Fabricius, and the bone marrow of mammals. B-cell differentiation also takes place in the fetal liver and fetal spleen. Activated B cells either develop into memory cells, which express the CD45RO cell surface marker and circulate until activated by specific antigen, or terminally differentiate into plasma cells. Plasma cells have small nuclei and a large cytoplasm for their job as producers of antibody.



 [image: image]

Figure 7-7 Surface markers of human B and T cells.




T cells acquired their name because they develop in the thymus. T cells have the following two major functions in response to foreign antigen:




1. Control, suppress (when necessary), and activate immune and inflammatory responses by cell-to-cell interactions and by releasing cytokines


2. Directly kill virally infected cells, foreign cells (e.g., tissue grafts), and tumors





T cells make up 60% to 80% of peripheral blood lymphocytes.


T cells were initially distinguished from B cells on the basis of their ability to bind and surround themselves (forming rosettes) with sheep erythrocytes through the CD2 molecule. All T cells express an antigen-binding T-cell receptor (TCR), which resembles but differs from antibody, and CD2- and CD3-associated proteins on their cell surface (see Figure 7-7). T cells are divided into three major groups on the basis of the type of TCR and also by the cell surface expression of two proteins, CD4 and CD8. Most lymphocytes express the α/β TCR. CD4-expressing T cells are primarily cytokine-producing cells that help to initiate and mature immune responses and activate macrophages to induce delayed-type hypersensitivity (DTH) responses; a subset of these cells suppress responses. The CD4 T cells can be further divided into TH0, TH1, TH2, TH17, Treg, and other subgroups according to the spectrum of cytokines they secrete and the type of immune response that they promote. TH1 cells promote local, antibody and cellular inflammatory, and DTH responses, whereas TH2 cells promote antibody production. TH17 cells activate neutrophil and other responses, and Treg cells promote T-cell tolerance. The CD8 T cells also release cytokines but are better known for their ability to recognize and kill virally infected cells, foreign tissue transplants (nonself-grafts), and tumor cells as cytotoxic killer T cells. CD8 T cells are also responsible for suppressing immune responses. T cells also produce memory cells that express CD45RO. A variable number of T cells express the γ/δ TCR but do not express CD4 or CD8. These cells generally reside in skin and mucosa and are important for innate immunity. NKT cells are T cells that share characteristics with NK cells.


Innate lymphoid cells (ILCs) are non-B, non-T lymphocytes that resemble T cells in some characteristics and include the NK cells. Cytokine-producing ILC are found associated with epithelial cells in the thymus and in the intestines. In the gut, these cells produce cytokines that regulate the epithelial cell and T-cell response to the intestinal flora and facilitate antiparasitic worm protection. Errors in their function are associated with immunopathology, including autoimmune diseases. ILCs are also involved in regulating immune responses during pregnancy. The large, granular lymphocyte NK cells resemble the CD8 T cells in cytolytic function toward virally infected and tumor cells, but they differ in the mechanism for identifying the target cell. NK cells also have Fc receptors, which are used in antibody-dependent killing and hence are also called antibody-dependent cellular cytotoxicity (ADCC or K) cells. The cytoplasmic granules contain cytolytic proteins to mediate the killing.










Questions


A professor was teaching an introductory course and described the different immune cells with the following nicknames. Explain why the nicknames are appropriate or why they are not.




1. Macrophage: Pac-Man (a computer game character who normally eats dots but eats bad guys when activated)


2. Lymph node: police department


3. CD4 T cell: desk sergeant/dispatch officer


4. CD8 T cell: “cop on the beat”/patrol officer


5. B cell: product design and building company


6. Plasma cell: factory


7. Mast cell: activatable chemical warfare unit


8. Neutrophil: trash collector and disinfector


9. Dendritic cell: billboard display







Answers


1. The macrophage is a phagocyte that is activated by interferon-γ and then becomes efficient at killing phagocytized microbes and producing cytokines.


2. The lymph node is a repository for B and T cells. Evidence of infection is brought by the lymphatics or dendritic cells and other antigen-presenting cells to the lymph node to activate the T cells to communicate with other cells through cytokines (like a radio) to be dispatched to take care of the problem.


3. The CD4 T cell is presented with the microbial problem by antigen presenting cells, and it tells other cells to take care of the problems by producing cytokines.


4. The CD8 T cell gets activated in the lymph node and then moves to the periphery to patrol for virus infected or tumor cells; it then grabs the perpetrator and inactivates it with an apoptotic hug.


5. Pre–B cells and B cells alter the DNA of their immunoglobulin genes to produce the genetic plans for a specific immunoglobulin, which is produced by that cell with slight modifications (somatic mutation) and a model change (class switch) when the market (T-cell–derived cytokines) tell them it is necessary, but without changing the general theme of the product (variable region).


6. The plasma cell is an immunoglobulin-producing factory with a small office (nucleus) and many assembly lines (ribosomes) for making antibody.


7. The mast cell has Fc receptors for IgE that will trigger the release of histamines and other agents upon binding to an allergen signal.


8. The neutrophil is very effective at phagocytosis and killing bacteria.


9. The dendritic cell phagocytoses antigen and brings it to the lymph node to display to CD4 and CD8 T cells.
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8 Innate Host Responses


The body protects itself from microbial infection in ways that are similar to those used by a country to protect itself from invasion. Barriers, such as skin, mucosal surfaces, and the acid of the stomach, prevent invasion by most microbes. The microbes that are capable of passing these barriers are bombarded with soluble antimicrobial molecules, such as defensins, complement components, and type 1 interferons. As the infection expands, troops of cells of the innate response, including neutrophils, monocyte-macrophage lineage cells, immature dendritic cells (iDCs), Langerhans cells and dendritic cells (DCs), and natural killer (NK) cells become involved. Often, these innate responses are sufficient to control the infection. Antigen-specific responses support, enhance, and control the cell-mediated innate responses (Box 8-1).





Box 8-1 


Innate Host Responses







Constitutive



Barriers: skin, stomach acid, bile, mucus



Body temperature



Antimicrobial peptides: defensins, cathelicidins



Enzymes: lysozyme



Lactoferrin, transferrin



Complement



Epithelial cell responses


Recruitment



Complement C3a, C5a



Chemokines from epithelium and macrophages


Pathogen-Triggered Responses



Neutrophils



Macrophages



Langerhans/dendritic cells



γ/δ T cells



NK, NKT cells


Acute-Phase Cytokines



IL-1: fever, diapedesis, inflammation



Tumor necrosis factor-α: fever, diapedesis, inflammation, vascular permeability, tissue remodeling, metabolism, maintenance of macrophage activation, cachexia



IL-6: acute-phase protein synthesis by liver, lymphocyte activation


Acute-Phase Proteins from the Liver



C-reactive protein, mannose-binding protein, fibrinogen, complement


Other Cytokines



IL-12: promotes TH1 response and activates NK cells



IL-23: promotes TH17 response from memory cells



Type 1 interferons: antiviral effect, fever, promotes CD8 T-cell response



Interferon-γ (from NK, NKT cells): activation of macrophages and dendritic cells


Inflammation





IL, Interleukin; NK, natural killer.





Innate protections are activated by direct contact with repetitive structures of the microbial surface or genome, termed pathogen-associated molecular patterns (PAMPs). In contrast, the antigen-specific responses sense and are activated by small structures termed epitopes.






Barriers to Infection


The skin and mucous membranes serve as barriers to most infectious agents (Figure 8-1), with few exceptions (e.g., papillomavirus, dermatophytes [“skin-loving” fungi]). Free fatty acids produced in sebaceous glands and by organisms on the skin surface, lactic acid in perspiration, and the low pH and relatively dry environment of the skin all form unfavorable conditions for the survival of most organisms.
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Figure 8-1 Barrier defenses of the human body.




The mucosal epithelium covering the orifices of the body is protected by mucus secretions and cilia. For example, pulmonary airways are coated with mucus, which is continuously transported toward the mouth by ciliated epithelial cells. Large, airborne particles get caught in the mucus, whereas small particles (0.05 to 3 microns [µm], the size of viruses or bacteria) that reach the alveoli are phagocytosed by macrophages and transported out of the airspaces. Some bacteria and viruses (e.g., Bordetella pertussis, influenza virus), cigarette smoke, or other pollutants can interfere with this clearance mechanism by damaging the ciliated epithelial cells, thus rendering the patient susceptible to secondary bacterial pneumonia. Antimicrobial substances (cationic peptides [defensins], lysozyme, lactoferrin, and secretory [IgA]) found in secretions at mucosal surfaces (e.g., tears, mucus, and saliva) also provide protection. Different defensins can disrupt bacterial, viral, and fungal membranes. Lysozyme induces lysis of bacteria by cleaving the polysaccharide backbone of the peptidoglycan of gram-positive bacteria. Lactoferrin, an iron-binding protein, deprives microbes of the free iron they need for growth (Table 8-1).


Table 8-1 Soluble Innate Defense Mediators






	Factor

	Function

	Source






	Lysozyme

	Catalyzes hydrolysis of bacterial peptidoglycan

	Tears, saliva, nasal secretions, body fluids, lysosomal granules






	Lactoferrin, transferrin

	Bind iron and compete with microorganisms for it

	Specific granules of PMNs






	Lactoperoxidase

	May be inhibitory to many microorganisms

	Milk and saliva






	β-Lysin

	Is effective mainly against gram-positive bacteria

	Thrombocytes, normal serum






	Chemotactic factors

	Induce directed migration of PMNs, monocytes, and other cells

	Complement and chemokines






	Properdin

	Activates complement in the absence of antibody-antigen complex

	Normal plasma






	Lectins

	Bind to microbial carbohydrates to promote phagocytosis

	Normal plasma






	Cationic peptides

	Disrupt membranes, block cell transport activities

	Polymorphonuclear granules, epithelial cells, etc. (defensins, etc.)







PMNs, Polymorphonuclear neutrophils (leukocytes).


The acidic environment of the stomach, bladder, and kidneys and the bile of the intestines inactivate many viruses and bacteria. Urinary flow also limits the establishment of infection.


Body temperature, and especially fever, limits or prevents the growth of many microbes, especially viruses. In addition, the immune response is more efficient at elevated temperatures.









Soluble Components of Innate Responses






Antimicrobial Peptides


Defensins and cathelicidins are peptides produced by neutrophils, epithelial cells, and other cells that are toxic to many microbes. Defensins are small (approximately 30 amino acids), cationic peptides that can disrupt membranes, kill bacteria and fungi and inactivate viruses. When secreted by Paneth cells in the bowel, they limit and regulate the bacteria living in the lumen. Production of defensins may be constituitive or stimulated by microbial products or cytokines, including interleukin (IL)-17. Cathelicidins are cleaved to produce microbiocidal peptides.









Complement


The complement system is an alarm and a weapon against infection, especially bacterial infection. The complement system is activated directly by bacteria and bacterial products (alternate or properdin pathway), by lectin binding to sugars on the bacterial cell surface (mannose-binding protein), or by complexes of antibody and antigen (classical pathway) (Figure 8-2). Activation by either pathway initiates a cascade of proteolytic events that cleave the proteins into “a” and “b” subunits. The “a” subunits (C3a, C5a) attract (chemotactic factors) phagocytic and inflammatory cells to the site, allow access to soluble molecules and cells by increasing vascular permeability (anaphylactic C3a, C4a, C5a) and activate responses. The “b” subunits are bigger and bind to the agent to promote their phagocytosis (opsonization) and elimination, and build a molecular drill that can directly kill the infecting agent. The three activation pathways of complement coalesce at a common junction point, the activation of the C3 component.
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Figure 8-2 The classical, lectin, and alternate complement pathways. Despite different activators, all three pathways converge toward the cleavage of C3 and C5 to provide chemoattractants and anaphylotoxins (C3a, C5a), an opsonin (C3b) that adheres to membranes, a B-cell activator (C3d) and to initiate the membrane attack complex (MAC) to kill cells. MASP, MBP-associated serine protease; MBP, mannose-binding protein.


(Redrawn from Rosenthal KS, Tan M: Rapid review microbiology and immunology, ed 3, St Louis, 2010, Mosby.)









Alternate Pathway


The alternate pathway is activated directly by bacterial cell surfaces and their components (e.g., endotoxin, microbial polysaccharides), as well as other factors. This pathway can be activated before the establishment of an immune response to the infecting bacteria because it does not depend on antibody and does not involve the early complement components (C1, C2, and C4). The initial activation of the alternate pathway is mediated by properdin factor B binding to C3b and then with properdin factor D, which splits factor B in the complex to yield the Bb active fragment that remains linked to C3b (activation unit). The C3b sticks to the cell surface and anchors the complex. The complement cascade then continues in a manner analogous to the classical pathway.









Lectin Pathway


The lectin pathway is also a bacterial and fungal defense mechanism. Mannose-binding protein is a large serum protein that binds to nonreduced mannose, fucose, and glucosamine on bacterial, fungal, and other cell surfaces. Mannose-binding protein resembles and replaces the C1q component of the classical pathways and on binding to bacterial surfaces, activates the cleavage of the mannose binding protein–associated serine protease. Mannose binding protein–associated serine protease cleaves the C4 and C2 components to produce the C3 convertase, the junction point of the complement cascade.









Classical Pathway


The classical complement cascade is initiated by the binding of the first component, C1, to the Fc portion of antibody (IgG or IgM, not IgA or IgE) that is bound to cell surface antigens or to an immune complex with soluble antigens. C1 consists of a complex of three separate proteins designated C1q, C1r, and C1s (see Figure 8-2). One molecule each of C1q and C1s with two molecules of C1r constitutes the C1 complex or recognition unit. C1q facilitates binding of the recognition unit to cell surface antigen-antibody complexes. Binding of C1q activates C1r (referred to now as C1r*) and in turn C1s (C1s*). C1s* then cleaves C4 to C4a and C4b, and C2 to C2a and C2b. The ability of a single recognition unit to split numerous C2 and C4 molecules represents an amplification mechanism in the complement cascade. The union of C4b and C2b produces C4b2b, which is known as C3 convertase. This complex binds to the cell membrane and cleaves C3 into C3a and C3b fragments. The C3b protein has a unique thioester bond that will covalently attach C3b to a cell surface or be hydrolyzed. The C3 convertase amplifies the response by splitting many C3 molecules. The interaction of C3b with C4b2b bound to the cell membrane produces C4b3b2b, which is termed C5 convertase. This activation unit splits C5 into C5a and C5b fragments and represents yet another amplification step.









Biologic Activities of Complement Components


Cleavage of the C3 and C5 components produces important factors that enhance clearance of the infectious agent by promoting access to the infection site and attracting the cells that mediate protective inflammatory reactions. C3b is an opsonin that promotes clearance of bacteria by binding directly to the cell membrane to make the cell more attractive to phagocytic cells, such as neutrophils and macrophages, which have receptors for C3b. C3b can be cleaved further to generate C3d, which is an activator of B lymphocytes. Complement fragments C3a, C4a, and C5a serve as powerful anaphylatoxins that stimulate mast cells to release histamine and tumor necrosis factor-α (TNF-α), which enhances vascular permeability and smooth muscle contraction. C3a and C5a also act as attractants (chemotactic factors) for neutrophils and macrophages by increasing adhesion protein expression of the capillary lining near the infection. These proteins are powerful promoters of inflammatory reactions. For many infections, these responses provide the major antimicrobial function of the complement system.


The complement system also interacts with the clotting cascade. Activated coagulation factors can cleave C5a, and a protease of the lectin pathway can cleave prothrombin to result in production of fibrin and activation of the clotting cascade.









Membrane Attack Complex


The terminal stage of the classical pathway involves creation of the membrane attack complex (MAC), which is also called the lytic unit (Figure 8-3). The five terminal complement proteins (C5 through C9) assemble into an MAC on target cell membranes to mediate injury. Initiation of the MAC assembly begins with C5 cleavage into C5a and C5b fragments. A (C5b,6,7,8)1(C9)n complex forms and drills a hole in the membrane, leading to apoptosis or the hypotonic lysis of cells. Neisseria bacteria are very sensitive to this manner of killing, while gram-positive bacteria are relatively insensitive. The C9 component is similar to perforin, which is produced by cytolytic T cells and NK cells.
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Figure 8-3 Cell lysis by complement. Activation of C5 initiates the molecular construction of an oil-well–like membrane attack complex (MAC). C9 resembles perforin (natural killer cells and cytotoxic T cells) to promote apoptosis in the target cell.











Regulation of Complement Activation


Humans have several mechanisms for preventing generation of the C3 convertase to protect against inappropriate complement activation. These include C1 inhibitor, C4 binding protein, factor H, factor I, and the cell surface proteins, which are decay-accelerating factor (DAF) and membrane cofactor protein. In addition, CD59 (protectin) prevents formation of the MAC. Most infectious agents lack these protective mechanisms and remain susceptible to complement. A genetic deficiency in these protection systems can result in disease.












Interferons


Interferons are small, cytokine-like proteins that can interfere with virus replication but also have systemic effects (described in more detail in Chapter 10). The type I interferons include α and β but not γ, which is a type II interferon. The type I interferons are primarily a very early antiviral response triggered by the double-stranded RNA intermediates of virus replication and other structures that bind to Toll-like receptors (TLRs), RIG-1 (retinoic acid–inducible gene 1), and other PAMP receptors (PAMPRs). Plasmacytoid DCs produce large amounts of IFN-α in response to viral infection, especially during viremia, but other cells can also make IFN-α. IFN-β is made primarily by fibroblasts. The type I interferons promote transcription of antiviral proteins in cells that are activated upon viral infection. They also activate systemic responses, including fever and enhance T-cell activation. Type I interferons will be discussed further with respect to the response to viral infections.


IFN-γ is a type II interferon and differs in biochemical and biologic properties from type I interferons. IFN-γ is primarily a cytokine produced by NK and T cells as part of TH1 immune responses and activates macrophages and myeloid cells. IFN-γ will be discussed further with respect to T-cell responses.












Cellular Components of Innate Responses






Phagocytes


Neutrophils play a major role in antibacterial and antifungal protections and a lesser role for antiviral protections. The neutrophil surface is decorated with receptors that bind microbes, such as C-type lectin and scavenger receptors, and opsonin receptors for the Fc portion of immunoglobulin, C3b, or lectins bound to the microbial surface. These receptors promote phagocytosis of the microbe and their subsequent killing, as described later. Neutrophils have many granules that contain antimicrobial proteins and substances. These cells are terminally differentiated, spend less than 3 days in the blood, rapidly die in tissue, and become pus at the site of infection.









Cells of the Monocyte-Macrophage Lineage


Macrophages mature from blood monocytes and, like neutrophils, are decorated with opsonin receptors to promote phagtocytosis of microbes, receptors for PAMPs (see later) to initiate activation and response, cytokine receptors, to promote activation of the macrophages, and express MHC II proteins for antigen presentation to CD4 T cells (Figure 8-4). Unlike neutrophils, macrophages live longer, must be activated to kill phagocytosed microbes, can divide, and remain at the site of infection or inflammation.
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Figure 8-4 The many functions of macrophages and members of the macrophage family. H2O2, Hydrogen peroxide; IFN-γ, interferon-γ; IL, interleukin; NO, nitric oxide; ·O−, oxygen radical; ·OH, hydroxyl radical; TH, T helper (cell); TNF-α, tumor necrosis factor-α.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)





Macrophages can be activated by IFN-γ (classical activation) produced by NK cells and CD4 and CD8 T cells as part of the TH1 response and are then able to kill phagocytosed bacteria. These are called M1 macrophages. Activated M1 macrophages produce cytokines, enzymes, and other molecules to promote antimicrobial function (Box 8-2). They also reinforce local inflammatory reactions by producing various chemokines to attract neutrophils, iDCs, NK cells, and activated T cells. Activation of the macrophages makes them more efficient killers of phagocytosed microbes, virally infected cells, and tumor cells. Alternatively activated macrophages (M2 macrophages) are activated by the TH2-related cytokines, IL-4 and IL-13, and support antiparasitic responses, promote tissue remodeling, and wound repair. Continuous (chronic) stimulation of macrophages by T cells, as in the case of an unresolved mycobacterial infection, promotes the fusion of macrophages into multinucleated giant cells and large macrophages called epithelioid cells that surround the infection and form a granuloma.





Box 8-2 


Secreted Products of Macrophages with a Protective Effect on the Body







Acute-phase cytokines: IL-6, TNF-α, and IL-1 (endogenous pyrogens)


Other cytokines: IL-12, GM-CSF, G-CSF, M-CSF, IFN-α


Cytotoxic factors



Oxygen metabolites



Hydrogen peroxide



Superoxide anion



Nitric oxide



Hydrolytic enzymes



Collagenase



Lipase



Phosphatase



Complement components



C1 through C5



Properdin



Factors B, D, H, and I



Coagulation factors



Plasma proteins



Arachidonic acid metabolites



Prostaglandin



Thromboxane



Leukotrienes





G-CSF, Granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage colony-stimulating factor; IFN-α, interferon-α; IL, interleukin; M-CSF, macrophage colony-stimulating factor; TNF-α, tumor necrosis factor-α.












Immature Dendritic Cells and Dendritic Cells


DCs provide the bridge between the innate and the immune responses. The cytokines they produce determine the nature of the T-cell response. Monocytes and precursor myeloid DCs circulate in the blood and then differentiate into iDCs in tissue and lymphoid organs. iDCs are phagocytic, and upon activation by danger signals, they release an early cytokine-mediated warning system and then mature into DCs. Mature DCs are the ultimate antigen-presenting cell, the only antigen-presenting cell that can initiate an antigen-specific T-cell response (Box 8-3). These cells express different combinations of danger sensors that can detect tissue trauma (adenosine triphosphate [ATP], adenosine, reactive oxygen species [ROS], heat shock proteins) and infection, including Toll-like receptors and other receptors (see later).





Box 8-3 


Dendritic Cells (DCs)







Myeloid and lymphoid


Morphology: octopus-like with tendrils


Activities



Immature DC




In blood and tissue



Danger sensors, phagocytosis and cytokine production, antigen processing



Mature DC




In lymphoid tissues (up-regulated MHC II and B7-1 and B7-2 molecules)



In T-cell areas of lymph node, process and present antigen to initiate T-cell response


MHC I-peptide: CD8 T cells



CD1-glycolipids: CD8 T cells



MHC II-peptide: CD4 T cells



Activate naïve T-cells and determine response through specific cytokines



Cytokine production directs T-helper response


Follicular DC



In B-cell areas of lymphoid tissues (Fc and CR1, CR2, and CR3 complement receptors, lack MHC II)



Presentation of antigen stuck to membrane to B cells





MHC, Major histocompatibility complex.












Natural Killer, γ/δ T Cells, and NKT Cells


NK cells are innate lymphoid cells (ILCs) that provide an early cellular response to a viral infection, have antitumor activity, and amplify inflammatory reactions after bacterial infection. NK cells are also responsible for antibody-dependent cellular cytotoxicity (ADCC), in which they bind and kill antibody-coated cells. NK cells are large granular lymphocytes (LGLs) that share many characteristics with T cells, except the mechanism for target cell recognition. NK cells do not express a T-cell receptor (TCR) or CD3 and cannot make IL-2. They neither recognize a specific antigen nor require presentation of antigen by MHC molecules. The NK system does not involve memory or require sensitization and cannot be enhanced by specific immunization.


NK cells are activated by (1) IFN-α and IFN-β (produced early in response to viral and other infections), (2) TNF-α, (3) IL-12, IL-15, and IL-18 (produced by pre-DCs and activated macrophages), and (4) IL-2 (produced by CD4 TH1 cells). The NK cells express many of the same cell surface markers as T cells (e.g., CD2, CD7, IL-2 receptor [IL-2R], and FasL [Fas ligand]) but also the Fc receptor for IgG (CD16), complement receptors for ADCC, and NK-specific inhibitory receptors and activating receptors (including NK immunoglobulin-like receptors [KIR]). Activated NK cells produce IFN-γ, IL-1, and granulocyte-macrophage colony-stimulating factor (GM-CSF). The granules in an NK cell contain perforin, a pore-forming protein, and granzymes (esterases), which are similar to the contents of the granules of a CD8 cytotoxic T lymphocyte (CTL). These molecules promote the death of the target cell.


The NK cell sees every cell as a potential victim, especially those that appear in distress, unless it receives an inhibitory signal from the target cell. NK cells interact closely with the target cell by binding to carbohydrates and surface proteins on the cell surface. The interaction of a class I MHC molecule on the target cell with a KIR inhibitory receptor is like communicating a secret password, indicating that all is normal, and this provides an inhibitory signal to prevent NK killing of the target cell. Virus-infected and tumor cells express “stress-related receptors” and are often deficient in MHC I molecules and become NK-cell targets. Binding of the NK cell to antibody-coated target cells (ADCCs) also initiates killing, but this is not controlled by an inhibitory signal. The killing mechanisms are similar to those of CTLs. A synapse (pocket) is formed between the NK and target cell, and perforin and granzymes are released to disrupt the target cell and induce apoptosis. In addition, the interaction of the FasL on the NK cell with Fas protein on the target cell can also induce apoptosis.


Other ILCs resemble CD4 T cells and produce cytokines to regulate epithelial and lymphocyte responses. ILCs line the inside of the intestinal epithelium and produce cytokines to regulate their production of defensins as well as T-cell responses to the gut microbial flora and facilitate antiparasitic worm protections. Errors in their function are associated with inflammatory bowel diseases.


NKT cells and γ/δ T cells reside in tissue and in the blood and differ from other T cells because they have a limited repertoire of T-cell receptors. Unlike other T cells, NKT and γ/δ T cells sense nonpeptide antigens, including bacterial glycolipids (mycobacteria) and phosphorylated amine metabolites from some bacteria (Escherichia coli, mycobacteria) but not others (streptococci, staphylococci). These T cells and NK cells produce IFN-γ, which activate macrophages and DCs to enforce a protective TH1 cycle of cytokines and local cellular inflammatory reactions. NKT cells also express NK-cell receptors.












Activation of Innate Cellular Responses


The cells of the innate response are activated by direct interaction with repetitive external structures and the deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) of microbes. Later, their functions are enhanced, suppressed, and regulated by T cells and T-cell–generated cytokines. These cells express different combinations of danger sensors for microbial infection and cell trauma, including the TLR family of proteins, as well as other receptors. The TLRs include at least 10 different cell surface and intracellular proteins that sense the presence of microbial infection by binding to the characteristic patterns within molecules on the outside of bacteria, fungi, and viruses, and even to forms of the DNA and RNA of these microbes; these are termed pathogen-associated molecular patterns (PAMPs) (Box 8-4; Table 8-2; Figure 8-5). These patterns are present within the endotoxin component of lipopolysaccharide (LPS) and in teichoic acid, fungal glycans, unmethylated cytosine-guanosine units of DNA (CpG oligodeoxynucleotides [ODNs]) commonly found in bacteria, double-stranded RNA produced during the replication of some viruses, and other molecules. Cytoplasmic sensors of bacterial peptidoglycan include nucleotide-binding oligomerization domain protein 1 (NOD1), NOD2, and cryopyrin and, for nucleic acids, RIG-1, melanoma differentiation–associated gene 5 (MDA5), etc. Binding of PAMPs to TLRs and other PAMPRs activates adaptor proteins that trigger cascades of protein kinases and other responses that result in the activation of the cell and production of specific cytokines. These cytokines can include IL-1 and TNF-α, IL-6, interferons α and β, and various chemokines.





Box 8-4 


Pathogen Pattern Receptors (PPRs)







PPRs are receptors for microbial structures.


PPRs activate defenses against extracellular and intracellular infections.



1. Toll-like receptors (TLRs): transmembrane proteins on the membrane or in endosomes that bind structures or nucleic acid from different microbes



Lipid binding TLRs*: 1, 2, 4, 6, 10



Nucleic acid binding TLRs: 3, 7, 8, 9



Protein binding TLR: 5



2. NOD-like receptors (NLRs): Cytoplasmic receptors that bind peptidoglycan



3. C-type lectin receptors (CLRs): Transmembrane receptors for carbohydrates



4. RIG-1–like receptors (RLRs): cytoplasmic receptors for nucleic acid



5. NALP3 receptors: cytoplasmic receptors that bind DNA, RNA, and peptidoglycan



6. AIM2: cytoplasmic receptors for microbial DNA





AIM2, Absence in melanoma 2; NALP3, nacht, leucine-rich repeat and pyrin domain–containing protein 3; NOD, nucleotide-binding oligomerization domain; RIG-1, retinoic acid–inducible gene-1.




* Proteins may also bind.








Table 8-2 Pathogen Pattern Receptors






	Receptor*


	Microbial Activators

	Ligand






	Cell Surface

	 

	 






	TLR1

	Bacteria, mycobacteria
Neisseria meningitidis


	Lipopeptides
Soluble factors






	TLR2

	Bacteria
Fungi
Cells

	LTA, LPS, PG, etc.
Zymosan
Necrotic cells






	TLR4

	Bacteria, parasites, host proteins
Viruses, parasites, host proteins

	
LPS, fungal mannans, viral glycoproteins, parasitic phospholipids, host heat shock proteins, LDL






	TLR5

	Bacteria

	Flagellin






	TLR6

	Bacteria
Fungi

	LTA, lipopeptides, zymosan






	Lectins

	Bacteria, fungi, viruses

	Specific carbohydrates (e.g., mannose)






	
N-Formyl methionine receptor

	Bacteria

	Bacterial proteins






	Endosome

	 

	 






	TLR3

	Viruses

	Double-stranded RNA






	TLR7

	Viruses

	Single-stranded RNA
Imidazoquinolines






	TLR8

	Viruses

	Single-stranded RNA
Imidazoquinolines






	TLR9

	Bacteria
Viruses

	Unmethylated DNA (CpG)






	Cytoplasm

	 

	 






	NOD1, NOD2, NALP3

	Bacteria

	Peptidoglycan






	Cryopyrin

	Bacteria

	Peptidoglycan






	RIG-1

	Viruses

	RNA






	MDA5

	Viruses

	RNA






	DAI

	Viruses, cytoplasmic DNA

	DNA







Activators: DAI, DNA-dependent activator of interferon regulatory factors; DNA, deoxyribonucleic acid; dsRNA, double-stranded RNA; LDL, minimally modified low-density lipoprotein; LPS, lipopolysaccharide; LTA, lipoteichoic acid; MDA5, melanoma differentiation–associated gene 5; NALP3, Nacht, leucine-rich repeat and pyrin domain–containing protein 3; NOD, nucleotide-binding oligomerization domain; PG, peptidoglycan; RIG-1, retinoic acid–inducible gene-1; TLR, Toll-like receptor.


* Information about Toll-like receptors from Takeda A, Kaisho T, Akira S: Toll-like receptors, Annu Rev Immunol 21:335–376, 2003; and Akira S, Takeda K: Toll-like receptor signalling, Nat Rev Immunol 4:499–511, 2003.



 [image: image]

Figure 8-5 Recognition of pathogen-associated molecular patterns. Microbial structures, RNA and DNA bind to specific receptors on the cell surface, in vesicles, or in the cytoplasm to activate innate responses. FL, Flagellin; GP, glycoproteins; GPI, phosphatidylinositol glycan–anchored proteins; LP, lipoproteins; LPS, lipopolysaccharide; LTA, lipoteichoic acid; MDA5, melanoma differentiation–associated gene 5; NALP3, Nacht, leucine-rich repeat and pyrin domain–containing protein 1/3; NOD2, nucleotide-binding oligomerization domain protein 2; PG, peptidoglycan; RIG-1, retinoic acid-inducible gene protein-1; TLR9, Toll-like receptor 9.


(Modified from Mogensen TH: Pathogen recognition and inflammatory signaling in innate immune defenses, Clin Microbiol Rev 22:240–273, 2009.)





Local inflammation is also promoted by the inflammasome (Figure 8-6). The inflammasome is a multiprotein complex present in epithelial cells, DCs, macrophages, and other cells and are activated by several of the adaptor proteins induced in response to PAMPRs, tissue damage, or indications of intracellular infection. Proteases released upon uric acid crystal (gout) or asbestos puncture of phagosomes and lysosomes can also activate inflammasome formation. The inflammasome activates the caspase 1 protease, which then cleaves, activates, and promotes the release of IL-1β and IL-18. These activated cytokines promote local inflammation. The activated inflammasome can also initiate an apoptosis-like cell death for cells bearing intracellular bacterial infections.
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Figure 8-6 Induction of inflammatory responses. Receptors for pathogen-associated molecular patterns and danger signals (damage-associated molecular patterns receptors) at the cell surface, in vesicles, and in the cytoplasm (1) activate signal cascades that (2) produce adaptor proteins that (3) activate local inflammatory responses. The adaptor proteins initiate the assembly of the inflammasome and also trigger the transcription of cytokines. Cytokines activate innate and promote antigen-specific responses. In addition, crystalline materials lyse lysosomes, releasing proteases that cleave precursors to initiate assembly and activation of the inflammasome and promote inflammation. ATP, Adenosine triphosphate; FL, flagellin; HSP, heat shock protein; IL, interleukin; LPS, lipopolysaccharide; LTA, lipoteichoic acid; NOD, nucleotide-binding oligomerization domain protein; RIG-1, retinoic acid-inducible gene protein 1; ROS, reactive oxygen species; TLR, Toll-like receptor; TNF-α, tumor necrosis factor-α.








Chemotaxis and Leukocyte Migration


Chemotactic factors produced in response to infection and inflammatory responses, such as complement components (C3a, C5a), bacterial products (e.g., formyl-methionyl-leucyl-phenylalanine [f-met-leu-phe]), and chemokines, are powerful chemoattractants for neutrophils, macrophages, and later in the response, lymphocytes. Chemokines are small cytokine-like proteins that direct the migration of white blood cells. Most chemokines are either CC (adjacent cysteines) or CXC (cysteines separated by one amino acid) chemokines. Chemokines bind to G-protein–coupled receptors specific for structurally similar cytokines. Chemokines may recruit lymphocytes and leukocytes to the site of infection or inflammation or to different sites in the lymph node. The chemokines establish a chemically lighted “runway” to guide these cells to the site of an infection and also activate them. The chemokines, IL-1, and TNF-α cause the endothelial cells lining the capillaries (near the inflammation) and the leukocytes passing by to express complementary adhesion molecules (molecular “Velcro”). The leukocytes slow, roll, attach to the lining, and then extravasate across (i.e., pass through) the capillary wall to the site of inflammation, a process called diapedesis (Figure 8-7).
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Figure 8-7 A and B, Neutrophil diapedesis in response to inflammatory signals. Tumor necrosis factor-α (TNF-α) and chemokines activate the expression of selectins and intercellular adhesion molecules on the endothelium near the inflammation and their ligands on the neutrophil: integrins, L-selectin, and leukocyte function–associated antigen-1. The neutrophil binds progressively tighter to the endothelium until it finds its way through the endothelium. Epithelial cells, Langerhans cells, and macrophages activated by microbes and interferon-γ (IFN-γ) make TNF-α and other cytokines and chemokines to enhance diapedesis. IL, Interleukin; NK, natural killer.


(A, From Abbas AK, Lichtman AH: Basic immunology: functions and disorders of the immune system, ed 3, Philadelphia, 2008, WB Saunders.)












Phagocytic Responses


Polymorphonuclear neutrophils (PMNs), monocytes, and occasionally eosinophils are the first cells to arrive at the site in response to infection; they are followed later by macrophages. Neutrophils provide a major antibacterial response and contribution to inflammation. An increased number of neutrophils in the blood, body fluids (e.g., cerebrospinal fluid), or tissue indicates a bacterial infection. The mobilization of neutrophils is accompanied by a “left shift,” an increase in the number of immature band forms released from the bone marrow (left refers to the beginning of a chart of neutrophil development).


Phagocytosis of bacteria by macrophages and neutrophils involves three steps: attachment, internalization, and digestion. Attachment of the bacteria to the macrophage is mediated by receptors for bacterial carbohydrates (lectins [specific sugar-binding proteins]), fibronectin receptors (especially for Staphylococcus aureus), and receptors for opsonins, including complement (C3b), mannose-binding protein, and the Fc portion of antibody. After attachment, a section of plasma membrane surrounds the particle, which forms a phagocytic vacuole around the microbe. This vacuole fuses with the primary lysosomes (macrophages) or granules (PMNs) to allow inactivation and digestion of the vacuole contents.


Phagocytic killing may be oxygen dependent or oxygen independent, depending on the antimicrobial chemicals produced by the granules (Figure 8-8). Neutrophils do not need special activation to kill internalized microbes, but their response is reinforced by IL-17–mediated activities. Activation of macrophages is promoted by IFN-γ (best) and GM-CSF, which are produced early in the infection by NK and NKT cells or later by CD4 T cells, and sustained by TNF-α and lymphotoxin (TNF-β). Activation of macrophages is required for macrophages to kill internalized microbes.



 [image: image]

Figure 8-8 Phagocytosis and killing of bacteria. Bacteria are bound directly or are opsonized by mannose-binding protein, immunoglobulin G (IgG), and/or C3b receptors, promoting their adherence and uptake by phagocytes. Within the phagosome, oxygen-dependent and oxygen-independent mechanisms kill and degrade the bacteria. NADPH, Nicotinamide adenine dinucleotide phosphate reduced.




Oxygen-dependent killing is activated by a powerful oxidative burst that culminates in the formation of hydrogen peroxide and other antimicrobial substances (ROS) (Box 8-5). In the neutrophil, but not the macrophage, hydrogen peroxide with myeloperoxidase (released by primary granules during fusion to the phagolysosome) transforms chloride ions into hypochlorous ions that kill the microorganisms. Nitric oxide produced by neutrophils and activated macrophages has antimicrobial activity and is also a major second messenger molecule (like cyclic adenosine monophosphate [cAMP]) which enhances the inflammatory and other responses.





Box 8-5 


Antibacterial Compounds of the Phagolysosome







Oxygen-Dependent Compounds



Hydrogen peroxide: NADPH oxidase and NADH oxidase



Superoxide



Hydroxyl radicals (·OH−)



Activated halides (Cl−, I−, Br−): myeloperoxidase (neutrophil)



Nitrous oxide


Oxygen-Independent Compounds



Acids



Lysosome (degrades bacterial peptidoglycan)



Lactoferrin (chelates iron)



Defensins and other cationic proteins (damage membranes)


Proteases: Elastase, Cathepsin G





NADH, Nicotinamide adenine dinucleotide reduced; NADPH, nicotinamide adenine dinucleotide phosphate reduced.





The neutrophil can also mediate oxygen-independent killing upon fusion of the phagosome with azurophilic granules containing cationic proteins (e.g., cathepsin G) and specific granules containing lysozyme and lactoferrin. These proteins kill gram-negative bacteria by disrupting their cell membrane integrity, but they are far less effective against gram-positive bacteria, which are killed principally through the oxygen-dependent mechanism.


The neutrophils contribute to the inflammation in several ways. Prostaglandins and leukotrienes, which increase vascular permeability, are released, causing swelling (edema) and stimulating pain receptors. In addition, during phagocytosis, the granules may leak their contents to cause tissue damage. The neutrophils have short lives, and dead neutrophils produce pus.


Resting macrophages are phagocytic and will internalize microbes but do not have the preformed granules of antimicrobial molecules to kill them. Activation of the macrophage by IFN-γ, making the macrophages “angry,” promotes production of inducible nitric oxide synthase (iNOS) and nitric oxide, other ROS, and antimicrobial enzymes to kill internalized microbes. Activated macrophages also make acute-phase cytokines (IL-1, IL-6, and TNF-α) and possibly IL-23 or IL-12. Intracellular infection can occur upon infection of a resting macrophage or if the microbe can counteract the antimicrobial activities of an activated macrophage.


In addition to the tissue macrophages, splenic macrophages are important for clearing bacteria, especially encapsulated bacteria, from blood. Asplenic (congenitally or surgically) individuals are highly susceptible to pneumonia, meningitis, and other manifestations of Streptococcus pneumoniae, Neisseria meningitidis, and other encapsulated bacteria.












Normal Flora–Associated Responses


Innate responses are constantly being stimulated by the normal flora of the skin, nares, oral region, urogenital and gastrointestinal tracts. PAMPRs on the cells of the intestine continuously see the LPS, lipoteichoic acid (LTA), flagella, and other components of the bacteria within the lumen. An equilibrium is maintained between innate, immune regulatory responses and their microbial stimuli. Disruption of the equilibrium by altering the microbial species with antimicrobial treatment or by disrupting the innate and immune responses can result in inflammatory bowel disease, autoimmune diseases, or gastroenteritis.









Inflammation






Proinflammatory Cytokines


The proinflammatory cytokines, sometimes referred to as acute-phase cytokines, are IL-1, TNF-α, and IL-6 (Table 8-3). These cytokines are produced by activated macrophages and other cells. IL-1 and TNF-α share properties. Both of these cytokines are endogenous pyrogens capable of stimulating fever; they promote local inflammatory reactions and synthesis of acute-phase proteins.




Table 8-3 Cytokines of Innate Immunity (STAT)*


[image: image]




TNF-α is the ultimate mediator of inflammation and the systemic effects of infection. TNF-α stimulates endothelial cells to express adhesion molecules and chemokines to attract leukocytes to the site of infection, activates neutrophils and macrophages, and promotes apoptosis of certain cell types. Systemically, TNF acts on the hypothalamus to induce fever, can cause systemic metabolic changes, weight loss (cachexia) and loss of appetite, and enhance production of IL-1, IL-6, and chemokines, and it promotes acute-phase protein synthesis by the liver. At high concentrations, TNF-α elicits all of the functions leading to septic shock.


There are two types of IL-1, IL-1α and IL-1β. IL-1 is produced mainly by activated macrophages, also neutrophils, epithelial, and endothelial cells. IL-1β must be cleaved by the inflammasome to become activated. IL-1 shares many of the activities of TNF-α to promote local and systemic inflammatory responses. Unlike TNF-α, IL-1 cannot induce apoptosis and will enhance but is not sufficient to cause septic shock. IL-6 is produced by many cell types, promotes the synthesis of acute-phase proteins in the liver, production of neutrophils in bone marrow, and the activation of T and B lymphocytes.


IL-23 and IL-12 are cytokines that bridge the innate and immune responses. Both cytokines have two subunits, a p40 subunit and a p35 subunit for IL-12 and a p19 subunit for IL-23. IL-23 promotes TH17 responses from memory T cells, which enhance neutrophil action. IL-12 promotes NK-cell function and is required to promote a TH1 immune response, which enhances macrophages and other myeloid cells functions. These cytokines will be discussed further regarding their actions on T cells. IL-18 is produced by macrophages, must be cleaved by the inflammasome to an active form, and promotes NK- and T-cell function.









Acute Inflammation


Acute inflammation is an early defense mechanism to contain an infection, prevent its spread from the initial focus, and activate subsequent immune responses. Initially, inflammation can be triggered by the response to danger signals resulting from infection and tissue damage and then may be maintained or enhanced by cytokine and T-cell stimulation of additional cellular responses.


The three major events in acute inflammation are (1) expansion of capillaries to increase blood flow (causing redness or a rash and releasing heat); (2) increase in permeability of the microvasculature structure to allow escape of fluid, plasma proteins, and leukocytes from the circulation (swelling or edema); and (3) recruitment of neutrophils and their accumulation and response to infection at the site of injury. Inflammatory responses are beneficial but are associated with pain, redness, heat, and swelling and can also cause tissue damage. The mediators of inflammation are listed in Table 8-4.


Table 8-4 Mediators of Acute and Chronic Inflammation






	Action

	Mediators






	Acute Inflammation

	 






	Increased vascular permeability

	Histamine, bradykinin, C3a, C5a, leukotrienes, PAF, substance P






	Vasodilation

	Histamine, prostaglandins, PAF, nitric oxide (NO)






	Pain

	Bradykinin, prostaglandins






	Leukocyte adhesion

	Leukotriene B4, IL-1, TNF-α, C5a






	Leukocyte chemotaxis

	C5a, C3a, IL-8, chemokines, PAF, leukotriene B4






	Acute-phase response

	IL-1, IL-6, TNF-α






	Tissue damage

	Proteases, free radicals, NO, neutrophil granule contents






	Fever

	IL-1, TNF, prostaglandins






	Chronic Inflammation

	 






	Activation of T cells and macrophages, and acute-phase processes

	T cell (TNF, IL-17, IFN-γ) and macrophages (IL-1, TNF-α, IL-23, IL-12) cytokines







IFN-γ, Interferon-γ; IL, interleukin; PAF, platelet activating factor; TNF, tumor necrosis factor.


From Novak R: Crash course immunology, Philadelphia, 2006, Mosby.


Tissue damage is caused to some extent by complement and macrophages but mostly by neutrophils. Dead neutrophils are a major component of pus. Kinins and clotting factors induced by tissue damage (e.g., factor XII [Hageman factor], bradykinin, fibrinopeptides) are also involved in inflammation. These factors increase vascular permeability and are chemotactic for leukocytes. Products of arachidonic acid metabolism also affect inflammation. Cyclooxygenase-2 (COX-2) and 5-lipooxygenase convert arachidonic acid to prostaglandins and leukotrienes, respectively, which can mediate essentially every aspect of acute inflammation. The course of inflammation can be followed by rapid increases in acute-phase proteins, especially C-reactive protein (which can increase a thousand fold within 24 to 48 hours) and serum amyloid A.









Acute-Phase Response


The acute-phase response is triggered by infection, tissue injury, prostaglandin E2, interferons associated with viral infection, acute-phase cytokines (IL-1, IL-6, TNF-α), and inflammation (Box 8-6). The acute-phase response promotes changes that support host defenses and include fever, anorexia, sleepiness, metabolic changes, and production of proteins. IL-1 and TNF-α are also endogenous pyrogens because they promote fever production. Acute-phase proteins that are produced and released into the serum include C-reactive protein, complement components, coagulation proteins, LPS-binding proteins, transport proteins, protease inhibitors, and adherence proteins. C-reactive protein binds to the polysaccharides of numerous bacteria and fungi and activates the complement pathway, facilitating removal of these organisms from the body by enhancing phagocytosis. Hepcidin inhibits iron uptake by the gut and macrophages, and this reduces availability to microbes. The acute-phase proteins reinforce the innate defenses against infection, but their excessive production during sepsis (induced by endotoxin) can cause serious problems, such as shock.





Box 8-6 


Acute-Phase Proteins







α1-Antitrypsin


α1-Glycoprotein


Amyloids A and P


Antithrombin III


C-reactive protein


C1 esterase inhibitor


Complement C2, C3, C4, C5, C9


Ceruloplasmin


Fibrinogen


Haptoglobin


Orosomucoid


Plasminogen


Transferrin


Lipopolysaccharide-binding protein


Mannose-binding protein















Sepsis and Cytokine Storms


Cytokine storms are generated by an overwhelming release of cytokines in response to bacterial cell wall components, especially LPS, toxic shock toxins, and certain viral infections, especially viremias. During bacteremia, large amounts of complement C5a and cytokines are produced and distributed throughout the body (Figure 8-9). C5a promotes vascular leakage, neutrophil activation, and activation of the coagulation pathway. Plasmacytoid DCs in the blood produce large amounts of inflammatory cytokines and IL-12 in response to bacterial PAMPs. Endotoxin is an especially potent activator of cells and inducer of cytokine production and sepsis (see Figure 14-4). Cytokine storms can also occur upon the abnormal stimulation of T cells and antigen-presenting cells (DCs, macrophages, and B cells) by superantigens produced by S. aureus or Streptococcus pyogenes (see Figure 14-3). During viremia, large amounts of IFN-α and other cytokines are produced by plasmacytoid DCs and by T cells.
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Figure 8-9 Gram-positive and gram-negative bacteria induce sepsis by shared and separate pathways. Bacterial surfaces and lipopolysaccharide (LPS) activate complement, producing C5a, which facilitates inflammation, activates coagulation, and produces macrophage migration inhibitory factor (MIF) and high–mobility group box 1 protein (HMGB1), cytokines that enhance inflammation. LPS, lipoteichoic acid (LTA), and other pathogen-associated molecular patterns interact with Toll-like receptors (TLRs) and other pathogen pattern receptors to activate inflammation and proinflammatory cytokine production. These add up to sepsis. DIC, Disseminated intravascular coagulation; IL, interleukin; SIRS, systemic inflammatory response syndrome; TNF-α, tumor necrosis factor-α.


(Modified from Rittirsch D, Flierl MA, Ward PA: Harmful molecular mechanisms in sepsis, Nat Rev Immunol 8:776–787, 2008.)





The excess cytokines in the blood can induce inflammatory trauma throughout the entire body. Most significantly, increases in vascular permeability can result in leakage of fluids from the bloodstream into tissue and cause shock. Septic shock is a form of cytokine storm and can be attributed to the systemic action of large quantities of TNF-α.












Bridge to Antigen-Specific Immune Responses


The innate response is often sufficient to control an infection but also initiates antigen-specific immunity. First, the complement components, cytokines, chemokines, and interferons produced during the acute-phase response prepare the lymphocytes, then the DCs deliver the antigen and intiate the T-cell response in the lymph node. DCs are the key to the transition and determine the nature of the subsequent response (Figure 8-10).



 [image: image]

Figure 8-10 Dendritic cells (DCs) initiate immune responses. Immature DCs constantly internalize and process proteins, debris, and microbes, when present. Binding of microbial components to Toll-like receptors (TLRs) activates the maturation of the DC so that it ceases to internalize any new material; moves to the lymph node, up-regulates major histocompatibility complex (MHC) II, and co-receptors B7, and B7-1 molecules for antigen presentation; and produces cytokines to activate T cells. Release of interleukin (IL)-6 inhibits release of transforming growth factor-β (TGF-β) and IL-10 by T-regulatory cells. The cytokines produced by DCs and their interaction with TH0 cells initiate immune responses. IL-12 promotes TH1 responses, while IL-4 promotes TH2 responses. Most of the T cells divide to enlarge the response but some remain as memory cells. Memory cells can be activated by a DC-, macrophage-, or B-cell presentation of antigen for a secondary response. IFN, Interferon; LPS, lipopolysaccharide.




iDCs are constantly acquiring antigenic material by macropinocytosis, pinocytosis, or phagocytosis of apoptotic cells, debris, and proteins in normal tissue and at the site of infection or tumor. Upon activation of the iDC through a PAMPR in response to infection, acute-phase cytokines (IL-1, IL-6, and TNF-α) are released, the iDC matures into a DC, and its role changes. The DC loses its ability to phagocytize, preventing it from acquiring irrelevant antigenic material other than the microbial debris, and it progresses to the lymph node. By analogy, the iDC is like a clam, constantly surveying its environment by filter feeding the cellular and microbial debris (if present), but when triggered by a TLR signal, indicating that microbes are present, it releases a local cytokine alarm, closes its shell, and moves to the lymph node to trigger a response to the challenge. The mature DC moves to T-cell areas of lymph nodes and up-regulates its cell surface molecules for antigen presentation (class II MHC and B7-1 and B7-2 [co-stimulatory] molecules). Microbe-activated mature DCs release cytokines (e.g., IL-12), which activate responses to reinforce local host defenses (TH1 responses). DCs present antigenic material attached to MHC class I and CD1 molecules to CD8 T and NKT cells, and on MHC class II molecules to CD4 T cells. DCs are so effective at presenting antigen that 10 cells loaded with antigen are sufficient to initiate protective immunity to a lethal bacterial challenge in a mouse. T-cell responses will be described in the next chapter.







Questions







1. What are the innate soluble factors that act on microbial infections, and what are their functions?


2. What are the contributions of neutrophils, M1 and M2 macrophages, Langerhans, and DCs to antimicrobial responses?


3. A 65-year-old woman has fever and chills. A gram-negative, oxidase-negative bacillus is isolated from her blood. What triggered and is causing her symptoms?


4. A 45-year-old man has a boil on his hand. A gram-positive, catalase- and coagulase-positive coccus was isolated from the pus of the lesion. What innate responses are active on this infection?







Answers


1. See the following table:









	Factor

	Action






	Antimicrobial peptides

	Killing of microbe






	Complement: MAC

	Kills gram-negative bacteria






	Complement: C3b

	Opsonization






	Complement: C3d

	Activates B cells






	Complement: “a” fragments C3a, C4a, C5a

	Attraction, anaphylaxis






	Lectins

	Opsonization






	C-reactive protein

	Opsonization






	Cytokines

	Activation of responses






	Chemokines

	Attraction of leukocytes







2. Neutrophils leave the bone marrow ready to attack. Neutrophils are phagocytic and the major antibacterial response. Their granules are filled with antimicrobial substances and enzymes that are released into endosomes and leak from the cell upon phagocytosis of a microbe. They are the first to be attracted to an infection and have a very short half-life.


Macrophages enter later than neutrophils. They may be resident, or they may mature from monocytes that enter the site of infection. Macrophages must be activated by IFN-γ and TNF-α produced by NK cells or T cells to become and maintain inflammatory antimicrobial activity (M1). Macrophages have a long lifespan. M1 macrophages produce acute-phase cytokines, IL-12, and antibacterial substances, such as reactive oxygen molecules, nitric oxide, and enzymes. Macrophages are also antigen-presenting cells and use the peptides presented on MHC II molecules to recruit and activate T-cell help. M2 macrophages develop in the presence of IL-4, are also phagocytic and promote wound healing and angiogenesis. Macrophages may progress from M1 to M2, changing their contribution to resolution of the infection and its damage.


DCs are the only cells that can initiate an immune response by activating naïve T cells. iDCs are also an early warning system that release cytokines and chemokines appropriate to the microbial trigger, which will facilitate other host protections. Langerhans cells are a skin-resident DC that can also move to the lymph node to activate naïve T cells. DCs are a bridge between the innate and the immune response.


3. The lipid A (endotoxin) of the LPS from the outer membrane of the enteric (probably E. coli) bacteria in the blood binds to TLR4 on macrophages and other cells to activate the production of acute-phase cytokines (TNF-α, IL-1, and IL-6). TNF-α and IL-1 are endogenous pyrogens that promote fever production. These cytokines also induce other systemic effects. The bacteria will also activate the alternate and lectin pathways of complement, and the “a” components (C3a, C4a, and C5a) will also trigger systemic inflammatory responses.


4. The S. aureus infection triggers release of bactericidal peptides from epithelial and other cells, complement activation, release of C3a and C5a to act as chemotactic and anaphylactic substances to attract neutrophils and, later, macrophages to the site. LTA will activate TLR2 to promote TNF-α and IL-1 production by macrophages which will further promote the inflammation. Dead neutrophils produce pus.
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9 Antigen-Specific Immune Responses


Antigen-specific immune responses provided by T cells and antibody expand the host protections provided by innate responses. The antigen-specific immune system is a randomly generated, coordinately regulated, inducible, and activatible system that ignores self-proteins but specifically responds to and protects against infection. When not working properly, the immune response can be unregulated, overstimulated, uncontrolled, reactive to self-proteins, unresponsive or poorly responsive to infections and become the cause of pathogenesis and disease. Almost any molecule has the potential to initiate an immune response. Once specifically activated by exposure to a new antigen, the immune response rapidly expands in strength, cell number, and specificity. For proteins, immune memory develops to allow more rapid recall upon rechallenge.


Antibody and the antibody-like T-cell receptor (TCR) molecules recognize antigens and act as receptors to activate the growth and functions of the cells expressing that molecule. Soluble forms of antibody in the blood, body fluids or secreted from mucosal membranes can inactivate and promote the elimination of toxins and microbes, especially when they are in the blood (bacteremia, viremia). T cells are important for activating and regulating innate and immune responses and for direct killing of cells expressing inappropriate antigens.


Although some molecules elicit only a limited antibody response (carbohydrates), proteins and protein-conjugated molecules (including carbohydrates) elicit a more complete immune response that includes T cells. Activation of a complete immune response is highly controlled because it uses a large amount of energy, and, once initiated, it develops memory and remains for most of a lifetime. Development of an antigen-specific immune response progresses from the innate responses through dendritic cells (DCs), which direct the T cells to tell other T cells, B cells, and other cells to grow and activate the necessary responses (Figure 9-1). Cell-receptor and cytokine-receptor interactions provide the necessary signals to activate cell growth and respond to the challenge. T cells tell the B cell which type of antibody to produce (IgG, IgE, IgA) and promote memory cell development.
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Figure 9-1 Activation of T-cell responses. The interaction of dendritic cells with CD4 or CD8 T cells initiates different immune responses, depending upon the cytokines produced by the dendritic cell. CD4 T cells mature to provide help to other cells with cytokine-mediated instructions. CD8 T cells can mature into cytolytic T cells (CTL). APC, Antigen-presenting cell; IL, interleukin; MHC, major histocompatibility complex; TGF-β, transforming growth factor-β.


(From Rosenthal KS, Tan M: Rapid reviews in microbiology and immunology, ed 3, Philadelphia, 2010, Elsevier.)









Immunogens, Antigens, and Epitopes


Almost all of the proteins and carbohydrates associated with an infectious agent, whether a bacterium, fungus, virus, or parasite, are considered foreign to the human host and have the potential to induce an immune response. A protein or carbohydrate that is recognized and sufficient to initiate an immune response is called an immunogen (Box 9-1). Immunogens may contain more than one antigen (e.g., bacteria). An antigen is a molecule that is recognized by specific antibody or the TCR on T cells. An epitope (antigenic determinant) is the actual molecular structure that interacts with a single antibody molecule or TCR. Within a protein, an epitope may be formed by a specific sequence (linear epitope) or a three-dimensional structure (conformational epitope). The TCR can recognize only linear epitopes. Antigens and immunogens usually contain several epitopes, each capable of binding to a different antibody molecule or TCR. As described later in this chapter, a monoclonal antibody recognizes a single epitope.





Box 9-1 


Definitions







Adjuvant: substance that promotes immune response to immunogen


Antigen: substance recognized by immune response


Carrier: protein modified by hapten to elicit response


Epitope: molecular structure recognized by immune response


Hapten: incomplete immunogen that cannot initiate response but can be recognized by antibody


Immunogen: substance capable of eliciting an immune response


T-dependent antigens: antigens that must be presented to T and B cells for antibody production


T-independent antigens: antigens with large, repetitive structures (e.g., bacteria, flagellin, lipopolysaccharide, polysaccharide)








Not all molecules are immunogens. In general, proteins are the best immunogens, carbohydrates are weaker immunogens, and lipids and nucleic acids are poor immunogens. Haptens (incomplete immunogens) are often too small to immunize (i.e., initiate a response) an individual but can be recognized by antibody. Haptens can be made immunogenic by attachment to a carrier molecule, such as a protein. For example, dinitrophenol conjugated to bovine serum albumin is an immunogen for the dinitrophenol hapten.


During artificial immunization (e.g., vaccines), an adjuvant is used to enhance the response to antigen. Adjuvants usually prolong the presence of antigen in the tissue, promote uptake of the immunogen or activate DCs, macrophages, and lymphocytes. Some adjuvants mimic the activators (e.g., microbial ligands for Toll-like receptors) present in a natural immunization.


Some molecules will not elicit an immune response in an individual. During growth of the fetus, the body develops central immune tolerance toward self-antigens and any foreign antigens that may be introduced before maturation of the immune system. Later in life, peripheral tolerance develops to other proteins to prevent uncontrolled or autoimmune responses. For example, our immune response is tolerant of the food we eat; alternatively, eating steak would induce an antimuscle response.


The type of immune response initiated by an immunogen depends on its molecular structure. A primitive but rapid antibody response can be initiated toward bacterial polysaccharides (capsule), peptidoglycan, or flagellin. Termed T-independent antigens, these molecules have a large, repetitive structure that is sufficient to activate B cells directly to make antibody without the participation of T-cell help. In these cases, the response is limited to production of IgM antibody and fails to stimulate an anamnestic (booster) response. The transition from an IgM response to an IgG, IgE, or IgA response results from a big change in the B cell and is equivalent to differentiation of the cell. This requires help provided by T-cell interactions and cytokines. The antigen, therefore, must be recognized and stimulate both T and B cells. T-dependent antigens are proteins; they generate all five classes of immunoglobulins and can elicit memory and an anamnestic (secondary-booster) response.


In addition to the structure of the antigen, the amount, route of administration, and other factors influence the type of immune response, including the types of antibody produced. For example, oral or nasal administration of a vaccine across mucosal membranes promotes production of a secretory form of IgA (sIgA) that would not be produced on intramuscular administration.









T Cells


T cells were initially distinguished from B cells on the basis of their ability to bind sheep red blood cells through the CD2 molecule and form rosettes. These cells communicate through direct cell-to-cell interactions and with cytokines. T cells are defined through the use of antibodies that distinguish their cell surface molecules. The T-cell surface proteins include (1) the TCR, (2) the CD4 and CD8 co-receptors, (3) accessory proteins that promote recognition and activation, (4) cytokine receptors, and (5) adhesion proteins. All of these proteins determine the types of cell-to-cell interactions for the T cell and therefore the functions of the cell.









Development of T Cells


T-cell precursors are continuously developing into T cells in the thymus (Figure 9-2). Contact with the thymic epithelium and hormones, such as thymosin, thymulin, and thymopoietin II in the thymus, promote extensive proliferation and differentiation of the individual’s T-cell population during fetal development. While the T-cell precursors are in the thymus, each cell undergoes recombination of sequences within its TCR genes to generate a TCR unique to that cell. The epithelial cells in the thymus have a unique capacity to express most of the proteins of the human genome so that the developing T cells can be exposed to the normal repertoire of human proteins. T cells bearing nonfunctional TCRs, TCRs that cannot interact with major histocompatibility complex (MHC) molecules, or those that react too strongly with self-protein peptides (self-reactive) are forced into committing suicide (apoptosis). The surviving T cells differentiate into the subpopulations of T cells (Box 9-2). T cells can be distinguished by the type of T-cell antigen receptor, either consisting of γ and δ chains or α and β chains, and for α/β T cells, the presence of CD4 or CD8 co-receptors. T cells can be further distinguished by the cytokines they produce.
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Figure 9-2 Human T-cell development. T-cell markers are useful for the identification of the differentiation stages of the T cell and for characterizing T-cell leukemias and lymphomas. TCR, T-cell receptor; TdT, cytoplasmic terminal deoxynucleotidyl transferase.







Box 9-2 


T Cells






γ/δ T Cells







γ/δ TCR reactive to microbial metabolites


Local responses: resident in blood and tissue


Quicker responses than α/β T cells


Produce interferon-γ; activate dendritic cells and macrophages












α/β T Cells







CD4: α/β TCR reactive with peptides on MHC II on antigen-presenting cell



Activated in lymph nodes then becomes mobile



Cytokines activate and direct immune response (TH1, TH2, TH17)



Also, cytotoxic through Fas–Fas ligand interactions


CD4 CD25 Treg cells: control and limit expansion of immune response; promote tolerance and memory cell development


CD8: α/β TCR reactive with peptides presented on MHC I



Activated in lymph nodes by dendritic cell, then progress to tissue



Cytotoxic through perforin and granzymes and Fas–Fas ligand induction of apoptosis



Also, produce similar cytokines as CD4 cells


NKT cells: α/β TCR reactive with glycolipids (mycobacteria) on CD1 molecules



Kill tumor and viral infected cells similar to NK cells



Provide early support to antibacterial responses





MHC, Major histocompatibility complex; NK, natural killer; TCR, T-cell receptor.








T cells expressing the γ/δ TCR are present in blood, mucosal epithelium, and other tissue locations and are important for stimulating innate and mucosal immunity. These cells make up 5% of circulating lymphocytes but expand to between 20% and 60% of T cells during certain bacterial and other types of infections. The γ/δ TCR senses unusual microbial metabolites and initiates cytokine-mediated immune responses.


The α/β TCR is expressed on most T cells, and these cells are primarily responsible for antigen-activated immune responses. T cells with the α/β TCR are distinguished further by the expression of either a CD4 or a CD8 molecule.


The helper T cells (CD4) activate and control immune and inflammatory responses by specific cell-to-cell interactions and by releasing cytokines (soluble messengers). Helper T cells interact with peptide antigens presented on class II MHC molecules expressed on antigen-presenting cells (APCs) (DCs, macrophages, and B cells) (see Figure 9-1). The repertoire of cytokines secreted by a specific CD4 T cell in response to antigenic challenge defines the type of CD4 T cell. Initially, TH0 cells produce cytokines to promote expansion of the cellular response and then can be converted to T cells producing other responses. TH1 cells produce interferon-γ (IFN-γ) to activate macrophages and DCs and promote responses that are especially important for controlling intracellular (mycobacterial and viral) and fungal infections and promoting certain subtypes of IgG antibody production. TH2 cells promote antibody responses. TH17 cells secrete interleukin (IL)-17 to activate neutrophils and promote antibacterial, antifungal responses and inflammation. T-regulator (Treg) cells express CD4 and CD25, prevent spurious activation of T cells, and control the immune response. The cytokines produced by each of these T-cell responses reinforce their own but may antagonize other responses. CD4 T cells can also kill target cells with its Fas ligand surface protein.


CD8 T cells are categorized as cytolytic and suppressor T cells but can also make cytokines similar to CD4 cells. Activated CD8 T cells “patrol” the body for virus-infected or tumor cells, which are identified by antigenic peptides presented by class I MHC molecules. Class I MHC molecules are found on all nucleated cells.









Cell Surface Receptors of T Cells


The TCR complex is a combination of the antigen recognition structure (TCR) and cell-activation machinery (CD3) (Figure 9-3). The specificity of the TCR determines the antigenic response of the T cell. Each TCR molecule is made up of two different polypeptide chains. As with antibody, each TCR chain has a constant region and a variable region. The repertoire of TCRs is very large and can identify a tremendous number of antigenic specificities (estimated to be able to recognize 1015 separate epitopes). The genetic mechanisms for the development of this diversity are also similar to those for antibody (Figure 9-4). The TCR gene is made up of multiple V (V1V2V3 … Vn), D, and J segments. In the early stages of T-cell development, a particular V segment genetically recombines with one or more D segments, deleting intervening V and D segments, and then recombines with a J segment to form a unique TCR gene. Like antibody, random insertion of nucleotides at the recombination junctions increases the potential for diversity and the possibility of producing inactive TCRs. Unlike antibody, somatic mutation does not occur for TCR genes. Only cells with functional TCRs will survive. Each T-cell clone expresses a unique TCR.
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Figure 9-3 Major histocompatibility complex (MHC) restriction and antigen presentation to T cells. A, Left, Antigenic peptides bound to class I MHC molecules are presented to the T-cell receptor (TCR) on CD8 T-killer/suppressor cells. Right, Antigenic peptides bound to class II MHC molecules on the antigen-presenting cell (APC) (B cell, dendritic cell [DC], or macrophage) are presented to CD4 T-helper cells. B, T-cell receptor. The TCR consists of different subunits. Antigen recognition occurs through the α/β or γ/δ subunits. The CD3 complex of γ, δ, ε, and ζ subunits promotes T-cell activation. C, Constant region; V, variable region.
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Figure 9-4 Structure of the embryonic T-cell receptor gene. Note the similarity in structure to the immunoglobulin genes. Recombination of these segments also generates a diverse recognition repertoire. C, Connecting sequences; J and D, segments; V, variable segments.




Unlike antibody molecules, the TCR recognizes a linear peptide epitope held within a cleft on the surface of either the MHC I or MHC II molecules. Presentation of the antigenic peptide requires specialized proteolytic processing of the protein (see later) and attachment to MHC II molecules by the antigen-presenting cell or MHC I molecules by all nucleated cells.


The CD3 complex is found on all T cells and consists of the γ-, δ-, ε-, and ζ-polypeptide chains. The CD3 complex is the signal transduction unit for the TCR. Tyrosine protein kinases (ZAP-70, Lck) associate with the CD3 complex when antigen is bound to the TCR complex, promote a cascade of protein phosphorylations, activation of phospholipase C (PLC), and other events. The products of cleavage of inositol triphosphate by PLC cause the release of calcium and activate protein kinase C and calcineurin, a protein phosphatase. Calcineurin is a target for the immunosuppressive drugs cyclosporine and tacrolimus. Activation of membrane G-proteins, such as Ras, and the consequences of the previously described cascades result in the activation of specific transcription factors in the nucleus, the activation of the T cell, and production of IL-2 and its receptor, IL-2R. These steps are depicted in Figure 9-5.
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Figure 9-5 Activation pathways for T cells. Binding of major histocompatibility complex (MHC) II-peptide to CD4 and the T-cell receptor (TCR) activate kinase cascades and phospholipase C to activate the nuclear factor of activated T cells (NF-AT), nuclear factor-kappa B (NF-κβ), activation protein 1 (AP-1), and other transcription factors. APC, Antigen-presenting cell; DAG, diacylglycerol; GTP, guanosine triphosphate; IL-2, interleukin-2; IP3, inositol 1,4,5-triphosphate; Lck, lymphocyte-specific tyrosine protein kinase; MAP kinase, mitogen-activated protein kinase; PIP2, phosphatidylinositol 4,5-bisphosphate; PKC, protein kinase C; PLC-γ, phospholipase C-γ; ZAP, zeta-associated protein.


(Modified from Nairn R, Helbert M: Immunology for medical students, ed 2, Philadelphia, 2007, Mosby.)





The CD4 and CD8 proteins are co-receptors for the TCR because they facilitate the interaction of the TCR with the antigen-presenting MHC molecule and can enhance the activation response. CD4 binds to class II MHC molecules on the surface of APCs. CD8 binds to class I MHC molecules on the surface of APCs and target cells. Class I MHC molecules are expressed on all nucleated cells (see more on MHC later in this chapter). The cytoplasmic tails of CD4 and CD8 associate with a protein tyrosine kinase (Lck), which enhances the TCR-induced activation of the cell on binding to the APC or target cell. CD4 or CD8 is found on α/β T cells but not on γ/δ T cells.


Accessory molecules expressed on the T cell include several protein receptors on the cell surface that interact with proteins on APCs and target cells, leading to activation of the T cell, promotion of tighter interactions between the cells, or facilitation of the killing of the target cell. These accessory molecules are as follows:




1. CD45RA (native T cells) or CD45RO (memory T cells), a transmembrane protein tyrosine phosphatase (PTP)


2. CD28 or cytotoxic T-lymphocyte–associated protein 4 (CTLA-4) that binds to the B7 protein on APCs to deliver a co-stimulation or an inhibitory signal to the T cell


3. CD154 (CD40L), which is present on activated T cells and binds to CD40 on DCs, macrophages, and B cells to promote their activation


4. FasL, which initiates apoptosis in a target cell that expresses Fas on its cell surface.





Adhesion molecules tighten the interaction of the T cell with the APC or target cell and may also promote activation. Adhesion molecules include leukocyte function–associated antigen-1 (LFA-1), which interacts with the intercellular adhesion molecules (ICAM-1, ICAM-2, and ICAM-3) on the target cell. CD2 was originally identified by its ability to bind to sheep red blood cells (erythrocyte receptors). CD2 binds to LFA-3 on the target cell and promotes cell-to-cell adhesion and T-cell activation. Very late antigens (VLA-4 and VLA-5) are expressed on activated cells later in the response and bind to fibronectin on target cells to enhance the interaction.


T cells express receptors for many cytokines that activate and regulate T-cell function (Table 9-1). The cytokine receptors activate protein kinase cascades on binding of cytokine, to deliver their signal to the nucleus. The IL-2 receptor (IL-2R) is composed of three subunits. β/γ subunits are on most T cells (also natural killer [NK] cells) and have intermediate affinity for IL-2. The α subunit (CD25) is induced by cell activation to form a high-affinity α/β/γ IL-2R. Binding of IL-2 to the IL-2R initiates a growth-stimulating signal to the T cell, which also promotes the production of more IL-2 and IL-2R. CD25 is expressed on activated, growing cells, including the Treg subset of CD4 T cells (CD4+CD25+). Chemokine receptors distinguish different T cells and guide the cell to where it will reside in the body.




Table 9-1 Cytokines That Modulate T-Cell Function
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Initiation of T-Cell Responses






Antigen Presentation to T Cells


DCs provide the bridge between the innate and the immune responses, and the cytokines they produce determine the nature of the T-cell response. DCs are the only antigen-presenting cell that can initiate an antigen-specific T-cell response (see Box 9-2). DCs have octopus-like arms with large surface area (dendrites), produce cytokines, and have an MHC-rich cell surface to present antigen to T cells. Macrophages and B cells can present antigen to T cells but cannot activate a naïve T cell to initiate a new immune response.


Activation of an antigen-specific T-cell response requires a combination of cytokine and cell-to-cell receptor interactions (Table 9-2) initiated by the interaction of the TCR with MHC- bearing antigenic peptides. Class I and II MHC molecules provide a molecular cradle for the peptide. The CD8 molecule on cytolytic/suppressor T cells binds to and promotes the interaction with class I MHC molecules on target cells (see Figure 9-3A). The CD4 molecule on helper/delayed-type hypersensitivity (DTH) T cells binds to and promotes interactions with class II MHC molecules on APCs. The MHC molecules are encoded within the MHC gene locus (Figure 9-6). The MHC contains a cluster of genes important to the immune response.


Table 9-2 Antigen-Specific T-Cell Responses






	APC Activation of Naïve T Cells






	Activation of the T Cell Requires Antigen, Co-Receptor, and Cytokine Interactions






	DC

	CD4 T Cell

	Function






	MHC II–peptide complex

	TCR/CD4

	Antigen specificity






	B7

	CD28 or CTLA4

	Activation or suppression






	IL-1

	IL-1R

	Activation






	IL-6

	IL-6R

	Overcomes Treg-induced tolerance






	T-Cell Activation of APC






	Enhanced Antigen Presentation of APCs, Enhanced Antimicrobial Activity of Macrophages, and Class Switch of Immunoglobulin Production by the B Cell Requires Antigen, Co-Receptor, and Cytokine Interactions






	DC, Macrophage, or B Cell

	CD4 T Cell

	Function






	MHC II–peptide complex

	CD4T cell: TCR/CD4

	Antigen specificity






	B7-1, B7-2

	CD28

	Activation of T cell






	CD40

	CD40L

	Activation of other functions in APC






	IL-12

	 

	Activation/reinforcement of TH1 responses






	IFN-γ

	 

	Activation of macrophages and B-cell class switch






	IL-4

	 

	TH2 functions: growth and B-cell class switch






	IL-5

	 

	TH2 functions: B-cell class switch







APC, Antigen-presenting cell; CTL, cytotoxic lymphocyte; DC, dendritic cell; IFN-γ, interferon-γ; IL, interleukin; MHC II, major histocompatibility complex II; TCR, T-cell receptor; TH, T helper (cell).
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Figure 9-6 Genetic map of the major histocompatibility complex (MHC). Genes for class I and class II molecules, as well as complement components and tumor necrosis factor (TNF), are within the MHC gene complex.




Class I MHC molecules are found on all nucleated cells and are the major determinant of “self.” The class I MHC molecule, also known as HLA for human and H-2 for mouse, consists of two chains, a variable heavy chain and a light chain (β2-microglobulin) (Figure 9-7). Differences in the heavy chain of the HLA molecule between individuals (allotypic differences) elicit the T-cell response that prevents graft (tissue) transplantation. There are three major HLA genes: HLA-A, HLA-B, and HLA-C and other minor HLA genes. Each cell expresses a pair of different HLA-A, HLA-B, and HLA-C proteins, one from each parent, providing six different clefts to capture antigenic peptides. The heavy chain of the class I MHC molecule forms a closed-ended cleft, like a pita bread pocket, that holds a peptide of eight to nine amino acids. The class I MHC molecule presents antigenic peptides from within the cell (endogenous) to CD8-expressing T cells. Up-regulation of class I MHC molecules makes the cell a better target for T-cell action. Some cells (brain) and some virus infections (herpes simplex virus, cytomegalovirus) down-regulate the expression of MHC I antigens to reduce their potential as targets for T cells.
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Figure 9-7 Structure of class I and class II major histocompatibility complex (MHC) molecules. The class I MHC molecules consist of two subunits, the heavy chain, and β2-microglobulin. The binding pocket is closed at each end and can only hold peptides of 8 to 9 amino acids. Class II MHC molecules consist of two subunits, α and β, and hold peptides of 11 or more amino acids.




Class II MHC molecules are normally expressed on antigen-presenting cells, cells that interact with CD4 T cells (e.g., macrophages, DCs, B cells). The class II MHC molecules are encoded by the DP, DQ, and DR loci and, like MHC I, are also co-dominantly expressed to produce six different molecules. The class II MHC molecules are a dimer of α and β subunits (see Figure 9-7). The chains of the class II MHC molecule form an open-ended peptide-binding cleft that resembles a hot-dog bun and holds a peptide of 11 to 12 amino acids. The class II MHC molecule presents ingested (exogenous) antigenic peptides to CD4-expressing T cells.


CD1 MHC molecules resemble MHC I molecules, have a heavy chain and a light chain (β2-microglobulin), but bind glycolipids rather than peptides. CD1 molecules are primarily expressed on DC and present antigen to the TCR on NKT (CD4−CD8−) cells. CD1 molecules are especially important for defense against mycobacterial infections.









Peptide Presentation by Class I and Class II MHC Molecules


Unlike antibodies that can recognize conformational epitopes, T-cell antigenic peptides must be linear epitopes. A T-cell antigen must be a peptide of 8 to 12 amino acids with a hydrophobic backbone that binds to the base of the molecular cleft of the class I or class II MHC molecule and exposes a T-cell epitope to the TCR. Because of these constraints, there may be only one T-cell antigenic peptide in a protein. All nucleated cells proteolytically process a set of intracellular proteins and display the peptides to CD8 T cells (endogenous route of antigen presentation) to distinguish “self,” “nonself,” inappropriate protein expression (tumor cell), or the presence of intracellular infections, whereas APCs process and present peptides from phagocytized proteins to CD4 T cells (exogenous route of antigen presentation) (Figure 9-8). DCs can cross these routes (cross-presentation) to present exogenous antigen to CD8 T cells to initiate antiviral and antitumor responses.
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Figure 9-8 Antigen presentation. A, Endogenous: Endogenous antigen (produced by the cell and analogous to cell trash) is targeted by attachment of ubiquitin (u) for digestion in the proteosome. Peptides of eight to nine amino acids are transported through the transporter associated with antigen processing (TAP) into the endoplasmic reticulum (ER). The peptide binds to a groove in the heavy chain of the class I major histocompatibility complex (MHC) molecule, and the β2-microglobulin (β2m) binds to the heavy chain. The complex is processed through the Golgi apparatus and delivered to the cell surface for presentation to CD8 T cells. B, Exogenous: class II MHC molecules assemble in the ER with an invariant chain protein to prevent acquisition of a peptide in the ER. They are transported in a vesicle through the Golgi apparatus. Exogenous antigen (phagocytosed) is degraded in lysosomes, which then fuse with a vesicle containing the class II MHC molecules. The invariant chain is degraded and displaced by peptides of 11 to 13 amino acids, which bind to the class II MHC molecule. The complex is then delivered to the cell surface for presentation to CD4 T cells. C, Cross-presentation: Exogenous antigen enters the ER of dendritic cells and is presented on MHC I molecules to CD8 T cells.




Class I MHC molecules bind and present peptides that are degraded from cellular proteins by the proteosome (a protease machine) in the cytoplasm. These peptides are shuttled into the endoplasmic reticulum (ER) through the transporter associated with antigen processing (TAP). Most of these peptides come from misfolded or excess proteins (trash) marked by attachment of the ubiquitin protein. The antigenic peptide binds to the heavy chain of the class I MHC molecule. Then the MHC heavy chain can assemble properly with β2-microglobulin, exit the ER, and proceed to the cell membrane.


During a viral infection, large quantities of viral proteins are produced and degraded into peptides and become the predominant source of peptides occupying the class I MHC molecules to be presented to CD8 T cells. Transplanted cells (grafts) express peptides on their MHC molecules, which differ from those of the host and therefore may be recognized as foreign. Tumor cells often express peptides derived from abnormal or embryonic proteins, which may elicit responses in the host because the host was not tolerized to these proteins. Expression of these “foreign” peptides on MHC I at the cell surface allows the T cell to “see” what is going on within the cell.


Class II MHC molecules present peptides from exogenous proteins that were acquired by macropinocytosis, pinocytosis, or phagocytosis and then degraded in lysosomes by APCs. The class II MHC protein is also synthesized in the ER, but unlike MHC I, the invariant chain associates with MHC II to prevent acquisition of a peptide. MHC II acquires its antigenic peptide as a result of a merging of the vesicular transport pathway (carrying newly synthesized class II MHC molecules) and the lysosomal degradation pathway (carrying phagocytosed and proteolyzed proteins). The antigenic peptides displace a peptide from the invariant chain and associate with the cleft formed in the class II MHC protein; the complex is then delivered to the cell surface.


Cross-presentation of antigen is used by dendritic cells to present antigen to naïve CD8 T cells to initiate the response to viruses and tumor cells. After picking up antigen (including debris from apoptotic cells) in the periphery, the protein is degraded, its peptides enter the cytoplasm and are then shuttled through the TAP into the ER to bind to MHC I molecules.


The following analogy might aid in the understanding of antigen presentation: All cells degrade their protein “trash” and then display it on the cell surface on class I MHC trash cans. CD8 T cells “policing” the neighborhood are not alarmed by the normal, everyday peptide trash. A viral intruder would produce large amounts of viral peptide trash (e.g., beer cans, pizza boxes) displayed on class I MHC molecular garbage cans, which would alert the policing CD8 T cells. APCs (DCs, macrophages, and B cells) are similar to garbage collectors or sewage workers; they gobble up the neighborhood trash or lymphatic sewage, degrade it, display it on class II MHC molecules, and then move to a lymph node to present the antigenic peptides to the CD4 T cells in the “police station.” Foreign antigens would alert the CD4 T cells to release cytokines and activate an immune response.












Activation of CD4 T Cells and Their Response to Antigen


Activation of naïve T-cell responses is initiated by DCs and then expanded by other APCs. CD4 helper T cells are activated by the interaction of the TCR with antigenic peptide presented by class II MHC molecules on the APC (Figure 9-9A). The interaction is strengthened by the binding of CD4 to the class II MHC molecule and the linkage of adhesion proteins on the T cell and the APC. A co-stimulatory signal mediated by binding of B7 molecules on the macrophage, dendritic, or B-cell APC to CD28 molecules on the T cell is required to induce growth of the T cell as a fail-safe mechanism to ensure legitimate activation. B7 also interacts with CTLA4, which delivers an inhibitory signal. Activated APCs express sufficient B7 to fill up all the CTLA4 and then bind to the CD28. Cytokine signals (e.g., IL-1, IL-2, IL-6) are also required to initiate growth and overcome regulatory suppression of the cell. Proper activation of the helper T cell promotes production of IL-2 and increases expression of IL-2Rs on the cell surface, enhancing the cell’s own ability to bind and maintain activation by IL-2. Once activated, the IL-2 sustains the growth of the cell, and other cytokines influence whether the helper T cell matures into a TH1-, TH17-, or TH2-helper cell (see following section).
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Figure 9-9 The molecules involved in the interaction between T cells and antigen-presenting cells (APCs). A, Initiation of a CD4 T-cell response. Initiation of a CD8 T-cell response is similar, but CD8 and the T-cell receptor (TCR) interact with peptide major histocompatibility complex (MHC) I and the peptide that it holds. B, CD4 T-cell helper binding to a B cell, dendritic cell, or macrophage. C, CD8 T-cell binding to target cell. The Fas–FasL interaction promotes apoptosis. Cell surface receptor-ligand interactions and cytokines are indicated with the direction of their action. Ag, Antigen; CTLA4, cytotoxic T lymphocyte A4; ICAM-1, intercellular adhesion molecule-1; LFA-1, leukocyte function–associated antigen-1.


(From Rosenthal KS, Tan M: Rapid reviews in microbiology and immunology, ed 3, Philadelphia, 2010, Elsevier.)





Partial activation (TCR interaction with MHC peptide) without co-stimulation leads to anergy (unresponsiveness) or apoptotic death (cell suicide) of the T cell. This is a mechanism for (1) eliminating self-reactive T cells in the thymus and (2) promoting the development of tolerance to self-proteins. In addition, binding of the CTLA-4, instead of CD28, on T cells with B7 on target or APC cells can result in anergy toward the antigen.


Once activated, the CD4 T cells exit the T-cell sites of the lymph node and enter the blood or move to B-cell zones of the lymph nodes and spleen. Antigen presentation initiates close interactions between the T cell and APC that allow the CD40L and CD28 molecules on the T cell to bind CD40 and B7 molecules on the APC. These interactions stimulate the mutual activation of the T cell and the APC (Figure 9-9B). This interaction and the cytokines produced by the T cell will determine the function of the macrophages and DC and which immunoglobulin the B cell will produce.






CD4 T-Helper Cell Functions


The CD4 T cells promote the expansion of the immune response with cell growth–promoting cytokines and define the nature of the response with other cytokines. CD4 T cells start as a TH0 cell that can develop into TH1, TH2, TH17, and other TH cells with different functions, as determined by the initial DC and cytokine interactions. The different types of TH cells are defined by the cytokines they secrete and thus the responses that they induce (Figure 9-10 and Table 9-3; also see Figure 9-1 and Table 9-1).
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Figure 9-10 T-cell responses are determined by cytokines. Dendritic cells initiate and determine the type of CD4 T-cell responses by the cytokines that they produce. Similarly, T cells tell other cells what to do with other cytokines. The response-defining cytokines are indicated. ↑, Increase; ↓, decrease; CTL, cytotoxic T lymphocyte; IFN-γ, interferon-γ; IgG/IgE/IgA, immunoglobulin G/E/A; IL, interleukin; TGF-β, transforming growth factor-β; TH, T helper (cell).


(From Rosenthal KS, Tan M: Rapid reviews in microbiology and immunology, ed 3, Philadelphia, 2010, Elsevier.)







Table 9-3 Cytokines Produced by TH1, TH2, and TH17 Cells*
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The primary role of the TH0 cells is to expand the immune response by producing cytokines that promote lymphocyte growth and activate DCs, including IL-2, IFN-γ, and IL-4. Once activated, the TH1 and TH2 cells produce cytokines that expand innate and immune responses (granulocyte-macrophage colony-stimulating factor [GM-CSF], tumor necrosis factor-α [TNF-α], and IL-3) and response-defining cytokines that expand the response (autocrine), but they inhibit the development of the other type of CD4 T cell.


Activation of TH1 responses requires IL-12 produced by DCs and macrophages and antigen presentation to CD4 T cells. TH1 cells are characterized by secretion of IL-2, IFN-γ, and TNF-β (lymphotoxin [LT]). These cytokines stimulate inflammatory responses and the production of a specific subclass of IgG that binds to Fc receptors on neutrophils and NK cells and can fix complement. IFN-γ, also known as macrophage activation factor, reinforces TH1 responses by promoting more IL-12 production, creating a self-sustaining cycle. TNF-β can activate neutrophils. TH1 cells are inhibited by IL-4 and IL-10, which is produced by TH2 cells. Activated TH1 cells also express the FasL ligand, which can interact with the Fas protein on target cells to promote apoptosis (killing) of the target cell and the CCR5 chemokine receptor that promotes relocation to sites of infection.


The TH1 response (1 meaning early) usually occurs early in response to an infection and activates both cellular and antibody responses. The TH1 responses amplify local inflammatory reactions and DTH reactions by activating macrophages, NK cells, and CD8 cytotoxic T cells and also expand the immune response by stimulating growth of B and T cells with IL-2. The inflammatory responses and antibody stimulated by TH1 responses are important for eliminating intracellular infections (e.g., viruses, bacteria, and parasites) and fungi but are also associated with cell-mediated autoimmune inflammatory diseases (e.g., multiple sclerosis, Crohn disease).


Initial antibacterial and antifungal responses are mediated by the TH17 cells. These are CD4 T-helper cells stimulated by IL-6 plus transforming growth factor (TGF)-β or IL-23 instead of IL-12. IL-23 is in the IL-12 family of cytokines. TH17 cells make cytokines, such as IL-17, IL-22, IL-6, and TNF-α, and proinflammatory chemokines, which activate neutrophils and promote inflammatory responses. TH17 responses would also provide protection in immunoprivileged sites, such as the eye, where there is an abundance of TGF-β. TH17 responses are associated with cell-mediated autoimmune inflammatory diseases, such as rheumatoid arthritis.


The TH2 response (2 meaning second) occurs later in response to infection and acts systemically through antibody-mediated responses. The TH2 response occurs in the absence of an IL-12/IFN-γ signal from innate responses, and then IL-4 reinforces the continuation of TH2 responses. TH2 cell development is inhibited by IFN-γ. The TH2 response may be stimulated later in an infection, when antigen reaches the lymph nodes and is presented by DCs, macrophages, and B cells. B cells expressing specific cell surface antibody can capture, process, and present antigen to TH2 cells to establish an antigen-specific circuit, stimulating the growth and clonal expansion of the helper T cells and B cells, which recognize the same antigen. TH2 cells release IL-4, IL-5, IL-6, and IL-10 cytokines that promote humoral (systemic) responses. These cytokines stimulate the B cell to undergo recombination events within the immunoglobulin gene to switch from production of IgM and IgD to production of specific subtypes of IgG, IgE, or IgA. TH2 responses are associated with production of IgE, which is useful for antihelminth responses but mediates allergies. TH2 responses can exacerbate an intracellular infection (e.g., Mycobacterium leprae, Leishmania) by prematurely shutting off protective TH1 responses.


Treg cells expressing CD4+CD25+ are antigen-specific suppressor cells. These cells prevent the development of autoimmune responses by producing TGF-β and IL-10, help to keep T-cell responses under control, and promote memory cell development. Other TH responses, such as TH9, TH22, and TFH (T-follicular helper), have been described, and their names refer to the primary cytokine that they produce or the functions promoted by the cytokine. TFH cells provide help to B cells within the follicles of the lymph node.












CD8 T Cells


CD8 T cells include cytotoxic T lymphocytes (CTLs) and suppressor cells. CTLs are part of the TH1 response and are important for eliminating virally infected cells and tumor cells. CD8 T cells can also secrete TH1-like cytokines. Less is known about suppressor cells.


The CTL response is initiated when naïve CD8 T cells in the lymph node are activated by antigen-presenting DCs and cytokines produced by TH1 CD4 T cells, including IL-2 (similar to activation of CD4 T cells as in Figure 9-9). Presentation of the antigen on MHC I may be the result of a virus infection or by cross-presentation of an antigen acquired at the site of infection or tumor by a DC. The activated CD8 T cells divide and differentiate into mature CTLs. During a viral challenge of mice, the numbers of specific CTLs will increase up to 100,000 times. When the activated CTL finds a target cell, it binds tightly through interactions of the TCR with antigen-bearing class I MHC proteins and adhesion molecules on both cells (similar to the closing of a zipper). Granules containing toxic molecules, granzymes (esterases), and a pore-forming protein (perforin) move to the site of interaction and release their contents into the pocket (immune synapse) formed between the T cell and target cell. Perforin generates holes in the target cell membrane to allow the granule contents to enter and induce apoptosis (programmed cell death) in the target cell. CD8 T cells can also initiate apoptosis in target cells through the interaction of the FasL on the T cell with the Fas protein on the target cell surface. FasL is a member of the TNF family of proteins, and Fas is a member of the TNF receptor family of proteins. Apoptosis is characterized by degradation of the target cell DNA into discrete fragments of approximately 200 base pairs and disruption of internal membranes. The cells shrink into apoptotic bodies, which are readily phagocytosed by macrophages and DCs. Apoptosis is a clean method of cell death, unlike necrosis, which signals neutrophil action and further tissue damage. TH1 CD4 T cells and NK cells also express FasL and can initiate apoptosis in target cells.


Suppressor T cells provide antigen-specific regulation of helper T-cell function through inhibitory cytokines and other means. Like CTLs, suppressor T cells interact with class I MHC molecules.









NKT Cells


NKT cells are like a hybrid between NK cells and T cells. They express an NK cell marker, NK1.1 and an α/β TCR. Unlike other T cells, the TCR repertoire is very limited. They may express CD4, but most lack CD4 and CD8 molecules (CD4−CD8−). The TCR of most NKT cells reacts with CD1 molecules, which present microbial glycolipids and glycopeptides. Upon activation, NKT cells release large amounts of IL-4 and IFN-γ. NKT cells help in the initial responses to infection and are very important for defense against mycobacterial infections.









B Cells and Humoral Immunity


The primary molecular component of the humoral immune response is antibody. B cells and plasma cells synthesize antibody molecules in response to challenge by antigen. Antibodies provide protection from rechallenge by an infectious agent, block spread of the agent in the blood, and facilitate elimination of the infectious agent. To accomplish these tasks, an incredibly large repertoire of antibody molecules must be available to recognize the tremendous number of infectious agents and molecules that challenge our bodies. In addition to interacting specifically with foreign structures, the antibody molecules must also interact with host systems and cells (e.g., complement, macrophages) to promote clearance of antigen and activation of subsequent immune responses (Box 9-3). Antibody molecules also serve as the cell surface receptors that stimulate the appropriate B-cell antibody factories to grow and produce more antibody in response to antigenic challenge.





Box 9-3 


Antimicrobial Actions of Antibodies







Are opsonins: promote ingestion and killing by phagocytic cells (lgG)


Neutralize (block attachment) bacteria, toxins, and viruses


Agglutinate bacteria: may aid in clearing


Render motile organisms nonmotile


Combine with antigens on the microbial surface and activate the complement cascade, thus inducing an inflammatory response, bringing fresh phagocytes and serum antibodies into the site


Combine with antigens on the microbial surface, activate the complement cascade, and anchor the membrane attack complex involving C5b to C9















Immunoglobulin Types and Structures


Immunoglobulins are composed of at least two heavy chains and two light chains, a dimer of dimers. They are subdivided into classes and subclasses based on the structure and antigenic distinction of their heavy chains. IgG, IgM, and IgA are the major antibody forms, whereas IgD and IgE make up less than 1% of the total immunoglobulins. The IgA and IgG classes of immunoglobulin are divided further into subclasses based on differences in the Fc portion. There are four subclasses of IgG, designated as IgG1 through IgG4, and two IgA subclasses (IgA1 and IgA2) (Figure 9-11).
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Figure 9-11 Comparative structures of the immunoglobulin classes and subclasses in humans. IgA and IgM are held together in multimers by the J chain. IgA can acquire the secretory component for the traversal of epithelial cells.




Antibody molecules are Y-shaped molecules with two major structural regions that mediate the two major functions of the molecule (see Figure 9-11; Table 9-4). The variable-region/antigen-combining site must be able to identify and specifically interact with an epitope on an antigen. A large number of different antibody molecules, each with a different variable region, are produced in every individual to recognize the seemingly infinite number of different antigens in nature. The Fc portion (stem of the antibody Y) interacts with host systems and cells to promote clearance of antigen and activation of subsequent immune responses. The Fc portion is responsible for fixation of complement and binding of the molecule to cell surface immunoglobulin receptors (FcR) on macrophages, NK cells, T cells, and other cells. For IgG and IgA, the Fc portion interacts with other proteins to promote transfer across the placenta and the mucosa, respectively (Table 9-5). In addition, each of the different types of antibody can be synthesized with a membrane-spanning portion to make it a cell surface antigen receptor.




Table 9-4 Properties and Functions of Immunoglobulins
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Table 9-5 Fc Interactions with Immune Components






	Immune Component

	Interaction

	Function






	Fc receptor

	Macrophages

	Opsonization






	Polymorphonuclear neutrophils

	Opsonization






	T cells

	Activation






	Natural killer cells (antibody-dependent cellular cytotoxicity)

	Killing






	Mast cells for immunoglobulin E

	Allergic reactions, antiparasitic






	Complement

	Complement system

	Opsonization, killing (especially bacteria), activation of inflammation







IgG and IgA have a flexible hinge region rich in proline and susceptible to cleavage by proteolytic enzymes. Digestion of IgG molecules with papain yields two Fab fragments and one Fc fragment (Figure 9-12). Each Fab fragment has one antigen-binding site. Pepsin cleaves the molecule, producing an F(ab′)2 fragment with two antigen-binding sites and a pFc′ fragment.
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Figure 9-12 Proteolytic digestion of IgG. Pepsin treatment produces a dimeric F(ab′)2 fragment. Papain treatment produces monovalent Fab fragments and an Fc fragment. The F(ab′)2 and the Fab fragments bind antigen but lack a functional Fc region. The heavy chain is depicted in blue; the light chain in orange. mol. wt., Molecular weight.




The different types and parts of immunoglobulin can also be distinguished using antibodies directed against different portions of the molecule. Isotypes (IgM, IgD, IgG, IgA, IgE) are determined by antibodies directed against the Fc portion of the molecule (iso meaning the same for all people.) Allotypic differences occur for antibody molecules with the same isotype but contain protein sequences that differ from one person to another (in addition to the antigen-binding region). (All [“allo”] of us have differences.) The idiotype refers to the protein sequences in the variable region that generate the large number of antigen-binding regions. (There are many different idiots in the world.)


On a molecular basis, each antibody molecule is made up of heavy and light chains encoded by separate genes. The basic immunoglobulin unit consists of two heavy (H) and two light (L) chains. IgM and IgA consist of multimers of this basic structure. The heavy and light chains of immunoglobulin are fastened together by interchain disulfide bonds. Two types of light chains—κ and λ—are present in all five immunoglobulin classes, although only one type is present in an individual molecule. Approximately 60% of human immunoglobulin molecules have κ light chains, and 40% have λ light chains. There are five types of heavy chains, one for each isotype of antibody (IgM, µ; IgG, γ; IgD, δ; IgA, α; and IgE, ε). Intrachain disulfide bonds define molecular domains within each chain. Light chains have a variable and a constant domain. The heavy chains have a variable and three (IgG, IgA) or four (IgM, IgE) constant domains. The variable domains on the heavy and light chains interact to form the antigen-binding site. The constant domains from each chain make up the Fc portion, provide the molecular structure to the immunoglobulin and define the interaction of the antibody molecule with host systems, hence its ultimate function. The heavy chain of the different antibody molecules can also be synthesized with a membrane-spanning region to make the antibody an antigen-specific cell surface receptor for the B cell.






Immunoglobulin D


IgD, which has a molecular mass of 185 kDa, accounts for less than 1% of serum immunoglobulins. IgD exists primarily as membrane IgD, which serves with IgM as an antigen receptor on early B-cell membranes to help initiate antibody responses by activating B-cell growth. IgD and IgM are the only isotypes that can be expressed together by the same cell.









Immunoglobulin M


IgM is the first antibody produced in response to antigenic challenge and can be produced in a T-cell–independent manner. IgM makes up 5% to 10% of the total immunoglobulins in adults and has a half-life of 5 days. It is a pentameric molecule with five immunoglobulin units joined by disulfide bonds and the J chain, with a total molecular mass of 900 kDa. Theoretically, this immunoglobulin has 10 antigen-binding sites. IgM is the most efficient immunoglobulin for fixing (binding) complement. A single IgM pentamer can activate the classical complement pathway. Monomeric IgM is found with IgD on the B-cell surface, where it serves as the receptor for antigen. Because IgM is relatively large, it remains in the blood and spreads inefficiently from the blood into tissue. IgM is particularly important for immunity against polysaccharide antigens on the exterior of pathogenic microorganisms. It also promotes phagocytosis and promotes bacteriolysis by activating complement through its Fc portion. IgM is also a major component of rheumatoid factors (autoantibodies).









Immunoglobulin G


IgG comprises approximately 85% of the immunoglobulins in adults. It has a molecular mass of 154 kDa, based on two L chains of 22,000 Da each and two H chains of 55,000 Da each. The four subclasses of IgG differ in structure (see Figure 9-11), relative concentration, and function. Production of IgG requires T-cell help. IgG, as a class of antibody molecules, has the longest half-life (23 days) of the five immunoglobulin classes, crosses the placenta, and is the principal antibody in the anamnestic (booster) response. IgG shows high avidity (binding capacity) for antigens, fixes complement, stimulates chemotaxis, and acts as an opsonin to facilitate phagocytosis.









Immunoglobulin A


IgA comprises 5% to 15% of the serum immunoglobulins and has a half-life of 6 days. It has a molecular mass of 160 kDa and a basic four-chain monomeric structure. However, it can occur as monomers, dimers, trimers, and multimers combined by the J chain (similar to IgM). In addition to serum IgA, a secretory IgA appears in body secretions and provides localized immunity. IgA production requires specialized T-cell help and mucosal stimulation. Adjuvants, such as cholera toxin and attenuated Salmonella bacteria, can promote an IgA response. IgA binds to a poly-Ig receptor on epithelial cells for transport across the cell. The poly-Ig receptor remains bound to IgA and is then cleaved to become the secretory component when secretory IgA is secreted from the cell. An adult secretes approximately 2 gm of IgA per day. Secretory IgA appears in colostrum, intestinal and respiratory secretions, saliva, tears, and other secretions. IgA-deficient individuals have an increased incidence of respiratory tract infections.









Immunoglobulin E


IgE accounts for less than 1% of the total immunoglobulins and has a half-life of approximately 2.5 days. Most IgE is bound to Fc receptors on mast cells, on which it serves as a receptor for allergens and parasite antigens. When sufficient antigen binds to the IgE on the mast cell, the mast cell releases histamine, prostaglandin, platelet-activating factor, and cytokines. IgE is important for protection against parasitic infection and is responsible for anaphylactic hypersensitivity (type 1) (rapid allergic reactions).












Immunogenetics


The antibody response can recognize as many as 108 structures but can still specifically amplify and focus a response directed to a specific challenge. The mechanisms for generating this antibody repertoire and the different immunoglobulin subclasses are tied to random genetic events that accompany the development (differentiation) of the B cell (Figure 9-13).
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Figure 9-13 Immunoglobulin gene rearrangement to produce IgM. The germline immunoglobulin gene contains multiple V, D, and J genes that recombine and delete intervening sequences and juxtaposes the variable region sequences to the µ-δ heavy chain sequences during the development of the B cell in the bone marrow. T-cell help induces differentiation of the B cell and promotes genetic recombination and Ig class switching. Switch regions in front of the constant-region genes (including IgG subclasses) allow attachment of the preformed VDJ region with other heavy-chain constant-region genes, genetically removing the µ, δ, and other intervening genes. This produces an immunoglobulin gene with the same VDJ region (except for somatic mutation) but different heavy-chain genes. Splicing of messenger RNA (mRNA) produces the final IgM and IgD mRNA.




Human chromosomes 2, 22, and 14 contain immunoglobulin genes for κ, λ, and H chains, respectively. The germline forms of these genes consist of different and separate sets of genetic building blocks for the light (V and J gene segments) and heavy chains (V, D, and J gene segments), which are genetically recombined to produce the immunoglobulin variable regions. These variable regions are then recombined with the constant-region C gene segments. For the κ light chain, there are 300 V gene segments, 5 J gene segments, and 1 C gene segment. The number of λ gene segments for V and J is more limited. For the heavy chain, there are 300 to 1000 V genes, 12 D genes, and 6 (heavy-chain) J genes but only 9 C genes (one for each class and subclass of antibody [µ; δ; γ3, γ1, γ2, and γ4; ε; α1 and α2]). In addition, gene segments for membrane-spanning peptides can be attached to the heavy-chain genes to allow the antibody molecule to insert into the B-cell membrane as an antigen-activation receptor.


Production of the final antibody molecule in the pre-B and B cell requires genetic recombination at the deoxyribonucleic acid (DNA) level and posttranscriptional processing at the ribonucleic acid (RNA) level to assemble the immunoglobulin gene and produce the functional messenger RNA (mRNA) (see Figure 9-13). Each of the V, D, and J segments is surrounded by DNA sequences that promote directional recombination and loss of the intervening DNA sequences. Each of the recombination sites are then joined by randomly inserted nucleotides, which can enhance the diversity of sequences or disrupt the gene depending upon the number of inserted nucleotides. Juxtaposition of randomly chosen V and J gene segments of the light chains and the V, D, and J gene segments of the heavy chains produce the variable region of the immunoglobulin chains. These recombination reactions are analogous to matching and sewing together similar patterns from a long swatch of cloth, then cutting out the intervening loops of extra cloth. Somatic mutation of the immunoglobulin gene can also occur later in activated, growing B cells to add to the enormous number of possible coding sequences for the variable region and to fine-tune a specific immune response. The variable-region sequences (VDJ) are attached by recombination to the µ; δ; γ3, γ1, γ2, and γ4; ε; or α1 and α2 sequences of the C gene segments to produce a heavy-chain gene. In the pre-B and immature B cells, mRNAs are produced and contain the variable-region gene segments connected to the C gene sequences for µ and δ. Processing of the mRNA removes either the µ or δ, as if it were an intron, to produce the final immunoglobulin. The pre-B cell expresses cytoplasmic IgM, whereas the B cell expresses cytoplasmic and cell surface IgM and cell surface IgD. IgM and IgD are the only pair of isotypes that can be expressed on the same cell.


Class switching (IgM to IgG, IgE, or IgA) occurs in mature B cells in response to different cytokines produced by TH1 or TH2 CD4 helper T cells (see Figure 9-13). Each of the C gene segments, except δ, is preceded by a DNA sequence called the switch site. After the appropriate cytokine signal, the switch in front of the µ sequence recombines with the switch in front of the γ3, γ1, γ2, or γ4; ε; or α1, or α2 sequences, creating a DNA loop that is subsequently removed. Processing of the RNA transcript yields the final mRNA for the immunoglobulin heavy-chain protein. For example, IgG1 production would result from excision of DNA containing the C gene segments Cµ, Cδ, and Cγ3 to attach the variable region to the γ1 C gene segment. Class switching changes the function of the antibody molecule (Fc region) but does not change its specificity (variable region).


The final steps in B-cell differentiation to memory cells or plasma cells do not change the antibody gene. Memory cells are long-lived, antigen-responsive B cells expressing the CD45RO surface marker. Memory cells can be activated in response to antigen later in life to divide and then produce its specific antibody. Plasma cells are terminally differentiated B cells with a small nucleus but a large cytoplasm filled with endoplasmic reticulum. Plasma cells are antibody factories.









Antibody Response


An initial repertoire of IgM and IgD immunoglobulins is generated in pre-B cells by the genetic events previously described. Expression of cell surface IgM and IgD accompany differentiation of the pre-B cell to the B cell. The cell surface antibody acts as an antigen receptor to trigger activation of the B cell through its associated signal transduction receptors, Ig-α (CD79a) and Ig-β (CD79b). A cascade of protein tyrosine kinases, phospholipase C, and calcium fluxes activate transcription and cell growth to mediate the activation signal. Other surface molecules, including the CR2 (CD21) complement (C3d) receptor, amplify the activation signal. The combination of these signals triggers the growth and increases the number of cells making antibodies to that antigen. In this manner, the B cells that best recognize the different epitopes of the antigen are selected to increase in number in a process termed clonal expansion.


Clonal expansion of the antigen-specific B cells increases the number of antibody factories making the relevant antibody, and the strength of the antibody response is thus increased. Activation of the B cells also promotes somatic mutation of the variable region, increasing the diversity of antibody molecules directed at the specific antigen. The B-cell clones that express antibody with the strongest antigen binding are preferentially stimulated. This selects a better antibody response.


T-independent antigens have repetitive structures that can cross-link sufficient numbers of surface antibody to stimulate growth of the antigen-specific B cells. Binding of the C3d component of complement to its receptor (CR2, CD21) facilitates the activation of the antibody response. In contrast, production of antibody to T-dependent antigens requires receptor interactions of the B cell with the helper T cell through CD40 (on the B cell), CD40L (T cell), and the action of cytokines. Different combinations of cytokines produced by helper T cells induce class switching. TH1-helper responses (IFN-γ) promote production of IgG. TH2-helper responses (IL-4, IL-5, IL-6) promote production of IgG, IgE, and IgA. IgA production is especially promoted by IL-5 and TGF-β (Figure 9-14). Memory cells are developed with T-cell help. Terminal differentiation produces the ultimate antibody factory, the plasma cell.
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Figure 9-14 T-cell help determines the nature of the humoral immune response. Receptor-ligand interactions between T cells and B cells and cytokines associated with TH1 or TH2 determine the subsequent response. TH1 responses are initiated by interleukin (IL)-12 and delivered by interferon-γ (IFN-γ) and promote cell-mediated and IgG production (solid blue lines) and inhibit TH2 responses (dotted blue lines). IL-4 and IL-5 from TH2 cells promote humoral responses (solid red lines) and inhibit TH1 responses (dotted red lines). Mucosal epithelium promotes secretory IgA production. Colored boxes denote end results. ↑, Increase; ↓, decrease; ADCC, antibody-dependent cellular cytotoxicity; APC, antigen-presenting cell; CTL, cytotoxic T lymphocyte; DCs, dendritic cells; DTH, delayed-type hypersensitivity; GM-CSF, granulocyte-macrophage colony-stimulating factor; TNF, tumor necrosis factor.




During an immune response, antibodies are made against different epitopes of the foreign object, protein, or infectious agent. Specific antibody is a mixture of many different immunoglobulin molecules made by many different B cells (polyclonal antibody), each immunoglobulin molecule differing in the epitope it recognizes and the strength of the interaction. Antibody molecules that recognize the same antigen may bind with different strengths (affinity, monovalent binding to an epitope; avidity, multivalent binding of antibody to antigen).


Monoclonal antibodies are identical antibodies produced by a single clone of cells or by myelomas (cancers of plasma cells) or hybridomas. Hybridomas are cloned, laboratory-derived cells obtained by the fusion of antibody-producing spleen cells and a myeloma cell. In 1975, Kohler and Millstein developed the technique for producing monoclonal antibodies from B-cell hybridomas. The hybridoma is immortal and produces a single (monoclonal) antibody. This technique has revolutionized the study of immunology because it allows selection (cloning) of individual antibody-producing cells and their development into cellular factories for production of large quantities of that antibody. Monoclonal antibodies have been commercially produced for both diagnostic reagents and therapeutic purposes.






Time Course of the Antibody Response


The primary antibody response is characterized by the initial production of IgM. IgM antibodies appear in the blood within 3 days to 2 weeks after exposure to a novel immunogen. This is the only type of antibody elicited towards carbohydrates (bacterial capsule). Production of IgG, IgA, or IgE requires the development of a sufficient helper T-cell response to promote the class switch and requires approximately 8 days. The predominant serum antibody will be IgG antibodies (Figure 9-15). The first antibodies that are produced react with residual antigen and therefore are rapidly cleared. After the initial lag phase, however, the antibody titer increases logarithmically to reach a plateau.
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Figure 9-15 Time course of immune responses. The primary response occurs after a lag period. The IgM response is the earliest response. The secondary immune response (anamnestic response) reaches a higher titer, lasts longer, and consists predominantly of IgG.




Reexposure to an immunogen, a secondary response, induces a heightened antibody response (also termed anamnestic response). Activation of preformed memory cells yields a much more rapid production of antibody, which lasts longer and reaches a higher titer. The antibodies in a secondary response are principally of the IgG class.










Questions


What is wrong with each of the following statements, and why?




1. The laboratory tested a baby for IgM maternal antibodies.


2. An investigator attempted to use fluorescent-labeled F(ab′)2 fragments to locate class II MHC molecules on the cell surface of antigen-presenting cells without cross-linking (binding two molecules together) these cell surface molecules.


3. A patient is diagnosed as having been infected with a specific strain of influenza A (A/Bangkok/1/79/H3N2) on the basis of the presence of antiinfluenza IgG in serum taken from the patient at the initial visit (within 2 days of symptoms).


4. A patient was considered unable to use the complement systems because of a T-cell deficiency, which precluded the ability to promote class switching of B cells.


5. Analysis of immunoglobulin genes from B cells taken from the patient described in statement 4 did not contain recombined VDJ variable-region gene sequences.


6. A patient was considered to have a B-cell deficiency because serum levels of IgE and IgD were undetectable despite proper concentrations of IgG and IgM.







Answers


1. IgM molecules are too large to leave the plasma and cannot cross the placenta.


2. Native immunoglobulin and F(ab′)2 molecules are divalent or multivalent and can bind to more than one cell surface molecule, which will cross-link the cell surface.


3. IgG is only produced at approximately 6 days after a first-time infection and requires T-cell help. IgG could be present from a previous infection. IgM is produced early in an infection as part of a primary response and is a good indication of a first-time infection.


4. Although perforin is made by T cells and resembles C9, the complement components are synthesized by the liver and other cells and not by T cells such that a deficiency in T cells will not affect complement levels. Also, IgM fixes complement very well and will be produced in the absence of T cells.


5. Differentiation to a B cell requires recombination of the VDJ variable region, but this occurs without T-cell help.


6. The Fc portion of the immunoglobulin gene produces immunoglobulins in the order of IgM, IgD, IgG, IgE, and IgA. It would be unlikely that a lack of expression in IgD would occur without a lack in all the rest of the genes.
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10 Immune Responses to Infectious Agents


The previous chapters in this section introduced the different immunologic actors and their characteristics. This chapter describes the different roles they play in host protection from infection, their interactions, and the immunopathogenic consequences that may arise as a result of the response (Box 10-1). Most infections are controlled by innate responses before immune responses can be initiated, but immune responses are necessary to resolve the more troublesome infections. The importance of each of the components of the host response differs for different infectious agents (Table 10-1), and their importance becomes obvious when it is genetically deficient or is inhibited by chemotherapy, disease, or infection (e.g., acquired immunodeficiency syndrome [AIDS]).





Box 10-1 


Summary of the Immune Response


The drama of the host response to infection unfolds in several acts after an infectious challenge, with certain differences depending upon the microbial villain. The actors include cells of the innate response, including neutrophils; monocyte-macrophage lineage cells, immature dendritic (iDCs), and dendritic cells (DCs); natural killer (NK) cells; the T and B lymphocytes of the antigen-specific response; and other cells. These cells are distinguished by their outer structures, their costumes, which also define their roles in the immune response. Act 1 starts at the site of infection and involves innate responses. Activation of complement releases the “a” fragments, C3a, C4a, and C5a, which attract the actors to the site of infection. Neutrophils and, later, activated macrophages act directly on bacteria and infection. Type 1 interferons limit virus replication, activate NK cells, and also facilitate the development of subsequent T-cell responses. The NK cells provide early responses to infection and kill virally infected and tumor cells. The NK cells return in Act 2 to kill cells decorated with antibody (antibody-dependent cellular cytotoxicity [ADCC]). DCs bridge the gap between the innate and the antigen-specific protective responses by first producing cytokines to enhance the action and then by taking their phagocytosed and pinocytosed cargo to the lymph node as the only antigen-presenting cell (APC) that can initiate an immune response. Act 2 commences in the lymph node, where the mature DCs present antigen to the T lymphocytes. The plot of this story may proceed to reinforce local-site inflammatory responses (TH17, TH1) or initiate systemic, humoral responses (TH2), depending on the cytokine dialogue of the DC and the T cell. The T cells play a central role in activating and controlling (helping) immune and inflammatory responses through the release of cytokines. In Act 3, the cast of T cells and B cells increase in number and terminally differentiate into effector and plasma cells to deliver antigen-specific cellular and antibody immune responses. Macrophages and B cells refine and strengthen the direction of the response as APCs. Certain members of the B- and T-cell cast maintain a low profile and become memory cells to be able to replay the drama more quickly and efficiently in the future. Specific cellular actors, the receptor-ligand interactions between the actors, and the cytokine dialogue determine the drama that unfolds during the immune response.







Table 10-1 Importance of Antimicrobial Defenses for Infectious Agents
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Human beings have three basic lines of protection against infection by microbes to block entry, spread in the body, and inappropriate colonization.




1. Natural barriers, such as skin, mucus, ciliated epithelium, gastric acid, and bile, restrict entry of the agent.


2. Innate, antigen-nonspecific immune defenses such as fever, interferon, complement, neutrophils, macrophages, dendritic cells (DCs), and natural killer (NK) cells provide rapid local responses to act at the infection site in order to restrict the growth and spread of the agent.


3. Adaptive, antigen-specific immune responses, such as antibody and T cells, reinforce the innate protections and specifically target, attack, and eliminate the invaders that succeed in passing the first two defenses.





Usually, barrier functions and innate responses are sufficient to control most infections before symptoms or disease occurs. Initiation of a new antigen-specific immune response takes time, and infections can grow and spread during this time period. Prior immunity and immune memory elicited by infection or vaccination can activate quickly enough to control most infections.






Antibacterial Responses


Figure 10-1 illustrates the progression of protective responses to a bacterial challenge. Protection is initiated by activation of innate and inflammatory responses on a local basis and progresses to acute-phase and antigen-specific responses on a systemic scale. The response progresses from soluble antibacterial factors (peptides and complement) to cellular responses and then soluble antibody responses. The most important antibacterial host response is phagocytic killing by neutrophils and macrophages. Complement and antibody facilitate the uptake of microbes by phagocytes and TH17, and TH1 CD4 T-cell responses enhance and regulate their function. A summary of antibacterial responses is presented in Box 10-2.
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Figure 10-1 Antibacterial responses. First, innate antigen-nonspecific responses attract and promote polymorphonuclear neutrophil (PMN) and macrophage (Mθ) responses. Dendritic cells (DCs) and antigen reach the lymph node to activate early immune responses (TH17, TH1, and IgM). Later, TH2 systemic antibody responses and memory cells are developed. The time course of events is indicated at the top of the figure. APC, Antigen-presenting cell; CTL, cytotoxic T lymphocyte; IFN-γ, interferon-γ; IL, interleukin; TGF-β, transforming growth factor-β; TH, T helper (cell); TNF-α, tumor necrosis factor-α.







Box 10-2 


Summary of Antibacterial Responses






Complement







Alternative and lectin pathways activated by bacterial surfaces


Classical pathway activated later by antibody-antigen complexes


Production of chemotactic and anaphylotoxic proteins (C3a, C5a)


Opsonization of bacteria (C3b)


Promotion of killing of gram-negative bacteria


Activation of B cells (C3d)












Neutrophils







Important antibacterial phagocytic cell


Killing by oxygen-dependent and oxygen-independent mechanisms












Dendritic Cells







Production of acute phase cytokines (TNF-α, IL-6, IL-1); IL-23, IL-12; IFN-α


Presentation of antigen to CD4 and CD8 T cells


Initiation of immune responses in naive T cells












Macrophages







Important antibacterial phagocytic cell


Killing by oxygen-dependent and oxygen-independent mechanisms


Production of TNF-α, IL-1, IL-6, IL-23, IL-12


Activation of acute-phase and inflammatory responses


Presentation of antigen to CD4 T cell












T Cells







γ/δ T-cell response to bacterial metabolites


Natural killer-1 T-cell response to CD1 presentation of mycobacterial glycolipids


TH1 CD4 responses important for bacterial, especially intracellular, infections


TH2 CD4 response important for antibody protections


TH17 CD4 response activates neutrophils












Antibody







Binding to surface structures of bacteria (fimbriae, lipoteichoic acid, capsule)


Blocking of attachment


Opsonization of bacteria for phagocytosis


Promotion of complement action


Promotion of clearance of bacteria


Neutralization of toxins and toxic enzymes





IFN-α, Interferon-α; IL, interleukin; TNF-α, tumor necrosis factor-α.












Initiation of the Response


Once past the barriers, bacterial cell surfaces activate the alternative or lectin pathways of complement that are present in interstitial fluids and serum. The complement system (see Chapter 8) is a very early and important antibacterial defense. The alternative complement pathway (properdin) can be activated by teichoic acid, peptidoglycan, and lipopolysaccharide (LPS) in the absence of antibody and, with mannose-binding protein, can activate the lectin complement pathway. Later, when immunoglobulin (Ig) M or IgG is present, the classical complement pathway is activated. All three pathways converge to generate a C3 convertase to cleave C3 into C3a, C3b, and C3d and the C5 convertase to produce C5a. The “a” fragments activate, attract, and promote anaphylaxis by recruiting neutrophils and macrophages to the site of infection. C3b promotes its phagocytosis as an opsonin. The membrane attack complex (MAC) can directly kill gram-negative bacteria and, to a much lesser extent, gram-positive bacteria (the thick peptidoglycan of gram-positive bacteria shields them from the components). Neisseria are especially sensitive to complement lysis due to the truncated structure of lipooligosaccharide in the outer membrane. Complement facilitates elimination of all bacteria by producing




1. Chemotactic factors (C5a) to attract neutrophils and macrophages to the site of infection


2. Anaphylotoxins (C3a, C4a, and C5a) to stimulate mast cell release of histamine and thereby increase vascular permeability, allowing access to the infection site


3. Opsonins (C3b), which bind to bacteria and promote their phagocytosis


4. A B-cell activator (C3d) to enhance antibody production





Bacterial cell wall molecules (teichoic acid and peptidoglycan fragments of gram-positive bacteria and lipid A of LPS of gram-negative bacteria) also activate pathogen-associated molecular pattern (PAMP) receptors, including the cell surface Toll-like receptors (TLRs) and the cytoplasmic peptidoglycan receptors—nucleotide-binding oligomerization domain protein (NOD)1, NOD2, and cryopyrin (Box 10-3). Lipid A (endotoxin) binds to TLR4 and other PAMP receptors and is a very strong activator of DCs, macrophages, B cells, and selected other cells (e.g., epithelial and endothelial cells). Binding of these PAMPs to receptors on epithelial cells, macrophages, Langerhans cells, and DCs activate kinase cascades that activate the inflammasome and also promote cytokine production (including the acute-phase cytokines, interleukin (IL)-1, IL-6, and tumor necrosis factor [TNF]), protective responses, and maturation of DCs. The inflammasome promotes the cleavage of IL-1β and IL-18 to reinforce local inflammation. NK cells, NKT cells, and γ/δ T cells residing in tissue also respond, produce cytokines, and reinforce cellular responses.





Box 10-3 


Bacterial Components That Activate Protective Responses






Direct Activation through Pathogen-Associated Pattern Receptors







Lipopolysaccharide (endotoxin)


Lipoteichoic acid


Lipoarabinomannan


Glycolipids and glycopeptides


Polyanions


N-Formyl peptides (formyl-methionyl-leucyl-phenylalanine)


Peptidoglycan fragments












Chemotaxis via C3a, C5a, and Other Mechanisms







Peptidoglycan fragments


Cell surface activation of alternative pathways of complement











IL-1 and TNF-α enhance the inflammatory response by locally stimulating changes in the tissue, promoting diapedesis of neutrophils and macrophages to the site, and activating these cells and activating systemic responses. IL-1 and TNF-α are endogenous pyrogens, inducing fever, and also induce the acute-phase response. The acute-phase response can also be triggered by inflammation, tissue injury, prostaglandin E2, and interferons associated with infection. The acute-phase response promotes changes that support host defenses and include fever, anorexia, sleepiness, metabolic changes, and production of proteins. Acute-phase proteins that are produced and released into the serum include C-reactive protein, complement components, coagulation proteins, LPS-binding proteins, transport proteins, protease inhibitors, and adherence proteins. C-reactive protein complexes with the polysaccharides of numerous bacteria and fungi and activates the complement pathway, facilitating removal of these organisms from the body through greater phagocytosis. The acute-phase proteins reinforce the innate defenses against infection.


Immature DCs (iDCs), macrophages, and other cells of the macrophage lineage will produce IL-23 and IL-12 in addition to the acute-phase cytokines. IL-12 activates NK cells at the site of infection, which can produce interferon-γ (IFN-γ) to further activate macrophages and DCs. IL-12 and IL-23 activate TH1 and TH17 immune responses, respectively, to reinforce macrophages and neutrophil function. Epithelial cells also respond to PAMPs and release cytokines to promote natural protections.


These actions initiate local, acute inflammation. Expansion of capillaries and increased blood flow brings more antimicrobial agents to the site. Increase in permeability and alteration of surface molecules of the microvasculature structure allows access for fluid, plasma proteins, and attract and facilitate leukocyte entry into the site of infection. Kinins and clotting factors induced by tissue damage (e.g., factor XII [Hageman factor], bradykinin, fibrinopeptides) are also involved in inflammation. These factors increase vascular permeability and are chemotactic for leukocytes. Products of arachidonic acid metabolism also affect inflammation. Cyclooxygenase-2 (COX-2) and 5-lipooxygenase convert arachidonic acid to prostaglandins and leukotrienes, respectively, which can mediate essentially every aspect of acute inflammation. The course of inflammation can be followed by rapid increases in serum levels of acute-phase proteins, especially C-reactive protein (which can increase a thousand fold within 24 to 48 hours) and serum amyloid A. Although these processes are beneficial, they also cause pain, redness, heat, and swelling and promote tissue damage. Tissue damage is caused to some extent by complement and macrophages but mostly by neutrophils. When triggered at a systemic level, these same functions can lead to septic shock, due in large part to the leakage of large amounts of fluid into tissue.









Phagocytic Responses


C3a, C5a, bacterial products (e.g., formyl-methionyl-leucyl-phenylalanine [f-met-leu-phe]), and chemokines produced by epithelial cells, Langerhans cells, and other cells in skin and mucous epithelium are powerful chemoattractants for neutrophils, macrophages, and later in the response, lymphocytes. The chemokines and tumor necrosis factor-α (TNF-α) cause the endothelial cells lining the capillaries (near the inflammation) and the leukocytes passing by to express complementary adhesion molecules (molecular “Velcro”) to promote diapedesis (see Figure 8-7). Polymorphonuclear neutrophils (PMNs), monocytes, and occasionally eosinophils are the first cells to arrive at the site in response to infection; they are followed later by macrophages. Recruitment of immature band forms of neutrophils from the bone marrow during infection is indicated by a “left shift” in the complete blood count. Neutrophils are recruited and activated by the TH17 response and macrophages, and DCs are activated by IFN-γ produced by NK cells and CD4 TH1 T cells.


Bacteria are bound to the neutrophils and macrophages with receptors for bacterial carbohydrates (lectins [specific sugar-binding proteins]), fibronectin receptors (especially for Staphylococcus aureus), and receptors for opsonins, including complement (C3b), C-reactive protein, mannose-binding protein, and the Fc portion of antibody. The microbes are internalized in a phagocytic vacuole that fuses with primary lysosomes (macrophages) or granules (PMNs) to allow inactivation and digestion of the vacuole contents. Phagocytic killing may be oxygen dependent or oxygen independent, depending on the antimicrobial chemicals produced by the granules (see Figure 8-8 and Box 8-5).


In the neutrophil, microorganisms are killed by hydrogen peroxide and superoxideion produced by nicotinamide adenine dinucleotide phosphate reduced (NADPH) oxidase and hypochlorous ions generated by myeloperoxidase. Nitric oxide produced by neutrophils and activated macrophages has antimicrobial activity and is also a major second messenger molecule (like cyclic adenosine monophosphate [cAMP]) that enhances the inflammatory and other responses. Oxygen-independent killing in the neutrophils occurs upon fusion of the phagosome with azurophilic granules containing cationic proteins (e.g., cathepsin G) and specific granules containing lysozyme and lactoferrin. These proteins kill gram-negative bacteria by disrupting their cell membrane integrity, but they are far less effective against gram-positive bacteria, which are killed principally through the oxygen-dependent mechanism.


The neutrophils contribute to the inflammation in several ways. Prostaglandins and leukotrienes are released and increase vascular permeability, cause swelling (edema) and stimulate pain receptors. In addition, during phagocytosis, the granules may leak their contents to cause tissue damage. The neutrophils have short lives, and dead neutrophils produce pus.


In contrast to neutrophils, macrophages have long lives, but the cells must be activated (made angry) with IFN-γ (best) in order to kill phagocytized microbes. Granulocyte-macrophage colony-stimulating factor (GM-CSF), TNF-α, and lymphotoxin (TNF-β) maintain the antimicrobial action. Early in the infection IFN-γ is produced by NK and NKT cells and later by CD4 T cells. In addition to the tissue macrophages, splenic macrophages are important for clearing bacteria, especially encapsulated bacteria, from blood. Asplenic (congenitally or surgically) individuals are highly susceptible to pneumonia, meningitis, and other manifestations of Streptococcus pneumoniae, Neisseria meningitidis, and other encapsulated bacteria.









Antigen-Specific Response to Bacterial Challenge


On ingestion of bacteria and after stimulation of TLRs by bacterial components, Langerhans cells and iDCs become mature, cease to phagocytize, and move to the lymph nodes to process and deliver their internalized antigen for presentation to T cells (Figure 10-2). Antigenic peptides (having more than 11 amino acids) produced from phagocytosed proteins (exogenous route) are bound to class II major histocompatibility complex (MHC) molecules and presented by these antigen-presenting cells (APCs) to naïve CD4 TH0 T cells. The CD4 T cells are activated by a combination of (1) antigenic peptide in the cleft of the MHC II molecule with the T-cell antigen receptor (TCR) and with CD4, (2) co-stimulatory signals provided by the interaction of B7 molecules on the DC with CD28 molecules on the T cells, and (3) IL-6, and other cytokines produced by the DC. The TH0 cells produce IL-2, IFN-γ, and IL-4. Simultaneously, bacterial molecules with repetitive structures (e.g., capsular polysaccharide) interact with B cells expressing surface IgM and IgD specific for the antigen and activate the cell to grow and produce IgM. Microbial cell wall polysaccharides, especially LPS and also the C3d component of complement, activate B cells and promote the specific IgM antibody responses. Swollen lymph nodes are an indication of lymphocyte activation in response to antigenic challenge.
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Figure 10-2 Initiation and expansion of specific immune responses. Immature dendritic cells (iDCs) at the site of infection acquire bacteria and debris, bacterial components activate the cell through Toll-like receptors (TLRs), and then dendritic cells (DCs) mature, move to the lymph node, and present antigen to naïve T cells to initiate the antigen-specific response. During a secondary or memory response, B cells, macrophages, and DCs can present antigen to initiate the response. IL, Interleukin; IFN-γ, interferon-γ; Mθ, macrophage; TH, T helper (cell).




Early responses are also provided by γ/δ T cells, NKT cells and innate lymphoid cells (including NK cells). γ/δ T cells in tissue and in the blood sense phosphorylated amine metabolites from some bacteria (Escherichia coli, mycobacteria) but not others (streptococci, staphylococci). DCs can present bacterial glycolipids to activate NKT cells. These T cells and innate lymphoid cells produce IFN-γ, which activate macrophages and DCs to enforce local cellular inflammatory reactions.


The conversion of TH0 cells to TH17 and TH1 cells initiates the expansion of the host response. Acute-phase cytokines IL-1 and TNF-α together with TGF-β promote the development of CD4 TH17 T cells. TH17 cells produce IL-17 and TNF-α to activate epithelial cells and neutrophils and also promote production of antimicrobial peptides. TH17 responses are important for early antibacterial responses and antimycobacterial responses. A balance of TH17 and Treg responses are also important to regulate the populations of intestinal flora.


DCs producing IL-12 promote TH1 responses. CD4 TH1 T cells (1) promote and reinforce inflammatory responses (e.g., IFN-γ activation of macrophage) and growth of T and B cells (IL-2) to expand the immune response, and (2) promote B cells to produce complement-binding antibodies (IgM, IgG upon class switching). These responses are important for the early phases of an antibacterial defense. TH1 responses are also essential for combating intracellular bacterial infections and mycobacteria, which are hidden from antibody. IFN-γ activates macrophage to kill the phagocytized microbe. Chronic stimulation of CD4 TH1 T cells by macrophages expressing microbial (mycobacterial or histoplasmic) antigen and production of IFN-γ may cause the transformation of other macrophages into epithelioid cells and giant cells, which can surround the infection and produce a granuloma. CD8 T cells are not very important for antibacterial immunity.


CD4 TH2 T-cell responses occur in the absence of IL-12 at more distant lymph nodes. These responses are also initiated by DCs and are sustained by the B-cell presentation of antigen. Binding of antigen to the cell surface antibody on B cells activates the B cells and also promotes uptake, processing of the antigen, and presentation of antigenic peptides on class II MHC molecules to the CD4 TH2 cell. The TH2 cell produces IL-4, IL-5, IL-6, IL-10, and IL-13, which enhance IgG production and, depending on other factors, the production of IgE or IgA. The TH2 response also promotes terminal differentiation of B cells to plasma-cell antibody factories.


CD4+CD25+ regulatory T cells (Treg) prevent spurious activation of naïve T cells, curtail both TH1 and TH2 responses, and promote the development of some of the antigen-specific cells into memory T cells. Only DCs can override the Treg block to naïve T cell activation.


Antibodies are the primary protection against extracellular bacteria and reinfection and promotes the clearance and prevents the spread of bacteria in the blood. Antibody promotes complement activation, opsonizes bacteria for phagocytosis, blocks bacterial adhesion, and neutralizes (inactivates) exotoxins (e.g., tetanospasmin, botulinum toxin) and other cytotoxic proteins produced by bacteria (e.g., degradative enzymes). Vaccine immunization with inactivated exotoxins (toxoids) is the primary means of protection against the potentially lethal effects of exotoxins.


IgM antibodies are produced early in the antibacterial response. IgM bound to bacteria activates the classical complement cascade, promoting both the direct killing of gram-negative bacteria and the inflammatory responses. IgM is usually the only antibody produced against capsular carbohydrates. The large size of IgM limits its ability to spread into the tissue. Later in the immune response, T-cell help promotes differentiation of the B cell and immunoglobulin class switching to produce IgG. IgG antibodies are the predominant antibody, especially on rechallenge. IgG antibodies fix complement and promote phagocytic uptake of the bacteria through Fc receptors on macrophages. The production of IgA requires TH2 cytokines and other factors. IgA is the primary secretory antibody and is important for protecting mucosal membranes. Secretory IgA acquires the secretory component that promotes interaction and passage of IgA through mucosal epithelial cells. IgA neutralizes the binding of bacteria and their toxins at epithelial cell surfaces.


A primary antigen-specific response to bacterial infection takes at least 5 to 7 days. Movement of the DC to the lymph node may take 1 to 3 days, followed by activation, expansion, and maturation of the response. On rechallenge to infection, long-lived plasma cells may still be producing antibody. Memory T cells can respond quickly to antigen presentation by DC, macrophage, or B cells, not just DC; memory B cells are present to respond quickly to antigen; and the secondary antibody response occurs within 2 to 3 days.









Intestinal Immune Responses


The intestinal flora is constantly interacting with and being regulated by the innate and immune systems of the gut-associated lymphoid tissue. Similarly, the immune response is shaped by its interaction with intestinal flora as regulatory cells limit the development of autoimmune responses and inflammation. DCs, innate lymphoid cells, Treg, TH17, TH1, and other T cells and B cells in Peyer patches and intestinal lymphoid follicles monitor the bacteria within the gut. These cells and epithelial and other cells lining the gut produce antimicrobial peptides and plasma cells secrete IgA into the gut to maintain a healthy mixture of bacteria. At the same time, regulatory cells prevent the development of detrimental or excessive immune responses to the contents of the gut. Alterations in the microbial flora or its interaction with the innate and immune cells can disrupt the system and result in inflammatory bowel diseases. For example, the absence or a mutation in the NOD2 receptor for peptidoglycan enhances chances for certain types of Crohn disease.









Bacterial Immunopathogenesis


Activation of the inflammatory and acute-phase responses can initiate significant tissue and systemic damage. Activation of macrophages and DCs in the liver, spleen, and blood by endotoxin can promote release of TNF-α into the blood, causing many of the symptoms of sepsis, including hemodynamic failure, shock, and death (see Cytokine Storm section and Chapter 14). Although IL-1, IL-6, and TNF-α promote protective responses to a local infection, these same responses can be life threatening when activated by systemic infection. Increased blood flow and fluid leakage can lead to shock when it occurs throughout the body. Antibodies produced against bacterial antigens that share determinants with human proteins can initiate autoimmune tissue destruction (e.g., antibodies produced in poststreptococcal glomerulonephritis and rheumatic fever). Nonspecific activation of CD4 T cells by superantigens (e.g., toxic shock syndrome toxin of S. aureus) promotes the production of large amounts of cytokines and, eventually, the death of large numbers of T cells. The sudden, massive release of cytokines (“cytokine storm”) can cause shock and severe tissue damage (e.g., toxic shock syndrome) (see Cytokine Storm section and Chapter 14).









Bacterial Evasion of Protective Responses


The mechanisms used by bacteria to evade host-protective responses are discussed in Chapter 14 as virulence factors. These mechanisms include (1) the inhibition of phagocytosis and intracellular killing in the phagocyte, (2) inactivation of complement function, (3) cleavage of IgA, (4) intracellular growth (avoidance of antibody), and (5) change in bacterial antigenic appearance. Some microorganisms, including but not limited to mycobacteria (also Listeria and Brucella species), survive and multiply within macrophages and use the macrophages as a protective reservoir or transport system to help spread the organisms throughout the body. However, cytokine-activated macrophages can kill the intracellular pathogens.












Antiviral Responses






Host Defenses against Viral Infection


The immune response is the best and, in most cases, the only means of controlling a viral infection (Figure 10-3; Box 10-4). Unfortunately, it is also the source of pathogenesis for many viral diseases. The humoral and cellular immune responses are important for antiviral immunity. The ultimate goal of the immune response in a viral infection is to eliminate both the virus and the host cells harboring or replicating the virus. Interferons, NK cells, CD4 TH1 responses, and CD8 cytotoxic killer T cells are more important for viral infections than for bacterial infections. Failure to resolve the infection may lead to persistent or chronic infection or death.
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Figure 10-3 Antiviral responses. The response to a virus (e.g., influenza virus) initiates with interferon production and action and natural killer (NK) cells. Activation of antigen-specific immunity resembles the antibacterial response, except that CD8 cytotoxic T lymphocytes (CTLs) are important antiviral responses. The time course of events is indicated at the top of the figure. IFN, Interferon, IL, interleukin; Mθ, macrophage; TH, T helper (cell); TNF, tumor necrosis factor.







Box 10-4 


Summary of Antiviral Responses






Interferon







Interferon is induced by double-stranded RNA, inhibition of cellular protein synthesis, or enveloped virus


Interferon initiates the antiviral state in surrounding cells


Interferon blocks local viral replication


Interferon activates systemic antiviral responses












NK Cells







NK cells are activated by IFN-α and interleukin-12 and activate macrophages with IFN-γ


NK cells target and kill virus-infected cells (especially enveloped viruses)












Macrophages and DCs







Macrophages filter viral particles from blood


Macrophages inactivate opsonized virus particles


Immature DCs produce IFN-α and other cytokines


DCs initiate and determine the nature of the CD4 and CD8 T-cell response


DCs and macrophages present antigen to CD4 T cells












T Cells







T cells are essential for controlling enveloped and noncytolytic viral infections


T cells recognize viral peptides presented by MHC molecules on cell surfaces


Antigenic viral peptides (linear epitopes) can come from any viral protein (e.g., glycoproteins, nucleoproteins)


CD4 TH1 responses are more important than TH2 responses


CD8 cytotoxic T cells respond to viral peptide: class I MHC protein complexes on the infected cell surface


CD4 TH2 responses are important for the maturation of the antibody response


CD4 TH2 responses may be detrimental if they prematurely limit the TH1 inflammatory and cytolytic responses












Antibody







Antibody neutralizes extracellular virus:



It blocks viral attachment proteins (e.g., glycoproteins, capsid proteins)



It destabilizes viral structure


Antibody opsonizes virus for phagocytosis


Antibody promotes killing of target cell by the complement cascade and antibody-dependent cellular cytotoxicity


Antibody resolves lytic viral infections


Antibody blocks viremic spread to target tissue


IgM is an indicator of recent or current infection


IgG is a more effective antiviral than IgM


Secretory IgA is important for protecting mucosal surfaces


Resolution requires elimination of free virus (antibody) and the virus-producing cell (viral or immune cell mediated lysis).





DC, Dendritic cell; IFN, interferon; Ig, immunoglobulin; MHC, major histocompatibility complex; NK, natural killer.















Innate Defenses


Body temperature, fever, interferons, other cytokines, the mononuclear phagocyte system, and NK cells provide a local rapid response to viral infection and also activate the specific immune defenses. Often the nonspecific defenses are sufficient to control a viral infection, thus preventing the occurrence of symptoms.


Viral infection can induce the release of cytokines (e.g., TNF, IL-1) and interferon from infected cells, iDCs, and macrophages. Viral RNA (especially dsRNA), DNA, and some viral glycoproteins are potent activators of TLRs, and viral nucleic acids can also trigger vesicular and cytoplasmic pathogen pattern receptors to initiate these interferon and cytokine responses. Interferons and other cytokines trigger early local and systemic responses. Induction of fever and stimulation of the immune system are two of these systemic effects.


Body temperature and fever can limit the replication of or destabilize some viruses. Many viruses are less stable (e.g., herpes simplex virus) or cannot replicate (rhinoviruses) at 37° C or higher.


Cells of the dendritic and mononuclear phagocyte system phagocytose the viral and cell debris from virally infected cells. Macrophages in the liver (Kupffer cells) and spleen rapidly filter many viruses from the blood. Antibody and complement bound to a virus facilitate its uptake and clearance by macrophages (opsonization). DCs and macrophages also present antigen to T cells and release IL-1, IL-12, and IFN-α to expand the innate and initiate the antigen-specific immune responses. Plasmacytoid DCs in the blood produce large amounts of IFN-α in response to a viremia. Activated macrophages can also distinguish and kill infected target cells.


NK cells are activated by IFNs-α and -β and IL-12 to kill virally infected cells. Viral infection may reduce the expression of MHC antigens to remove inhibitory signals or may alter the carbohydrates on cell surface proteins to provide cytolytic signals to the NK cell.









Interferon


Interferon was first described by Isaacs and Lindemann as a very potent factor that “interferes with” the replication of many different viruses. Interferon is the body’s first active defense against a viral infection, an “early warning system.” In addition to activating a target-cell antiviral defense to block viral replication, interferons activate the immune response and enhance T-cell recognition of the infected cell. Interferon is a very important defense against infection, but it is also a cause of the systemic symptoms associated with many viral infections, such as malaise, myalgia, chills, and fever (nonspecific flulike symptoms), especially during viremia. Type 1 interferon is also a factor in causing systemic lupus erythematosus.


Interferons comprise a family of proteins that can be subdivided according to several properties, including size, stability, cell of origin, and mode of action (Table 10-2). IFN-α and IFN-β are type I interferons that share many properties, including structural homology and mode of action. B cells, epithelial cells, monocytes, macrophages, and iDCs make IFN-α. Plasmacytoid DCs in blood produce large amounts in response to viremia. Fibroblasts and other cells make IFN-β in response to viral infection and other stimuli. IFN-λ (interferon lambda) is a type III interferon with activity similar to IFN-α and is important for antiinfluenza responses. IFN-γ is a type II interferon, a cytokine produced by activated T and NK cells that occurs later in the infection. Although IFN-γ inhibits viral replication, its structure and mode of action differ from those of the other interferons. IFN-γ is also known as macrophage activation factor and is the defining component of the TH1 response.




Table 10-2 Basic Properties of Human Interferons (IFNs)
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The best inducer of IFN-α and IFN-β production is dsRNA, produced as the replicative intermediates of RNA viruses or from the interaction of sense/antisense messenger RNAs (mRNAs) for some DNA viruses (Box 10-5). One dsRNA molecule per cell is sufficient to induce the production of interferon. Interaction of some enveloped viruses (e.g., herpes simplex virus and human immunodeficiency virus [HIV]) with iDCs can promote production of IFN-α. Alternatively, inhibition of protein synthesis in a virally infected cell can decrease the production of a repressor protein of the interferon gene, allowing production of interferon. Nonviral interferon inducers include the following:




1. Intracellular microorganisms (e.g., mycobacteria, fungi, protozoa)


2. Activators of certain TLRs or mitogens (e.g., endotoxins, phytohemagglutinin)


3. Double-stranded polynucleotides (e.g., poly I:C, poly dA:dT)


4. Synthetic polyanion polymers (e.g., polysulfates, polyphosphates, pyran)


5. Antibiotics (e.g., kanamycin, cycloheximide)


6. Low-molecular-weight synthetic compounds (e.g., tilorone, acridine dyes)








Box 10-5 


Type I Interferons






Induction







Double-stranded ribonucleic acid (during virus replication)


Viral inhibition of cellular protein synthesis


Enveloped virus interaction with plasmacytoid dendritic cell












Mechanism of Action







Initial infected cell or plasmacytoid dendritic cell releases interferon


Interferon binds to a specific cell surface receptor on another cell


Interferon induces the “antiviral state”:



Synthesis of protein kinase R (PKR), 2′,5′-oligoadenylate synthetase, and ribonuclease L


Viral infection of the cell activates these enzymes


Protein synthesis inhibited to block viral replication



Degradation of mRNA (2′,5′-oligoadenylate synthase and RNAase L)



Inhibition of ribosome assembly (PKR)


Activation of innate and immune antiviral responses


Induction of flulike symptoms











IFN-α, IFN-β, and IFN-λ can be induced and released within hours of infection (Figure 10-4). The interferon binds to specific receptors on the neighboring cells and induces the production of antiviral proteins–the antiviral state. However, these antiviral proteins are not activated until they bind dsRNA. The major antiviral effects of interferon are produced by two enzymes, 2′,5′-oligoadenylate synthetase (an unusual polymerase) and protein kinase R (PKR) (Figure 10-5), and for influenza, the mx protein is also important. Viral infection of the cell and production of dsRNA activate these enzymes and trigger a cascade of biochemical events that leads to (1) the inhibition of protein synthesis by PKR phosphorylation of an important ribosomal initiation factor (elongation initiation factor 2-α [eIF-2α]) and (2) the degradation of mRNA (preferentially, viral mRNA) by ribonuclease L, activated by 2′,5′-oligoadenosine. This process essentially puts the cellular protein synthesis factory “on strike” and prevents viral replication. It must be stressed that interferon does not directly block viral replication. The antiviral state lasts for 2 to 3 days, which may be sufficient for the cell to degrade and eliminate the virus without being killed.



 [image: image]

Figure 10-4 Induction of the antiviral state by interferon (IFN)-α or IFN-β. Interferon is produced in response to viral infection but does not affect the initially infected cell. The interferon binds to a cell surface receptor on other cells and induces production of antiviral enzymes (antiviral state). The infection and production of double-stranded RNA activates the antiviral activity. MHC I, Major histocompatibility antigen type 1.
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Figure 10-5 The two major routes for interferon inhibition of viral protein synthesis. One mechanism involves the induction of an unusual polymerase (2′,5′-oligoadenylate synthetase [2-5A]) that is activated by double-stranded RNA (dsRNA). The activated enzyme synthesizes an unusual adenine chain with a 2′,5′-phosphodiester linkage. The oligomer activates RNAase L that degrades messenger RNA (mRNA). The other mechanism involves the induction of protein kinase R (PKR), which prevents assembly of the ribosome by phosphorylation of the elongation initiation factor (eIF-2α) to prevent initiation of protein synthesis from capped mRNAs. ATP, Adenosine triphosphate.




Interferons stimulate cell-mediated immunity by activating effector cells and enhancing recognition of the virally infected target cell. Type I IFNs activate NK cells and assist in activation of CD8 T cells. IFN and activated NK cells provide an early, local, natural defense against virus infection. IFN-α and IFN-β increase the expression of class I MHC antigens, enhancing the cell’s ability to present antigen and making the cell a better target for cytotoxic T cells (CTLs). Activation of macrophages by IFN-γ promotes production of more IFN-α and IFN-β, secretion of other biologic response modifiers, phagocytosis, recruitment, and inflammatory responses. IFN-γ increases the expression of class II MHC antigens on the macrophage to help promote antigen presentation to T cells. Interferon also has widespread regulatory effects on cell growth, protein synthesis, and the immune response. All three interferon types block cell proliferation at appropriate doses.


Genetically engineered recombinant interferon is being used as an antiviral therapy for some viral infections (e.g., human papilloma and hepatitis C viruses). Effective treatment requires the use of the correct interferon subtype(s) and its prompt delivery at the appropriate concentration. IFN-β is used for treatment of multiple sclerosis. Interferons have also been used in clinical trials for the treatment of certain cancers. However, interferon treatment causes flulike side effects, such as chills, fever, and fatigue.









Antigen-Specific Immunity


Humoral immunity and cell-mediated immunity play different roles in resolving viral infections (i.e., eliminating the virus from the body). Humoral immunity (antibody) acts mainly on extracellular virions, whereas cell-mediated immunity (T cells) is directed at the virus-producing cell.









Humoral Immunity


Practically all viral proteins are foreign to the host and are immunogenic (i.e., capable of eliciting an antibody response). However, not all immunogens elicit protective immunity.


Antibody blocks the progression of disease through the neutralization and opsonization of cell-free virus. Protective antibody responses are generated toward the viral capsid proteins of naked viruses and the glycoproteins of enveloped viruses that interact with cell surface receptors (viral attachment proteins). These antibodies can neutralize the virus by preventing viral interaction with target cells or by destabilizing the virus, thus initiating its degradation. Binding of antibody to these proteins also opsonizes the virus, promoting its uptake and clearance by macrophages. Antibody recognition of infected cells can also promote antibody-dependent cellular cytotoxicity (ADCC) by NK cells. Antibodies to other viral antigens may be useful for serologic analysis of the viral infection.


The major antiviral role of antibody is to prevent the spread of extracellular virus to other cells. Antibody is especially important in limiting the spread of the virus by viremia, preventing the virus from reaching the target tissue for disease production. Antibody is most effective at resolving cytolytic infections. Resolution occurs because the virus kills the cell factory and the antibody eliminates the extracellular virus. Antibody is the primary defense initiated by most vaccines.









T-Cell Immunity


T cell–mediated immunity promotes antibody and inflammatory responses (CD4 helper T cells) and kills infected cells (cytotoxic T cells [primarily CD8 T cells]). The CD4 TH1 response is generally more important than TH2 responses for controlling a viral infection, especially noncytolytic and enveloped viruses. CD8 killer T cells promote apoptosis in infected cells after their T-cell receptor binds to a viral peptide presented by a class I MHC protein. The peptides expressed on class I MHC antigens are obtained from viral proteins synthesized within the infected cell (endogenous route). The viral protein from which these peptides are derived may not elicit protective antibody (e.g., intracellular or internal virion proteins, nuclear proteins, improperly folded or processed proteins [cell trash]). For example, the matrix and nucleoproteins of the influenza virus and the infected cell protein 4 (ICP4) (nuclear) of herpes simplex virus are targets for CTLs but do not elicit protective antibody. An immune synapse formed by interactions of the TCR and MHC I, the co-receptors, and adhesion molecules creates a space into which perforin, a complement-like membrane pore former, and granzymes (degradative enzymes) are released to induce apoptosis in the target cell. Interaction of the Fas ligand protein on CD4 or CD8 T cells with the Fas protein on the target cell can also promote apoptosis. CTLs kill infected cells and, as a result, eliminate the source of new virus.


The CD8 T-cell response probably evolved as a defense against virus infection. Cell-mediated immunity is especially important for resolving infections by syncytia-forming viruses (e.g., measles, herpes simplex virus, varicella-zoster virus, HIV), which can spread from cell to cell without exposure to antibody; and by noncytolytic viruses (e.g., hepatitis A and measles viruses). CD8 T cells also interact with neurons to control, without killing, the recurrence of latent viruses (herpes simplex virus, varicella-zoster virus, and JC papillomaviruses).









Immune Response to Viral Challenge






Primary Viral Challenge


The innate host responses are the earliest responses to viral challenge and are often sufficient to limit viral spread (see Figure 10-3). The type 1 interferons produced in response to most viral infections initiates the protection of adjacent cells, enhances antigen presentation by increasing the expression of MHC antigens, and initiates the clearance of infected cells by activating NK cells and antigen-specific responses. Virus and viral components released from the infected cells are phagocytosed by and activate iDCs to produce cytokines and then move to the lymph nodes. Macrophages in the liver and spleen are especially important for clearing virus from the bloodstream (filters). These phagocytic cells degrade and process the viral antigens. DCs present the appropriate peptide fragments bound to class II MHC antigens to CD4 T cells and can also cross-present these antigens on MHC I molecules to CD8 T cells to initiate the response. The APCs also release IL-1, IL-6, and TNF and, with IL-12, promote activation of helper T cells and specific cytokine production (TH1 response). The type 1 interferons and these cytokines induce the prodromal flulike symptoms of many viral infections. The activated T cells move to the site of infection and B-cell areas of the lymph node, and macrophages and B cells present antigen and become stimulated by the T cells.


Antiviral antigen-specific responses are similar to antibacterial antigen-specific responses, except that the CD8 T cell plays a more important role. IgM is produced approximately 3 days after infection. Its production indicates a primary infection. IgG and IgA are produced 2 to 3 days after IgM. Secretory IgA is made in response to a viral challenge of mucosal surfaces at the natural openings of the body (i.e., eyes, mouth, and respiratory and gastrointestinal systems). Activated CD4 and CD8 T cells are present at approximately the same time as serum IgG. During infection, the number of CD8 T cells specific for antigen may increase 50,000 to 100,000 fold. The antigen-specific CD8 T cells move to the site of infection and kill virally infected cells. Recognition and binding to class I MHC viral-peptide complexes promotes apoptotic killing of the target cells, either through the release of perforin and granzymes (to disrupt the cell membrane) or through the binding of the Fas ligand with Fas on the target cell. Resolution of the infection occurs later, when sufficient antibody is available to neutralize all virus progeny or when cellular immunity has been able to reach and eliminate the infected cells. For the resolution of most enveloped and noncytolytic viral infections, TH1-mediated responses are required to kill the viral factory and resolve infection.


Viral infections of the brain and the eye can cause serious damage because these tissues cannot repair tissue damage and are immunologically privileged sites of the body. TH1 responses are suppressed to prevent the serious tissue destruction that accompanies extended inflammation. These sites depend on innate, cytokine, TH17, and antibody control of infection.


Cell-mediated and IgG immune responses do not arise until 6 to 8 days after viral challenge. For many viral infections, this is after innate responses have controlled viral replication. However, for other viral infections, this period allows the virus to expand the infection, spread through the body and infect the target tissue, and cause disease (e.g., brain: encephalitis, liver: hepatitis). The response to the expanded infection may require a larger and more intense immune response, which often includes the immunopathogenesis and tissue damage that cause disease symptoms.









Secondary Viral Challenge


In any war, it is easier to eliminate an enemy if its identity and origin are known and if establishment of its foothold can be prevented. Similarly, in the human body, prior immunity, established by prior infection or vaccination, allows rapid, specific mobilization of defenses to prevent disease symptoms, promote rapid clearance of the virus, and block viremic spread from the primary site of infection to the target tissue to prevent disease. As a result, most secondary viral challenges are asymptomatic. Antibody and memory B and T cells are present in an immune host to generate a more rapid and extensive anamnestic (booster) response to the virus. Secretory IgA is produced quickly to provide an important defense to reinfection through the natural openings of the body, but it is produced only transiently.


Host, viral, and other factors determine the outcome of the immune response to a viral infection. Host factors include genetic background, immune status, age, and the general health of the individual. Viral factors include viral strain, infectious dose, and route of entry. The time required to initiate immune protection, the extent of the response, the level of control of the infection, and the potential for immunopathology (see Chapter 45) resulting from the infection differ after a primary infection and a rechallenge.












Viral Mechanisms for Escaping the Immune Response


A major factor in the virulence of a virus is its ability to escape immune resolution. Viruses may escape immune resolution by evading detection, preventing activation, or blocking the delivery of the immune response. Specific examples are presented in Table 10-3. Some viruses even encode special proteins that suppress the immune response.


Table 10-3 Examples of Viral Evasion of Immune Responses






	Mechanism

	Viral Examples

	Action






	Humoral Response






	Hidden from antibody

	Herpesviruses, retroviruses

	Latent infection






	 

	Herpes simplex virus, varicella-zoster virus, paramyxoviruses, human immunodeficiency virus

	Cell-to-cell infection (syncytia formation)






	Antigenic variation

	Lentiviruses (human immunodeficiency virus)

	Genetic change after infection






	 

	Influenza virus

	Annual genetic changes (drift)
Pandemic changes (shift)






	Secretion of blocking antigen

	Hepatitis B virus

	Hepatitis B surface antigen






	Decay of complement

	Herpes simplex virus

	Glycoprotein C, which binds and promotes C3 decay






	Interferon






	Block production

	Hepatitis B virus

	Inhibition of IFN transcription






	 

	Epstein-Barr virus

	IL-10 analogue (BCRF-1) blocks IFN-γ production






	Block action

	Adenovirus

	Inhibits up-regulation of MHC expression, VA1 blocks double-stranded RNA activation of interferon- induced protein kinase (PKR)






	 

	Herpes simplex virus

	Inactivates PKR and activates phosphatase (PP1) to reverse inactivation of initiation factor for protein synthesis






	Immune Cell Function






	Impairment of DC function

	Measles, hepatitis C

	Induction of IFN-β, which limits DC function






	Impairment of lymphocyte function

	Herpes simplex virus

	Prevention of CD8 T-cell killing






	 

	Human immunodeficiency virus

	Kills CD4 T cells and alters macrophages






	 

	Measles virus

	Suppression of NK, T, and B cells






	Immunosuppressive factors

	Epstein-Barr virus

	BCRF-1 (similar to IL-10) suppression of CD4 TH1 helper T-cell responses






	Decreased Antigen Presentation






	Reduced class I MHC expression

	Adenovirus 12

	Inhibition of class I MHC transcription; 19-kDa protein (E3 gene) binds class I MHC heavy chain, blocking translocation to surface






	 

	Cytomegalovirus

	H301 protein blocks surface expression of β2-microglobulin and class I MHC molecules






	 

	Herpes simplex virus

	ICP47 blocks TAP, preventing peptide entry into ER and binding to class I MHC molecules






	Inhibition of Inflammation






	 

	Poxvirus, adenovirus

	Blocking of action of IL-1 or tumor necrosis factor







DC, Dendritic cell; ER, endoplasmic reticulum; ICP47, infected cell protein 47; IFN, interferon; IL, interleukin; MHC I, major histocompatibility complex, antigen type 1; NK, natural killer; PMN, polymorphonuclear neutrophil; TAP, transporter associated with antigen production.









Viral Immunopathogenesis


The symptoms of many viral diseases are the consequence of cytokine action or overzealous immune responses. The flulike symptoms of influenza and any virus that establishes a viremia (e.g., arboviruses) are a result of the interferon and other cytokine responses induced by the virus. Antibody interactions with large amounts of viral antigen in blood, such as occurs with hepatitis B virus infection, can lead to immune complex diseases. The measles rash, the extensive tissue damage to the brain associated with herpes simplex virus encephalitis (-itis means “inflammation”), and the tissue damage and symptoms of hepatitis are a result of cell-mediated immune responses. The more aggressive NK-cell and T-cell responses of adults exacerbate some diseases that are benign in children, such as varicella-zoster virus, Epstein-Barr virus infectious mononucleosis, and hepatitis B infection. Yet, the lack of such a response in children makes them prone to chronic hepatitis B infection because the response is insufficient to kill the infected cells and resolve the infection. Virus infections may also provide the initial activation trigger that allows the immune system to respond to self-antigens and cause autoimmune diseases.












Specific Immune Responses to Fungi


The primary protective responses to fungal infection are initiated by fungal cell wall carbohydrates binding to TLRs and the dectin-1 lectin and is delivered by neutrophils, macrophages, and antimicrobial peptides produced by the neutrophils, epithelial, and other cells. CD4 T-cell TH17 and TH1 responses stimulate the neutrophil and macrophage responses. Patients deficient in neutrophils or these CD4 T cell-mediated responses (e.g., patients with AIDS) are most susceptible to fungal (opportunistic) infections. Defensins and other cationic peptides may be important for some fungal infections (e.g., mucormycosis, aspergillus), and nitric oxide may be important against Cryptococcus and other fungi. Antibody, as an opsonin, may facilitate clearance of the fungi.









Specific Immune Responses to Parasites


It is difficult to generalize about the mechanisms of antiparasitic immunity because there are many different parasites that have different forms and reside in different tissue locations during their life cycles (Table 10-4). Stimulation of CD4 TH1, TH17, CD8 T-cell, and macrophage responses are important for intracellular infections, and TH2 antibody responses are important for extracellular parasites in blood and fluids. IgE, eosinophil, and mast cell action are especially important for eliminating worm (cestode and nematode) infections. The efficiency of control of the infection may depend on which response is initiated in the host. Dominance of a TH2 response to Leishmania infections results in the inhibition of TH1 activation of macrophages, inability to clear intracellular parasites, and a poor outcome. This observation provided the basis for the discovery that TH1 and TH2 responses are separate and antagonistic. Parasites have developed sophisticated mechanisms for avoiding immune clearance and often establish chronic infections.




Table 10-4 Examples of Antiparasitic Immune Responses


[image: image]




Extracellular parasites, such as Trypanosoma cruzi, Toxoplasma gondii, and Leishmania species, are phagocytosed by macrophage. Antibody may facilitate the uptake of (opsonize) the parasites. Killing of the parasites follows activation of the macrophage by IFN-γ (produced by NK, γ/δ T, or CD4 TH1 cells) or TNF-α (produced by other macrophages) and induction of oxygen-dependent killing mechanisms (peroxide, superoxide, nitric oxide). The parasites may replicate in the macrophage and hide from subsequent immune detection unless the macrophage is activated by TH1 responses.


TH1 production of IFN-γ and activation of macrophages are also essential for defense against intracellular protozoa and for the development of granulomas around Schistosoma mansoni eggs and worms in the liver. The granuloma, formed by layers of inflammatory cells, protects the liver from toxins produced by the eggs. However, the granuloma also causes fibrosis, which interrupts the venous blood supply to the liver, leading to hypertension and cirrhosis.


Neutrophils phagocytize and kill extracellular parasites through both oxygen-dependent and oxygen-independent mechanisms. Eosinophils localize near parasites, bind to IgG or IgE on the surface of larvae or worms (e.g., helminths, S. mansoni, and Trichinella spiralis), degranulate by fusing their intracellular granules with the plasma membrane, and release the major basic protein into the intercellular space. The major basic protein is toxic to the parasite.


For parasitic worm infections, cytokines produced by epithelial cells and CD4 TH2 T cells are very important for stimulating the production of IgE and the activation of mast cells (Figure 10-6). IgE bound to Fc receptors on mast cells targets the cells to antigens of the infecting parasite. In the lumen of the intestine, antigen binding and cross-linking of the IgE on the mast cell surface stimulate the release of histamine and substances toxic to the parasite and promote mucus secretion to coat and promote expulsion of the worm.



 [image: image]

Figure 10-6 Elimination of nematodes from the gut. TH2 responses are important for stimulating the production of antibody. Antibody can damage the worm. Immunoglobulin E (IgE) is associated with mast cells, the release of histamine, and toxic substances. Increased mucus secretion also promotes expulsion. IL, Interleukin; TNF, tumor necrosis factor.


(From Roitt I, et al: Immunology, ed 4, St Louis, 1996, Mosby.)





IgG antibody also plays an important role in antiparasitic immunity, as an opsonin and by activating complement on the surface of the parasite.


Malaria poses an interesting challenge for the immune response. Protective antibodies are made toward attachment and other surface proteins, but these differ for each of the stages of the parasite’s development. TH1 responses and CTLs may be important during liver phases of infection. While in the erythrocyte, the parasite is hidden from antibody, unrecognizeable by CTLs but can stimulate NK- and NKT-cell responses. Cytokines, especially TNF-α, produced by these cells promote protection but also immunopathogenesis. Immune complexes containing malarial components and cell debris released upon erythrocyte lysis can clog small capillaries and activate type II hypersensititivity reactions (see later) and promote inflammatory tissue damage.






Evasion of Immune Mechanisms by Parasites


Animal parasites have developed remarkable mechanisms for establishing chronic infections in the vertebrate host (see Table 10-4). These mechanisms include intracellular growth, inactivation of phagocytic killing, release of blocking antigen (e.g., Trypanosoma brucei, Plasmodium falciparum), and development of cysts (e.g., protozoa: Entamoeba histolytica; helminths: T. spiralis) to limit access by the immune response. The African trypanosomes can reengineer the genes for their surface antigen (variable surface glycoprotein) and therefore change their antigenic appearance. Schistosomes can coat themselves with host antigens, including MHC molecules.












Other Immune Responses


Antitumor responses and rejection of tissue transplants are primarily mediated by T cells. CD8 cytolytic T cells recognize and kill tumors expressing peptides from embryologic proteins, mutated proteins, or other proteins on class I MHC molecules (endogenous route of peptide presentation). These proteins may be expressed inappropriately by the tumor cell, and the host immune response may not be tolerized to them. In addition, IL-2 treatment in vitro generates lymphokine-activated killer (LAK) cells and NK cells that target tumor cells, and IFN-γ-activated (“angry”) macrophages can also distinguish and kill tumor cells.


T-cell rejection of allografts used for tissue transplants is triggered by recognition of foreign peptides expressed on foreign class I MHC antigens. In addition to host rejection of the transplanted tissue, cells from the donor of a blood transfusion or a tissue transplant can react against the new host in a graft-versus-host (GVH) response. An in vitro test of T-cell activation and growth in a GVH-like response is the mixed lymphocyte reaction. Activation is usually measured as DNA synthesis.









Immunopathogenesis






Hypersensitivity Responses


Once activated, the immune response is sometimes difficult to control and causes tissue damage. Hypersensitivity reactions are responsible for many of the symptoms associated with microbial infections, especially viral infections. Hypersensitivity reactions occur to people who have already established immunity to the antigen. The mediator and the time course primarily distinguish the four types of hypersensitivity responses (Table 10-5).




Table 10-5 Hypersensitivity Reactions


[image: image]




Type I hypersensitivity is caused by IgE and is associated with allergic, atopic, and anaphylactic reactions (Figure 10-7). IgE allergic reactions are rapid-onset reactions. IgE binds to Fc receptors on mast cells and becomes the cell surface receptor for antigens (allergens). Cross-linking of several cell surface IgE molecules by an allergen (e.g., pollen) triggers degranulation, releasing chemoattractants (cytokines, leukotrienes) to attract eosinophils, neutrophils, and mononuclear cells; activators (histamine, platelet-activating factor, tryptase, kininogenase) to promote vasodilation and edema; and spasmogens (histamine, prostaglandin D2, leukotrienes) to directly affect bronchial smooth muscle and promote mucus secretion. Desensitization (allergy shots) produces IgG to bind the allergen and prevent allergen binding to IgE. After 8 to 12 hours, a late-phase reaction develops because of the infiltration of eosinophils and CD4 T cells and cytokine reinforcement of inflammation.



 [image: image]

Figure 10-7 Type I hypersensitivity: immunoglobulin E (IgE)–mediated atopic and anaphylactic reactions. IgE produced in response to the initial challenge binds to Fc receptors on mast cells and basophils. Allergen binding to the cell surface IgE promotes the release of histamine and prostaglandins from granules to produce symptoms. Examples are hay fever, asthma, penicillin allergy, and reaction to bee stings. IL, Interleukin; TH, T helper (cell).




Type II hypersensitivity is caused by antibody binding to cell surface molecules and the subsequent activation of cytolytic responses by the classic complement cascade or by cellular mechanisms (Figure 10-8). These reactions occur as early as 8 hours following a tissue or blood transplant or as part of a chronic disease. Examples of these reactions are autoimmune hemolytic anemia, and Goodpasture syndrome (lung and kidney basement membrane damage). Another example is hemolytic disease of newborns (blue babies), which is caused by the reaction of maternal antibody generated during the first pregnancy to Rh factors on fetal erythrocytes of a second baby (Rh incompatibility). Antireceptor antibody activation or inhibition of effector functions are also considered type II responses. Myasthenia gravis is due to antibodies to acetylcholine receptors on neurons, Graves disease results from antibody stimulation of the thyroid-stimulating hormone (TSH) receptor, while some forms of diabetes can result from antibodies blocking the insulin receptor.



 [image: image]

Figure 10-8 Type II hypersensitivity: mediated by antibody and complement. Complement activation promotes direct cell damage through the complement cascade and by the activation of effector cells. Examples are Goodpasture syndrome, the response to Rh factor in newborns, and autoimmune endocrinopathies. ADCC, Antibody-dependent cellular cytotoxicity; Ig, immunoglobulin.




Type III hypersensitivity responses result from activation of complement by immune complexes (Figure 10-9). In the presence of an abundance of soluble antigen in the bloodstream, large antigen-antibody complexes form, become trapped in capillaries (especially in the kidney), and then initiate the classical complement cascade. Activation of the complement cascade initiates inflammatory reactions. Immune complex disease may be caused by persistent infections (e.g., hepatitis B, malaria, staphylococcal infective endocarditis), autoimmunity (e.g., rheumatoid arthritis, systemic lupus erythematosus), or persistent inhalation of antigen (e.g., mold, plant, or animal antigens). For example, hepatitis B infection produces large amounts of hepatitis B surface antigen, which may promote formation of immune complexes that lead to glomerulonephritis. Type III hypersensitivity reactions can be induced in presensitized people by the intradermal injection of antigen to cause an Arthus reaction, a skin reaction characterized by redness and swelling. Serum sickness, extrinsic allergic alveolitis (a reaction to inhaled fungal antigen), and glomerulonephritis result from type III hypersensitivity reactions.



 [image: image]

Figure 10-9 Type III hypersensitivity: immune complex deposition. Immune complexes can be trapped in the kidney and elsewhere in the body, can activate complement, and can cause other damaging responses. Examples are serum sickness, nephritis associated with chronic hepatitis B infection, and Arthus reaction.




Type IV hypersensitivity responses are TH1-mediated delayed-type hypersensitivity (DTH) inflammatory responses (Figure 10-10 and Table 10-6). It usually takes 24 to 48 hours for antigen to be presented to circulating CD4 T cells, for them to move to the site, and then activate macrophages to induce the response. Although essential for the control of fungal infections and intracellular bacteria (e.g., mycobacteria), DTH is also responsible for contact dermatitis (e.g., cosmetics, nickel) and the response to poison ivy. Intradermal injection of tuberculin antigen (purified protein derivative) elicits firm swelling that is maximal 48 to 72 hours after injection and indicative of prior exposure to Mycobacterium tuberculosis (Figure 10-11). Granulomas form in response to continued stimulation by the intracellular growth of M. tuberculosis. These structures consist of epithelioid cells created from chronically activated macrophages, fused epithelioid cells (multinucleated giant cells) surrounded by lymphocytes, and fibrosis caused by the deposition of collagen from fibroblasts. The granulomas restrict the spread of M. tuberculosis as long as CD4 T cells can provide IFN-γ. Granulomatous hypersensitivity occurs with tuberculosis, leprosy, schistosomiasis, sarcoidosis, and Crohn disease.



 [image: image]

Figure 10-10 Type IV hypersensitivity: delayed-type hypersensitivity (DTH) mediated by CD4 T cells (TH1). In this case, chemically modified self-proteins are processed and presented to CD4 T cells, which release cytokines (including interferon-γ [IFN-γ]) that promote inflammation. Other examples of DTH are the tuberculin response (purified protein derivative test) and reaction to metals, such as nickel. APC, Antigen-presenting cell; TCR, T-cell receptor.






Table 10-6 Important Characteristics of Four Types of Delayed-Type Hypersensitivity Reactions
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Figure 10-11 Contact and tuberculin hypersensitivity responses. These type IV responses are cell mediated but differ in the site of cell infiltration and in the symptoms. Contact hypersensitivity occurs in the epidermis and leads to the formation of blisters; tuberculin-type hypersensitivity occurs in the dermis and is characterized by swelling.











Cytokine Storm


Sepsis; toxin-mediated shock syndrome (e.g., induced by Staphylococcus toxic shock syndrome toxin); some virus infections, such as severe acute respiratory syndrome (SARS) and influenza; and graft-versus-host disease induce an overwhelming stimulation of innate and/or immune responses, producing excessive amounts of cytokines that disrupt the physiology of the body. The consequences are multisystem dysregulation, rash, fever, and shock. Superantigens clamp together TCRs with MHC II molecules on antigen-presenting cells to activate up to 20% of T cells. This triggers uncontrolled release of excess T cell– and macrophage-produced cytokines until the T cell dies of apoptosis. Bacteria, endotoxin, or viruses in blood can promote production of large amounts of acute-phase cytokines and type 1 interferons by plasmacytoid DCs, and certain viruses are very potent activators of interferon and cytokine production. Large amounts of TNF-α are produced during cytokine storms. TNF-α can promote inflammatory processes, such as enhanced vascular leakage and activation of neutrophils, that can be beneficial on a local level but, on a systemic level, will lead to fever, chills, aches, stimulation of coagulation pathways, elevated liver enzymes, loss of appetite, enhanced metabolism, weight loss, and potentially shock.












Autoimmune Responses


Normally a person is tolerized to self-antigens during the development of T cells and B cells and by Treg cells. However, deregulation of the immune response may be initiated by cross-reactivity with microbial antigens (e.g., group A streptococcal infection, rheumatic fever), polyclonal activation of lymphocytes induced by tumors or infection (e.g., malaria, Epstein-Barr virus infection), excessive cytokine production (e.g., type 1 interferons and systemic lupus erythematosus), or a genetic predisposition toward expression of self-antigenic peptides (MHC association) or lack of tolerization to specific antigens.


Autoimmune diseases result from the presence of autoantibodies, activated T cells, and hypersensitivity reactions. People with certain MHC antigens are at higher risk for autoimmune responses (e.g., HLA-B27: juvenile rheumatoid arthritis, ankylosing spondylitis). Once initiated, a cycle is established between antigen-presenting cells and T cells, which produce cytokines to promote inflammation and tissue damage and more self-antigen. TH17 responses are responsible for rheumatoid arthritis and other diseases.









Immunodeficiency


Immunodeficiency may result from genetic deficiencies, starvation, drug-induced immunosuppression (e.g., steroid treatment, cancer chemotherapy, chemotherapeutic suppression of tissue graft rejection), cancer (especially of immune cells), or disease (e.g., AIDS) and naturally occurs in neonates and pregnant women. Deficiencies in specific protective responses put a patient at high risk for serious disease caused by infectious agents that should be controlled by that response (Table 10-7). These “natural experiments” illustrate the importance of specific responses in controlling specific infections.


Table 10-7 Infections Associated with Defects in Immune Responses






	Defect

	Pathogen






	Induction by physical means (e.g., burns, trauma)

	Pseudomonas aeruginosa






	Staphylococcus aureus






	Staphylococcus epidermidis






	Streptococcus pyogenes






	
Aspergillus species






	
Candida species






	Splenectomy

	Encapsulated bacteria and fungi






	Granulocyte and monocyte defects in movement, phagocytosis, or killing or decreased number of cells (neutropenia)

	S. aureus






	S. pyogenes






	Haemophilus influenzae






	Gram-negative bacilli






	Escherichia coli






	
Klebsiella species






	P. aeruginosa






	
Nocardia species






	
Aspergillus species






	
Candida species






	Individual components of complement system

	S. aureus






	Streptococcus pneumoniae






	
Pseudomonas species






	
Proteus species






	
Neisseria species






	T cells

	Cytomegalovirus






	Herpes simplex virus






	Herpes zoster virus






	Human herpesvirus 8






	Listeria monocytogenes






	
Mycobacterium species






	
Nocardia species






	
Aspergillus species






	
Candida species






	Cryptococcus neoformans






	Histoplasma capsulatum






	Pneumocystis jirovecii






	Strongyloides stercoralis






	B cells

	Enteroviruses






	S. aureus






	
Streptococcus species






	H. influenzae






	Neisseria meningitidis






	E. coli






	Giardia lamblia






	P. jiroveci






	Combined immunodeficiency

	See pathogens listed for T cells and B cells











Immunosuppression


Immunosuppressive therapy is important for reducing excessive inflammatory or immune responses or for preventing the rejection of tissue transplants by T cells. Therapy addresses the symptoms, the activator or the mediator of the response. Aspirin and nonsteroidal antiinflammatory drugs (NSAIDs) target the cyclooxygenases that generate inflammatory prostaglandins (e.g., PGD2) and pain. Other antiinflammatory treatments target the production and action of TNF-α, IL-12, and IL-1. Corticosteroids prevent their production by macrophages and may be toxic to T cells. Soluble forms of the TNF-α receptor and antibody to TNF-α can be used to block the binding of TNF-α and prevent its action. Antibodies to other cytokines, adhesion proteins on T cells or antigen-presenting cells, and antagonists of CD28 can block T-cell activation of inflammatory, antitissue graft, and other responses. Immunosuppressive therapy for transplantation generally inhibits the action or causes the lysis of T cells. Cyclosporin, tacrolimus (FK-506), and rapamycin prevent the activation of T cells (see Figure 9-5). Anti–CD40 ligand and anti–IL-2 prevent activation of T cells, whereas anti-CD3 promotes complement lysis of T cells to suppress T-cell responses. Anti-TNF-α therapies increase risk of M. tuberculosis disease and anti–α4 integrin cell adhesion molecule increases the risk of JC virus reactivation disease (progressive multifocal leukoencephalopathy).









Hereditary Complement Deficiencies and Microbial Infection


Inherited deficiencies of C1q, C1r, C1s, C4, and C2 components are associated with defects in activation of the classic complement pathway that lead to greater susceptibility to pyogenic (pus-producing) staphylococcal and streptococcal infections (Figure 10-12). These bacteria are not controlled by γ/δ T cells. A deficiency of C3 leads to a defect in activation of both the classical and the alternative pathways, which also results in a higher incidence of pyogenic infections. Defects of the properdin factors impair activation of the alternative pathway, which also results in an increased susceptibility to pyogenic infections. Finally, deficiencies of C5 through C9 are associated with defective cell killing, which raises the susceptibility to disseminated infections by Neisseria species.



 [image: image]

Figure 10-12 Consequences of deficiencies in the complement pathways. Factor B binds to C3b on cell surfaces, and the plasma serine protease D cleaves and activates B-C3b as part of the alternative pathway. Factors FI and FH limit the inappropriate activation of complement. FH binds to C3b and prevents activation and is a cofactor for FI. FI is a serine protease that cleaves C3b and C4b. SLE, Systemic lupus erythematosus.











Defects in Phagocyte Action


People with defective phagocytes are more susceptible to bacterial infections but not to viral or protozoal infections (Figure 10-13). The clinical relevance of oxygen-dependent killing is illustrated by chronic granulomatous disease in children who lack the enzymes, such as NADPH oxidase, to produce superoxide anions. Although phagocytosis is normal, these children have an impaired ability to oxidize NADPH and destroy bacteria through the oxidative pathway. In patients with Chédiak-Higashi syndrome, the neutrophil granules fuse when the cells are immature in the bone marrow. Thus neutrophils from these patients can phagocytose bacteria but have greatly diminished ability to kill them. Granulomas are formed around the infected phagocyte to control the infection. Asplenic individuals are at risk for infection with encapsulated organisms because such people lack the filtration mechanism of spleen macrophages. Other deficiencies are shown in Figure 10-13.



 [image: image]

Figure 10-13 Consequences of phagocyte dysfunction. G6PD, Glucose-6-phosphate dehydrogenase; LAD-1, leukocyte adhesion deficiency-1.











Deficiencies in Antigen-Specific Immune Responses


People deficient in T-cell function are susceptible to opportunistic infections by (1) viruses, especially enveloped and noncytolytic viruses and recurrences of viruses that establish latent infections; (2) intracellular bacteria; (3) fungi; and (4) some parasites. T-cell deficiencies can also prevent the maturation of B-cell antibody responses. T-cell deficiencies can arise from genetic disorders (e.g., X-linked immunodeficiency syndrome, Duncan disease, DiGeorge syndrome) (Table 10-8), infection (e.g., HIV and AIDS), cancer chemotherapy, or immunosuppressive therapy for tissue transplantation.




Table 10-8 Immunodeficiencies of Lymphocytes


[image: image]




The T-cell response of neonates is deficient but is supplemented by maternal IgG. Insufficient TH1 responses and deficiency in IFN-γ puts them at high risk to infections by herpesviruses. Similarly, the less-pronounced cell-mediated immune and inflammatory responses of children decrease the severity (in comparison with adults) of herpes (e.g., infectious mononucleosis, chickenpox) and hepatitis B infections but also increase the potential for the establishment of a chronic hepatitis B virus infection because of incomplete resolution. Pregnancy also induces immunosuppressive measures to prevent rejection of the fetus (a foreign tissue).


B-cell deficiencies may result in a complete lack of antibody production (hypogammaglobulinemia), inability to undergo class switching, or inability to produce specific subclasses of antibody. People deficient in antibody production are very susceptible to bacterial infection. IgA deficiency, which occurs in 1 of 700 whites, results in a greater susceptibility to respiratory infections.










Questions







1. Describe the types of immune responses that would be generated to the following different types of vaccines. Consider the route of processing and presentation of the antigens and the cells and cytokines involved in generating each response.



a. Tetanus toxoid: intramuscular injection of formalin-fixed, heat-inactivated tetanus toxin protein




b. Inactivated polio vaccine: intramuscular injection of chemically inactivated poliovirus incapable of replication




c. Live, attenuated measles vaccine: intramuscular injection of virus that replicates in cells and expresses antigen in cells and on cell surfaces



2. Reproduce (i.e., write out on a separate piece of paper) the following table and fill in the appropriate columns:









	Immunodeficiency Disease

	Immune Defect

	Susceptibility to Specific Infections






	Chédiak-Higashi syndrome

	 

	 






	Chronic granulomatous disease

	 

	 






	Complement C5 deficiency

	 

	 






	Complement C3 deficiency

	 

	 






	Complement C1 deficiency

	 

	 






	Complement C6, C7, C8, or C9 deficiency

	 

	 






	IgA deficiency

	 

	 






	X-linked agammaglobulinemia

	 

	 






	X-linked T-cell deficiency

	 

	 






	AIDS

	 

	 






	DiGeorge syndrome

	 

	 















Answers


1. a. A TH2 response, which is predominantly an antibody response, will be generated to the bolus of tetanus toxoid protein presented in an “unnatural” manner. Lymph will bring the antigen to lymph nodes, where DCs will present the protein to CD4 T cells. CD4 T cells will make IL-4, IL-5, IL-6, and IL-10 and present antigen to B cells to promote class switching to TH2-related antibody production. Memory will not be efficient.


 b. The inactivated polio vaccine will elicit a similar response as the tetanus toxoid.


 c. Initially, a TH1 response will be generated to cells infected with the attenuated virus, which will naturally progress to TH2 and memory responses. The measles virus will activate IFN-α responses, followed by NK- and NKT-cell responses. The NK and NKT cells will make small amounts of IFN-γ. DCs will become activated, process the measles viral proteins, present antigen to CD4 and CD8 T cells while producing IL-12 to promote the generation of more IFN-γ by these T cells. Production of IL-2 by CD4 T cells will promote the growth of T and B cells, including CD8 T cells. IFN-γ will also promote a class switch for B cells from IgM to IgG production. Later, the response will include a TH2 response with the maturation of the IgG response. Long-term memory cells will also be elicited.


2.









	Immunodeficiency Disease

	Immune Defect

	Susceptibility to Specific Infections






	Chédiak-Higashi syndrome

	Impaired release of lysosome contents into phagosome, delayed killing of phagocytized bacteria

	Pyogenic infections (Staphylococcus and Streptococcus)






	Chronic granulomatous disease

	Inability to generate hydrogen peroxide for killing phagocytized bacteria

	Recurrent infections with gram-negative and gram-positive bacteria, especially S. aureus and P. aeruginosa







	Complement C5 deficiency

	Decreased chemotaxis and bacterial killing

	Bacterial infections






	Complement C3 deficiency

	Inhibition of complement cascade. C3 is the central character of both the classical and properidin pathways

	
Staphylococcus, Streptococcus, and other gram-positive infections






	Complement C1 deficiency

	Inhibition of classical pathway

	Bacterial infections






	Complement C6, C7, C8 or C9 deficiency

	Inability to form membrane attack complex

	
Neisseria infections






	IgA deficiency

	Defective B cell; insufficient cytokine production; mutation in J or secretory chains

	Respiratory and gastrointestinal infections






	X-linked agammaglobulinemia

	CD40 deficiency (T-cell help disorder); defective pre–B-cell maturation

	Bacterial and other infections. Cannot undergo immunoglobulin class switch






	X-linked T-cell deficiency

	Defective receptor shared by IL-2, IL-7, IL-4, IL-9, IL-15 cytokines or signaling from the receptor.

	Intracellular bacteria, viruses (especially herpes, JC), fungi. Cannot undergo immunoglobulin class switch






	AIDS

	CD4 T cell targeted killing by HIV

	Intracellular bacteria, viruses (especially herpes, JC), fungi, and some parasites






	DiGeorge syndrome

	T-cell maturation

	Intracellular bacteria, viruses (especially herpes, JC), fungi. Cannot undergo immunoglobulin class switch
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syndrome)

Arthus reaction (localized)

Serum sickness and drug
reactions (generalized)

Systemic autoimmune diseases

Acute: contact dermatitis,
tuberculosis skin test

Chronic: granuloma formation,
graft rejection
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TH17

Description Early
Inducer 116+ TGF-
orll-23
Response- defining 1L-17, TNF-c. chemokines. 1EN-y,IL-2, LT, chemokines, etc.* 1L-4,1L-5,1L-6,1L-10, chemokines, etc.”
cytokines
Response Neutrophils, tissue response, Cellular, myeloid cell,antibody, Humoral(antibody)
inflammation inflammatory reactions, e.g., DTH
Targets Bacteria, fungi Intracellular viral, bacterlal fungal, Blood-borne microbes, some viruses,
parasitic infections, antitumor some parasites, most bacteria
Inhibited by IL-12 Inhibit TH2 Inhibit TH1

DTH, Delayed-type hypersensitivity, GM-CS, granulocyte-macrophage colony:-stimulating factor; /7N-y, interferon-y; L, interleukin; LT, lymphotoxin; TGF-f
transforming growth factor-f; T T helper (cell;, TNF-c tumor necross factor-c.
*TH1 and TH2 common cytokines: GM-CSF, IL-3 (leubocyte growth).
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* Growth of [T Macrophage] 1 synthesis [ TH2 1T TBcell * Eosinophil
TandB cells| acivation | oflgG1 | responses| responses || stimulation | growth and
aciivation
T CTL activity 7 IgG/gENgA
1L-23 synthesis
THI Effects TH2 Effects

« Reinforces early, local responses

« Promotes inflammatory responses
and cell-mediated cytoxicity

« Mediates type IV (delayed-type)

* Activates later, systemic responses

« Promotes humoral and allergic
responses

« Limits inflammatory responses

hypersensitivity
TGFp
IL-10 17
Treg Effects THI7 Effects

« Suppresses new responses.
« Regulates autoimmune
responses

« Activates epithelium and neutrophils

« Promotes inflammation and autoimmune
responses

+ Inhibited by TH1 and TH2 responses
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Method Concentration or Level

Physical Sterilants

Steam under pressure 121°Cor 132° C for various time
intervals

Filtration 0.22- to 0.45-um pore size; HEPA filters

Ultraviolet radiation Variable exposure to 254-nm
wavelength

lonizing radiation Variable exposure to microwave or

gamma radiation
Gas Vapor Sterilants

Ethylene oxide 450-1200 mg/L at 29° C to 65° C for
25hr

Formaldehyde vapor 2%-5% at 60° Ct0 80°C

Hydrogen peroxide vapor  30%at 55°C to 60° C

Plasma gas Highly ionized hydrogen peroxide gas

Chemical Sterilants

Peracetic acid 02%

Glutaraldehyde 2%

HEPA, High-efficiency particulate air.
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Cytol
TNF-a

111 (c, B cleaved)

L6

Type 11FNs (a, )

Chemokines.

1L12(670)

23
1L-18 cleaved)
TypellIFN (1)

Source
Macrophages, T cells

Macrophages, endothelial
and some epithelial cells/
inflammasome (L-15)

Macrophages, endothelial
cells, T cells

Most cells, plasmacytoid
dendiic cells

Macrophages, denditc cels
‘many other cells

Dendiitc cells, macrophages

Dendritc cells, macrophages
Macrophages/inflammasome
NKcells, Tcells

Trigger
PAMP, inflammation

PAMP, inflammation

PAMP, inflammation

Viral infection
(especially RNA
viruses)

PAMP, inflammation,
CSa, TNF-t.

PAMP

PAMP
PAMP, inflammation

IL-18, IL-12 (TH1
responses)

Action

‘Acute-phase responses,
promotes inflammation, fever,
symptoms of sepsis, cachexia,
altered muscle tone, apoptosis
(some cells)

Acute-phase responses,
promotes inflammation, fever,
supports symptoms of sepsis,
synthesis of acute-phase
proteins

Acute-phase responses, reinforce
acute-phase responses,
stimulation of Tand B cells

Inhibit virus replication, activate
NKcells, enhance immune
response

Chemotaxis, targeting of cells to
infection/inflammation

Promote TH immune response,
activate NK cell

Promote TH17 response.
Promotes IFN-y production

Activates antimicrobial activity,
production of inducible nitric
oxide synthetase, other

Target

Endothelial cells,
neutrophils,
macrophages,
hypothalamus,liver,
muscle, other cells

Endothelial cells,
hypothalamus,liver,
and other cells

Macrophages, endothelial
cells, T cells

Virus-infected cells, NK
cells, T cells

Leukocytes, lymphocytes,
‘endothelial cells and
other cells

NK cell, T cell

Teell
NKcells, T cells

Macrophages, dendritic
cells, B cells, etc.

PN, Interferon; L, interleukin; NK. natural Kiler; PAMP, pathogen-associated molecular patter; TH, T helper (cell; TN, tumor necrosis factor,
*STAT: acronym for essential information for each cytokine: Source, Trigger, Action, Target.
Hable is not sllindusive for cell sousces. stimull, activities, of targets.
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Parasite Habitat
Trypanosoma brucei Bloodstream
Plasmodium species Hepatocyte, blood cell
Toxoplasma gondil Macrophage
Trypanosoma cruzi Many cells
Leishmania species. Macrophage
Trichinella spiralls Gut, blood, muscle
Schistosoma mansoni skin, blood, lungs,
portal vein
Wuchereria bancrofti Lymphatic system
Helminths Gut

Main Host Effector Mechanism*

Antibody + complement

Antibody, cytokines (TH1)

0, metabolites, NO, ysosomal
enzymes (TH1)

0, metabolites, NO, lysosomal
enzymes (TH1)

0, metabolites, NO, ysosomal
enzymes (TH1)

Myeloid cells, antibody +
complement (TH2)

Myeloid cels, antibody +
complement (TH2)

Myeloid cells antibody +
complement (TH2)

IgE

Adapted from Roitt, et al: Immunology, ed 4, 5t Louis, 1996, Mosby.

igE, Immunoglobulin E; NO, nitric oxide; 7+, T helper (cell

Method of Avoidance
Antigenic variation

Intracellular, antigenic variation
Inhibition of fusion with lysosomes

Escape into cytoplasm, thus avoiding
digestion in lysosome

Impairment of O, burst and scavenging of
products; avoidance of digestion

Encystment in muscle

Acquisition of host antigens, blockade by
antibody; soluble antigens and immune
complexes; antioxidants

Thick, extracellular cuticle; antioxidants

Extracellular cuticle

=Antbody is mcst important for etiacellular pathogens: Celmadisted inmunity (TH]. et ponse) & most imporant for insaceliulr pattiogens.
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Typeof  Acute

Response Phase TH1  TH17 TH2  Treg/Sup
Inducers  PAMPs 12 IL6+TGFB 16 22
123
Mediators L1 2 w7 4 0
TNF-ot T LS TGFB
16 IFN-y. IL-10
IFN-oc
IFN-B.
1L-12,1L-23

IFN, Interferon; L, interleukin; LT, lymphotoxin; PAMPs, pathogen-associated
molecular patterns; Sup, suppressor; TGF-f, transforming growth factor-B;
TH. T helper (cell).
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Property IFN-a. IFN-B. IFN-y

Previous designations Leukocyte IFN type | Fibroblast IFN type | Immune IFN type Il
Genes >20 1 1

Molecular mass (0a)® 16,000-23,000 23,000 20,000-25,000
Cloned" 19,000 19,000 16,000
Glycosylation No* Yes Yes

pH 2 stability Stable' stable Labile

Primary activator Viruses Viruses Immune response
Principal source Epithelium, leukocytes Fibroblast NKor T cell
Intronsin gene No No Yes

Homology with human IFN-t 100% 30%50% <10%

Data from White DO: Antiviralchemotheragy, interferons and vaccines, Basel, Switzerland, 1984, Karger; and Samuel CE: Antivial actions of interferon. Interferon-
requiated celular proteins and thelr surprisingly selective antivial activities, Virology 183:1-11, 1991

“Molecular mass of monomeric form.

‘Nonglycosylated form, as produced in bacteria by recombinant DNA techniology.

Met siitines Bk o ol
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Antigen presentation
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Mediators. Prostaglandins
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Chemokines

Bridge cytokines 1023, 112

‘Antimicrobial actviy

Phagocytosis

‘Oxygen dependent:
Hq0;, -05-,NO, -OH,
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‘Oxygen independent:
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Antiumor activity
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‘Antibody.-associated activities
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Tissue repair
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butinhibition ofTH2 responses

TN €D TH cells: PMN, tumors. Lymphotoxin:tumor kiing, actvation of
PMN, endothelial actvation

w7 CDaTHI7 cells Epithelia endothelial and  Activate tissue to promote inflammation,
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XLA, Bruton syndrome v v W

RAG1 or RAG2 deficiency W W W

X-SCID u 4 v Rare

XLP, Duncan syndrome v 3 v vorl Rare
X-hyper IgM (CD40L mutation) v & v 1gM11 No IgG, IgE orIgA Rare
Wiskott-Aldrich syndrome 7 0 g ] Rare

SCID: ADA or PNP deficiency W W Y U Very rare
HLA deficiency 1 T v Poor Ag response Very rare
Ataxia telangiectasia 1 i 4 IgEl, IgAl, IgG2) Uncommon
DiGeorge syndrome: u 4§ v 1gG 1, 1gEL, 1gAl Very rare
IgA deficiency v v v igal Common

Modified from Brostoff , Male DK Clinical immunology: an lustated outline, St Lous, 1994, Mosby.

v/, Nomal; T, increased; |, decreased or defective; ADA, adenosine deaminase; Ag, antigen; HLA, human leukocyte antigen; lg, immunoglobulin; PNP, purine
nucleoside phosphorylase; RAG, recombination-activating gene; XLA, X-linked agammaglobulineria; X2, X-inked lymphoprolifertive (syndrome) X-5C10
Xlinked severe, combined immunodeficiency disease;

» Approximate incidence: very rare = <107 rare = 10~ to 10 common = 10~ to 10
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