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Preface


It is now 20 years since the first edition of this text and the demand for top quality, cost-effective healthcare has never been greater. Increased access to information technology, international advances in healthcare knowledge and technology, and the empowerment of patients have all contributed to the expectation that healthcare delivery will be based not on hunch and ritual, but on leading-edge science. This means that the evidence-based healthcare culture, with its focus on scientific rigour and objective evidence, is now centre stage in the drive towards best care at best prices. As a result, healthcare professionals have an imperative to ensure that their clinical decisions can be justified on empirical grounds and that they can withstand fiscal and clinical scrutiny. Added to this is the rise in healthcare litigation, which means that, increasingly, health professionals must be fully accountable for their practice and able to defend treatment interventions in the light of available research evidence. The case for evidence-based healthcare would seem to be unassailable. Yet, while few would attempt to mount any counter argument, good quality research studies that address fundamental issues in care provision have not been as plentiful as is either desirable or necessary. Without published research, there is no facility for healthcarers to collate and evaluate the necessary information that could radically alter and improve their traditional practices. It is a truism that for healthcare practice to be evidence based, there must be evidence on which to base it. There is, then, responsibility on the healthcare professions to ensure that there is a constant output of well-conducted research studies that have the power and potential to inform and modify outdated practices. A fertile research culture must be a key means by which patient care can be enhanced, without squandering limited resources. That this research nirvana has not yet been achieved has been the focus of considerable research interest in itself. While the causes of low research output and low research uptake have been debated at length elsewhere, of particular relevance to the present text is the issue of essential competences. Clearly, one reason why many healthcare professionals avoid the concept and practice of evidence-based care derives from the fact that many feel they lack the necessary knowledge and skills either to conduct research or to evaluate published research findings. The pre- and post-qualifying courses that have been introduced over the last few years have been quick to address this problem, by making research methodology modules a core and compulsory aspect of the curriculum. Yet those healthcarers who qualified before the introduction of these changes have not been exposed to research as a fundamental and integrated feature of their training, and as a result may feel themselves to be disadvantaged in the brave new world of evidence-based healthcare. One aim of this book is to guide this group through the building block processes of research design and data analysis; therefore, many examples and illustrations have been included which target management and educational problems that senior professionals may encounter in the course of their work. This, of course, is not to ignore current students of the clinical therapies who may be required to produce a research-based assignment in part fulfilment of their preregistration education. The book is intended to support their projects too.


Allied to the issue of education and training is the fact that healthcare courses reside firmly within the domain of academia. Changes in basic funding provision for the university sector were introduced in the 1980s, with money now being dependent in part upon research productivity. This has created a near obsession with research in many institutions, with the result that there is enormous pressure on academic staff to increase both the quality and quantity of their research output. Whatever the merits of this situation, there is little doubt that research will continue to be a major focus of activity throughout the tertiary education sector. The knock-on effect of this means that university-based departments of clinical therapy are subject to this research pressure. The pincers are unavoidable, then. Healthcare professionals of all types and strata must ensure that they are research-informed, research-aware and research-active if they are to meet the twin demands of health strategy and tertiary education.


This book is one attempt to facilitate this process. As a partial response to changing healthcare provision, there has been a surge in the publication of research texts for various professional groups, yet there is little doubt that the subject area remains a dry and boring one for many people. Many research methods and statistics books are stuffed full of complex, esoteric and incomprehensible words and symbols, and their message, inevitably, will remain inaccessible to all but the most intrepid and determined of readers. I hope that this text will not fall into the same trap. I am not a statistician but rather a psychologist who often has a mental block when confronted with new statistical formulae and concepts. This, I trust, will mean that I am perhaps more aware of the anxieties and problems many new researchers and non-statisticians experience when confronted with numbers; as a result I have attempted, as far as possible, to demystify the text and remove the jargon. Similarly, if individuals are to be enticed into the research arena, it is important that the essential, but turgid concepts of research methodologies are made meaningful to them. Consequently, a text on clinical therapy research should translate the theoretical ideas into situations and terms which make sense to a clinical therapist. I have, over the years, taught numerous research methods courses to a wide range of healthcare professionals, and all my experience suggests that the most effective way of engaging the participants’ interest and enhancing their understanding is to ‘customise’ the essential concepts, using examples relevant to their own experience. This text attempts to do that.


The emphasis in this text is primarily on experimental research in clinical therapy. A full explanation of what this means in practice will be given later, but it is important to justify, at this point, why this particular research approach has been chosen. Experimental research is important for all the healthcare professionals because it allows them to compare procedures, treatments and patient groups. In the context of clinical therapy, this means that the relative effectiveness of different interventions for a given medical problem can be evaluated, allowing therapists to rationalise their practices; it allows the comparison of different patient groups, so that it can be ascertained whether one type of person is more likely to benefit from a given procedure than another, and it allows the evaluation of the efficiency or reliability of various makes and types of equipment. In short, the experimental approach is critical in the development of the clinical therapies as research-based professions. It should be noted, however, that it is not the only valid approach to research and nor is it the most valid, but it is a particularly worthwhile way of investigating many problems which arise in clinical therapy practice. While other methodologies will be referred to in the text, it is the experimental approach and the statistical analyses which go with it that will receive most attention.


In these ways, this edition is similar to the previous one. However, there is some new material which has been incorporated, largely on the recommendations of many of the therapists who were kind enough to provide feedback on the previous editions. There are numerous minor changes and updatings (for example, on information sources and ethics procedures), which will, I hope, serve to clarify the essential points. However, the most significant modifications to this edition have been the inclusion of additional material.


The book is still divided into three main sections (the basic principles of research design, a range of statistical analyses and some applications to practice) and its target audience remains a range of manual and clinical therapists. However, this edition has some additional features. Firstly, there is an expanded section on calculating the size of samples required for various research projects. The meteoric rise in health research as the principal means of informing clinical interventions has brought with it demands for greater stringency in its conduct. Clearly, if patient care is to be delivered in line with leading-edge research findings, then those findings must be properly and scientifically obtained. This is not to suggest that, hitherto, health research was either mediocre in quality or sloppy in its execution, but rather that the criteria that guide research activity are now more clearly articulated. This is evident in the research governance framework, laid down by the UK Department of Health and operationalised through the ethics committees. One issue that has received attention is that of obtaining a sample of adequate size from which to draw sound and valid conclusions. While for a whole range of practical reasons, many researchers just starting out cannot possibly obtain vast numbers of study participants, it is still important to know the basis on which suitable sample sizes are calculated.


A second new feature of this edition is a small section on preparing posters for presentation. Increasingly used as a method of assessing students’ work, posters are also an excellent way of getting research findings disseminated in a relatively informal setting. Less intimidating than a conference paper, the poster has become a preferred method for researchers wanting to test the publication water.


But it is the final ‘Applications’ section of the text that has seen the addition of most new material. Here, there are four new chapters. The first – Receiver Operating Characteristics – is an invaluable approach to developing and validating diagnostic and screening tests. With the expansion of clinical therapists’ roles, there is a commensurate demand for diagnostic skills and risk assessments; to check therapists’ clinical decision-making in these areas against accepted gold-standards, and to develop new criteria for referral and treatments, a recognised protocol is required. The Receiver Operating Characteristics technique is therefore central to these activities. The second new chapter describes a long-established method – the Thurstone Paired Comparison Technique – as a means by which the user voice can be captured. Government policy has been clear on the role of the consumer, or user, of healthcare as a source of information by which service planning and improvements can be made. Focus and local interest groups have been commonly used in this regard, but the Thurstone approach enables the researcher to reach a wider population, through the use of a forced-choice questionnaire. The third new chapter focuses on inter-rater agreements – an area familiar to many clinical therapists. Where it is necessary to double-check instrument readings, or clinical decisions, or to verify measurements of any sort, the therapist may well seek independent assessments to ensure that the measurements are accurate. Interclass correlations are the accepted method of undertaking this; I have also included a technique of graphical representation to supplement the method, as this is now increasingly being seen as an essential part of the process. And finally, there is a chapter on conducting systematic reviews. Seen as a rigorous and objective approach to analysing and synthesising large numbers of research studies, the systematic review is central to the application of evidence-based healthcare; it is also increasingly being used as an alternative to the research dissertation at pre- and post-registration level, in order to avoid the problems students so frequently encounter with ethics applications and patient access.


I really hope this text will be a help to those clinical therapists who want to conduct research at whatever level and for whatever purpose.


Finally, I would like to acknowledge the many people who helped and supported me in writing this book.


I am indebted to my research students and to the many healthcare practitioners who have participated in my research methods courses, all of whom have furnished me with numerous examples and insights into their own practice. If inaccurate statements about clinical therapy remain in the text, it is because I misused their advice. Dr Fred Barwell, as ever, has been the personification of patience and a continuous fount of knowledge on all matters statistical. And I am inordinately grateful both to my husband, Professor Peter Spurgeon, who has (several times) read and constructively commented on the various drafts of the new material, and to my children, Tom and Laura, for their unerring ability to help me keep things in proportion. My sincere thanks to them all.
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THE NEED FOR RESEARCH IN CLINICAL THERAPY


Why carry out research in clinical therapy? Surely the professions are sufficiently well established to make such activities irrelevant – after all, many of the therapeutic techniques currently in practice have been developed over the years and consequently are tried and tested. Moreover, many of these professions owe a great deal of their clinical effectiveness to issues that defy quantification, such as the relationship that builds up between the therapist and the patient. Is there really any need to start introducing experiments and statistical analysis?


I have heard these arguments on a number of occasions and accept their value. There is no doubt in my mind that good patient outcomes are as much dependent upon art as on science, and upon the therapeutic relationship, as well as on well-researched clinical interventions. In this sense, then, there is room for both qualitative and quantitative methodologies in clinical therapy research; neither of these approaches should be seen as superior to the other, but rather as complementary techniques, each with the power and potential to inform the other. It follows from this, then, that there are some research topics, particularly those that cannot be reduced to number crunching and bean counting, that are better investigated using qualitative techniques. By the same token, there are many research questions that routinely emerge in clinical practice that are more appropriately answered using experimental methods and formal scientific designs. For a whole host of reasons that have been debated at length elsewhere, experimental research has a relatively recent history in the professions allied to medicine and yet, in an era of evidence-based health care, its importance to the professions and the care they deliver has never been greater. Perhaps it may be relevant here to revisit some of the arguments that are supporting the emergence of scientific research in health care.


The first argument is a general one. There is an increasing movement towards enhanced professionalisation of the allied health care occupations. Two key criteria of a profession are, first, that there should be a body of specific knowledge that is directly relevant to, and developed by, the profession’s members, and, second, that the essential training should be education based rather than apprenticeship based. In pursuit of greater professional status, the allied health care professions are moving towards all-graduate membership, with preregistration education now grounded in academia. As an essential feature of these courses, students are expected to complete broad-spectrum research methodology modules, which typically cover both qualitative and quantitative approaches. Where the course is assessed by completion of a research project, not only will the students be better equipped to undertake independent research, but the empirical skills and evidence that are amassed in the process will have the capacity to inform clinical practice. Consequently, the allegiance with higher education has provided more opportunities to develop the occupation-specific body of knowledge that will help to define each of the clinical therapies as professions. The necessary inclusion of a wide range of research skills training in the existing degree courses means that, alongside the qualitative approaches, scientific research methodology and statistics also occupy an essential part of the preregistration training. Such a component lends breadth, depth and credibility, not only academically, but professionally.


A second point relates to the need for clinical therapists to understand research methods and statistics in order to evaluate other professionals’ research activities and reports. In a climate of increasing accountability, particularly in the public service sector, it is becoming imperative for professionals to justify their clinical decisions and actions and to increase their effectiveness and efficiency. Clearly, one way to achieve these aims is to ensure that clinical practice is fully informed by proper empirical evidence rather than simply being based on more traditional or ritualistic modes of operating. As a result, healthcare professionals are turning increasingly to published research, in order to inform their practice, and thus to rationalise and streamline their own service delivery. Consequently, it is essential that health carers are able to understand and evaluate the quality of published research that is germane to their own interest, prior to any decision to implement the conclusions in their own practice. Therefore, an additional, equally important reason for clinical therapists to develop their research competencies is the need to be able to make properly informed judgements concerning published research. Without this, it is highly likely that patients’ wellbeing, both physical and psychological, might be adversely affected in a direct or indirect way, through the implementation of unchallenged findings from poorly conducted research. Of course, it should be noted that there are a number of sophisticated sources of healthcare guidance, based on the analysis and synthesis of high quality research, for example:



• The Cochrane Collaboration: an independent, international, not-for-profit centre that conducts systematic reviews of high quality research on a variety of topics, with the aim of improving health care decisions.



• The Centre for Reviews and Dissemination: reviews research about treatment effectiveness in a range of health and social care areas and provides an enquiry service. The Centre also provides databases of structured abstracts of research reviews, which have been independently evaluated, an NHS Economic Evaluation database and a Health Technology Assessment database, all of which can be accessed via the website cited at the end of this chapter



• National Institute for Health and Clinical Excellence (NICE): an independent organisation that synthesises research and expert opinion to provide health guidance on a range of diseases and conditions.



• National Service Frameworks: evaluates research with the aim of providing guidance and long-term strategies for managing a wide range of health care problems.



• BMJ Clinical Evidence: provides updated reviews on a variety of clinical conditions


While these organisations provide an invaluable source of independent information, their coverage is by no means exhaustive, further emphasising the need for the health care professional to be able to make informed assessments of relevant research studies. If there are no readily available systematic reviews in your area of interest, you may need to conduct your own evaluation of relevant available research. Chapter 25 of this text provides a framework for undertaking this, but there are many other dedicated sources of help, such as the Public Health Resource Unit, which provides appraisal tools for assessing research studies that use a range of different methodologies.


The third argument in favour of research in the clinical therapies relates to much more specific problem-driven issues. There are many clinical therapists who, at the risk of disagreement from their colleagues, would admit that many of the therapeutic procedures they use are selected on the basis of intuition, personal preference and familiarity, rather than on the basis of empirically established information. To illustrate this point, consider the following problems:



1. You are about to treat a recent injury where pain is the predominant symptom. Do you select ice or ultrasound? Why? When I asked these questions of a group of highly trained physiotherapists, their opinions were divided. While this could suggest that both methods are equally effective, in this instance I do not think this was the case. Every member of the group put forward an argument for one treatment or the other, based on his/her own experience and not on any research evidence. In other words, their views were divided because treatment selection was a matter of opinion and not of hard factual evidence deriving from scientific research. Research in any of the clinical therapies might compare the outcomes of different types of treatment, thus removing the subjective element and making the decision process clearer, less ambiguous and hopefully more effective.



2. The uniform/no uniform issue continues to be contentious in some quarters of the paramedical professions. There are sound arguments on both sides, with the pro-uniform lobby claiming that the uniform inspires greater confidence and trust in the patient, while the anti-uniform contingent argues that it decreases rapport. So how can the issue be resolved? The answer lies in the use of experimental method and statistical analysis: if the effects of wearing uniform versus wearing ‘civvies’ are measured and analysed using scientific techniques, the debate can be settled.



3. You are informed about a new manual technique for dealing with a musculoskeletal problem. Do you try it on the first patient who comes along and then, if the outcome appears to be favourable, try it on everyone else who presents with the same problem? Or do you set up a controlled experiment whereby you systematically compare the effectiveness of the new technique with that of the standard treatment procedure? If you opt for the latter you will need a sound knowledge of scientific methodology and data analysis.


I hope that you can see from these examples of problem-driven issues that experimentation and statistical analysis are essential if clinical therapy procedures are to be appropriately and effectively used.


In the current era of increasing pressure on resources, hit-and-miss policies of treatment, based on opinion and preference rather than hard evidence, are too wasteful of time and money to be justified. Moreover, the growing realisation of the importance of complementary therapies means that practitioners must be able to confirm the value of their interventions through systematic evaluation if they are to withstand the scepticism of conventional medicine. Establishing clinical practices on a firm professional foundation by demonstrating their efficiency, cost-effectiveness and success is a crucial defence against the imperialists and the cynics. And to do this, a knowledge of experimental design, research methods and statistical analysis is essential.









APPROACHES TO RESEARCH


The main emphasis of this book is on experimental research. This doesn’t mean that clinical therapists are expected to sit in laboratories surrounded by chemicals and Bunsen burners, but rather that they apply the basic principles of experimental methods to their own clinical practice. In this context, an experiment simply means that different groups of people – patients, colleagues or whoever – are treated in certain ways, to see if there are any differences in the groups’ outcomes which could be attributed to the intervention they received. In this way, treatments can be compared for effectiveness, along objective scientific lines, in order to try to optimise procedures. The whole issue of designing an experiment will be dealt with in more detail in the course of the book.


However, the experimental approach is not the only way of conducting health care research, and nor is it necessarily the most valid. It should be remembered that research is about asking questions and finding answers to those questions in a systematic and logical way. There are many ways of asking and answering questions and these variations constitute the different methodologies in research. Experimental research techniques deal with research problems in a way which has enormous value to the clinical therapies, as I hope you will discover as you read this text. However, there are alternative approaches that are more appropriate under certain circumstances. Moreover, there is a strong argument to be made for the use of multiple methodologies to investigate a research question, since this may provide a more comprehensive answer. To include all the possible variations on the research theme would be impossible in a single text, but it may be useful to refer to some of them briefly here.









SINGLE-CASE DESIGNS


Like all person-oriented professions, the clinical therapies are involved in treating individuals, with their own particular medical problems, personality, motivations, etc. Consequently, it may be appropriate on occasions, not to establish whether groups of patients do better on a given intervention than another group, but rather to ask whether a single individual patient is benefiting from the treatment given. This has given rise to a research approach known as the single-case design.


Let us imagine you are dealing with a 73-year-old woman who has just had a stroke and has lost the use of her left arm which now has very weak muscle contraction. You decide to try to increase the strength of contraction by the use of sensory facilitation. After five treatments, you check her movement control and note that it has improved. This would appear to confirm your choice of treatment for her. (Other clinical therapists could also think of an intervention specific to their own practice that would aid arm movement, and which they could use here by way of illustration.)


The phases in such a procedure are given labels. The period prior to beginning treatment is called the baseline phase or A. The period during which the patient received the facilitation is called the treatment phase or B. Hence this design is known as an AB design.


However, the approach is not quite as conclusive as might appear at first, since it is possible that the patient’s movement control would have improved over time anyway, just as a result of the natural recovery process. The AB design, then, by itself, cannot prove definitively that an improvement occurred as a function of treatment, because that improvement might have happened irrespective of any therapy. One way of getting over this problem is the ABAB design.


In this single-case ABAB approach, our patient would have the sensory facilitation treatment stopped, and consequently would enter another no-treatment phase (a second A stage). If the facilitation had been responsible for the improvement previously observed, we would anticipate that during the second A phase there would be some deterioration in movement control. Then another treatment phase (the second B phase) would be introduced into the study, to find out whether movement control improved again, as a result of sensory facilitation. These phases are outlined in Figure 1.1





[image: image]

Figure 1.1 Graph of patient’s movement control whilst being treated by sensory facilitation on an ABAB design.





Whilst this design might be useful for looking at individual case histories, it is clearly inappropriate in some situations. For example, it is quite likely that the improvement in movement control noted during the first treatment phase is irreversible and would not, therefore, deteriorate. There are also serious ethical objections, too, in terms of withholding treatment and this must, of necessity, be a cause for deliberation prior to the use of an ABAB design. Finally, these single-case designs have little predictive power for other comparable situations. Our stroke patient in this study might have improved, but we have no basis for expecting other stroke patients to derive benefit from the same treatment. Where quick decisions have to be made, it is often more useful to be able to rely on findings derived from groups of people rather than from individuals.









QUALITATIVE RESEARCH


All research involves the collection of facts about an individual or a group of people. Where this information is numerical in nature (such as percentage range of movement, distance walked, degree of spine curvature, a score on a self-help questionnaire, blood pressure and temperature readings, etc.), the research is classified as quantitative. However, how do you quantify a patient’s feelings about their condition, or their thoughts on their progress? While numbers can be used to measure many fairly objective events, a person’s thoughts, feelings and beliefs cannot adequately be subjected to this type of numerical assessment. What is often more appropriate in these circumstances is a description, such as a verbal or pictorial recording, of the individual’s responses. Information collection that avoids numerical approaches is called qualitative research, and is a means by which the researcher can gain insights into another person’s views, opinions, feelings and beliefs, within their own natural settings, usually using techniques such as interviews.


Techniques of qualitative research rely heavily on accurate reporting in a natural environment, without control or restriction being imposed by the investigator. Moreover, unlike quantitative research where small aspects of an individual’s behaviour are selected for study, in qualitative research, the individual as a whole and in relation to their social setting is described. Thus, qualitative research can be thought of as holistic. Furthermore, qualitative approaches usually focus on specific individuals, rather than on groups, or types, of individuals, although focus groups are becoming increasingly popular as a source of qualitative data.


Another important aspect of qualitative research is the role of the investigator who, rather than being detached and objective as in quantitative research, must become enmeshed and integral with the people being studied. This subjectivity, while bringing bias to the research environment, allows for a measure of sensitivity and intuition in the assessment and this can have a considerable benefit in some subject areas. Nonetheless, it should be pointed out that unless the information collection process in qualitative approaches is carefully structured, there is enormous potential for researcher bias. Furthermore, analysis of interview transcripts, video recordings and the like, is very labour intensive and may be difficult to distil to the core issues. This problem is made worse by the involvement the investigator typically has with the people being studied, since when people know they are being watched or monitored their behaviour changes, often in quite fundamental ways.


Such qualitative approaches can be of great importance to paramedical research. It should be pointed out, though, that academic and professional regard for quantitative techniques, rather unjustifiably, tends to be higher, which may mean that qualitative research is disregarded and trivialised. The current overwhelming interest in the randomised controlled trial in medical/health care research (known as the gold-standard) testifies to the high prestige attributed to scientific methodologies and number crunching. Yet it is often criticised for being reductionist and losing sight of the whole person or the real nature of the clinical condition. Qualitative techniques, on the other hand, because of their more holistic approach, can be very usefully employed to describe phenomena such as hospital or health centre cultures, or patient experiences, particularly where these are likely to be unusual. My own feeling is that qualitative and quantitative research should be seen not in superior/inferior terms, but rather as complementary techniques, each bringing their own insights to a given problem. Indeed, I am increasingly of the opinion that multi-methods approaches provide a much more valuable and informed picture and therefore, I would recommend that qualitative and quantitative techniques should be used in tandem where feasible.


One technique to which I have recently been introduced (and about which I am now behaving like a proselytising zealot!) is Q-methodology. Because it relies on computer analysis of the data, it cannot be included in this text, but the technique combines the statistical rigour of the quantitative approach, with the rich subjective data of the qualitative. It is particularly useful for looking at patients’ experiences of treatment, illness, and rehabilitation, or carers’ experiences of the treatment journey – indeed, anywhere that the individual experiential account is of interest. The technique then groups respondents’ accounts according to the similarity of the stories they tell. For example, if you were interested in the carers’ experiences of looking after a physically disabled child, you might use Q-methodology with 20 or 30 carers to see what their particular problems, concerns etc were, and the Q analysis procedure would then group these viewpoints according to their resemblance to one another. In this way, you might end up with four or five different stories which each told a story about how the carers perceived the journey of caring for their disabled children. If you are interested in pursuing this technique further, there are references at the end of this chapter.









OBSERVATIONAL TECHNIQUES


One research technique that is inherent to both qualitative and quantitative approaches is observation. Observation in research simply means that a researcher can collect information on a given topic through direct recording and perception of the relevant events.


Observational techniques may involve self- or other-evaluations. Self-evaluations are simply reports of subjective responses to certain situations. Pain measurement is a classic example of self-observation, where a patient is required to make a subjective evaluation, of either a numerical or qualitative kind, of how much pain they are experiencing. Other-evaluation involves the use of a third party to observe and record events. Many clinical assessments of students rely on observations of aspects of their clinical expertise, such as the ability to establish rapport with the patient and, as such, these assessments constitute an observational technique.


Observations may be carried out either in natural settings, such as clinics, or in more controlled environments, such as laboratories. Both have advantages and disadvantages; for example, while a natural setting cannot be adequately controlled in terms of external or biasing influences, it does have the advantage of realism, so that events can be observed in the way in which they normally occur. Laboratory settings, on the other hand, can control extraneous influences, but the results so obtained may not translate into more natural surroundings.


Inevitably there are problems with observational techniques, just as there are with all research methodologies. The reliability of an observation may be a problem, and, consequently, some research topics may require a number of different independent observers, or the use of video monitoring systems. Nonetheless, observational information gathering can be an invaluable approach, either on its own or in conjunction with other data collection techniques.


These topics are covered in more detail in Robson (2002), Polit & Hungler (2002), Bowling (2002) and Polgar & Thomas (2007), and the reader is referred to these books for a fuller explanation of the range of approaches to research.









SURVEYS, QUESTIONNAIRES AND OTHER DESCRIPTIVE TECHNIQUES


These approaches to research are essential tools for the health care researcher and will be covered separately in Chapter 3. The techniques are useful for establishing an overview or picture of a given problem within a specified group of people. For example, the researcher might wish to follow up a group of spinal injury patients to establish whether or not they have had any further physical problems, such as residual pain or restricted movement; whether or not they have complied with their exercise plan; attended their outpatients’ appointment, or whatever. The survey technique, using a specially devised questionnaire, would be a highly appropriate way of conducting such a study. An introduction to these approaches will be described in more detail in Chapter 3.









ACTION RESEARCH


The term ‘action research’ is increasingly used to describe a cycle of events that is intended to help the practitioner evaluate and modify practice. There are several models of action research and the reader is referred to Hart & Bond (1995) for a review. In essence, however, the action research process is problem-driven, in that a practice-based problem is identified, the practitioner and researcher design a research programme to investigate it; they develop a package of change based on the results and then evaluate the impact of the change package. For example, a problem may be identified that is concerned with enabling stroke patients to perform the activities of daily living. The researcher together with the community physiotherapists and occupational therapists would collectively design an intervention which would facilitate the patient group in bathing and toileting. The package would be implemented and evaluated. Any potentially valuable modifications might be identified and included in a revised care package which would then be tested and evaluated and so on in an iterative cycle. While this may appear to be very similar to the sorts of research issues that are the focus of this text, action research particularly emphasises the collaborative involvement between practitioner and researcher, the practical nature of the research problem, a change in practice intervention based on the research findings and the development of a theoretical framework into which the entire dynamic cycle of practice–informing research–informing practice–informing research sits. Because the research is not conducted solely by a researcher in a clinical setting, but rather in co-operation with the practitioners in that setting, action research has the capacity to empower practitioners and to integrate research with practice, thereby overcoming the well-known practice/research divide. The research methods used may be qualitative or quantitative.









GROUNDED THEORY


This is another research variant that may be particularly useful in an era of clinical audit. The term refers to hypotheses or theories that emerge from existing data. So, rather than generating hypotheses and then collecting data to establish whether or not the hypothesis has been supported, grounded theory starts off with the information from which hypotheses and theories emerge. For example, an epidemiologist might systematically collect data about the incidence of multiple sclerosis and find that clusters of the disease occur in cold climates, in younger people and in social classes 2 and 3. This constitutes the data base from which hypotheses and theories might emerge to explain the pattern of distribution. With the advent of clinical audit, large data bases are now routinely collected which could be interpreted using grounded theory methods. For more information, a seminal text is Glaser & Strauss (1999).









USING STATISTICS


Statistics are a crucial part of quantitative research. Whenever someone carries out an experiment it is essential that the results are analysed and presented in a way that can be understood by other interested parties. Statistics are one means by which this is achieved. For example, if an experiment had been carried out to compare two different treatment procedures for arthritic toe joints, it is insufficient just to present a table of figures showing the range of movement and pain levels for each patient following treatment and expect the reader to make sense of it. The data have to be analysed, described and interpreted using statistical methods, so that an objective conclusion can be reached about the study’s outcomes.


The main type of data analysis covered in this book is a technique known as inferential statistics, which is the most common way of analysing results derived from experiments. The concepts and procedures relating to this approach are described in Chapters 6–9 and 13–18Chapter 7Chapter 8Chapter 9Chapter 13Chapter 14Chapter 15Chapter 16Chapter 17Chapter 18.


However, data can also be analysed using techniques of descriptive statistics. This method allows the researcher to describe the findings in terms of their most interesting features. Descriptive statistics are often used to analyse survey data and for this reason will be referred to in more detail in Chapters 3–5.


Unfortunately, many people are put off research because of the statistical procedures that are required. They see a page of formulae and figures, panic and slam the book shut. This suggests the first and most important rule of statistics – don’t panic! Inability to understand statistics is usually an emotional problem, and anyone who feels diffident in the face of figures should remember this. As long as you approach the statistical analysis systematically and in a step-by-step manner, there should be few problems.


Another point should be raised here. Do not imagine that the object of statistical analysis is to test your long multiplication and division – it isn’t. Statistics are no more than a tool for analysing data. So, always use a calculator, or a computer, as they are faster and usually more reliable than even the quickest mind. This text provides a guide to calculating by hand some of the most commonly used tests. This obviously will involve the researcher in a lot of mathematical activity. There are, of course, a number of software packages that are commonly available and which will do the statistical analyses in a matter of seconds, once the data have been entered. These packages are readily available; one of the easiest to access and use is SPSS (Statistical Package for the Social Sciences). This offers a wide range of statistical tests and is reasonably user friendly. In my experience, once the data have been entered, the rest is relatively easy, although the package does generate a huge amount of output, much of which is not always directly relevant, especially to the beginning researcher. I would recommend two texts that are enormously helpful in guiding the beginning researcher through SPSS:



• Julie Pallant (2007) SPSS survival guide. Open University Press, Milton Keynes (a very readable, non-threatening book that is an invaluable aid to data inputting, using the commands and menu options and interpreting the print-out).



• Denis Anthony (1999) Understanding advanced statistics. Churchill Livingstone, Edinburgh (another step-by-step approach to statistics and SPSS analysis of data, but deals more specifically with health care research).


Of course, once the researcher has set up the SPSS database, this can be explored and expanded with great ease. Nonetheless, it should be pointed out that unless your organisation has a site licence, this is an expensive package (and one which takes up a lot of computer memory). Where the research is small scale, and the researcher unfamiliar with computer analysis, manual calculations are often quicker and therefore preferable. It is also the case that working out your statistical calculations by hand, at least in the first instance, is very useful for showing how statistical tests ‘work’; the vast majority of my students have commented that, despite their initial anxieties, working through a database with only a pen, paper and calculator has been very informative and helpful to their overall understanding of a range of fundamental concepts. It is hoped that this book will be useful in these situations.


Lastly, remember that you don’t need to memorise the statistical formulae presented in this book; as long as you know where to look them up and how to use them, there is no need to commit them to memory. Further, at the risk of being hammered by the purists, I would also add that there is no need to understand how the formulae were derived from statistical theory. While many statisticians would vehemently disagree with that rather bald statement, I would liken statistical analysis to any other tool or piece of apparatus; you don’t need to understand the workings of a car or television in order to use it. If that were the case, only garage mechanics would be allowed to drive cars. Many would argue, of course, that if you do understand the mechanism, then you are able to put it right if the apparatus goes wrong. However, if you know when, why and how to use a statistical method, and if you follow the procedure step-by-step, then the statistical tool will not break down. It is the when, why and how of statistics that this book aims to explain.









STRUCTURE OF THE BOOK


The book has been divided into three sections, the first of which is devoted to the design of research projects, the second to statistical procedures and the third to some research applications. I would recommend that anyone who feels unsure of themselves mathematically should read Appendix 1 (pp. 337–340). The rest of you may only want to refresh your memories on some basic rules of mathematics. These are presented briefly in the next section. Once you have read as far as Chapter 10 you should have a sound idea of how to design research studies and which analysis to use on any data resulting from them. In Section 2, the chapters are devoted to outlining the procedures involved in particular statistical tests. You should read the relevant chapter as and when required. For this reason, these chapters are relatively independent of each other and so may contain common material. I make no apologies for this repetition, since I find nothing more irritating than to open a statistics book at the appropriate chapter only to discover that certain essential elements have been covered earlier, necessitating the reading of additional chapters in which I have little immediate interest. For this reason, the chapters on statistical tests are virtually self-contained. Section 3 provides seven examples of applied research techniques that use some of the statistical procedures covered in the second section.


Throughout the book, too, there are exercises to test your understanding of a particular principle. If you decide to do these, you will find the answers at the back of the book. Also, within each chapter, at appropriate intervals, there are ‘Key Concepts’ boxes, which summarise the most important points. These can be used to refresh your memory without having to plough through several pages to find what you want. And at the end of each chapter there is a list of recommended further readings. These relate to books and articles that I and my students have found useful, but there are many others available, the style of which may suit you better. There is a particularly extensive list at the end of this chapter, which I hope won’t be too daunting. As a number of concepts have been briefly covered here, it seems important to provide a range of reading in order to enable any interested reader to pursue any aspect of interest; many of these readings will also appear at the end of other chapters in this book.


Finally, there aren’t a lot of laughs in statistics. Because many students find the topic dry I’ve tried to make the style as chatty as possible. Nonetheless, jokes are hard to come by, but do persevere – statistics are an essential part of clinical therapy and research life.


So, I hope you will find that this book equips you with the basic elements you need for your research. Happy experimenting!


P.S. All the experiments and data in the book are entirely fictitious!


P.P.S. Please note that all the calculations in the examples and activities have been worked to three decimal places throughout.


P.P.P.S. A final caveat: I am not a clinical therapist, a point which will undoubtedly become clear to you as you read this book. As a result, I have a tendency to make up health care as I go along, so if there are examples which strike you as ludicrous, naive or just impossible, please forgive me.


And a final word from a student: ‘If I had only one day to live, I would spend it in my statistics class. It would seem so much longer.’ (Sanders et al 1985).









SOME BASIC MATHS


Most of us have forgotten many of the basic mathematical concepts we learnt for ‘O’-level or GCSE, simply because we don’t use them very often. Even though you are advised to use a calculator for the statistical tests in this book, it is still essential that you are familiar with the basic mathematical principles, for two main reasons. First, even though a calculator will do all the most complex multiplying, dividing and square-rooting for you, you will need to know the order in which these processes are carried out, because, as you will no doubt remember, some types of computation must be done before others. This will be clarified later. Second, even though you will be using a calculator, it is still quite possible to come up with some odd results, either because some information has been entered wrongly, or simply because, on occasions, calculators have been known to go haywire. So you need to be able to ‘eyeball’ the results of your calculations to see if they look right. If you have any doubts or reservations about any of this, read on.


This section is just a brief reminder of some of the basic principles you will need. These principles are discussed in greater detail in Appendix 1, so if you are unsure of any of them, turn to page 337.









BASIC RULES






1. If the formula contains brackets, you must carry out all the calculations inside them first.



2. If the formula contains brackets within brackets, you must do the calculations in the innermost brackets first.



3. If the formula contains only additions and subtractions, or multiplications and divisions, work from left to right.



4. Adding two negative numbers results in a negative answer.



5. Adding a plus number to a minus number is the same as taking the minus number from the plus number.



6. Multiplying two positive numbers gives a positive answer.



7. Multiplying a positive number and a negative number together gives a negative answer.



8. Multiplying two negative numbers gives a positive answer.



9. Dividing a positive number by a negative number (or vice versa) gives a negative answer.



10. Dividing two negative numbers gives a positive answer.



11. The square of a number is that number multiplied by itself. It is expressed as 2.



12. The square root of a given number is a number which when multiplied by itself gives the number you already have. It is expressed as √.



13. To round up decimal points, start at the extreme right-hand number. If it is 5 or more, increase the number to its left by 1. If it is less than 5, the number to its left remains the same.



14. If there is no mathematical symbol contained within a formula, a multiplication sign is assumed; e.g. 5(4 + 8) means 5 × (4 + 8).


One easy mnemonic that may help with the basic order of calculation is Bless My Dear Aunt Sue (Brackets Multiplication Division Addition Subtraction).


You might like to do the exercises in Activity 1.1 just to satisfy yourself that you’re happy with these rules.








Activity 1.1 (Answers on p. 359)


Calculate the following:



1. 14 + 8 + 27 − 3



2. 14 + 8 − (27 − 3)



3. 17 + (30 − 4)



4. 11(19 + 4)



5. 74 − [(19 × 3) + 8]



6. 12 + (14 × 3) − 5



7. 6[(4 + 8) − 3]



8. 15 − 4 − 4 + 12



9. (49 − 1) + (7 × 8)



10. 36 − (12 − 6) + 17



11. −18 + 22 − 10



12. −24 + 16



13. −12 × +4



14. −18 − 26



15. 14 × −3



16. − 51 + 3



17. 51 − (+3 × + 2)



18. +17 − 4 − 26



19. −19 + 11 + 15



20. −5(4 × 12)












SYMBOLS IN STATISTICS


You will find the following symbols appearing in formulae throughout the book. Although they will be explained when they appear, this page can serve as a quick reference point.






∑ = sum or total of all the calculations to the right of the symbol, e.g.
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x = an individual score



[image: image] = the average score



√ = the square root of a figure or calculations, e.g.
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N = the total number of scores in an experiment



n2 = the number times itself, e.g.



82 = 8 × 8



= 64



< = less than, e.g.



5 < 7 (5 is less than 7)



> = more than, e.g.



10 > 2 (10 is more than 2)



C = the number of conditions in the experiment



n = the number of scores in a subgroup or condition.
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When you engage in research, you will almost always end up collecting information, or measuring something: muscle tone, recovery rate, vital capacity, patient satisfaction, numbers of patients, pain levels, competence with activities of daily living, etc. This information is called data. In order for the research to have some value, the meaning of these data has to be presented in ways that other research workers can understand. For example, there is no point in carrying out a well-designed experiment to compare the effectiveness of reflexology versus remedial massage for promoting leg movement in multiple sclerosis sufferers if the data on this are left as a jumbled mass of figures. In other words, the researcher has to make sense of the results.


There are various ways of making sense of the results, but for the clinical therapist two methods are of major importance. The first approach is called descriptive statistics, where the researcher collects a set of data, usually from a form of survey, and then describes it in terms of its most important features (e.g. average scores, range of scores, etc.). The second approach is called inferential statistics, in which the data, which have usually been collected from an experiment, are subjected to statistical analysis, using tests which allow the researcher to make inferences beyond the actual data in front of him/her. The differences between these approaches will be discussed briefly now, and then in more detail in later chapters.






DESCRIPTIVE STATISTICS


As has already been mentioned, descriptive statistics are often used in conjunction with survey methods. A survey is a research approach that involves collecting information from a large number of people using interviews or questionnaires, in order that an overall picture of that group can be described in terms of any characteristics that are of interest to the researcher. It may be worth noting that a lot of audit data that are routinely collected now as part of the UK government’s target-setting agenda could easily be analysed using techniques of descriptive statistics. Examples are take-up of community podiatry services or breast screening, satisfaction with osteopathy treatment, Did Not Attend rates for an out-patient physiotherapy clinic, use of antenatal clinics, vaccination rates, etc. The information that is collected in this way can be analysed using techniques of descriptive statistics in order to highlight some of the most interesting findings. Indeed, at the time of writing, the UK government is proposing to introduce a mass screening programme to identify people at risk from key illnesses, such as diabetes and coronary heart disease. Following implementation, a survey would be useful, to assess the uptake of the screening, which areas and which groups show the lowest and highest uptakes, the public’s reactions and perceptions, the longer-term health impact of early screening, cost-effectiveness, etc. Many of the results from a survey of this kind would be analysed using techniques of descriptive statistics.


The way in which a survey is carried out will be described in more detail in the next chapter. However, some general introductory points about survey methods and descriptive statistics will be described here so that the reader can get an overview of how descriptive and inferential statistics differ.


Let’s take an example. Supposing you are interested in the general topic of community podiatry. You could easily gather a vast quantity of data on this topic; for example:



1. The number of community podiatrists currently employed in a particular district, and their specialities.



2. The average number of calls made per podiatrist per week within the district over the last year.



3. The types of patients seen (their ages, medical condition, ethnic origin, social class, sex, etc.) over the last year.



4. The average amount of time spent treating a particular category of patient.



5. Any changes in the delivery of community podiatry over the previous 10-year period could be noted (e.g. any increase in provision to a particular patient group).


From all this survey data, you could gain the following sorts of information:



• what is going on in a particular area (type and extent of community podiatry service provision)



• identification of areas of existing or potential problems (e.g. less provision in some geographical areas or for some categories of patient)



• measurement of the extent of these problems



• the generation of possible explanations for them.


In addition to all this, the survey could identify past trends and so could be used to predict future patterns. (For example, with the population growth in the over-75 age group and the increasing trend towards community-based care, the need for greater provision of community podiatrists with a special interest in the problems of the older person might be highlighted.)


The outcome of such surveys can radically influence major, as well as minor, policy decisions. And if such policy changes are implemented, survey techniques may be used to evaluate the impact these changes have. It might be useful at this point to look at some of the ways in which descriptive statistics might be useful to the clinical therapist, by means of a more specific illustration.






DESCRIPTIVE STATISTICS: AN EXAMPLE


Suppose that you are the head of a school of osteopathy. Obviously, in this role you will be concerned about the standards of student performance, both clinical and theoretical, in your school. In particular, you may want to find out: (a) whether these standards are dropping or rising from year to year, and (b) how they compare with other schools throughout the country. To do this you need to employ some common mathematical techniques in order to highlight certain features of the data, in other words, descriptive statistics. Let’s take the first example. To find out whether the standards are changing from year to year, you could take the average mark in both final theory and clinical exams over, say, the last 10 years. From this you can draw a graph to get the general picture of the standards of performance. You might end up with something like Figure 2.1.
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Figure 2.1 Average clinical and theory marks over the past 10 years in a school of osteopathy.





From such a graph of average marks, you can get the general picture of the trend of performance and also the comparative performance on clinical and theory exams.


To solve your second problem of how your school compares with others, you can collect the average marks from all the other schools for 2007, and then compare your marks with these. You might obtain the data in Table 2.1.


Table 2.1 Average exam marks from all the other schools of osteopathy in 2007






	School

	Average theory mark (%)

	Average clinical mark (%)






	A

	63

	58






	B

	45

	55






	C

	48

	59






	D

	57

	45






	E

	70

	50






	F

	52

	60






	G

	54

	61






	H

	67

	66







Your own averages for 2007 (66% for theory, 52% for clinical; see Figure 2.1) can be compared with those of other schools to find out how well your own school is doing. It can be seen, then, from this information that your school comes third in the theory exams, but only seventh in the clinical exams. From this information, too, you can see that, although school E has the best marks on theory, they have the biggest discrepancy between theory and practice, while school H appears to be the most consistent. In other words, you can glean a considerable amount of information from such data.


It should be pointed out that there are many ways of describing your data besides the methods illustrated above. However, the three most commonly used forms of descriptive statistics are: graphs; measures of central tendency, which present data in terms of the most typical scores and results; and measures of dispersion, which present data in terms of the variation in the scores. Each of these will be discussed in Chapter 5, ‘Techniques of descriptive statistics’.


Descriptive statistics, then, are used when the researcher has collected a large quantity of data, usually from a survey of some sort, and wishes to extract certain sorts of information from it in order to provide a description of the data.


It is important to recognise that descriptive statistics allow you to make statements about features of your data that are of interest, but they do not allow you to infer anything beyond the results you have in front of you. In other words, if you were measuring the muscle power of a group of 20 muscular dystrophy patients, you could use descriptive statistics to make statements about the muscle power data of that particular group of patients in terms of average power, range of power measurements, speed of contractions, etc. What you could not do would be to infer anything about the muscle power of muscular dystrophy patients as a whole, simply on the basis of the data from your particular group. To be able to do that you have to use the techniques of inferential statistics.












INFERENTIAL STATISTICS


Prior to every election, we are bombarded with the results of opinion polls which tell us how well one political party is likely to do compared with the others. In order to obtain this sort of information, a sample of the general public is questioned, since it would be impossible to ask the opinions of every member of the electorate. In any case, collecting the views from the entire population would constitute the general election itself. From the responses given by this sample, the attitudes of the rest of the voters are predicted, or inferred. However, we all know that these opinion polls may be quite incorrect. For example, if the opinion pollsters only went to a polo match in Surrey and asked the views of the spectators, they would be likely to get a very different picture of the prevailing political opinion than if they only went to a football match in an inner city area. In other words, if the opinion poll is to have any value in predicting the outcome of an election, the sample selected for the poll must be representative of the population as a whole and not representative of just one section of it.


The usual method of selecting a sample that is representative of the population from which it is drawn is a technique called random sampling. For a sample to be random, it must have been selected in such a way that every member of the relevant population had an equal chance of being chosen. For example, if six playing cards are to be randomly selected from a pack, the pack is first shuffled and any six cards are chosen. Assuming the dealer did not hide any or keep his thumb on some, then these six cards will be a random sample because every one of the 52 cards had an equal chance of selection.


Now, there are two important points here. First, if these cards are not replaced and a second random sample is drawn from the same population, it will not be the same; so, if another set of six cards is selected from the pack, they will be different from the first set because there is only one ace of clubs, seven of hearts, etc., in a pack. Similarly, any two groups of hysterectomy patients, if randomly drawn from a population of hysterectomy patients, will not be identical in their characteristics (age, height, fitness, etc.). Second, the larger the random sample drawn, the more likely it is that it will be reasonably representative of the population from which it comes. So, a random sample of three hysterectomy patients out of a total population of 60 will stand less chance of being representative than a random sample of 35. More information about the ways in which the researcher can select a random sample in practice and other ways of selecting a sample are provided in Chapter 3.


Returning to the opinion poll, even if the sample is representative of the whole population, there will still be an element of error in the predictions about the election (because some voters subsequently change their views, fail to vote, or misunderstand the questions, etc.).


Nonetheless, if the voters selected for the poll have been chosen randomly, according to certain statistical principles, then this degree of error can be calculated using a branch of statistics known as inferential statistics. Essentially, what this approach enables the researcher to do is to select a small sample of people for study, and from the results of that study to make inferences about the larger group from which that sample was drawn. In other words, techniques of inferential statistics allow the researcher to move from what they know to be the case, as indicated by the data they have collected, to what they predict will be the case in other similar situations.


In case this sounds a rather complex procedure, it should be stated that these inferential techniques are used by everyone on a daily basis. For example, your children, for as long as you can remember, have had cereal for breakfast. These are your data, the facts that you know to be true. On this basis, then, you anticipate that this morning they will again want cereal so you put the packets out for them on the assumption that this is what they will want. This is your inference, based on the information collected from previous mornings and generalised to another similar situation. There are doubtless numerous examples that you can think of where your knowledge about one situation leads you to make assumptions about other comparable situations. The actual techniques of inferential statistics are rather more complex than this, but the basic idea is the same.


The proper scientific procedure for making these inferences involves formulating an hypothesis, setting up an experiment to test the hypothesis and using inferential statistics to analyse the results of your experiment to see if your hypothesis has been supported. Thus, inferential statistics are used in testing hypotheses. It should be pointed out at this stage, that there are two main types of research design which are used to test hypotheses: experimental designs and correlational designs. These will be described in detail in Chapter 6.






USING INFERENTIAL STATISTICS: AN EXAMPLE


A classic way in which the clinical therapist might use this approach is in the comparison of different treatment techniques with patients. Let’s suppose you were interested in trying to improve hip movement, using conservative techniques, in a group of elderly patients awaiting a total hip replacement operation. You have two techniques, A and B, and you want to find out which is more effective.


For a host of practical reasons, you cannot test every patient awaiting a total hip replacement, and so you select a random sample of, say, 60 patients and randomly assign half of them to treatment A and the other half to treatment B. Both groups are managed in exactly the same way except for the nature of their treatment, and at the end of a given period you compare the groups in terms of their range of movement.


Suppose you find that the range of movement is greater (i.e. improved) for the treatment A group than for the treatment B group. Now you would expect that there would be some differences between the groups anyway, simply because of chance factors, like the mood swings of the patients, personality factors, current state of health, fatigue, etc., but the question is whether the difference between the two groups in terms of range of movement can be accounted for by these chance factors, or whether the difference is due to the relative effectiveness of the treatments.


If the experiment has been carried out properly and in accordance with certain prerequisite conditions (see Chapters 7 and 8 for details on this), then statistical tests can be used to analyse the data and to conclude whether or not the difference between the groups is, in fact, attributable to the type of treatment. If it is found to be due to the treatment procedure, then you would conclude that treatment A is more effective with this group. If you have selected your sample of patients randomly from the whole group of patients waiting for total hip replacements, then you could reasonably infer that treatment A is likely to be more effective than treatment B with other similar patients, and hence you would recommend it to other clinical therapists.


In other words, you have selected a small sample for study and from the results of this study you can make inferences about the whole population from which the sample was drawn. This is the basis of inferential statistics.








Key Concepts


Data from research must be presented in a way that can be understood by the reader. There are two main ways of doing this:



• Descriptive statistics, which summarise the main features of the results from a survey by describing the average scores, etc.



• Inferential statistics, which are used to test hypotheses, and which involve selecting a small sample of people for study. The results of the study allow the researcher to make inferences about the population from which the sample was drawn.


In other words, descriptive statistics allow the researcher to make statements only about the results obtained, but do not permit any assumptions to be made beyond the data collected, whereas inferential statistics allow the researcher to make assumptions beyond the set of data in front of her/him.
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It was noted in the previous chapter that surveys often use questionnaires as a means of collecting information about a group of people. However, while questionnaires are commonly used in this way, they can also be used in experimental or single-case designs, and as such are an invaluable method of data collection. This chapter will look at the basic principles of questionnaire design, as well as providing more details on carrying out surveys. Chapter 19 will look in more detail at a specific form of questionnaire – attitude measures.






QUESTIONNAIRE DESIGN


Designing a good questionnaire is a skilled business and does not involve simply jotting a few questions down on paper. The design and use of a good questionnaire should follow six steps:



1. Identifying the general topics to be covered by the questionnaire, which will reflect the objectives the researcher has in mind.



2. Initial draft of the questions covering all these topics.



3. Piloting the questionnaire; i.e. giving out the questionnaire to a number of people (who do not necessarily come from the population at whom the questionnaire is targeted) in order to collect feedback on unclear or insensitive questions, ambiguous instructions, etc.



4. Modification of the questionnaire using the information collected from the pilot trial.



5. A second pilot trial to establish whether or not the earlier problems have been ironed out.



6. Final administration of the questionnaire in the actual study or survey. The completed questionnaire can then be analysed in a variety of different ways.


It is important that the questions are properly informed and do not just arise from what the researcher believes to be relevant. This means that a thorough review of the literature should be undertaken first to identify the main themes. From each of these themes, a set of questions can be constructed. This thematic review of the literature provides some degree of validity (see Chapter 19) for the questionnaire, which is essential if the tool is to measure what it is intended to measure. If you are writing your work up as an assignment or for publication, it is also important to justify the themes (and by implication the questions) by citing the associated research work. For example, if you are developing a questionnaire that is concerned with patients’ evaluations of an early discharge programme following total joint replacement, a literature search may generate, say, 5 commonly emerging issues, which would form the foundation for a set of questions that address each theme. This might be reported in the following way:



• Theme 1: pressure on informal carers (Smith 2006; Jones 2007; Bloggs 2007; Brown 2008)



• Theme 2: familiarity of home surroundings (Andrews 2005; Blake 2006; Clark 2007; Davies 2007)



• Theme 3: clinically related anxieties (Evans 2004; Freeman 2006; Gold 2007; Harris 2008), etc.


This research-based support for the questions demonstrates that the researcher is familiar with the core issues, and also adds justification for the inclusion of the items in the questionnaire. However, the available literature is not the only source of knowledge that can be used in the development of your questionnaire – running focus groups or conducting informal interviews with relevant people can embellish and corroborate the findings from the literature search. For example, in the above illustration, you could interview some early and standard discharge patients, as well as hospital and community health care professionals, to get their views on what the issues are surrounding early discharge.









ASKING THE QUESTIONS


Questions come in two main forms: open-ended and closed. Open-ended questions are those that allow respondents free range when supplying their answers. They are questions that do not provide boundaries or constraints on the answers. Closed questions, on the other hand, do just that: they allow the respondent only a limited choice of how to answer the question.


To illustrate the difference between the two, let us take a simple enquiry that any clinical therapist might make about a patient’s health. He/she might ask the patient:





‘How do you feel today?’





or, alternatively








‘Are you feeling any better today?’





The first is an open-ended question since the patient is being given the opportunity to make statements about their pain levels, appetite, anxiety level or whatever. The second example is a closed question, since the patient can really only answer ‘yes’ or ‘no’. This example is a simplistic one, but it does illustrate the different ways in which questions can be used to elicit information.


As with every other aspect of research, both types of question have their pros and cons. Open-ended questions allow the respondent more flexibility and consequently much more information can be derived, often of a type the researcher had not thought of. On the debit side, though, such answers are difficult to analyse objectively, which means that it can be difficult to compare one person’s answer with that of another, and it may also be very labour-intensive. Really, in order to analyse open responses properly, a detailed and systematic content analysis is required; the reader is referred to any of the texts listed under ‘Qualitative Research’ at the end of Chapter 1 and to Attride-Stirling’s excellent (2001) paper on thematic analysis of qualitative data. (It may be worth pointing out that there are software packages available for analysing this sort of qualitative data, but these still require a lot of time to input the responses. A particularly popular package is NVivo.) In addition, open-ended questions are more time-consuming for the respondent to complete, and without answer guidelines many participants may miss the point completely, give only a very superficial answer or provide responses that are neither relevant nor useful.


Closed questions overcome many of these difficulties, since the structured response format means that answers can be completed quickly, analysed easily and direct comparisons between people can be made. However, the analysis will inevitably be restricted by the response categories offered by each question and so some richness of data may be lost. (This point will be discussed in more detail later in this chapter as well as in Chapter 4.) The value of such questions is largely governed by the skill of the question-setter, who needs both to ask sound questions, devoid of ambiguities and bias and to provide a comprehensive and appropriate answer structure. Too often respondents get irritated by answer formats that do not meet their needs and consequently they refuse to reply.


These points raise two particularly important issues in questionnaire design: how to word the questions and how to structure a response format for closed questions.






WORDING THE QUESTIONS


Asking the right questions is a skilled science and is not a topic that can be covered adequately here. I would therefore refer the reader to Oppenheim’s (1992) seminal text ‘Questionnaire design and attitude measurement’ which remains a leader in the field.


However, some guidelines can be given here, as a start. Good question design is dictated by a list of dos and don’ts, each of which will be illustrated in turn:



1. Don’t use complex sentence structures.

Do keep your sentences clear and simple. For example, ask:





‘Do you think that cystic fibrosis merits top priority for Government funding for genetic engineering?’





and not:





‘Do you think that cystic fibrosis, which is a life-threatening and frightening disease and one which causes untold anxiety, misery and pain to sufferers and families alike, should be given top priority in terms of Government funding for genetic engineering projects?’









2. Don’t use medical or professional jargon.

Do use words and phrases that the respondents will understand. For example, ask:





‘When did you have your gallbladder operation?’





and not:





‘When did you have your cholecystectomy?’









3. Don’t confuse the respondent by asking about more than one thing at a time. Do keep to one idea per sentence. For example, ask:







‘Do you experience any pain after eating?’





and








‘Do you experience any pain after walking?’





and not:





‘Do you experience any pain after eating or walking?’









4. Don’t assume everyone will know what you mean.

Do keep your questions unambiguous. For example, ask:





‘Do you do your exercises for at least 20 minutes every day?’





and not:





‘Do you do your exercises regularly?’









5. Don’t use double negatives.

Do ask questions positively. For example, ask:





‘Have you ever wanted anything to eat after doing your exercises?’





and not:





‘Have you ever not wanted to have nothing to eat after doing your exercises?’









6. Don’t ask leading questions.

Do ask questions in an unbiased, unemotional way. For example, ask:





‘Do you think that smokers should be debarred from treatment for smoking-related diseases?





and not:





‘Do you agree that smokers should not be entitled to any treatment for their self-inflicted smoking diseases?








Instructions on how to complete the questionnaire should also be clear and unambiguous. In addition, it may be necessary to enclose a definition of what the essential terms are, to avoid misunderstanding; for example:





‘Doing your exercises’ should be taken to mean ‘Doing all the exercises you have been shown in the way they were demonstrated and for the time suggested’.





Remember that piloting a questionnaire is an essential stage in the research process, since it provides an opportunity to identify and iron out potential problems.









RESPONSE FORMATS FOR CLOSED-ENDED QUESTIONS


The way in which the response options are structured is important in questionnaire design, since it can dictate how honestly the respondent answers, as well as the value and amount of information that can be derived from the questionnaire. These response formats can be thought of as ways of measuring a person’s reply to your question and the measurements range from simple through to sophisticated scales. The whole area of scales or levels of measurement is a crucial one in all sorts of research and is dealt with in Chapter 4 in much more detail. However, a brief introduction will be given here.


Let’s imagine you have been treating a group of prostatectomy patients for postoperative incontinence, and you wish to send them a follow-up questionnaire, 6 months after the operation, to find out how they are progressing. One question you want to ask is: Do you still suffer any incontinence?


You can structure the possible answers to this in a number of ways, for example:



(a) Do you still suffer any incontinence?











	Yes[image: image]


	No[image: image]












(b) Do you still suffer any incontinence?




[image: image]








(c) Do you still suffer any incontinence?











	Never

	[image: image]






	Once a day

	[image: image]






	Twice a day

	[image: image]






	Three times a day

	[image: image]






	Four times a day

	[image: image]






	Five times a day

	[image: image]










The first response format is a simple one and gives us only basic information. For instance, a respondent who ticks the ‘Yes’ box might suffer urinary incontinence once a month or once an hour, but this sort of answer format doesn’t provide that level of detail.


The second answer format is somewhat more sophisticated, since it allows us to collect a range of information on the overall frequency of incontinence. However, the descriptions ‘infrequently’, ‘often’, etc. are open to subjective interpretation, and while they provide more information about the patient’s level of incontinence than the previous format, are still lacking in objectivity and precision.


The last response format is the most sophisticated of the three, since it gives us detailed and accurate information about how often the patient is incontinent, in absolute terms.


These different types of response need different techniques to analyse them and this point is referred to in some detail later. As a rule of thumb, it is better, where possible, to use the most sophisticated and objective response formats as they supply a lot more information about the respondents.


It is also important to note, too, that respondents are not always honest in their answers, not necessarily because they deliberately wish to deceive the researcher, but simply because they want to present themselves in the best possible light. This tendency is known as a social-desirability response set and topics which are sensitive or emotive are particularly vulnerable to this type of bias. The researcher should be cognisant of this when analysing the data.


Finally, do treat your respondents with respect. Don’t ask embarrassing or intrusive questions, don’t use their replies to compromise them, don’t mislead them in any way and if you tell them their responses are anonymous or confidential, mean it. For further guidance on this issue, the section on ethics in Chapter 6 provides a more detailed discussion.












ADVANTAGES AND DISADVANTAGES OF QUESTIONNAIRES


The main advantage of questionnaires is that they can be designed and customised for any purpose or group of people.


In addition, because a questionnaire does not have to be administered by the researcher in person, it means that a large sample of people can be included in the study by posting the questionnaire to them. This has added advantages. First, posting a questionnaire is considerably cheaper than the time and travel expenses that would be incurred either by transporting the individual participants into the project centre, or by the researcher travelling to meet the participants. Second, if questionnaires are to be posted, the possibility of the researcher influencing the respondent’s answers either unwittingly or deliberately is reduced considerably.


However, questionnaires also have their disadvantages. If the questionnaires are sent by post there is a very high chance that a lot of recipients will not return them. While this non-return rate can be reduced somewhat by the inclusion of stamped addressed envelopes, it does, nonetheless, mean that the researcher usually has to send out considerably more questionnaires than are actually needed in order to compensate for the non-returners, and this, of course, adds to the cost. However, sending out reminders to respondents can increase the response rate. It should be remembered too, that the non-responders may have very different views to the the responders and consequently the results from a low return rate may not be representative. For postal questionnaires, a return of about 40% is considered adequate.


Furthermore, whether a questionnaire is administered in person or by post there is still a high probability that some questions will be ignored, or incorrectly completed, instructions may be misinterpreted and some answers will be inadequately detailed.


Also, while it seems an unbelievably obvious thing to say, it is still a point which is commonly overlooked by a lot of researchers: the respondent should be able to read the questions. This means that issues of visual impairment, non-English speakers and illiteracy must be considered. And, of course, because of their ease and efficiency as a data-gathering tool, questionnaires are very widely used, which means that your target group may be suffering questionnaire fatigue.


This having been said, questionnaires are still a very popular and very useful technique of data collection within the health care area.








Key Concepts






• Questionnaires are a very useful way of collecting data in the health care area.



• Asking the appropriate questions is a very skilled task and requires consideration of a number of issues.



• Questions can be open-ended or closed-ended, both of which have advantages and disadvantages.



• Closed-ended questions require structured answers, and the way in which the questioner sets out the answer structures is an important consideration.












SURVEYS


In the previous chapter a survey was described as a research technique which involves collecting data from a large number of people, so that a general overview of the group can be obtained. Surveys usually use questionnaires or interviews as a means by which information is gathered, but, since a key characteristic of the survey is the large number of people who take part, it is often quicker and much cheaper to use questionnaires rather than interviews. Indeed, so costly is it to interview hundreds of people that it is often outside the scope of most researchers. Consequently, issues concerning interviews will not be covered here. If you would like to find more about interview techniques, Polgar & Thomas (2007) and Robson (2002) provide useful overviews.









GENERAL PRINCIPLES OF SURVEYS


The first stage in designing a survey is to establish its aims. In other words, what questions do you want answered? So, for example, you may want to audit the services of a back pain clinic, and consequently might want to ask:



1. How many people use it in the course of a year?



2. Where do they come from?



3. How many men use the clinic?



4. How many women use the clinic?



5. What are the ethnic origins of the users?



6. What are the ages of the users?



7. What are the occupations of the users?



8. What were the presenting medical problems?



9. For how long do users come to the clinic per session?



10. How do the users rate the quality of care they receive at the clinic? etc.


You then have to decide the best ways of finding answers to these questions; in other words, you have to design your survey.









THE DESIGN OF THE SURVEY


Two commonly used survey designs are prospective designs and retrospective designs.


Prospective designs involve identifying the group of people you want to study and then collecting the information you require when they use the particular service. So, for example, you might want to focus on patients using a back pain clinic who have had no known injury to the back. As soon as such patients enter the clinic the researcher would collect the relevant information from them. While this approach allows the researcher to select participants according to clearly defined criteria, it can obviously be a very time-consuming process to access an adequate number of suitable participants.


However, a commonly used survey approach is the retrospective design, which focuses particularly on past events. For example, you might identify, from the medical records department in the back pain clinic, patients who presented with back pain but who had no known injury. You would then contact these patients to collect the information you require, such as their subsequent problems, perceptions of care, etc. The main problem with this approach is the fact that when people are asked to recall events their memory may be selective and, consequently, this might bias the data you collect.


Once you have decided on the design, you then have to identify the people who will take part in your survey.









SELECTING THE PEOPLE TO TAKE PART


Finding the appropriate number and type of people to take part in your study is called sampling. This is an essential part of good research design of any sort, whether it be surveys or experimental approaches. While some reference has already been made to sampling in the earlier section on inferential statistics (Ch. 2), it is sufficiently important to merit a section on its own.






Sampling


When you carry out a piece of research it is impossible to involve every person who might be of interest to you, both for practical and financial reasons. For example, you might want to conduct some research on women with osteoporosis, but as there must be many thousands of these women within the UK it would be completely impossible to study them all. Consequently, you would select just some of them to take part in your study. These women would be your sample.


However, if the data collected from the sample are to be of any value, the sample must be representative of female osteoporosis sufferers as a whole. This entire group of all the osteoporosis patients is called the population. The population can be defined as all those people (or even events) who possess the characteristic(s) in which the researcher is interested. This parent population is sometimes called the sampling frame. Thus, the sample of osteoporosis sufferers is a subset of the population of osteoporosis sufferers as a whole. To take another example, you may wish to look at the treatment procedures for asthma patients in a regional health authority. All the asthma patients in that authority would constitute the population and you might select a sample of 500 of them for your study.


However, if you are to collect any useful information from your sample, you have got to try to ensure that the sample is pretty well representative of the population from which they are drawn. If it is not, then the conclusions you reach from your study cannot readily be generalised to the rest of the population and might lead you to make invalid assumptions about that population. In other words, when selecting a sample, the sample mean (or average) for any given characteristic should be the same as the population mean, because, in this way, any results from the sample can more confidently be assumed to apply to the population from which it was drawn. However, in reality, there will always be a difference between the sample mean and the population mean and this difference is called the sampling error. In general, the larger the sample and the more rigorous the sampling methods used, the smaller the sampling error.


Let’s illustrate this idea with an example. Supposing you wanted to conduct a survey looking at the incidence of asthma in the under-fives, perhaps with a view to planning future clinical therapy provision more carefully. You devise your questionnaire and send it out to every family within two postal districts. When you get the returns and analyse the data, you find to your amazement that 70% of the respondents’ under-five children suffer from asthma. You then assume that 70% of all under-fives in your region have asthma and you set about recruiting four specialist therapists to meet the anticipated demand for services. Two years later, you find that two of these specially recruited therapists have insufficient work to do and you have to terminate their contracts. What could have gone wrong with your planning?


One possible reason might be the way in which you selected your survey sample. When you go back to check this, you realise that the two postal areas you chose were both inner city areas lying close to a network of motorway junctions. Consequently, atmospheric pollution was likely to be extremely high in the areas. Moreover, you then read a new report which claims that smoking is more prevalent in inner city areas. Therefore, the children in your sample were also likely to have been subjected to high levels of atmospheric pollution in their home as well. Small wonder, then, that your survey results suggested an incredibly high incidence of early childhood asthma. It also becomes clear why your specialist therapists were underemployed – your resource planning was based on findings from a very biased sample which could not be generalised to the rest of the region’s population.


Consequently, it is imperative that the sampling techniques employed in any study, be it survey or experimental, must be sound if you are to draw valid conclusions from your data. The most commonly used sampling methods in scientific and health research are incidental sampling and random sampling.









Incidental sampling


Incidental sampling is a generic term which involves selecting the most easily accessible people from your population; consequently, it is relatively easy to do. However, it is a non-probability method of collecting a sample and therefore, because the process isn’t random, should not, strictly speaking, be used in experimental research (although it often is). Let’s imagine you’re interested in conducting a questionnaire survey of the counselling needs of quadriplegic patients presenting for treatment. You ask a friend who’s a clinical therapist in your local hospital to give your questionnaire to all the relevant patients s/he sees in the unit.


This is undoubtedly an easy way of accessing a sample but it may not give you a representative selection of patients. For example, because of workload allocations, the clinical therapist may only see those patients who have recently become quadriplegic, or alternatively he or she may only see the patients whose condition is progressive. Since the parent population of quadriplegic patients is not necessarily suffering only from progressive diseases, nor are they all newly paralysed, this incidental sample is unlikely to be representative. Moreover, because it is conceivable that newly diagnosed quadriplegic patients, or those with progressive conditions, might have more counselling support needs because of the newness or the degenerative nature of their condition, the results from your survey would probably not reflect the support needs of quadriplegic patients as a whole. But, unless you had a lot more information about the population of quadriplegic patients, you wouldn’t know whether the sample was biased or representative, and, consequently, whether their reported counselling needs were a reflection of those of the population.


One way round this is to use a variation of incidental sampling called quota sampling.






Quota sampling


Suppose you have found that there are two key variables that will have a significant impact on the counselling needs of quadriplegic patients; these are the cause of the quadriplegia (trauma or progressive illness) and the length of time spent in treatment (less than a year or more than a year). You then find out that 40% of all quadriplegic patients referred as a result of progressive conditions attend for clinical therapy for more than a year, while 60% discontinue before a year; 70% of quadriplegic patients referred as a result of trauma attend for clinical therapy beyond 1 year and 30% discontinue before 1 year (Table 3.1). Each of these subgroups might be expected to have quite different support and counselling needs, based on their previous progress and expectations of progress. For example, it might be predicted that those quadriplegics who have progressive diseases, for which the prognosis is especially poor, might have particularly pronounced needs for counselling support.


Table 3.1 Clinical therapy history and current diagnosis of quadriplegic patients taking part in a counselling needs survey






	Diagnosis

	Clinical therapy <1 year

	Clinical therapy >1 year






	Trauma

	30%

	70%






	Progressive disease

	60%

	40%







Having this information you would then collect your sample by quota, ensuring that:



1. 40% of the quadriplegic patients in your sample with progressive conditions attend for clinical therapy beyond a year.



2. 60% of the progressive condition sample discontinue treatment within a year.



3. 30% of your sample who are quadriplegic as a result of trauma discontinue clinical therapy within a year.



4. 70% of your sample who are quadriplegic as a result of trauma receive clinical therapy for more than a year.


However, this approach means that you must know what particular characteristics are likely to be important in your study (in the above example, these were assumed to be length of time in clinical therapy and aetiology) and, secondly, you have to know what proportions of quadriplegic patients fall into these categories. These pieces of information may be difficult or even impossible to obtain, and this makes proper quota sampling problematic.


There are other non-probability sampling techniques which are:



• Accidental sampling (use of anyone who is available and willing)



• Purposive sampling (the researcher identifies specific people to take part)



• Volunteer sampling (individuals voluntarily respond to requests for participants)



• Snowball (participants invite people they know to take part who, in turn, invite others and so on).












RANDOM SAMPLING METHODS


Random sampling is also called probability sampling and the methods that fall within this category are perhaps the most commonly used and best ways of selecting a sample. They are also a fundamental requirement of the randomised controlled trial (see Chapter 6 for a description of this method). The basic concepts were referred to in the section ‘Inferential statistics’ in the previous chapter (pp. 20–21) and consequently only a review will be presented here. The fundamental principle underpinning random sampling is that every member of the target population should have an equal chance of being selected for study. There are a number of ways in which this can be achieved, some of which are highly sophisticated and beyond the requirements and reach of the lone researcher. For instance, in simple random sampling, you can put the names of all members of the population into a hat and then draw out the number you need for your sample, just like a raffle. Alternatively, you can use random number tables. This involves giving a number to every member of the population and then using a set of random number tables to select the sample size you need. [Random number tables can be found in a number of research texts, e.g. Robson (1999).] Essentially, the process works like this. Random number tables consist of the numbers 0–99 occurring with the same probability at any point in the table. If you wanted to select 25 hallux valgus patients from a population of 100 such patients then you would assign each one of the numbers from 0 to 99 to a patient, shut your eyes and stick a pin into the random number table. From that number you work in any direction you like and, keeping to that direction, make a note of the first 25 different numbers you encounter. You then tally these up with the corresponding numbers assigned to your patients and you have your random sample. Remember not to change direction once you have started; also, if you need to select another random sample then you should enter the table at a different point and move in another direction. There are also software packages that can generate random number tables (e.g. http://www.decisionanalyst.com) which can be downloaded free.


Two variations of random sampling are worth a brief mention: stratified random sampling and systematic sampling.






Stratified random sampling


This is akin to quota sampling in that it involves the researcher defining relevant subgroups of the population. A random sample, using either the ‘raffle’ or the random number technique, would then be drawn from each subgroup. This approach ensures that all the important subsets of a population are represented in the sample but, like random sampling, it requires the names of all members of the population and is therefore costly, difficult and time-consuming.









Systematic sampling


This involves choosing every third, seventh, thirteenth or whatever, member of the population. While this is not a truly random technique, it usually provides a sample that is adequately representative of the population. The intervals should be decided in advance.


There is also cluster random sampling, which is used when the target population falls into natural clusters that might affect the results of your study if each cluster is not adequately represented. For instance, you might be concerned with conducting a survey of the attitudes of all the staff employed by a large hospital trust to moving to foundation hospital status. The target population might fall into the following groups: medical staff, nursing staff, professions allied to medicine, domestic staff, health care assistants, etc. These groups also fall into medical and surgical areas, in-patient and out-patient provision, clinical specialty and so on. To select a cluster sample, you would first need to identify the members of each possible group and then randomly pick your sample from these. So, you have to identify nurses who work in medical in-patient areas, nurses who work in surgical in-patient areas, nurses who work in medical out-patient areas, nurses who work in surgical out-patient areas, domestics who work in medical in-patient areas, domestics who work in surgical in-patient areas, etc. The researcher must identify the core groups of the target population and then, using the techniques of random sampling described above, select a sample from each cluster.


Random samples have an important advantage over other sampling techniques in that the sample, because it is more representative of the population, does not have to be a very large one. (Sample size will be dealt with later in this chapter and in Chapter 8.) However, there are major disadvantages. The researcher should theoretically be able to access all the population members before a random sample can be selected. If we think about the prospect of doing this with the topic of diabetes or cardiovascular disease, the task becomes impossible. Allied to this are the cost and resource implications; it is much cheaper and less labour intensive to use an incidental sample simply because they are, by definition, easily accessible.












SAMPLE SIZE


When you have chosen an appropriate method for selecting your sample you then have to decide how many people you want to survey.


Many would-be researchers are deterred from undertaking research because they believe they need hundreds of people to participate in it and, indeed, the meteoric rise of the randomised controlled trial as the gold standard of health care research has tended to confirm in many researchers’ minds that large-scale, multi-site projects are the only valid means of conducting research. This is not necessarily so, and indeed in many situations it may be inadvisable to have crowds of people taking part, particularly if painful procedures or ethical issues are involved. There is no easy way of establishing the best size of sample since this decision depends very largely on the research that is being undertaken. However, as a general rule of thumb, a larger sample is more likely to be representative of the population than a smaller one; moreover, where techniques of inferential statistics are being used, small sample sizes are corrected by an increase in the stringency with which the analysis is conducted. In crude terms, then, if you have only a small sample, your results have to be ‘better’ before you can draw any conclusions from them.


The procedures for calculating appropriate sample sizes depend on whether an experiment or a survey is being conducted. The method that applies to surveys will be discussed here, while that which applies to experimental methods will be presented in Chapter 8. More detailed guidelines can be found on the following website which also provides a quick and easy way of calculating sample size for surveys (http://www.decisionanalyst.com).


The issue of sample size has become a salient one in recent years. Clearly, it is very important to use a sample that is big enough to reflect with reasonable accuracy the views of the population from which it is drawn. If the sample is too small it runs the risk of being unrepresentative, which might lead the researcher to draw inaccurate conclusions. A recent personal example illustrates the case perfectly. I had to chair a PhD viva, at which there were four people present: the candidate, the two external examiners and me. Afterwards, I went with the examiners for lunch. Of the four people at the viva, three were left-handed. All three people at lunch were vegetarian. If I had believed that these two samples were representative and of adequate size, I would have come to the conclusion that 75% of the population is left-handed and 100% of them vegetarian; both conclusions are clearly nonsensical.


On the other hand, it is also important from a resource perspective not to target more people than you need. If a sample of 300 would provide a representative view, to use 400 or 1000 would be an unnecessary waste of resources, since the additional numbers do not provide a commensurate increase in accuracy of the results. In other words, if the appropriate sample size is calculated to be 300, using 600 people might increase the representativeness, but it won’t double it. Thus, the law of diminishing returns applies to sample size calculation: where time, money and resources are limited, it is important not to waste them on unnecessarily large samples. Yet it is also important that the sample is sufficiently big to reflect the views of the population from which it was drawn; calculating the correct sample size can therefore help to achieve both representativeness and cost effectiveness. It should also be noted that, besides wasting resources, an unnecessarily large sample may obscure valuable information. For example, if you had conducted a survey of 1000 stroke patients’ satisfaction with occupational therapy (OT) services, the extreme views of a few (say 10) outliers would be hidden by 990 other perspectives. But had you used a sample of 100, these outlying views would stand out more clearly. If you then looked at these respondents more closely, you might find that the outliers were all very negative about the OT services, but, moreover, that the respondents all had something in common that set them apart from the rest of the sample. For example, these respondents might all be elderly Asian women whose OT was carried out by the same young white male. It could be that their extreme dissatisfaction with service provision was a product of this particular OT’s cultural insensitivity, which would need to be addressed as a staff training issue. These illustrations should demonstrate the importance of obtaining a suitable sample size for your survey.


Determining how large your survey sample should be depends on a number of factors, such as potential sources of bias, sampling methods and the like. The method presented here will provide a conservative estimate (i.e. the largest number you would need) and is consequently suitable for the majority of surveys. In order to calculate the figure, you need two key pieces of information:



• What you predict the sample’s response will be to your question



• The standard error of your sample.


This information is expressed as the following equation:





[image: image]





where Py and Pn are the expected answers to your question and N is the number of participants you need. These terms will be explained in more detail.






Py and Pn



These terms refer to the responses the researcher anticipates will be obtained from each of the questions in the study. So, for example, if we continue with the illustration of stroke patients’ satisfaction with OT services, we might, on the basis of previous research, anticipate that 70% (or 0.7) of our respondents will be dissatisfied with the frequency of sessions with the OT (and therefore, 30% or 0.3 will be not be dissatisfied). If Py stands for the not dissatisfied proportion (0.3) and Pn stands for the dissatisfied proportion (0.7), then we would multiply these values to get the numerator (number above the line) of 0.21. (It doesn’t matter which proportion is represented by Pn or by Py). However, within the same questionnaire, there might be a question relating to the respondents’ satisfaction with the OT’s communication skills. Let us suppose we have no expectation of how the patients might respond to this. On this basis, we would assume a 50/50 split. Therefore Py and Pn will both equal 0.5, which would give us a numerator of 0.5 × 0.5 = 0.25. In essence, the more confident the researcher is about the potential responses to the questionnaire, the fewer the number of people required to take part. Where the researcher has no idea about the likely outcome, a larger sample will be required. The explanation behind this may be more evident from an actual example. In the 2000 US elections, George W. Bush was eventually confirmed as President following several recounts of the votes. The margin of difference between Bush and Gore was so small that the outcome of the election could not be predicted in advance. Any opinion polls prior to the election would have had to sample virtually the whole of the electorate in order to establish with any accuracy who the winner would be. In contrast, in the 2001 UK general election, Tony Blair got in by a massive margin, which all the opinion polls had consistently predicted. The outcome was potentially so clear-cut that only relatively small samples of the voting public needed to be polled in order to forecast the outcome with a high degree of accuracy. In other words, it is much harder to accurately predict the outcome of a close election than it is a landslide, so much larger samples are needed in close calls to achieve any semblence of precision.


While the calculation of the numerator may be mathematically easy, the underlying principles and implications are rather alarming, for two reasons. First, there will be many occasions when the researcher has no information that will enable him/her to anticipate the outcome to a question; and secondly, it is a laborious activity to calculate the required sample size for each question in the survey questionnaire, especially as the same number of respondents will be answering each question. Since many questionnaires will contain questions about which the researcher cannot make predictions, it obviously makes logical sense to calculate the sample size on the basis of those questions about which the researcher cannot make informed forecasts. This is a fail-safe or conservative position and is the basis of the guidelines provided here. Therefore, if we assume that our questionnaire will have at least one question about which we cannot anticipate the results, we must then conclude that Py and Pn both equal 0.5 (i.e. half the respondents will respond in one way and half in the other). This means that whenever you use a questionnaire in which the direction of responses to at least one of the questions is completely unknown, the numerator will always be 0.25. If, on the other hand, you can predict the outcomes of all the questions, then you can use informed and relevant proportions for Py and Pn.









Standard error


I have already outlined the reasons why the researcher needs to ensure that the sample selected for the survey should be reasonably representative of the population from which they were drawn. Any findings from a representative sample are also likely to apply to the whole parent population. The degree to which a sample reflects the relevant characteristics of the parent population is central to both surveys and experiments because the closer the sample and the population are with regard to these characteristics, the more generalisable and accurate the results are likely to be. If this is illustrated with our example of stroke patients’ satisfaction with OT services, we might find from our sample that 65% are dissatisfied with the quality of provision. This figure should approximate the views of the whole population of stroke patients. It has already been noted that the discrepancies between the responses of different samples and from the population are known as sampling errors. The usual acceptable sampling error is 5% or 0.05, which means that the researcher wants to be 95% confident that the results from his/her study are accurate to within 5% of the population’s results. Sometimes a researcher needs greater accuracy and so will reduce the acceptable sampling error to 1% (99% confident). More information about confidence limits and intervals is provided in Chapter 18. When calculating the numbers needed for your survey, you need to decide in advance how accurate you want your results to be (i.e. the acceptable size of the sampling error). The following calculations are given for the two error levels indicated above: 5% and 1%.


To obtain the standard error value for the denominator in the above equation using a 5% error limit and 95% confidence, you need to divide 5% (or 0.05) by 1.96, which is a constant value to be used with this accuracy level:
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This figure of 0.026 is the standard error and needs to be squared for use in our sample size formula above:
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If we now substitute our values into the sample size formula we get:
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Therefore, 384 is the maximum sample size required when the researcher cannot predict the outcome of at least one question in the questionnaire and when an error limit of 5% is appropriate. However, please note that this is the number required for completed questionnaires. As there will always be non-returns, it is essential that this is built into the total number of questionnaires you send out in the first place, so that you can ensure the required number are returned. A reasonable return rate for a postal questionnaire is 40%, so you would need to send out around 1000 questionnaires, to ensure that you obtained the 384 required.


Should you ever wish to reduce the error limit to 1% (or 99% confidence), then the constant value which should be substituted is 2.576.


Once you have collected your results you then have to make sense of them. Some ways in which this can be done are described in the next chapter.


It may be worth pointing out that decisions concerning surveys or any other type of research approach can never be perfect; because of the practical difficulties and complexities of field and applied research, compromises in design always have to be made. However, it is important that the researcher knows the pros, cons and implications of any decision before implementing it, and this text is an attempt to provide some of this basic information.


If you are interested in finding out more about survey methods, the books listed in Further reading might be useful:





Key Concepts






• Surveys are a research approach which involves collecting data from a large number of people, either by questionnaires or interviews, so that an overview of that group can be obtained.



• Surveys can be prospective in design or retrospective. Retrospective surveys are more commonly used but, as they rely on people’s recall of events, they may be flawed by selective or inadequate memory.



• Deciding on who takes part in your study is called sampling. The general idea behind sampling is that you can generalise the results from your sample to the rest of the population from which they were drawn.



• There are a number of different sampling methods, each of which has its own advantages and disadvantages.



• The appropriate size for the sample is not easy to determine, since it depends very much on the subject being studied, as well as on the researcher’s knowledge of the relevant population’s characteristics.



• Calculating an appropriate sample size for a survey requires the researcher to have some information about the probable responses to the questions in the survey instrument; where the researcher cannot make an informed prediction, the most usual required sample size will be 384 participants.
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