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    Statistics is a complex and multi-faceted field that is relevant to many disciplines including business, science, technology, engineering and mathematics. Statistical analysis and research is critical to understanding data sets, compiling and analyzing scientific results and presenting findings. Without statistics, research would grind to a halt for lack of support and discourse regarding presentation of results. We rely on statistics and analysis to make sense of patterns, nuances and trends in all aspects of science.




    This volume presents a brief but thorough overview of common statistical measurements, techniques and aspects. It discusses methods as well as areas of presentation and discourse. Chapter 1 presents an introduction to the field and relevant data types and sample data. Chapter 2 highlights summarizing and graphing, including relevant charts such as histograms, box plots, and pie charts. Chapter 3 discusses the basic concepts of probability by discourse on sample events, sample spaces, intersections, unions and complements. Chapter 3 also encompasses conditional probability and independent events as well as basic principles and rules. Chapter 4 targets random variables, including discrete values and binomial distributions. Chapter 5 summarizes continuous random variables as well as the normal distribution. Chapter 6 surveys sampling distributions, the sample mean and the central limit theorem. Chapter 7 holds forth on estimation, including intervals of confidence and the margin of error. Chapter 8 covers hypothesis testing as well as the t-test and z- test. Chapter 9 speaks about the important topics of correlation and regression. Chapter 10 briefly examines the ethics associated with statistics, including the tenets of ethical conduct for those in the discipline.




    In short, this book presents a brief scholarly introduction to the chief topics of interest in statistics. It is hoped that this volume will provide a better understanding and reference for those interested in the field as well as the greater scientific community.




    I am grateful for the timely efforts of the editorial personnel, particularly Mrs. Humaira Hashmi (Editorial Manager Publications) and Mrs. Fariya Zulfiqar (Manager Publications).
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      Abstract




      The field of statistics is vast and utilized by professionals in many disciplines. Statistics has a place in science, technology, engineering, medicine, psychology and many other fields. Results from statistical analysis underlying both scientific and heuristic reasoning, and therefore, it is important for everyone to grasp basic statistical methods and operations. A brief overview of common statistical methods and analytical techniques is provided herein to be used as a reference and reminder material for professionals in a broad array of disciplines.
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      INTRODUCTION




      The field of statistics deals with the collection, presentation, analysis and use of data to make decisions and solve problems. Statistics is important for decision-making, cost-benefit analysis and many other fields. A good grasp of statistics and statistical methods can be beneficial to both practicing engineering as well as practicing businessmen. Specifically, statistical techniques can be a powerful aid in designing new products and systems, improving existing designs and developing and improving production processes. Statistical methods are used to help decide and understand variability. Any phenomenon or operation which does not produce the same result every time experiences variability. Individuals encounter variability in their everyday lives, and statistical thinking and methods can be a valuable aid to interpret and utilize variability for human benefit. For example, consider the gas mileage of the average consumer vehicle. Drivers encounter variability in their gas mileage driven by the routes they take, the type of gas they put in their gas tanks, and the performance of the car itself as examples. There are many more areas in which variability is introduced, all of which drive variability related to the gas mileage of the individuals’ car. Each of these are examples of potential sources of variability in the system of the car. Statistics gives us a framework for describing this variability as well as for learning which potential sources of variability are the most important or have the greatest impacts on performance. Statistics are numerical facts or figures that are observed or obtained from experimental data.




      Data is typically collected in one of two ways, either observational study or designed experiments. Data can also be obtained via random sampling or randomized experiments, but it is difficult to discern whether the data has any statistical significance- that is, is the difference found in the sample strictly related to a specific factor [1]. Simply put, is there a cause-and-effect relationship between the observed phenomena and the result? It is far more useful to collect data using observational study or designed experiments for statistics, as researchers can better narrow, understand and discard confounding factors within the gathered data set.




      The first way that data can be collected is by observational study. In an observational study, the researcher does not make any impact on the collection of the data to be used for statistics; rather, they are taking data from the process as it occurs and then trying to ascertain if there are specific trends or results within that data [1]. For example, imagine that the interested researcher was curious about whether high iron levels in the body were associated with an increased risk of heart attacks in men. They could look at the levels of iron and other minerals within a group of men over the course of five years and see if, in those individuals who displayed high iron levels, there were more heart attacks. By simply tracking the subjects over time, the researchers are performing an observational study [1]. It is difficult in an observational study to identify causality as the observed statistical difference could be due to factors other than those the researchers are interested in, such as stress or diet in our heart attack example. This is because the underlying factor or factors that may increase the risk of heart attack was not equalized by randomization or by controlling for other factors during the study period, such as smoking or cholesterol levels [2]. Another way that observational data is obtained to by data mining, or gleaning information from previously collected data such as historical data [1]. This type of observational study is particularly useful in engineering or manufacturing, where it is common to keep records on batches or processes. Observational engineering data can be used to improve efficiency or identify shortcomings within a process by allowing a researcher to track a trend over time and make conclusions about process variables that may have positively or negatively caused a change in the final product.




      The second way that data can be obtained for statistical work is through a designed experiment. In a designed experiment, the researcher makes deliberate or purposeful changes in the controllable variables of a system, scenario or process, observes the resultant data following these changes and then makes an inference or conclusion about the observed changes. Referring to the heart attack study, the research could design an experiment in which healthy, non-smoking males were given an iron supplement or a placebo and then observe which group had more heart attacks during a five-year period. The design of the experiment now controls for underlying factors, such as smoking, allowing the researchers to make a stronger conclusion or inference about the obtained data set. Designed experiments play an important role in science, manufacturing, health studies and engineering as they help researchers eliminate confounding factors and come to strong conclusions [1]. Generally, when products, guidelines or processes are designed or developed with this framework, the resulting work has better performance, reliability and lower overall costs or impacts. An important part of the designed experiments framework is hypothesis testing. A hypothesis is an idea about a factor or process that a researcher would like to accept or reject based on data. This decision-making procedure about the hypothesis is called hypothesis testing. Hypothesis testing is one of the most useful ways to obtain data during a designed experiment, as it allows the researcher to articulate precisely the factors which the researcher would like to prove or disprove as part of the designed experiment [1].




      Modelling also plays an important role in statistics. Researchers interested in statistics can use models to both interpret data as well as to construct data sets to answer hypotheses. One type of model is called a mechanistic model. Mechanistic models are built from underlying knowledge about physical mechanisms. For example, Ohm’s law is a mechanistic model which relates current to voltage and resistance from knowledge of physics that relates those variables [1]. Another type of model is an empirical model. Empirical models rely on our knowledge of a phenomenon but are not specifically developed from theoretical or first principles understanding of the underlying mechanism [3]. As an example, to illustrate the difference between mechanistic models and empirical models, consider the bonding of a wire to a circuit board as part of a manufacturing process. As part of this process, data is collected about the length of the wire needed, the strength of the bond of the wire to the circuit and the amount of solder needed to bond the wire. If a researcher would like to model the amount of solder needed to bond the wire related to the amount of force required to break the bond, they would likely use an empirical model as there is no easily applied physical mechanism to describe this scenario. Rather, the researcher determines the relationship between the two factors by creating a plot that compares them. This type of empirical model is called a regression model [1]. By estimating the parameters in regression models, a researcher can determine where there is a link between the cause and effect of the observed phenomena.




      Another type of designed experiment is factorial experiments. Factorial experiments are common in both engineering and biology as they are experiments in which several factors are varied together to study the joint effects of several factors. Returning to the circuit board manufacturing example, an interested researcher could vary the amount of solder along with the length of wire used to determine if there are several alternative routes to obtain the strongest connection for the wire to the circuit board. In factorial experimental design, as the number of factors increases, the number of trials for testing increases exponentially [1]. The amount of testing required from study with many factors could quickly become infeasible from the viewpoint of time and resources. Fortunately, where there are five or more factors, it is usually unnecessary to test all possible combinations of factors. In this instance, a researcher could use a fractional factorial experiment, which is a variation on the factorial experiment in which only a subset of the possible factor combinations is tested. These types of experiments are frequently used in industrial design and development to help determine the most efficient routes or processes.


    




    

      Data Types




      There are many different types of data that are utilized in statistics. Data within statistics is also known as variables. We will discuss six different types of variables within this text: independent, dependent, discrete, continuous, qualitative and quantitative variables [2]. Variables, as a general definition, are the properties or characteristics of some event, object or person that can take on different values or amounts. In designed experiments and hypothesis testing, these values are manipulated by the researcher as part of the study. For example, in the heart attack study, the researcher might vary the amount of iron in the supplement an individual received as part of the variables within the study. That variable is then referred to as the independent variable. In the same study, the effect of this iron supplement change is measured on the prevalence of heart attacks. The increase or decrease of a heart attack related to the amount of iron received in the supplement is referred to as the dependent variable. In general, the variable that is manipulated by the researcher is the independent variable, and its effects on the dependent variable are measured [1]. An independent variable can also have levels. For example, if control is included in the heart attack study, where participants receive a set amount of iron in the supplement, then the experiment has two levels of independent variables. In general, the number of independent variable levels corresponds to the number of experimental conditions within the study [4]. An important distinction between variables is that of qualitative and quantitative variables. Qualitative variables are variables that are not expressed in a numerical fashion, for instance, the eye or hair color of an individual or their relative girth or shape [2]. For example, when describing a subject, a researcher might refer to a body type as a pear shape. This variable is a qualitative type of variable as it does not have a numerical association. Qualitative-type variables can also be called categorical variables. Quantitative variables are those variables that are associated with a numerical value. For example, the grams of iron received in a supplement with the heart attack study would be a quantitative type of variable. Variables can also be discrete or continuous [2]. Discrete variables are those variables that fall upon a scale or within a set range. A good example of a discrete variable is the age range of a selection of patients within the study of a researcher. For example, the desired range of participants may be males between the age of 35 and 50. The age of each participant within the study falls upon a discrete scale with a range of 35 to 50 years of age. Each year is a discrete step; when an individual reports their age, it is either 35 or 36, not 36.5. Other variables, such as time spent to respond to a question, might be different, for example, this type of answer could be anywhere from 3.57 to 10.8916272 seconds. There are no discrete steps associated with this type of data, therefore the data is described as continuous rather than discrete [2]. For datasets like this, it is often practical to restrict the data by truncating the value at a set point, for example, at the tens or thousandths place, so it is not truly a continuous set.




      

        Sample Data




        When dealing with statistical data, it is important to identify the difference between population data sets and sample data sets. The type of data set utilized is important to understand as it is relevant to the available statistical tests that can be performed using that data set. For example, a small data set may necessarily be excluded from a statistical test that requires more results, such as a standard deviation-type statistical test [5]. Population data refers to the entire list of possible data values and contains all members of a specified group [2, 3]. For example, the population of all people living in the United States. A sample data set contains a part, or a subset of a population. The size of a sample data set is always less than that of the population from which it is taken. For example, some people living in the United States. Another way to think about the difference between population data and sample data would be to consider the heart attack example from earlier in the chapter. In this example, for population data, one might consider the entire population of males within the United States between the ages of 35-50 who have experienced a heart attack. A sample data set from this population might be only males who were taking an iron supplement who had experienced a heart attack. When performing calculations related to sample data sets versus population data sets, statisticians use the large letter N for the number of entries of population data and the small letter n for the number of entries of sample data [2, 3]. When calculating the mean for both types of data sets, for population data, the term ӿ is used, while the term µ is used for the calculation of the mean for sample data sets.




        For sample data sets, it is important to remember that these data sets are only parts of a whole, therefore when data is chosen for sampling, it is important to be mindful of the demographics of the data [3]. For example, if a data set represents a population that is 60% female and 40% male, the sample data set should also reflect this demographic breakdown.




        Sample data sets are particularly important in marketing [3]. For example, imagine a business wants to sell a product to a subset of its current customers who don’t yet own that product. The marketing department makes up a leaflet that describes the aspects of the products, the advantages of owning the product in addition to the company’s other offerings, etc. The business estimates that of their 1 million customers, about 8 percent of them will buy the product, or about 80,000. Does the company send out 1 million leaflets to attempt to capture the 80,000 interested customers? No, they will put together a sample data set of customers who are likely to be most interested, based on previous purchases, business demographics, age, income and so on. This sample set of customers will reflect a subset of the million existing customers, which will allow the marketing department to reach a wide audience without blanketing their entire customer base in leaflets.




        Sample data sets are also utilized heavily in data modelling [6]. When building a data model, it is important to test and train the model using sample data sets for validation. At least two datasets are typically used, but models may use up to as many as ten datasets to complete and cross-validate their model and its representative tools or outputs [3]. The number of datasets utilized for validation depends on the amount of cross-validation desired for the data model. Cross-validation is the comparison of results from distinct datasets to validate precision [3]. If greater precision is required, more datasets are used to achieve greater cross-validation. The purpose of cross-validation is to minimize errors in analysis by using each record once for testing and once for training. The sets are then swapped, and the experiment is repeated. The total error is determined by summing up the total errors for both runs [3]. It is important to note that the data samples occur in equal-sized subsets in each dataset used in this way for cross-validation. For example, if there are ten records in sample dataset A for cross-validation, there must also be ten records in sample dataset B. This is called the k-fold cross-validation method, where k represents the number of partitions, runs, and times the method is repeated [5]. For a special case of the cross-validation method, the method sets k=N, where N is the size of the datasets [3]. This is a special case which requires many subsets and generates a high degree of validation, resulting in a well-trained and well-distributed data model. The extraction of datasets for cross-validation and modelling requires that the distribution of results for each variable will be the same in the sample dataset as in the larger dataset [3]. For example, if a 5% sample dataset is desired to be extracted from a data set containing 1 million entries, one cannot simply select the first 50,000 entries in the database, as these entries may be all women and not represent the distribution of 40% women and 60% men that are present in the entire dataset. To avoid this bias, a random data extraction method could be used to construct the sample dataset, such as the rand () function in Microsoft Excel. Another method of extracting random variables is to use the Java coding language to create a random floating-point variable which can then be pinned to extract a random set of variables in a large dataset. The Oracle brand software can also do this, using a random integer generating function to seed a dataset for sample extraction [3]. The random method of dataset construction also needs to be checked against the full dataset using statistical analysis to determine if the sample dataset represents the full dataset correctly. One method of determining this is to set an error tolerance margin for the sample dataset [6]. For example, an error tolerance margin of 10% would allow for variation from the representative distributions of the full dataset to be no greater than 10%. Statistics such as the numerical average, standard deviation, modal values, correlations and frequencies between the sample dataset and full dataset are utilized to be sure that the sample dataset is correctly represented with respect to the overall dataset [7]. It is also important to note that the method of random data selection to generate sample datasets also does not build in error tolerance, so the same data may be selected twice, or similar records may be included that do not well represent the demographic of the overall dataset. Therefore, it is important to perform additional statistical analysis on datasets before they are utilized and to interrogate datasets to make sure they are unique and non-repeating records or values [8]. Repeated records or values can also artificially inflate values from cross-validation sets as those sets will match more frequently and appear to increase the model validity, while they are not actually returning unique values.




        It is also important when extracting multiple datasets to not repeat records. Records in each sample dataset should be exclusive and unique [3]. This is done by removing or flagging the values in sequential datasets in the main model, using a qualifier or director such as “not in” when choosing the data for the next sample dataset.




        Validation of sample datasets is done in several ways. A simple way to check the validity and quality of data is to graph the data for the distribution of the key variables [7]. The data should ideally follow a uniform or Gaussian-shaped bell curve distribution. Outlying variables can then be inspected to eliminate extreme values from the ends of the curve.


      


    




    

      CONCLUSION




      In conclusion, the field of statistics has many methods of data collection. Careful collection of data and validation of data sets is vital to achieving correct and valuable answers to statistical questions. Sample data can be used as a baseline for data sets when performing necessary statistical modelling, or population data can be used to understand a large subset of data or a particular group. There are many choices when collecting data as well as utilizing data or data subsets, and it is important to make sure that methods are well documented and understood when beginning.
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