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    All living organisms face two major challenges: to adjust to constantly changing environment and to protect themselves from pathogens. How organisms integrate responses to these challenges is the subject of this book. Cellular machinery can function properly only in a narrow range of condition. The same is true for multicellular organisms. When conditions deviate from the acceptable range, that creates stress and requires change. Physical stress can be caused by starvation, heat, cold, irradiation, and other factors. In addition, higher animals can experience mental stress caused by fear, neglect, isolation etc. Stress response is a set of measures that preserve homeostasis in the face of environmental changes. Pathogens are another challenge for most life forms. Viruses and mobile genetic elements infect all organisms. Multicellular organisms can also be infected by bacterial and eukaryotic pathogens. These subjects are presented in the first two chapters of the book.




    The next section presents the elaborate mechanisms of stress and immune responses in bacteria and archaea. A common response to stress in prokaryotes includes, among other means, switching to an alternative transcriptional mode. Prokaryotic immunodefense mechanisms are built on two strategies that are also conserved in eukaryotes. One is innate immunity based on genetically encoded molecules/receptors. The other — adaptive immunity is based on unique molecules/receptors that are created de novo in response to infection.




    Eukaryotic stress response is discussed next. Global inhibition of translation, called integrated stress response, is a common reaction to many stresses in eukaryotic cells. In multicellular organisms, most individual cells have autonomous immunodefense mechanisms which function in collaboration with stress response. Some stress responses can participate in immunodefense. A notable example is unfolded protein response. It cleanses the cell of misfolded proteins plus also targets viral proteins because of their difference from cellular proteins. In animals, cellular stress response can trigger cytokine production and systemic response, which includes inflammation and engagement of specialised immune systems. Even subtle changes in homeostasis can activate such a response. The incredible sensitivity of cellular machinery to changes has a dark side; stress and ensuing immune mechanisms such as inflammation and complement can be induced without infection or substantial injury and lead to pathology.




    In complex organisms with specialised immune systems, discussed next, the relationship between stress and immunity becomes more complex and sometimes antagonistic. Mental stress can cause activation of immune mechanisms, which, in turn, can affect the brain’s functioning, and behavior. In the recent decade, science has discovered the paramount importance of interaction of all levels of stress response with immunity in the etiology of many human diseases from atherosclerosis to Alzheimer’s.
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      Abstract




      Life is ubiquitous on Earth wherever liquid water is present. The three domains of life Eukaryota, Bacteria, and Archaea, although very different, have a common origin. They share the basic enzymatic machinery, and they use ATP as an energy source. Every organism is adapted to a specific set of environmental conditions. Divergence from such conditions disturbs the normal functioning of the organism and generates stress - a pressure to adapt to the new conditions. Stress can be caused by many factors, from lack of nutrients to heat, cold, radiation, and toxins. Organism’s reaction to stress is called stress response. It involves modification of cellular functioning, which may include activation of specific transcriptional programs, modification of membranes and proteins, production of protective compounds, and metabolic adaptations. Every type of stress causes similar problems in all organisms; for example, heat causes protein denaturation. A universal response to this problem is the production of chaperones that help proteins to refold and of other compounds that stabilize protein structure. Accordingly, diverse organisms share many features of their stress responses.
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      INTRODUCTION




      Earth is booming with life. Living organisms populate water, soil, and air. They are found in cold permafrost, in hot deserts, deep in the ocean under high pressure, on mountaintops under low pressure, and even in radioactive mines. Living organisms created many current features of our planet from the oxygenic atmosphere to mineral deposits and soil. A single living organism is fragile and easy to destroy but life, as a whole, seems unstoppable. Modeling of astrophysical events shows that even extreme conditions like the boiling of oceans are unlikely to lead to global sterilization of our planet [1]. What makes life so resilient? We will discuss this in the following chapters.




      

        



        1.1. Conditions that Support Life




        Currently, three domains of life are recognized, Eukaryota, Bacteria, and Archaea




        although some data suggest Eukaryota belong to the Archaea domain [2-4] (Fig. 1A). The origin of eukaryotes is one of the central events in evolution since it led to complex multicellular organisms. Eukaryotes differ from bacteria and archaea by the presence of the endomembrane system, the nucleus, and other organelles as well as by mitosis, and meiotic sex in their cells. They are thought to be chimeric organisms derived from an archaeal ancestor that incorporated the bacterial ancestors of the mitochondria and chloroplast. Animal mitochondria and plant chloroplast arose from proteobacteria and cyanobacteria, respectively [5-8]. They preserved part of their DNAs although most of their proteins are encoded in the nucleus. These organelles are used by eukaryotes to produce energy. Archaeal host cell could belong to the superphylum “Asgard”, which has the closest association with eukaryotes in phylogenomic analyses [9, 10]. It is still debated at what evolutionary stage mitochondria were acquired and if it was captured through phagocytosis or through symbiotic interaction [11, 12].




        It is believed that all living organisms are descendants from the last universal common ancestor (LUCA), which lived >3.5 billion years (Ga) ago [13]. The earliest signs of life are found in 3.95 Ga sedimentary rocks in Labrador [3, 14]. The Earth is 4.5 Ga old but was lifeless until it cooled down by 4.2-4.3 Ga and oceans formed. It means that life originated in 200 million years window. The earliest signs of life on land are found in the 3.5 Ga old hot spring deposits in New Zealand [15]. At approximately 3.4 Ga, Bacteria and Archaea lineages formed [3]. This time is also marked by the earliest signs of oxygen in Earth atmosphere, which continued to increase for the next billion years leading to the emergence of oxygen-tolerant organisms and eukaryotes at ~ 2. 2 Ga, and multicellular life at ~1.5 Ga. All modern organisms still share many basic cellular processes. A number of human genes have recognizable homologs in bacteria and archaea [9, 16]. Amazingly, there is not much difference in the number of genes between human and bacteria. The Human genome has ~19,000 protein-coding genes while the genome of a free-living bacteria Sorangium cellulosum has 11,599 genes [17, 18].




        The universal prerequisite for life as we know it is the presence of liquid water. At the normal atmospheric pressure, water is liquid between 0°C and 100°C. At high pressure such as at the seafloor hydrothermal vents, water stay liquid up to 150°C. Increased salinity may extend freezing temperature to –20°C. Based on water properties, –20°C and 150°C could be the theoretical cut-off points for life.




        In addition to water, also required is a source of the major building elements of life known as CHNOPS (carbon, hydrogen, nitrogen, oxygen, phosphorus, and sulfur), several metals, and a source of energy to support cellular functions [19]. Living cells generate energy by oxidation of mineral or organic compounds or by absorbing light. Some organisms are autotrophs (“self-feeding”, from the Greek autos “self” and trophe “nourishing”). They make organic compounds from simple inorganic substances such as CO2, using the energy of the sun or chemical reactions. The universal common ancestor LUCA might have been an autotroph organism that fixed CO2 using H2 as an electron donor and lived in an alkaline hydrothermal vent [13]. Photoautotrophs such as cyanobacteria and plants use photosynthesis both for energy and CO2 acquisition. Chemoautotrophs get nutrients and energy directly from thermal sources and compounds such as methane, hydrogen sulfide, ammonia, and metal ions. In contrast, heterotrophs use organic compounds made by other organisms to get nutrients and energy. Animals are typical heterotrophs. Some heterotrophs need organic compounds as a source of carbon but are able to use light or inorganic compounds as a source of energy. For example, photoheterotrophs use light for energy but organic compounds as a carbon source. Some organisms require oxygen for survival while for anaerobic organisms oxygen is toxic.




        In addition to nutrients and energy, life is possible only inside a certain range of environmental conditions such as temperature, pressure, salinity, pH, etc. [19]. The acceptable range of conditions is different between living forms. Most organisms are adapted to a stable environment with moderate conditions. They are mesophiles. However, there are a lot of extreme environments on Earth including Polar regions, deserts, seafloors, volcano springs, and high mountains. Organisms called extremophiles populate these places [20, 21]. Archaea are especially common among extremophiles and versatile in their energy sources from sugars to hydrogen gas. Not only microorganisms can tolerate extreme environment. Antarctic ocean, for example, has rich biodiversity with organisms of various complexities from bacteria to fish [22]. Therefore organisms differ in ways they obtain energy and carbon and which specific environmental conditions they adapted to.


      




      

        



        1.2. Life is Fueled by ATP




        The living cell needs energy to fuel cellular processes and growth. Adenosine triphosphate (ATP) is a universal energy carrier for the majority of cellular functions including synthesis of macromolecules, transport, maintenance of cell structure, motility, and cell division. Energy is stored in ATP as phosphoanhydride bonds between adjacent phosphates, especially between the second and third phosphate (Fig. 1B). When cells need energy for some processes, they use ATP hydrolysis or phosphorylation by ATP.




        ATP is produced by phosphorylation of ADP or AMP by various enzymes in energy-releasing processes. Metabolic processes that use ATP convert it back to its precursors so that ATP is constantly recycled in cells. It is calculated that a marathon runner needs to re-synthesize approximately 60 kg of ATP during a 2-hour run [23].




        ATP production and use depend on several molecules that can be easily oxidized and reduced. Coenzyme Q can cycle between oxidized ubiquinone (UQ) state and fully reduced ubiquinol (UQH2) state [24] (Fig. 1C). The intermediate semiquinone (QH) form can result from partial reduction. Another important molecule involved in energy production is nicotinamide adenine dinucleotide (NAD) [25]. NAD also can accept or donate electrons in reduction-oxidation (redox) reactions and continuously cycles between two forms, NAD+ and NADH. NAD+ is an oxidant; when it oxidizes some molecule, it is converted into NADH; when NADH reduces another molecule it is re-oxidized back to NAD+. Flavin adenine dinucleotide (FAD) also exists in different redox states by accepting or donating electrons [26].




        The major pathways of ATP biosynthesis include substrate phosphorylation and oxidative phosphorylation. In the substrate level phosphorylation, the phosphate group from a phosphorylated reactive substrate is transferred to ADP to form ATP. Phosphorylated reactive substrates are generated in processes such as glycolysis, stepwise oxidation of glucose into pyruvate. Two molecules of ATP and two molecules of NADH are generated during the oxidation of one molecule of glucose. Pyruvate can be further oxidized in mitochondria to generate more ATP and NADH.




        Mitochondria, bacteria, and archaea use their membranes to generate ATP by oxidative phosphorylation. To explain this process, Peter D. Mitchell proposed the chemiosmotic hypothesis in 1961, which was confirmed later and awarded the Nobel prize in 1978 [27]. He suggested that mitochondria built an electrochemical gradient across their inner membranes by pumping protons from the mitochondria interior called matrix into intermembrane space using the energy of NADH and FADH2. Backflow of protons to the matrix through ATP synthase drives ATP synthesis.




        Protons are pumped across the membrane by the electron transport chain [28]. The chain starts with NADH: ubiquinone oxidoreductase (complex I) that catalyzes the transfer of two electrons from NADH to ubiquinone (UQ). As the electrons pass through this complex, four protons are pumped from the mitochondrial matrix into the intermembrane space. In addition, the reduction of ubiquinone to ubiquinol UQH2 takes two more protons from the matrix.




        Complex II, succinate dehydrogenase, also supplies electrons to the electron chain by oxidation of succinate to fumarate and reduction of ubiquinone. Electrons that originate in beta-oxidation of fatty acids and catabolism of amino acids and choline also enter the electron chain and reduce ubiquinone to ubiquinol. Therefore ubiquinol (UQH2) is generated by several mechanisms.




        
[image: ]


Fig. (1))


        A. The three domains of life. Eukaryotes evolved inside Archaea domain and incorporated bacteria as their cellular power stations. LUCA – the last universal common ancestor. B. ATP is a universal energy carrier for all life forms. The high-energy bond is highlighted. C. Coenzyme Q can exist in oxidized or reduced states by accepting or donating electrons.



        Next, ubiquinol-cytochrome c reductase complex III catalyzes the transfer of electrons from UQH2 to cytochrome c; this reaction results in ubiquinone UQ, reduced cytochrome c, and transfer of four H+ to the intermembrane space.




        The final protein in the electron chain is cytochrome c oxidase (complex IV) that transfers electrons from cytochrome c to oxygen while pumping protons across the membrane. Different eukaryotes have some unique features in their mitochondrial electron chains.




        Moving protons across the mitochondrial membrane creates a negative charge on the inside of the membrane ∆ψ and a difference in H+ concentration across the membrane (∆pH). Together they form electrochemical gradient across the membrane, which is called proton-motive force (PMF) [29].




        Oxidative phosphorylation has a drawback; it can produce reactive oxygen species (ROS) as side products when complex III leaks electrons to O2 and generates superoxide [30]. Many species possess alternative oxidases that can transfer electrons directly from UQH2 to oxygen, which lowers the production of ROS. Such oxidases are induced in response to stress and infection [31].




        An alternative way to generate PMF is by using light as a source of energy. In plants, after absorption of light, activated chlorophyll strips an electron from the water molecule oxidizing it into O2 and H+ through several intermediates. Then chlorophyll donates an electron to the electron transport chain. This flow of electrons is used to transport H+ across the membrane to create PMF and synthesize ATP and NADPH [32]. ATP and NADPH are used in the next stage of photosynthesis to capture and reduce carbon dioxide from the air to form sugars. Photosynthesis emerged early in life history. The first photoautotroph oxidized not water but chemical substances such as hydrogen sulfide. Water-oxidizing organisms evolved by 3.5–3.8 Ga ago [33].




        Some microorganisms use a simpler method to exploit the energy of light for building the chemiosmotic potential. They use rhodopsins, photochemically reactive membrane-embedded proteins bound to the chromophore retinal [34]. Light absorption by retinal triggers photoisomerization of rhodopsin and a proton pumping action. This produces a proton gradient more directly.




        Instead of oxygen, some organisms use other electron acceptors such as nitrate, iron (III), carbon dioxide, sulfate and even arsenate [35]. Ecosystems at deep seafloor often rely on oxidizing organic compounds or molecular hydrogen (H2) while reducing sulfate (SO42-) to hydrogen sulfide (H2S) [36]. Cooperation between bacteria and archaea has been observed in marine sediments where anaerobic oxidation of methane is performed by an association of methanotrophic archaea and sulfate-reducing bacteria with direct transfer of electrons between species [37-39].




        Next, electrochemical PMF created by various means is used by ATP synthases to generate ATP from ADP and phosphate. Paul Boyer and John E Walker shared the 1997 Nobel prize for the discovery of rotary catalysis employed by ATP synthases for energy conversion [40]. ATP synthases are found in membranes of all living organisms. They consist of multiple proteins that form catalytic heads and membrane ring rotors [41]. Two aqueous channels, each spanning one half of the membrane, pass protons to and from glutamates in the ring rotor [42, 43]. Intermembrane space has pH higher that matrix. A proton enters the intermembrane channel at pH 7.2 and protonates glutamate of the ring causing its rotation. Rotation brings the protonated glutamate to the matrix channel that has pH 8.0, which causes glutamate deprotonation. The rotation is propagated through the central stalk to the catalytic head causing a series of conformational changes leading to ATP synthesis. Ring motor can rotate at a speed up to 400 rps [44]. ATP synthases can also work in reverse and generate PMF via ATP hydrolysis.




        Prokaryotes often have several diverse electron chains adapted to specific conditions and energy sources. Escherichia coli lives both in the anaerobic environment of the gut and aerobic environments of the soil. Its electron-transport chain has many alternative dehydrogenases, terminal reductases, oxidases, and quinones [45]. It also has isoenzymes for various electron acceptors such as O2 and nitrate and electron acceptors such as formate, H2, NADH, and glycerol-3- phosphate. In the aerobic environment, O2 is the preferred electron acceptor and it represses the terminal reductases of anaerobic respiration. In anaerobic respiration, aerobic metabolism is repressed and among terminal reductases, those that support the best growth rate are expressed while others are repressed. For example, if nitrate is present in the environment, it represses other terminal reductases, such as fumarate or DMSO reductases. Electron acceptors also regulate the expression of dehydrogenases. This elaborate system let E. coli survive in a diverse environment with different oxygen levels and different food sources.


      




      

        



        1.3. Sensing Environment




        Any cell needs information about its environment, including the levels of nutrients and toxins, temperature, salinity, pH, and presence of other cells and pathogens. Surface or cytoplasmic molecules sense conditions important for cell survival and signals are transmitted inside the cell up to DNA. Most signals recognized by cells are chemical in nature. Some cells can also sense light and mechanical stimuli.




        Prokaryotes use various sensing systems [46, 47]. The simplest signaling system is one-component that combines in one molecule a sensory domain and a regulatory domain. The typical two-component system consists of the sensor histidine kinase that responds to intra- and extracellular signals by catalyzing the phosphorylation of a corresponding response regulator that can bind DNA, RNA, another protein, or have enzymatic activity [48-50]. These regulators adjust gene expression or cellular physiology to environmental changes. Two-component systems in bacteria are the major instrument to sense environmental changes and adjust to them. Some signaling systems induce secondary messengers such as cAMP that have global effects on cell physiology. Two-component systems exist in some eukaryotes such as plants and yeasts [51].




        In eukaryotic cells, most sensors are G-protein coupled receptors, ion channel receptors, and enzyme-linked receptors. Signals are usually amplified in signal transduction cascades and involve second messengers [52-55].


      




      

        



        1.4. Homeostasis




        Living organisms populate extremely diverse environments with different temperature, pressure, salinity, pH, radiation levels, etc. Moreover, their external conditions constantly change with the day/night cycle, seasons, and other factors. On the other hand, cellular enzymatic machinery can function optimally only within a narrow range of conditions, which creates a necessity for organisms to maintain the stability of their internal environment despite external changes. Claude Bernard first recognized this requirement in 1865 and suggested that “milieu interieur” of the body needs to be actively stabilized against external disturbances [56]. Walter Bradford Cannon expanded Bernard’s ideas and coined the term ‘homeostasis’ in 1926. This term is composed of Greek homeo, meaning “similar”, and stasis meaning “staying still”.




        Organisms have various systems that maintain homeostasis at the cellular, tissue, and organismal levels. Most current models postulate that these mechanisms maintain physiological variables within an acceptable range by comparing the actual value of the variable with an optimal value or “set point” or rather a range of values [57, 58]. Integral feedback steers the physiological variable to the desired set point despite stochastic fluctuations or “noise” in genetic circuits [59, 60].




        Two types of variables are distinguished in homeostatic systems; regulated variables such as blood glucose, core temperature, or blood pressure and controlled variables such as the rate of gluconeogenesis. Multiple controlled variables usually contribute to the stability of a particular regulated variable. For example, the blood glucose level is affected by the rate of gluconeogenesis and insulin activity among other factors. Blood pressure also depends on many factors including blood volume, vascular tone, and cardiac output [61]. In turn, blood volume depends on the concentration of salt in the blood, which is regulated through sodium ions reabsorption in the kidney (controlled variable).




        Homeostatic regulation of living organisms is often described in terms of system dynamics [62]. In these terms, regulated variables are described as stocks of the living system while controlled variables are system’s flows. In order to keep a regulated variable/stock within the optimal range, it is monitored by so-called Controller that compares its value with a set point and generates a signal proportional to the difference. The signal acts on so-called Plants that adjust flows into and out of the system to bring a regulated variable closer to the set point. Controllers are usually endocrine cells or sensory neurons. Pancreatic beta cells are a Controller for blood glucose; they detect elevated glucose level and releases insulin, which acts on various tissues (Plants) that increase glucose uptake. Blood pressure is sensed through baroreceptors, the mechanosensitive afferent nerve endings in the wall of blood vessels. They detect deviation of blood pressure from the optimal range and induce changes in sympathetic signaling to adjust it.




        Variables that are maintained at the systemic level are referred to as “System stocks”, while those maintained at the plant level are referred to as “Plant stocks”. Blood glucose system stock is maintained by insulin, glucagon, and catecholamines while glucose Plant stock in skeletal muscle is monitored by intracellular sensors and maintained by metabolic activity. System stocks are often monitored by specialized receptors such as the transient receptor potential (TRP) superfamily of channels that sense various variables from temperature to membrane stretch [63]. Some Plant stocks represent storage substances such as glycogen or fat that buffer regulated variables such as glucose or fatty acids from variations caused by their intake and expenditure. Energy expenditure is also maintained within a narrow physiological range [64].




        Some regulated variables can have adjustable set points. For example, the temperature of a human body increases during infection to a higher set point [65]. During winter, many mammals can enter a state of hibernation with low metabolic activity and a drop of temperature [66]. Homeostatic systems with adjustable set points are more flexible than systems with fixed set points but are more susceptible to dysregulation. Body weight and adiposity have adjustable set points that let an organism to accumulate nutrients during food abundance, which has an adaptive value when food is not regularly available but in modern society may lead to an obesity epidemic [67].




        Organism integrates numerous signals from stocks and flows to maintain homeostasis [62]. They include signals from system Controllers such as insulin and glucagon reporting blood glucose level, signals reporting Plants stocks, those of Storage stocks, and values of flows such as a signal from gut hormone GLP1 that reports dietary glucose inflow. Monitoring flows allows the organism to anticipate changes in a regulated variable and elicit a response that prevents dramatic changes. Production, inflow, and expenditure of the stock can be adjusted at multiple points. Homeostatic signals can directly affect the flows of the system such as insulin stimulation of glucose conversion into glycogen. Homeostatic signals can change the sensitivity of the flows such as when catecholamines change the sensitivity of tissues to insulin. Finally, homeostatic signals can change the gain of Controllers so that the same input such as a change in blood glucose would lead to a variable amount of insulin produced by beta cells.




        The organism can prioritize some tissues over others. For example, the brain does not tolerate large variations in glucose levels while other tissues are more permissive. Correspondingly, the brain has tighter regulation of glucose levels than have other tissues.




        The homeostatic state can change in response to the external environment or internal cellular program. Bacteria or mammalian cells that migrate along a chemotactic gradient would adjust their homeostasis along the way. Differentiation of stem cells into specialized tissue cells would require change in their homeostasis.




        Sometimes, internal balance in the organism can only be reached at conditions outside the homeostatic range, which is known under multiple names “allostasis”, “heterostasis”, and “adaptive homeostasis” [68]. These balanced states are not optimal for the organism and usually do not last long. When the buffering capacity of a homeostatic system is overwhelmed, this may lead to a cascading failure of multiple circuits, disease, and death.


      




      

        



        1.5. Proteostasis




        An important part of homeostasis is proteostasis: protein production, turnover, and recycling. An average living cell contains billions of protein molecules. Processes associated with the production of proteins consume a large proportion of cellular resources, up to 50% in a rapidly growing bacterial cell and 30% in a differentiating mammalian cell [69].




        Misfolded or aggregated protein can cause cell death, therefore all organisms have molecular chaperones such as heat shock proteins (HSPs) that assist protein folding. Some chaperones guide protein folding in an ATP-dependent manner, others maintain the proper folding of their client proteins thereby increasing their stability [70]. They also assist in removing defective or damaged proteins [71].




        In eukaryotes, proteins removal is mostly done by the ubiquitin-proteasomal system (UPS) and microautophagy [72]. The ubiquitin system includes a small 76 aa protein ubiquitin, ubiquitin-activating enzymes (E1), ubiquitin-conjugating enzymes (E2), and ubiquitin-protein ligases (E3). In human, there are two genes for E1 enzyme, 41 genes for E2, and more than 600 genes for E3. The cascade starts with ATP-dependent formation of a thioester bond between E1 and the C end of the ubiquitin. Activated ubiquitin then is transferred to E2 from which E3 transfers it to the amino group of lysine on the protein substrate [73, 74]. Ubiquitin itself can be polyubiquitinated at several lysines, most often at K48, 11, 29, and 63. The fate of the ubiquitinated protein depends on the site and the level of ubiquitination among other factors. Typically proteins polyubiquitinated at the ubiquitin K48 residue undergo proteasomal degradation. A chain of at least four ubiquitins is required for proteasomal targeting. Other types of ubiquitination are involved in other processes such as regulation of protein activity and in signal transduction. Archaea have analogs of the ubiquitin system [16] and some bacteria have ubiquitin-like proteins [75].


      




      

        



        1.6. Stress and Stress Response




        Hans Selye defined stress as “response of the body to any demand for change”. The definition suggests that life is stressful by design, which is emphasized by the title of Selye’s book “The Stress of Life” [76]. Indeed, life is far from static. Cells and organisms are always in a dynamic interaction with the environment.




        Organisms adapt to stress through stress response mechanisms that serve to preserve homeostasis in face of changes, adjust to these changes, and survive periods of extreme conditions. Stress response includes the activation of genes that stop growth and proliferation and activate repair of macromolecules. This response is conserved in species from all domains of life. In addition, stress response includes species and stressor-specific adaptations. Stress tolerance at the cellular and molecular levels differs between species since, during evolution, every species has adapted to a specific set of environmental conditions.




        Adaptation to stress can also take place at the populational level. The bacterial population can increase its fitness by bet hedging when stress leads to a regulated increase in stochasticity in a bacterial signaling network, which permits the emergence of subpopulations that have phenotypes not optimally adapted to the current environmental conditions but to conditions that likely to be encountered [49]. Such subpopulations can survive well at conditions that are stressful and maybe even deadly for the rest of the population. Several typical stresses that organisms often encounter are discussed below.




        

          



          1.6.1. Shortage of Energy and Nutrients




          It is essential for life that production and consumption of the energy carrier ATP are kept in balance. The deficit of energy is a major stress for all organisms. Different organisms developed various ways to sense the energy level. Eukaryotic cells use AMP-activated protein kinase (AMPK) that is activated by increased levels of AMP or ADP relative to ATP [77, 78]. AMPK can also sense the level of glucose. In response to low energy, cells adjust their metabolic pathways that produce and use ATP. They shut down processes that consume ATP and boost ones that generate ATP. These processes include induction of alternative pathways of ATP production, an increase of usage of stored nutrients, upregulation of glucose transporters, autophagy, and induction of mitochondrial fission [77-79].




          Low levels of essential nutrients such as carbon, nitrogen, phosphorus, and iron also cause stress. In application to plants, Justus von Liebig in 1840 suggested “law of the minimum” that states that growth of a plant is limited by the one essential mineral that is in the shortest supply. For example, iron is an essential element in plants and its shortage would cause nutritional stress even if all other elements are abundant [80]. This notion is applicable to all other phyla.




          Low level of amino acids is a common stress signal. During starvation, the level of amino acids is not sufficient to load all tRNAs and many organisms can sense the extent of aminoacylation of tRNAs [81]. In eukaryotes, a serine/ threonine kinase target of rapamycin (TOR) protein complex integrates the information about nutrient availability [82]. Arrest of growth and activation of catabolic processes is a common response to starvation among all species. Other responses range from activation of autophagy to switch to an alternative source of food, and in bacteria, to forming biofilms and sporulation [83, 84].




          In animals with a brain, it controls food consumption, it also directs appetite to foods rich in the specific nutrients that organism needs, and restricts consumption of nutrients that are in excess [85, 86].


        




        

          



          1.6.2. Oxidative Stress




          Oxygen is a strong oxidant. It is believed that the early Earth atmosphere contained little or no oxygen; it started to accumulate after the emergence of oxygenic photosynthesis [33]. An expansion of photosynthetic organisms led to a sharp increase in the oxygen level around 2.3 billion years ago, which is called the great oxygenation event. It is also called the oxygen catastrophe since oxygen is toxic to species not adapted to it and its accumulation likely caused the mass extinction of most anaerobic species populating the Earth at that time. Obligate anaerobic organisms became restricted to niches free from oxygen such as deep seafloor. Oxygenic atmosphere led to the evolution of aerobes that use oxygen as a terminal electron acceptor in oxidative phosphorylation and ultimately to multicellular life [27].




          Oxidative phosphorylation generates a low level of reactive oxygen species (ROS) during the 4-electron reduction of O2 to water [87]. Two-electron reduction produces hydrogen peroxide H2O2. One electron reduction produces superoxide O2-. A highly reactive hydroxyl radical OH* is generated by decomposition of organic peroxides, by H2O2 reaction with reduced metal ions such as Fe2+, and by other mechanisms. These are the most common ROS. H2O2 is a major ROS product under aerobic condition [88]. It is produced by NADPH oxidases and other enzymes. Contrary to many short-lived ROS, H2O2 is relatively stable and has selective reactivity. It can diffuse through cellular membranes and induce signaling cascades even in tissues remote from the site of its production.




          Nitric oxide (NO) and peroxynitrite (ONOO-), a product of NO reaction with a superoxide anion are representatives of reactive nitrogen species (RNS). Peroxynitrite can react with other molecules and produce additional RNS. Reactive substances can also be based on other elements such as chlorine, bromine, and sulfur.




          Reactive molecules can also be generated during the metabolism of environmental toxins and drugs by the cytochrome P450 enzymes [89]. Antibiotics often induce ROS production by various mechanisms [90-92]. Reactive species are also produced as effectors in immune defense [93, 94]. Moreover, reactive species are produced by many organisms as signaling molecules [88, 95, 96].




          Balance of oxidation-reduction (redox) reactions is important for cellular health. Many cellular processes are regulated by the redox state of the cell [97, 98]. Disruption of redox homeostasis in favor of oxidants can lead to oxidative stress, a term introduced by Helmut Sies in 1985 [99]. For example, the physiological intracellular level of H2O2 in human cells is in the range 1–10 nM when its production and deactivation are balanced. But when it increases to ~ 1 μM or higher the balance is broken and the cell experiences oxidative stress [88]. Physiological extracellular H2O2 level is much higher than intracellular and is usually in the 1–5 μM range. Oxidative stress may lead to damage of macromolecules, induction of inflammation, cell cycle arrest, and cell death. It can also interfere with ROS signaling [100].




          H2O2 and other reactive substances can interact with biological macromolecules including DNA, carbohydrates, proteins, and lipids. Proteins that contain cysteines and metals are especially sensitive to oxidative conditions. Cysteine SH group is a common target for modifications. It can be oxidized to an unstable sulfenic acid (SOH), which can form disulfide bond or can be further oxidized to sulfinic (SO2H) or sulfonic (SO3H) acid. Cysteine can also undergo S-nitrosy- lation, persulfidation, metalation, and other modifications. The versatility of cysteine modifications gave rise to the concept of cysteine proteome [101, 102]. Specific cysteine modifications with regulatory function have been reported for a number of proteins [102, 103].




          Excessive oxidation of cysteines can cause protein damage. Disruption of their disulfide bonds can lead to protein unfolding and loss of activity. Oxidized proteins can refold in an abnormal configuration or form bonds with other proteins, DNA, or lipids. Non-enzymatic glycation of amino groups with sugars and aldehydes can lead to insoluble products known as the advanced glycation end products (AGEs) [104]. Glycation of histones affects the stability of nucleosomes and chromatin architecture [105].




          Carbonylation of side chains of cysteine and several other amino acids such as lysine is another modification that can be irreversible [106]. Hydroxyl radical reaction often leads to carbonyl products [107].




          RNS also can damage proteins by cysteine oxidation, tyrosine nitration, and in proteins containing metals also by oxidation of metal ions [95]. Oxidized proteins need to be degraded by cells to preserve homeostasis but highly oxidized cross-linked protein aggregates are resistant to proteolysis, which makes them highly cytotoxic.




          Reactive substances cause various DNA damage from oxidized bases to abasic sites and DNA breaks [108]. Guanine is the most sensitive base with 8-oxo-7,8-dihydroguanine (8-oxoGua) as the most abundant modification. It promotes mutagenesis through the incorporation of dATP instead of dCTP opposite the lesion during replication. Oxidative base lesions are corrected mostly by the base excision repair mechanism with the use of specific glycosylases [109].




          Unsaturated lipids are oxidized by ROS into lipid hydroperoxides leading to diverse products that change membrane properties. It also generates reactive substances such as isolevuglandins that can form adducts with nucleotides and proteins [110]. Some products such as 4-hydroxy-2-nonenal can participate in the regulation of redox homeostasis [111].




          Sensing of oxidative stress often employs compounds that can quickly alternate between reduced and oxidized states. Cysteine thiol groups have unique properties that let them easily bind nucleophiles, metals, and form reversible disulfide bonds. Reversible oxidation of cysteine residues is used to sense oxidative stress by bacterial OxyR, yeast Yap1, plant NPR1/TGA, and animal Keap1/Nrf2 protein systems [112].




          Many mechanisms protecting organisms from oxidative stress have evolved [113, 114]. They can be roughly subdivided into three classes: compounds that scavenge reactive species and prevent damage, enzymes that detoxify them into less harmful molecules, and enzymes that repair damage to macromolecules. The first line of defense includes low molecular weight compounds such as uric acid, glutathione (GSH), vitamins C and E, lipoic acid, carotenes, and ubiquinol. These compounds can be easily oxidized and reduced and they directly neutralize reactive substances. Hydroxyl radicals are inactivated mostly by such compounds. Recent data suggest that Coenzyme A is used by many species along with glutathione for protection of thiol groups [115].




          Several enzymatic systems that detoxify reactive substances are present in nearly all organisms. They include enzymes thioredoxins, which act as antioxidants by reducing oxidized proteins through thiol-disulfide exchange [116]. Reduced state of thioredoxins is maintained by thioredoxin reductases. Peroxiredoxins are a family of peroxidases with a conserved cysteine residue called “peroxidatic” Cys, which is oxidized by peroxides into sulfenic acid, which then reacts with “resolving” Cys to form a disulfide bond. The bond is then reduced by electron donors such as thioredoxins, which completes the cycle [88]. Glutaredoxins is another family of enzymes important in redox homeostasis. They contain intramolecular disulfide bond; it can change to the reduced form by oxidation of glutathione [117]. The oxidized glutathione is then regenerated by glutathione reductase. Another conserved way to detoxify H2O2 is through its conversion to water and oxygen by catalases [118]. Superoxide anions are deactivated through conversion into H2O2 by superoxide dismutases [119].




          The oxidative stress response is characterized by upregulation of production and activity of these factors. It also involves upregulation of mechanisms that repair macromolecules and destroy those that are not reparable. For example, in human cells, multiple enzymes repair oxidative DNA damage including several DNA glycosylases that specifically recognize and remove 8-oxoGua [109].


        




        

          



          1.6.3. Radiation




          Radiation is a common name for various high-energy particles or waves (X-rays, gamma rays, beta particles, neutrons, protons, UV light, etc). The atmospheric ozone layer reduces the biological hazard of cosmic and UV radiation by 3 orders of magnitude, still, radiation remains a deleterious factor for living organisms, especially in the equatorial regions and at high altitudes.




          High-energy radiation such as X-rays and gamma rays can break chemical bonds and cause the formation of free radical or ionization. The UV light is the most common radiation. It can directly excite molecules such as thymidine in DNA, which then enters in a chemical reaction with other pyrimidines forming dimers [120]. Thymidine dimers are difficult to repair; they can interfere with replication and lead to mutations and double-strand breaks. UV can also be absorbed by endogenous or exogenous photosensitizers, which then produce free radicals, singlet oxygen, superoxide and other ROS [121]. ROS generated by UV can oxidize DNA and proteins. Recent studies have shown that radiation perturbs DNA methylation, which alters epigenetic regulation and may be one of the pathways from radiation to cancer [122].




          Organisms protect themselves against radiation in two major ways. First is the production of photoprotective pigments such as melanins that are able to absorb UV radiation and dissipate it as heat [123]. Such pigments have been found in species from microorganisms to humans.




          The most important protection against radiation is efficient DNA repair. Species differ in their ability to repair DNA and survive radiation [124]. In humans, 5 gray (the standard measure of absorbed dose of radiation) causes death, whereas Deinococcus radiodurans, one of the hardiest of the radioresistant microorganisms can survive radiation doses of up to 15,000 gray. DNA repair is extremely efficient in this microorganism [124]. D. radiodurans is not alone, many other microorganisms such as cyanobacteria Chroococcidiopsis are radiation resistant because of efficient DNA repair [125]. Life has been found even in containers with radioactive waste.




          Fast proliferating cells are more sensitive to radiation. For this reason, rapidly renewing mammalian blood cells and intestinal cells are most vulnerable [126]. Dormancy, on the other hand, increases resistance. Bacillus subtilis endospores can survive up to 6 years in space especially if coated in dust particles protecting them from radiation [127].


        




        

          



          1.6.4. Heat and Cold Stress




          The temperature has a profound effect on physiology of living cells. All organisms have mechanisms for sensing variation in temperature. Many bacteria use sensors that are based on changes in the secondary structure of DNA, RNA, and proteins induced by temperature [128]. Temperature can also be sensed by changes in membrane properties. Animals mostly use transmembrane ion channels for thermal sensing. They include members of the transient receptor potential (TRP) cation channel, the anoctamin family of chloride channels, and the TREK-1 potassium channels. They are expressed on neural and non-neural cells. Heat-responsive TRPV1 channel can also be activated by capsaicin from chili pepper, whereas menthol activates the cold-responsive TRPM8 channel, which explains the heat and cold sensation produced by these compounds.




          The accepted range of temperatures is different for each species. Organisms adapted to mild conditions often can live only in a narrow temperature range. For example, many plants cannot tolerate temperatures below 0oC or above 45oC. Mammals and birds are endothermic homeotherms, they produce heat and can maintain their temperature higher than the environment. They usually do not tolerate well even small deviations from their normal temperature. In contrast, the internal temperature of poikilotherms such as fish or reptiles can vary significantly. Many microorganisms tolerate wide variation of temperature associated with day-night and seasonal changes or with infection of the warm-blooded host [129].




          Temperature increase above the normal range can cause disruption of protein folding, unwinding of DNA double-strand helixes leading to dissociation of DNA into separate chains, melting of RNA secondary structure and spontaneous hydrolysis of RNA phosphodiester bonds and of the N-glycosidic bonds between the sugar and a base. Temperature increase also changes membrane permeability to protons. Disruption of protein folding is especially dangerous; it can lead to the formation of protein aggregates, disruption of cellular functions, and cell death. All organisms respond to high temperatures by heat shock response mediated in eukaryotes by heat shock factors [51, 130]. In bacteria, mRNAs of some regulatory factors that induce expression of heat shock proteins are thermosensors [131]. Heat shock response normally includes increased production of heat shock proteins (HSPs). HSPs prevent and repair protein misfolding and aggregation [132-134].




          HSPs were initially discovered in cells exposed to heat shock (42–45oC) but they are also expressed constitutively and can be induced not only by heat but by many proteotoxic conditions such as hypoxia, oxidative stress, toxins, etc. [135]. Heat shock response also involves upregulation of proteases since some proteins damaged by heat cannot be repaired and need to be destroyed. Heat shock response protects other cellular components including DNA, cytoplasmic membranes, ribosomes, and rRNA.




          Low temperatures are also stress for cells; they decrease water viscosity, diffusion, and dissociation to H+ and OH- ions, which slows down enzymatic reactions. Diffusion of other molecules onto the cell also slows down. DNA becomes more negatively supercoiled, and secondary structures of RNA become stabilized, which negatively affects transcription, translation, and mRNA decay [136]. Ribosome assembly and other cellular processes are also affected. Initiation of translation is especially compromised at low temperatures.




          Both prokaryotes and eukaryotes respond to a drop in temperature by cold shock response. In mammalian cells, temperature decrease leads to transcriptional upregulation of cold-inducible proteins (CIPs) such as cold-inducible RNA-binding protein (CIRP) [137]. They adjust the cellular response to cold such as inhibition of cell proliferation [138] and stimulation of translation [139].


        




        

          



          1.6.5. Osmotic Stress




          Osmotic pressure depends on the total concentration of salts and other solutes in a solution. Cells experience osmotic stress when osmotic pressure inside the cell significantly differs from that on the outside. There can be hypo- and hyperosmotic shock. Water comes out of cells if the outside pressure is higher leading to shrinkage of the cytoplasm, wrinkling, and detachment of membranes, and crowding of cytoplasmic biopolymers. Desiccation has a similar effect. When the outside pressure is significantly lower, water comes into the cell, which leads to an increase of the cytoplasmic volume, increase of the turgor pressure onto membranes, and may lead to cell lysis. Hypo-osmotic shock is used in research to break cells in order to release cellular components.




          Maintenance of osmotic homeostasis requires mechanisms that sense deviations of osmotic pressure from the optimal set point as well as mechanisms that restore the pressure. Various ion and solute channels and transporters serve this role. They can sense a change in external and internal osmotic pressure, change in membrane tension and in turgor, or they can react to specific signaling molecules such as cyclic di-AMP in bacteria [140]. Mechanosensitive channels sense membrane tension through interaction with phospholipid acyl chains inside pockets formed by transmembrane helices [141]. In animals that have brains, dehydration is felt as thirst. The brain fine-tunes the feeling of thirst after incorporation of signals from the body such as blood solute concentration, blood volume, and hormone levels with the anticipatory response to the expected eating and drinking [142, 143].




          In order to survive an osmotic upshift, the cell needs to increase the internal concentration of osmolytes [144]. Two major strategies are widely used in all domains of life: the first is to import solutes from the environment including salts such as KCl and to adjust cellular processes to high intracellular salt; the second is to increase the synthesis of osmoprotectants [145]. Accumulation of K+ inside cells is a fast response, which immediately prevents dehydration, but it is not compatible with cellular functions in all organisms. Osmoprotectants or compatible solutes are low molecular weight uncharged compounds that do not disrupt the structure and function of macromolecules [146]. They include sugars (mannitol, trehalose, myo-inositol), amino acids and their derivatives (proline, glycine betaine), urea, amines (trimethylamine-N-oxide), dimethyl-sulfoniopropionate, sarcosine, ectoine, glycerophosphorylcholine, and others.




          Usage of specific osmoprotectants varies depending on species and the type of osmotic stress they experience. Cellular solutes differ in their properties and need to be compatible with each other and with the structures they protect. For example, urea can replace the water in membranes during hyperosmolarity, which would protect the lipid assembly and prevent phase transition [147]. Urea, however, can damage proteins. Sharks have a high blood urea concentration and use a compatible osmoprotectant trimethylamine N-oxide; it stabilizes proteins against osmotic pressure and neutralizes the negative effect of urea on protein structure [148].




          In order to survive osmotic downshift, cells need to decrease the concentration of solutes on the inside, which is achieved by the passive response of mechanosensitive channels. They open under increased membrane tension and let the release of cytoplasmic solutes [149].




          Organic compatible solutes protect protein structure and thereby increase the survival not only during osmotic stress but during other stresses as well [150]. For example, increased production of trehalose is a common part of heat and cold-shock responses [151]. Ectoine also protects against heat and cold stress [152]. Accumulation of solutes in plant cells is a prime adaptive mechanism that supports plant survival during drought [153].


        




        

          



          1.6.6. pH Stress




          Highly acidic or alkaline environments characterized respectively by low or high pH can directly damage macromolecules of cellular membranes. In addition, low or high pH affects the proton gradient across the cellular membrane and its conductivity for H+. Extreme pH can inactivate the enzymatic machinery that generates ATP [154].




          In humans, the normal cytoplasmic pH is 7.3 whereas outside cells it is strictly maintained between pH 7.35 and 7.45. Acidosis develops below this range and alkalosis above it. pH is especially important for the brain since it affects neuronal functions. pH in humans is sensed primarily by acid-sensing ion channels [155]. pH homeostasis is achieved at the organismal level by respiration (CO2 removal), renal excretion, and bone buffering by Ca2+ reabsorption. At the cellular level, ion exchange (Na+/H+, Cl-/HCO3-) is used for this purpose [156].




          In contrast to strict pH requirements for human cells, many prokaryotes can grow in environments with fluctuating pH. For example, some neutrophilic bacteria can grow at ~pH 5.5–9, while maintaining cytoplasmic pH within the range ~7.5–7.7 [154]. Pathogenic bacteria can survive the extremely low pH of the human stomach or phagocytic vacuoles.




          Various species developed diverse strategies to adjust their homeostasis to acidic or alkaline stress. The acidic stress response can include a decrease in conductivity of membranes for H+, active extrusion of proton ions from the cell, alkalization of the cytoplasm, and other homeostatic adjustments [157-159]. A response to alkaline stress can include acidification of cytoplasm by extrusion of K+ and Na+ from cells and other adjustments [160]. Plants are also sensitive to pH. Soil pH affects the solubility of iron salts. Most soil iron is in the Fe3+ form inaccessible to plants. In response to iron deficiency, some plants can release protons into the rhizosphere to reduce Fe3+ to accessible Fe2+. Soils in arid regions are alkaline, which keeps iron in the Fe3+ form and creates combined stress of alkaline condition and iron deficiency. Plants there adjust to such environment by secreting coumarins from their roots. The coumarins reduce and chelate the soil iron, making it plant accessible [161].


        




        

          



          1.6.7. Toxic Compounds




          Many substances are poisonous to cells. These include inorganic compounds, such as heavy metals, and toxins that are poisons produced by living organisms. Poisons interfere with intracellular processes and can be deadly for one type of organisms but harmless for others. For example, carbon monoxide (CO) is highly toxic to humans and other animals that have blood cells with hemoglobin as an oxygen carrier. CO binds hemoglobin preventing its binding to oxygen. At the same time, CO is harmless to plants. In another example, sodium cyanide is highly toxic for organisms that use oxidative phosphorylation, because it inhibits respiration by binding cytochrome oxidase. But some plants produce sodium cyanide to deter herbivores. Apricot and apple seeds, for instance, have high amounts of it. Mercury is an irreversible inhibitor of selenoenzymes such as thioredoxin reductase; so it is highly toxic to all organisms that have selenoenzymes [162]. On the other hand, microorganisms are very versatile in their sources of nutrients and energy and some of them depend on carbon monoxide, mercury or cyanide for their growth and survival.




          Many organisms produce toxins designed to kill or weakened competitors, kill parasites, or paralyze prey. Some toxins are peptides or proteins; others are low molecular weight compounds with diverse chemical structure. Most antibiotics belong to the latter category. Antibiotics inhibit crucial cellular functions such as cell-wall assembly, protein synthesis, and DNA replication [91, 163]. For example, fluoroquinolones such as ciprofloxacin inhibit DNA topoisomerases blocking DNA replication and causing DNA breaks. Penicillin and related beta-lactam antibiotics target enzymes that build the bacterial cell wall. Beta-lactams do more than inhibition of enzymes, their action results in a pathological cycle of cell wall synthesis and degradation, thereby depleting the cellular resources, which enhances the killing capability of antibiotics [164]. As a countermeasure, many bacteria produce enzymes that can catabolize antibiotics [165].




          Some studies show that many antibiotics disrupt cellular redox homeostasis leading to an increase in ROS, which also contributes to cell death [166-168]. Maladaptive DNA repair contributes to cell death induced by the antibiotic trimethoprim [90]. Trimethoprim inhibits thymidine biosynthesis. At aerobic condition, the DNA is damaged by ROS production in response to thymidine deficiency and the entailing replication stress, whereas under anaerobic conditions the DNA is damaged by byproducts of nitrate respiration.




          A single species usually produce multiple diverse antibiotics, for example, bacteria Rheinheimera japonica produces eight low weight antibacterial compounds [169]. Multicellular organisms also produce antibacterial compounds. For example, human skin cells produce sapienic acid that causes membrane depolarization in staphylococci species [170].




          Proteinaceous toxins are also produced by all life domains [171]. They include nucleases cleaving DNA, tRNAs and rRNA, glycosylases that cleave sugar bases of nucleic acids, enzymes modifying nucleic acids, peptidases, and protein-modifying enzymes. Antibacterial peptides (AMPs) are an ancient and ubiquitous weapon that is used mostly by multicellular organisms to kill microbes [172, 173]. AMPs typically target bacterial cell wall, which is rich in negatively charged acidic phospholipids such as phosphatidylglycerol and cardiolipin. Most AMPs are cationic or amphipathic, so they can bind the negatively charged cell wall and disrupt its integrity. Subsets of AMPs have alternative or additional mechanisms of action [174].




          The diverse toxins that target animals have been suggested to be classified into 13 categories based on their targets [175]. For example, one target is the plasma membrane; toxins from this category degrade lipids, disrupt membrane organization, or form pores, such as antibacterial peptides do. Another target comprises ion pumps; an example is cardiac glycosides such as digoxin that inhibit Na+K+ATPase. G-protein coupled receptors are also frequent targets for toxins such as cholera toxin and anthrax toxin. There is a group of toxins targeting small GTP-binding proteins; it includes botulinum C3 exoenzyme toxin, which ADP-ribosylates its targets. Another group of toxins target integrins and C-type lectins that function in cell adhesion. Mycotoxins and histone deacetylase toxins target DNA, rotenone toxin targets mitochondria electron transport chain, diphtheria toxin interferes with translation. Okadaic acid from marine microalgae responsible for the red tides inhibits protein phosphatases, which may lead to diarrhea in humans. The most toxic to humans are botulinum and tetanus neurotoxins; they act on exocytic vesicles, interfering with neurotransmitter release at the presynaptic sites.




          To survive poisons, organisms use various strategies including the block of cell entry, pumping the poisons out or metabolizing them into less toxic derivatives. Each organism typically uses multiple means of protection; some are common, others are species-specific. Some bacteria, for example, use compounds such as H2S for detoxification [176, 177]. Secretion of proteases is commonly used for protection against protein toxins.




          Low doses of toxins can have a beneficial effect, a phenomenon known as hormesis [178]. Low toxin doses may activate general stress response mechanisms such as autophagy and induce epigenetic modification of the genome that contributes to the increased fitness.




          Widespread use of antibiotics in modern society frequently exposes bacteria to their non-lethal concentrations, which may lead to the selection of antibiotic-resistant bacteria [179]. Genes responsible for detoxification of poisons can spread in the microbial world by horizontal gene transfer, which is the basis of multi-drug resistance [180].




          Organisms may encounter other toxins such as organic solvents, xenobiotic (synthetic) compounds, and metals [181]. Exposure to heavy metals induces a specific response, induction of metallothioneins that bind and sequester metal ions. It also induces heat shock response and NFkB, which increases general the tolerance to metal stress.


        




        

          



          1.6.8. DNA Damage




          All macromolecules can be damaged in stressful conditions, but DNA damage is the most dangerous. Life depends on the preservation of genetic information encoded in DNA and its accurate transmission through generations. Therefore all organisms have elaborate systems that sense DNA damage and repair it [182-184]. Some DNA damage happens during normal cellular processes such as DNA replication, other has external cause such as nucleotide dimerization from UV irradiation. In a human cell, up to 100,000 various DNA damage events caused by environmental and endogenous factors happen every day [185]. Most ongoing DNA damages are repaired without induction of general stress response pathways but extensive, prolonged, or unrepairable DNA damage induces a strong stress response. Eukaryotic DNA damage response (DDR) includes mechanisms for DNA damage detection, induction of repair, and induction of cell death in cells that cannot be repaired [182]. Different mechanisms are used to repair specific DNA lesions. Mismatch repair (MMR) replaces nucleotides erroneously inserted during replication; base excision repair (BER) replaces modified nucleotides, nucleotide excision repair (NER) fixes helix-distorting lesions. Double strand breaks are the most dangerous damage. It is repaired by homologous recombination (HR) or by non-homologous end joining (NHEJ) [186, 187]. DDR response also increases resistance against other stresses [188].


        


      


    




    

      CONCLUDING REMARKS




      All living organisms have a common origin, inheriting cellular enzymatic machinery that functions optimally within a limited range of internal conditions. External conditions, on the other hand, including temperature, salinity, radiation, pressure, and pH, among others, can vary in a much wider range. Such variations produce stress and elicit stress response, whose function is to adjust to the environmental variations, survive extreme conditions, and restore homeostasis.
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      Abstract




      Pathogens live inside other organisms called hosts, exploiting them and causing disease. Viruses and other mobile genetic elements such as transposons are pathogens that parasite on all life forms. They are obligate pathogens since they replicate only inside their hosts. Many bacterial pathogens are facultative since they can live outside their host. Viruses recognize host cells by specific molecules that serve as viral receptors. Only cells expressing them can be infected. Multicellular organisms host pathogenic bacteria and eukaryotic pathogens such as fungi, protozoa, and helminths in addition to viruses. Infection depends on pathogen’s ability to survive inside the host. Some pathogens quickly kill their host with large numbers of new pathogens released, whereas others establish long-lasting infection. Lytic viruses replicate and then lyse their host to get released. Other viruses do not lyse their host; instead, they establish chronic infection by replicating slowly and exiting the host cells by extrusion. Temperate viruses integrate into host DNA and stay silent for many cell divisions until the cell experiences stress. Then, the lytic program is activated, and the virus replicates and kills the cell. Similar to viruses, some intracellular bacterial pathogens are obligate and can only replicate inside their host. Pathogens differ in their host range; some can infect only a single species, while others are generalists. Hosts constantly evolve mechanisms preventing infection and destroying pathogens. In turn, pathogens evolve to overcome host defenses.
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      INTRODUCTION




      Every organism is a source of food for other organisms, so parasitism and predation likely have deep roots in life history. Pathogens are organisms that live inside other organisms called hosts and cause disease to them [1]. Viruses are pathogens that infect all life forms. A great variety of other pathogens from bacteria to fungi and worms infect multicellular organisms.




      In order to successfully colonize other organisms, pathogens need to have means to avoid recognition by the host immune system. In addition, life inside other organisms is associated with various stresses. The human body, for example, has a higher temperature than its usual environment, so pathogens that come from such




      an environment need to overcome the stress of heat. The human immune system uses ROS and acidic pH to kill pathogens, so in order to survive, they need to handle well oxidative and pH stress.




      The severity of disease caused by a pathogen depends on its virulence. Virulence factors are proteins and other molecules that ensure successful colonization of the host, suppression or manipulation of the host immune system, manipulation of the host metabolism (for example, to help to scavenge nutrients within the host), and organization of the pathogen’s exit from the host. The pathogenic potential of an organism is revealed only in its interaction with its host. Moreover, the same infection can have a different outcome in different individuals.




      Pathogens are divided into obligate and facultative. Obligate pathogens can complete their life cycle only inside the host. All viruses are obligate pathogens since they are able to replicate only inside their host cells. Certain bacteria are also obligate pathogens. They include intracellular bacteria that, like viruses, can reproduce only inside host cells, e.g. Rickettsia that causes typhus and bacteria of phylum Chlamydia. Bacteria that cause tuberculosis and syphilis are also obligate pathogens. Some human obligate pathogens such as Zika virus have intermediate invertebrate hosts like mosquitoes. The natural environment also can serve as a reservoir for pathogens. For instance, Anthrax spores remain infectious in soils for decades [2].




      Facultative pathogens live outside the host and cause infection only occasionally in a susceptible host. So-called opportunistic pathogens cause disease only in an injured or immunocompromised host. Among them, colonizing opportunistic pathogens such as Candida albicans, Staphylococcus aureus, and Escherichia coli can asymptomatically colonize the human body and cause disease only when the body is weakened [3].




      Pathogens cause disease by damaging host cells during replication and by releasing toxins. For example, a toxin produced by Vibrio cholerae causes exhausting diarrhea. Overactivation of the immune system can also cause considerable damage to the organism [4]. 1918 influenza pandemic preferentially killed young adults with a peak of mortality at age 28, which was explained by the immune system overactivation [5].




      Some pathogens are species-specific; others are generalists and can infect a broad range of hosts. For example, Shigella flexneri infects a small group of related primate species, Yersinia pestis, the agent of plague, infects all mammals, whereas Pseudomonas aeruginosa can cause disease in plants as well as animals [4].




      About 1400 pathogens can infect humans. It is necessary to note that most microbial species have no negative effect on human health and many are beneficial. Recent estimates suggest that the total number of microorganisms in a typical human body is in the same order (3.8x1013) as the number of human cells (3.0x1013) [6]. Only a tiny fraction of microorganisms that reside in the human body are pathogens. Despite this fact, during human history, death from infectious diseases far exceeded all other causes of death [4]. In this way, pathogens strongly influenced human evolution and history. Infectious diseases played a major role in human migrations, outcomes of wars, and rise and fall of civilizations. Smallpox, which is caused by the variola virus is one example. Originated > 4000 years ago in Africa, it killed pharaoh Ramses V in 1157 B. C., killed Europeans at the rate of 500 million/century between 1400 and 1800, and even in the 20th century killed between 300 and 500 million people worldwide [7]. Discovery of vaccination by Jenner in 1798 saved millions and eventually culminated in the eradication of smallpox declared by the World Health Organization in 1980.




      Pathogens constantly evolve to overcome host defenses while hosts evolve to keep pathogens away. Leigh Van Valen called this request for constant change just to stay alive in pathogens-hosts co-evolution a Red Queen’s race [8]. Red Queen in Lewis Carroll’s book “Through the looking glass” said to Alice that in her land “it takes all the running you can do to keep in the same place”.




      Pathogens have shaped the evolution of the human genome. Viruses are major drivers of human protein evolution. In human proteome, conserved with other mammals, up to 30% of all amino acid changes may have been driven by viruses [9]. Genes involved in immune response and pathogen genes often co-evolve [10].




      Some human pathogens such as Helicobacter pylori cospeciated with their human host for a long time, while others, such as measles and HIV jumped on from animals or from the wider environment relatively recently [4]. New pathogens continue to evolve from commensal species and from pathogens of other species through mutations and transfer of virulence genes [11-13]. Ebola virus is one of the deadliest emerging infections, which caused a massive outbreak in 2014 when more than 11000 died [14].




      

        



        2.1. Viruses




        Viruses are the most abundant biological entities on earth. In many marine and soil environments, the number of virus particles is 10–100 times greater than the number of cells [15]. Viruses are also very diverse and carry many novel, uncharacterized genes.




        Three domains of life: Bacteria, Eukarya, and Archaea, have different viruses. Those infecting Bacteria are called “bacteriophages,” or “phages”. They comprise the majority of viruses with new species that are being discovered at a high rate [16]. More than 200 viruses cause diseases in humans from a relatively rare AIDS to a common cold, which affects millions.




        Viral particles or virions are composed of genetic material, which can be either single-stranded (ss) or double-stranded (ds)RNA or DNA, a protein coat called capsid, and in some cases an envelope of lipids. Viral genomes range in size from less than 2 kb to over 2.5 Mb, and virion size ranges from 1/100 of an average bacterium to a size comparable to it [17].




        Viruses are currently classified according to the International Committee on Taxonomy of Viruses (ICTV) (http://www.ictvdb.org) scheme or by Baltimore scheme. The 2018 ICTV report classifies viruses into orders based on their evolutionary relationship [18]. ICTV orders are Caudovirales (tailed dsDNA, bacteria), Herpesvirales (dsDNA, eukaryotes), Ligamenvirales (dsDNA, archaea), Mononegavirales (-ssRNA, plant and animal), Nidovirales (+ssRNA), Ortervirales (ssRNA and ssDNA), Picomavirales (+ssRNA), Tymovirales (+ ssRNA, plants), Bunyavirales (-ssRNA). Baltimore classification places viruses into seven groups based on the nature of their genome and their replication strategy: I–dsDNA, II–ssDNA, III–dsRNA, IV– (+)ssRNA, V– (-)ssRNA, VI– (+)ssRNA that replicate through DNA intermediate, VII – dsDNA that replicate through ssRNA intermediate.




        DNA viruses are replicated in the nucleus; some of them use host enzymatic machinery, some encode all necessary enzymes themselves. Giant viruses of amoebae encode a significant part of translational machinery except for ribosomes [19]. RNA viruses usually replicate in the cytoplasm. They encode their own replicases. Retroviruses that have ssRNA genome use reverse transcriptase to generate DNA intermediate that integrates into the host DNA as a provirus.




        A special group comprises satellite viruses that depend on the presence of other viruses for propagation. Hepatitis delta virus has an RNA genome that does not code for the coat proteins. This virus can, however, use the coat proteins of hepatitis B virus; therefore it propagates only when the hepatitis B virus is also present in the cell. Virophages need the presence of the translational machinery of giant viruses to propagate in protozoan cells [20].




        The relative abundance of various classes of viruses differs between prokaryotes and eukaryotes. In prokaryotes, most viruses have dsDNA genomes, with less abundant ssDNA viruses and only a few RNA viruses. On the contrary, in eukaryotes, including humans, a majority of viruses have RNA genomes [21].




        Morphology of viral particles is also used to differentiate viruses. Viral capsids are assembled around the viral genome from several identical protein subunits and, therefore, typically have geometrical shapes. Helical and icosahedral viruses are the most frequent morphology. In helical viruses, ssRNA or ssDNA in some cases is coiled in a helix of a single type of protein capsomeres forming a rod that can be short and rigid or long and flexible. Filamentous virus particles such as Ebola virus can look like knots. Icosahedral viruses have a spherical symmetry; which requires at least twelve capsomeres composed of five protein subunits. Additional capsomeres are positioned at the apices and on the triangular faces. Many bacteriophages have prolate heads in the shape of an elongated icosahedron. Bacteriophage T4 also has a helical tail. Other complex shapes are reported; viruses infecting archaea have an especially large diversity of viral morphotypes, including linear, spindle-shaped, spherical, drop, and bottle-shaped [22].




        After infection, the virus uses host cellular machinery to generate replicas of its genome and to produce capsid proteins that then self-assemble to form new viruses [23]. The first step in virus infection is an attachment to the cell surface, which can take place only if capsid proteins can bind strongly enough to cell surface proteins that serve as viral receptors. Receptors determine the range of hosts. It can be restricted to one cell type in one species or include many cell types in multiple species. Binding to a receptor induces receptor-mediated endocytosis or membrane fusion in viruses that have membranes. This is how a virus enters the cell. Bacterial cells have protective cell walls; therefore, many bacteriophages developed mechanisms for injecting their genome through the wall leaving the capsid outside.




        Viruses differ in their interaction with the host cell. Some viruses replicate and lyse their host during release; others do not lyse their hosts but leave them by extrusion, thus establishing a chronic infection. T4 phage of E. coli is the most studied lytic virus [24]. Lytic cycle of T4 is very fast. T4 proteins injected together with the phage DNA block association of E. coli mRNAs with ribosomes and end synthesis of host proteins within one minute after infection. Next, T4 directs host metabolism to the production of phage progeny. It takes less than an hour from entry into the cell toward cell lysis and release of around 100 of new virions.




        In contrast to lytic viruses, temperate viruses coexist with the host as a non-active provirus either integrated into the host DNA or as an independent cytoplasmic entity. Bacteria harboring virus are called lysogens. Ball and Bordet discovered them in 1925.




        Phage lambda of E. coli is the most studied temperate virus [25-27]. Its infection can go along a lytic or lysogenic pathway (Fig. 2). Most infections follow the lytic pathway. Alternatively, lambda phage can integrate its DNA into the host genome entering a lysogenic pathway.




        The choice between lysogeny and lysis depends on several key genes. Transcription of viral genome starts with the ‘immediate early’ transcripts’ that include cro gene responsible for the suppression of the lysogenic pathway. Then, the ‘late early’ viral transcripts follow, which include cII. It activates the promoters of the lysogenic pathway [28]. cII concentration determines the fate of the infection; high concentration of cII switches the lysogeny on.




        
[image: ]


Fig. (2))


        Virus infection of bacteria can go by lytic or lysogenic pathway. Integrated prophages are replicated together with the cellular genome and remain quiescent. They can be reactivated by stress, which switches infection to a lytic pathway.



        After integration of the virus into E. coli genome, the repressor protein Cl keeps it in a dormant state. Cl clams two distal operators OL and OR bending the intervening DNA into a loop [29, 30]. This lets CI suppress the lytic promoters and maintain its own expression [31]. Cro is an antagonist of Cl; it’s binding to O(R)3 leads to prophage induction [32].




        The lysogeny/lysis choice was initially explained by stochastic variations in concentrations of products of the above-mentioned genes in individual cells [33]. Later it was shown that the switch could be influenced by many factors including bacterial growth rate, starvation, and the number of viral particles that enter the cell [27, 34, 35]. The phage of the SPbeta group produces during infection of its Bacillus host a short communication peptide. In subsequent infection, phages recognize this peptide and lysogenize if its concentration is sufficiently high [36].




        Several human viruses can establish latent infection through integration into chromosomal DNA or as an episome. Most people are infected with at least one type of herpes virus [37, 38]. Herpes viruses have tropism to neural cells. However, in ~1% of the human population, herpesvirus 6A and B are integrated into the germline, which means every cell has them [39]. Integrated viruses are replicated together with the cellular genome and can remain quiescent for a long time.




        Virus integrated into a genome can influence the host in many ways. Often it promotes cell survival. For example, both productive and latent HIV-1 infection of human T cells activates cellular survival program by upregulation of an inhibitor of apoptosis BIRC5 [40]. Other effects on the host include enhancement of host metabolism, improvement of stress resistance, and prevention of infection by other viruses [41, 42]. Up to 20% of the bacterial genome might have originated from phages that lost the ability to propagate and even these cryptic prophages have an effect on the host’s resistance to antibiotics and stress [43].




        Proviruses can switch from latent to productive lytic infection in response to stress such as DNA damage, nucleolar stress, UV light, cold, etc. [44, 45]. Multiple latent viruses reactivate in astronauts during space shuttle missions [46]. The exact mechanisms that reactivate proviruses remain largely unknown. The general response to many stresses is cell cycle arrest, which may play a role in switching proviruses to the lytic program [47]. Dormant cells are protected from provirus induction [48].




        Quiescent proviruses express a limited amount of viral products and therefore are ‘invisible’ to the immune system. This allows long-term persistence of human infections caused by herpes viruses and HIV [49]. Antiretroviral therapy also targets only active viruses. During HIV infection, the virus stays latent in a small number of resting T cells and in macrophages, which means the viremia can rebound as soon as therapy stops. This problem is a central obstacle on the way to completely cure HIV infected people. A new class of therapeutics called latency-reversing agents emerges that activate quiescent proviruses [50-52]. This is a part of the “shock and kill” strategy. The virus is activated and targeted by antiviral drugs, and then virus-producing cells are killed by the immune system.




        Viruses create diversity in bacterial and archaeal genomes by moving adaptive genes between microbial communities through horizontal gene transfer [53]. Eukaryotic RNA viruses also evolve by incorporation of genes from diverse hosts. For example, new genes can be brought to vertebrate viruses through horizontal gene transfer from nematodes or arthropods [54]. Half of the genome of Vaccinia virus is devoted to antagonizing innate immune responses [55].
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