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    I first met one of the editors of this book at an event on signal processing and machine learning on sensor networks in Cambridge. The topic caught my attention immediately since it really matched my vision for my current and future research. I am a Senior Researcher in distributed intelligent systems at the Institute for Manufacturing at the University of Cambridge (UK). I am a fellow of the Royal Statistical Society, where I also serve as a committee member of the special interest group in statistical engineering. In 2021, I was the recipient of the Frank Hansford-Miller fellowship in applied statistics, awarded by the West area branch of the Statistical Society of Australia. It was not a coincidence that the main part of the invited lecture at receiving this fellow was about time series mining and dynamic networks as research trends in engineering statistics. Both topics are closely related to decentralised learning on complex systems. Hence, writing a foreword for this book is a great pleasure to me, as it revolves around disruptive technologies and methods associated with the application of AI and IoT to human lives, societies, and industries. The role of AI in IoT is playing an essential role in the emergence of the resilient and ubiquitous internet connection today via 5G and beyond, along with the development of the so-called cyber-physical systems present almost everywhere. This, in principle, is an exceptional combination of AI and IoT, sometimes also named AIoT, is poised to be a norm in the technology for the coming years.




    A book in AIoT is well-timed and of the highest interest to researchers, engineers and decision-makers. This is because AIoT provides a complete range of scalable solutions for system operations and automation. Such scalability is based on an AI algorithm development through a decentralised approach that enables edge-computing, a key step ahead towards the digitalisation of industry and society. For instance, in areas as important as the health sector, AIoT brings the possibility of tracking the health of individual patients as well as monitoring larger cohorts if working with algorithms at a coarser scale. This is of the highest importance in controlling both individual and population disease evolution. We all have in mind the recent COVID-19 pandemic and can immediately ascertain the myriad of solutions related to AIoT. This book shows the basis for this solution and many more since it also covers topics as disparate as intelligent asset management or smart manufacturing.




    The depth and mathematical beauty of a theoretical algorithm development behind AIoT can only be overcome its appeal to many researchers and engineers by the plethora of solutions and the usefulness of their associated applications. We are in front of a really disruptive way of addressing further operations and management of truly intelligent, cognitive, and adaptive systems. The opportunity of getting involved in this formidable journey to change the world starts today. Let’s make it happen!




    

      Dr Manuel Herrera


      Senior Research Associate in Distributed Intelligent Systems


      Institute for Manufacturing, Department of Engineering


      University of Cambridge, Cambridge, United Kingdom
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    This is the first edition of our book “Application of AI and IOT in human lives, societies and industries”. The main aim of this book is to present the intricate concept to professionals, academicians, students, and researchers in detail. This book presents a detailed and thorough discussion of the domain of IOT and applications of AI and its allied applications in many connected diversified fields. The green environment around us is being affected daily by different technological activities. Protecting and preserving the green environment has become the prime challenge in the modern age of technological revolution. The modest use of this technology with a harmless approach to solve real-life problems has become of prime interest. The detailed views of how modern-day technologies are being spawned by the AI and IOT and have been successfully applied in the industries, human lives and societies to preserve the green resources is the focal point of this book. The theories and principles of soft computing and deep learning have been incorporated as the key tools for industrial automation. The concept of IOT and machine learning has been the main aspect of many industrial problems. These have been elaborated into books with relevant works in the concerned research fields. The topics like architecture, infrastructural aspects, safety systems, prediction models, and sustainable and smart manufacturing systems based on the principles of IOT, have been addressed. Each chapter consisting of the research papers has been well organised keeping in view the target audiences. The order of chapters is arranged in such a way so that the readers can be exposed to the subject of research and can easily correlate with the technological growth pattern used in the application.




    The application-oriented approach is the unique feature of this book. Apart from the theoretical discussion, the problems and the allied case studies concerned with the topics discussed in this book are worthy of the interest of readers. The problems and their possible solutions through different models furnished in this book are crucial to researchers and academicians. This book comprises the state of the art information on various other subjects directly or indirectly connected to the main topic of the book.




    An elaborate discussion on the topics relevant to the broad scopes of IoT and AI in human lives and in the advancement of industrial technologies has been presented under the proposed title. Some of the significant topics are the Applications of AI and IOT in the reduction of e-waste, agricultural sustainability, species protection, checking air pollution and water pollution, generating renewable energies, building smart cities and health care systems, and the revolution of industries. Under each concerned title, the elaborative explorations of AI and IoT along with their architectural nitty-gritty have been given. The new multidisciplinary approaches like soft computing, deep learning in AI, and application of different devices related to the IOT-based applications are some names to mention.




    A massive advancement of technology and its productive outcomes have been realized in the field of agriculture in terms of the large yield of the crops and the abetment of plant diseases. Extensive research in the field of IOT has made the early detection of crop diseases possible. The advent of drones and the research works in the hybrid fields of IOT and image processing have also resulted in the large-scale reduction of time and money consumption and economic benefits across the whole country and globe.




    Automation and optimization have become the buzzword in the industrial revolution. The application of such trends has become accelerated with a much deeper approach adopted by researchers in the fields of AI, ML, and IOT. The multifaceted application of IOT and AI along with ML has been of utmost need for researchers, students and professionals. Past research works and their continuation as a key to the modern research domain have been explored in this book thoroughly. The novel research contribution of eminent authors and researchers has been integrated in a judicial way to make the readers aware of the ongoing research and the probable future directions in this field.




    Some new challenging areas and their corresponding research scopes have also been discussed. The traditional industry and the trends of its further evolution with the ever-progressing technologies along with new inventions and discoveries in the fields of Artificial Intelligence, IOT and other technologies have been discussed on comparative grounds. The strongly emphasized area in the proposed book is the current trends in AI, machine learning, and IoT. Industry automation has become a key issue for manufacturing companies. The strategies, principles, and broad applications of different automation plans and the relevant research in this area have been explored much meticulously with maximum thrusts given to the intelligence domain and research carried out there.




    There are some important practical implications of the book for manufacturing companies, which are presented below.




    Research on planning and strategizing in the field of intelligence and IOT, and in allied fields like healthcare, smart cities, electrical grid industries, etc. can broaden the economic benefits of the industries to greater extents. Several optimization techniques will obviously be of great help to the manufacturers in industries as these will effectively manipulate the resources and raw materials for improved and large-scale production purposes and technological growth.




    Keeping in mind the research students of different streams of engineering domain, some additional aspects have also been addressed in this book. The most emphasized aspects are listed below.





    

      	Each chapter of the book contains relevant papers specific to the topic with the elucidation of problems.




      	Many references provided at the end of the chapter will be beneficial to the readers of the book.




      	Many website links relevant to the subject matter have been shared at the end of each chapter.




      	The problems related to the chapters have also been addressed with programs written in the Python language.




      	The broad discussion of all the concerned and relevant domains in the field of automation has been carried out with much deeper insights into the field of research.




      	Case studies related to different manufacturing companies addressing the real-life aspect of the industry have become the main feature of the proposed title.




      	All the up-to-mark and modern technological growth factors controlling the pathways of automation in human lives and industries have been broadly touched upon.




      	The extensive reviews of each of the technologically escalated research domains and the insights into the domain-specific aspect of application have become the primal focal and thrust area of this book.




      	The generalised concepts and specialised approaches in the concerned research domain have become the unique characteristic feature of the book.


    




    The overall content of the book is divided into three different tiers. Fundamental, functional and advanced tiers. The fundamental tier caters to the students and comprises the basics of the subjects. The functional aspect on the other hand is broader with the advanced part more analytic and meant for the researchers and professionals.




    We must express our sincere thanks with loads of acknowledgements to our colleagues, friends, and students for their innumerable valued suggestions and feedback to develop this book in the present shape. We must express our heartfelt gratitude to our family members, as without their support and patience, this book would have been an impossible task. Lastly, we must be very grateful and thankful to the editors of Bentham Science Publishers.




    We wish every reader an insightful, perceptional, and informative journey into this book, presenting you the world of IOT and AI from different human perspectives, with respect to different societies and industries as well.
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      Abstract




      This research shows how Hybrid Machine Learning (HML) techniques may be used in real-time to identify an Army’s personal fighting zone or any other specified location in order to reduce safety risks via the detection of an invasion or enemies. Deep Learning (DL) techniques, such as Faster R-CNN, YOLO, and DenseNet, were used to find employees, categorize objects, and detect subtle characteristics in a variety of datasets. Testing showed that a 95% recall rate and a 90% precision rate were possible. This indicates high detection. A cleanness of 85 percent and a correctness of 80 percent were achieved in a real-world construction site application. To some things up: The recommended approach may enhance current safety management methods in conflict zones, borders, and beyond.
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      INTRODUCTION




      Identifying the Army or the adversary is an essential component of combat. A fighting zone’s potentially lethal nature makes it difficult for onlookers to pay attention to the movements of the adversary. The application of state-of-the-art Deep Learning (DL) base Machine Learning (ML) algorithms like DCNN, Fast R-CNN, as given in Fig. (2), and others aims to enhance computer graphics to identify individuals. Long-standing problems with combat zone safety monitoring might be addressed with it.




      Deep learning (DL)-based computer vision surveillance systems for the detection of dangerous behaviour have already started to be developed. However, there are still problems with the visual recognition systems that are currently in place. A number of factors influence the ability to detect dangerous behaviour in the field of battle as shown in Fig. (1), including:





      

        	The need to detect unsafe conduct in real-time,




        	The difficulty in identifying small indicators that are important for safety management, and




        	The difficulty in recognizing small indicators.


      




      
[image: ]


Fig. (1))


      A few examples of blurry or otherwise undetected photographs of soldiers brandishing firearms.



      There are several aspects that contribute to the dynamic and complicated environment of the combat field region, including moving equipment and armed people, changing temporary facilities, weather conditions that impact computer visualization, sunshine and shadows that change video photographs, etc. When a hazardous behavior is seen in a combat zone, it is not uncommon for an accident to occur quickly, negating the importance and use of the data collected.




      It is difficult to do real-time visual recognition because of the computational efficiency of the visual recognition algorithm and the hardware that implements it. The present DL-based visual recognition algorithms paired with GPU processing devices are generally the bottleneck for real-time unsafe behavior identification because of the time it takes to correctly analyze the types of behavior (especially the minor feature alterations of target photographs) (e.g., army personnel or moving equipment).




      Despite the use of additional techniques, the findings are still inconclusive. For the most difficult characteristics to be found in a target picture, one must concentrate on the more subtle ones. But the tiniest differences in an image's properties may often identify the difference between an army and an invading force.




      Traditional CNN algorithms are reasonably fast in detecting features in a bounding box, but subtle characteristics are far more difficult to recognize. When it comes to modest variations between features in a photograph, YOLO techniques, which employ regression to identify attributes, are useless. To find the exact placement of anything inside a huge picture frame, DenseNet is less efficient than other algorithms but is quite successful at recognizing the subtle deviations in an image's properties.


    




    

      AIM OF THE STUDY




      The aim of the study is to find a way to establish an advanced rival combatant identification system with hybrid machine learning techniques in the war field.


    




    

      MOTIVATION FOR THE STUDY




      It was in June 15, 2016, that the National Science and Technology Council (NSTC) Subcommittee ordered the subcommittee on networking and information. Due to artificial intelligence military, which allows systems to become more autonomous, military strategists have a tempting sight of combat success but weapons and countermeasures that would be employed against them are yet unproven.




      Rebuilt and streamlined armies in Russia and China are aiming to surpass the United States in the future via increased investment in weapons development. There are several factors that go into determining how these new weapons are to be used in the future, and doctrine is one of them. When a country has the false belief that it can win a fight due to an improvement in weapon design, this lowers the bar for a war to break out. We will increasingly rely on these systems to fight, suggest, and ultimately make judgments as wars become more prevalent.
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Fig. (2))


      The Faster R-CNN model for Army position locating.



      The US National Security Commission on Artificial Intelligence’s November 2019 ‘Interim Report’ uses the phrase “arms race” to describe the necessity for diplomacy in dealing with China and Russia. US military technical dominance is a key part of the current international order, and AI militarization by China, Russia, and the United States is a geopolitical strategy, according to this paper. Research in this area is being prioritized by Russia. “Whoever controls artificial intelligence will dominate the world”, President Vladimir Putin said in a speech in 2017.




      Russian military forces will be able to use AI in 30 percent of their equipment by 2030, according to the country’s Military-Industrial Committee. Russia’s investigations on this issue have had mixed outcomes thus far, given the current circumstances. After a terrible showing in Syria’s urban battlefields last year, the Uran-9 self-aware combat vehicle was finally retired. It was incorporated into the Russian military in 2019 despite these shortcomings, which shows the Russian military’s desire to equip more autonomous robotic units as they get more advanced. To achieve “intelligentsia warfare” victory; both the United States and China have committed significant resources to research and development. As the Brookings Institution noted in a report on China’s embrace of artificial intelligence in military applications, it “may revolutionize the very mechanisms for success in future conflict” by incorporating “command decision making, and military calculations”.




      “Foreign Policy writer Paul Scharre says the most important fear for any country is not that it would fall behind in AI, but that the notion of a race would result in every nation racing toward destructive AI systems”.




      Countries put themselves and their allies in jeopardy in their eagerness to triumph. A model built by Nick Bostrom and his colleagues provides more evidence. The model found that knowing more about the capabilities of other teams led to an increase in risk-taking and short-cutting in the creation of artificial intelligence systems. Furthermore, the more animosity there is between teams, the more likely it is that safety standards will be flouted, leading to an AI tragedy. In an AI arms race, the loss of control over the AI systems is also a concern. Cave believes that a race to artificial general intelligence poses an existential threat to humanity.




      An AI weapons race would be the last thing on anyone’s mind. Having all of a company’s resources concentrated in a single location is a recipe for disaster. There’s little doubt that “AI-enabled capabilities will be exploited to imperil vital infrastructure, extend disinformation campaigns, and conduct war” if one party obtains control over AI.


    




    

      LITERATURE REVIEW




      Learners who use Chenn-Jung Huang’s intelligent diagnosing system for learning can use a Web-based, thematic learning model to develop their ability to integrate knowledge by selecting learning topics that interest them, researching those topics on the Internet, and then sharing what they’ve learned with their peers. For the teacher, an intelligent diagnostic system is used to help students improve their study habits and grade their participation in online classes based on log files. It is also possible that the diagnostic technique may precisely forecast the grades of the students. Research shows that the “theme-based learning” paradigm described in this study is effective in helping students expand their knowledge while surfing the Internet [1].




      SDN is a feasible alternative to conventional networks, according to V. Deepa’s writings, since it separates the control plane from the network plane. As a result of this feature, the controller has access to a full picture of the network. As a critical part of the SDN ecosystem, controller security is compromised. Most likely in an SDN situation is a Distributed Denial of Service (DDoS). Authorized users are unable to access system resources as a result of continuous DDoS attacks. Using the mixed machine learning strategy described in this work, the controller is protected against DDoS assaults. Using the hybrid machine learning model, the authors have found that it outperforms basic machine learning models in terms of accuracy, detection, and false alarm rates [2].




      It’s no secret that medical research has garnered a lot of attention lately; as said by A. Maru, A. K. Sharma, and M, Patel. A large number of studies have identified a variety of factors that contribute to early death in humans. Various factors, including cardiac disease, have been linked to various illnesses, according to relevant research. Researchers often come up with new ways to save lives and aid physicians in the detection, treatment, and management of cardiac sickness. The expert’s decision-making process is simplified in certain respects, but there are limitations to any excellent approach. Correlation-based Feature Selection (CFS) and Gain Ratio are two unique feature selection approaches included in the suggested strategy. The Hidden Markov Model (HMM), Artificial Neural Network (ANN), Support Vector Machine (SVM), and Decision Tree J48 are also examined. It is used in combination with the Gain Ratio over a separate set of data. This strategy is a clever one, and it makes use of two of the most significant processes with an appropriate layered architecture to produce Naive Bayes processing after a comprehensive study of the method. Utilizing the naive Bayes model for analysis first, the goal is to determine which of the many approaches and characteristics is most suited to statistical analysis [3].




      S. Dahiya’s credit evaluation algorithms are used by banks to evaluate whether a loan application is a good risk or a bad risk. As part of data mining projects, classification and clustering tasks are generally employed to develop these models. The accuracy of these computations is vital because banks depend on them to make important decisions. Many factors, such as the use of efficient machine learning algorithms, balanced input data, and hybrid model development methodologies, may all help to improve accuracy. To construct the most efficient hybrid models, machine learning and statistical methodologies may be combined in a number of ways. In this study, balanced input data was employed to avoid biased model training toward the larger class. This study incorporates machine learning algorithms that have previously been proved to be beneficial in financial data investigations. Two of the machine learning methods used in this research are C4.5 and Nave Bayes. The authors have already built the first single models using various machine learning algorithms and decided which one is the best. By merging this model with others, the accuracy of the categorization was increased. To confirm the model’s accuracy, each model was tested on a separate test set that was not provided to the model while it was being trained. The experiments were conducted using a credit benchmark dataset. The MLP outperformed all other single models in this investigation, but the hybrid model generated by combining the MLP with the MLP produced the best results [4].




      According to A.A. Akinyelu, on a daily basis, almost 2.5 quintillion bytes of data are created. Furthermore, by 2020, every person on the planet is predicted to create 1.79MB of data each second. Large datasets, it seems, contain a wealth of useful information that may be used to make better judgments. The issue is that enormous data processing requires a tremendous amount of storage space and computing power. Machine Learning (ML) methods are often used to analyze and extract hidden insights from datasets. However, since many ML algorithms were not designed to handle huge datasets at the outset, their computational cost decreases as data size grows. As a consequence, large-scale data analytics is either very slow or impossible. It is obvious that quick and effective big data analytics techniques are required. It is provided an intelligent hybrid machine learning-based technique for large-scale data analytics. The EDISA ML border detection and instance selection approach was motivated by edge detection in image processing. When evaluated on four machine learning algorithms and huge datasets, it lowered storage by more than 50% while increasing training time by more than 93 percent (in certain cases), all without affecting the algorithms prediction accuracy [5].




      M. Suganthi is employed as an Image mining is a kind of data mining that looks for relevant information in photographs. Texture, size, colour, and overall structure may all be used to classify images. Image recognition algorithms like Neural Networks, ImageNet, VGG16, and AlexNet are well-known and widely employed in fields including agriculture, medicine, and aerial photography. CNN recognises pictures using machine learning algorithms, which are well-known for their resiliency in extracting features and data mining capabilities. CNN-ELM, CNN-KNN, CNN-GA, MLP-CNN, CNN-SVM, CNN-RNN, and CNN-LSTM were all put to the test to see which one was the most accurate at picture classification [6].


    




    

      RESEARCH METHODOLOGY - HYBRID MACHINE LEARNING MODEL FOR REAL TIME RIVAL COMBATANT IDENTIFICATION (HMLMRCI)




      Real-time visual detection of adversaries is much more difficult on the battlefield because of the chaos. A hybrid ML model combining the following three CNN-based DL approaches is proposed in this study to address these issues:




      Faster R-CNN for Faster competitor combatants locating.




      As can be seen in Fig. (3), the Faster R-CNN chosen has the following structure:
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Fig. (3))


      The YOLO model for helmet and safety vest classification. 



      

        	Input Layer—RGBs channels with a 1280-720 picture size;




        	Hidden Layers—5 layers of “convolutional + ReLU + 3 3 Max Pooling,” 32 3 3 Fiters, Padding = 1, Stride = 2;




        	Output Layer—1 completely connected layer of size 256, 1 ReLU layer, 1 fully connected classification layer of size 2 ('rival combatant' or 'non-rival combatant'), and activation = 'Sigmoid'.


      


    




    

      HYBRID MACHINE LEARNING MODEL FOR REAL-TIME IDENTIFICATION OF RIVAL COMBATANT




      The YOLO v3 for Objects Classification: The adopted YOLO v3 is adopted for objects classification and shown in Fig. (4) with the following network structure:
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Fig. (4))


      The DenseNet model for fastness of chin strap on helmet recognition. 



      

        	Input Layer—RGBs channels with image size of 240×150;




        	Hidden Convolutional Layers—6 layers of ‘3×3 conv, stride 1, filters 16’ + ‘2×2 max pooling stride 2’;




        	Output Layers—2 output branches—Branch (1): ‘3×3 conv, stride 1, filters 256’ + ‘3×3 conv, stride 1, filters 512’ + ‘Output size 10×10×512’; Branch (2): ‘3×3 conv, stride 1, filters 128’ + ‘3×3 conv, stride 1, filters 256’ + ‘Output size 20×20×256’.


      




      The DenseNet v1.2.1 for Subtle Feature Detection




      The adopted DenseNet v1.2.1 [7] is adopted for subtle feature detection (e.g., fastness of chin strap on helmet) and shown in Fig. (5) with the following network structure:
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Fig. (5))


      The System Interface of the proposed model. 



      

        	Input Layer—RGBs channels with image size of 64 × 64;




        	Hidden Layers—1 layer of ‘7 × 7 conv, stride 2’ + ‘3 × 3 max pool, stride 2’ + 4 Dense Blocks + 3 Transition Layers;




        	Output Layer—1 classification layer of ‘7 × 7 global average pool’ + ‘fully connected, activation = Sigmoid’.


      


    




    

      MODEL TRAINING AND TESTING




      Sample datasets acquired from real-world building sites were used to train the proposed hybrid ML model. The next sections detail the specifics of model training and testing.




      

        Data Acquisition




        The training image datasets were collected from real-world projects via camera of mobile phone, videos of IP Cams, CCTV and the installed PTZ devices. Totally, 3,108 clear helmet images were collected, with 83% (2,639 images) used for training and the rest 17% (528 images) for testing; 1,173 clear safety vest images were collected, with 65% (762 images) used for training and the rest 35% (411 images) for testing.


      




      

        Parameter Setting




        Following training parameters were selected: (1) for helmet recognition— the initial learning rate was set as 7 × 10-5, iterations = 13, an exponential decay coefficient is selected as 0.1 for iteration = 10, the minimum learning rate = 1 × 10-5, the image size was normalized to 64 × 64 × 3 (RGB), batch size = 128; (2) for safety vest recognition—the initial learning rate was set as 1 × 10-3, iterations = 13, the minimum learning rate = 5 × 10-4, batch size = 2, other parameters were selected similar to (1).


      




      

        Detectability Analysis




        The Confusion Matrix was created utilizing two performance indices, Recall and Precision, for both helmet and safety vest recognitions. In Table 1, we will see a visual representation of the Confusion Matrix. According to Table 1, a frequently used statistic for measuring pattern recognition, information retrieval, and machine learning (ML) performance is the Confusion Matrix. During a focused conversation with construction safety management subject experts, the performance criteria for the two detection tasks were developed. Performance acceptability levels for Recall and Precision are 95% and 90%, respectively as shown in Table 2.




        The Confusion Matrix of Rival Combat Detection.




        

          Table 1 Performance acceptability.
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            Recall = TP/TP+FN -- (1)


            Precision = TP/TP+FP --- (2)

          




        




        

          Table 2 The confusion matrix of rival combat detection.
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                	Predicted with target



                	187(TP)



                	9(FP)



                	93.9%

              




              

                	Predicted without target



                	12(FN)
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                	-
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        Training Procedure




        The following are the steps in the training process: One of the first steps is to gather data from cameras and mobile phones (i.e. IP Cams and CCTV). In order to keep clear and recognizable data (based on human judgment), the photos must be cleaned of any dirt, fuzziness, or blur. Selecting and naming targets in the picture using the 'bounding box'; Randomly picking training and testing datasets for training and testing. The previous step was to establish the training settings, and the next step is to perform the settings. Confusion Matrix parameters are counted and performance indices (Recall and Precision) are calculated.




        Confusion Matrix Recall and Precision are found to fulfill the pre-determined performance standards. Models trained in this way are already in use to evaluate (Table 3) real-world applications. The system interface for implementing the suggested model, which shows the sub-windows on the right-hand side of the interface where the identified targets are captured.




        

          Table 3 Training procedure.
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                	Predicted with Target



                	163(TP)



                	12(FP)
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                	Predicted without target



                	0(FN)
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                	100%



                	-



                	-

              


            

          




        


      




      

        Performance Evaluation




        Table 1’s Confusion Matrix was used to evaluate the model performance of the proposed technique, except that Cleanness is used to replace recall and correctness is used to replace precision of the proposed method. An in-depth conference of construction safety management domain specialists established the acceptability requirements for testing as Cleanness greater than 85% and above, and Correctness greater than 80% and above. The physical capabilities need to be on


        


        


        computational device side: It has an Intel E5-2620v4 @ 2.10GHz processor, 40GB RAM, Windows 10 OS, and an NVIDIA Quadro P2000 (5GB) GPU. The hard disc has a 2 terabyte capacity.




        

          Table 4 In-situ performance evaluation of rival combatant.
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                	Predicted with Target



                	28(TP)



                	6(FP)



                	82.4%

              




              

                	Predicted without target



                	3(FN)
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                	Cleanness



                	90.3%



                	-
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        Methodology for Conducting Tests in the Field




        TP was counted using the pre-trained DL-CNN models trained on the video streaming data sent to the Data Center for Construction Safety Management in CYUT via the internet;





        

          	The target was detected using the video streaming data processed using the pre-trained DL-CNN models at the DCCSM in CYUT; and




          	
In-situ implementation testing was performed as shown in Table 4. Cleaning and Correctness were the two performance measures used to assess the model performance; calculating these two indexes was necessary to evaluate the model.




          	If the model performance indexes were not sufficient, return to Step-(2) and Step-(3) to improve the model by including more training datasets and modifying the parameters.




          	Model approval—the learning process was halted when the model performance indices satisfied the set requirements.


        




        Fig. (4) displays the PTZ device being deployed on-site for the in-situ case study.




        

          In-situ Testing Results




          When in-situ testing began, none of the two pre-trained hybrid ML models performed well. Their Cleanness and Correctness performance indices were poor. It was discovered that training datasets were obtained from a construction site above ground level, but the in-situ case project was still being constructed at an underground level. To improve the training datasets and retrain the models, it is recommended that we gather some example photographs. The in-situ testing results for helmet and safety vest detections, respectively, after model upgrades.


          


          


          The in-situ testing was approved since the Cleanness and Correctness performance indices of the two Confusion Matrixes fulfilled the predetermined parameters.


        


      


    




    

      CONCLUDING REMARKS




      It has been difficult to use standard Machine Learning (ML) based computer visualization approaches for building site safety management because of the complex environment circumstances and demands for real-time reporting. An ML-based model that incorporates three Convolutional Neural Network based Deep Learning techniques - Faster R-CNN, YOLO and DenseNet—is presented in this paper to overcome the challenges of complex and dynamic construction site environments, the need for real-time detection of unsafe behaviour, and the difficulty in detecting subtle features that are meaningful for construction safety management. Training and in-situ testing findings reveal the models' great potential for enhancing construction safety management practices.




      There is more work to be done to confirm the application of the suggested technology, including testing its detection capabilities in adverse settings such as nighttime, fogs/dusts, changing weather (e.g. pouring) and so on despite the first findings showing great potential. It was also set to a low level of cleanliness and correctness compared to human detection capabilities. Industry standards need changes in the model.
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