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      INTRODUCTION TO THIS VOLUME


      This is an introductory book dealing with practical uses of meaning studies, with special focus on ontologies, dictionaries and terminological applications.


      The book can be divided into two parts. The first one includes chapters 1, 2, and 3, it is more theoretically oriented and its objective is to provide the reader with the theoretical background knowledge required for the understanding of the most important meaning applications. Special emphasis is given to those aspects considered as the most influential and useful to develop certain linguistic applications such as the construction of dictionaries, ontologies and terminologies. Because of this, only semantic and morphological approaches are dealt with in this first part of the volume.


      The second part includes chapters 4, 5, and 6, and it gives information of specific applications of meaning studies.


      As regards part 1, in the first chapter of this volume some basic facts about differences, similarities and overlappings among words, concepts and their respective relations with the codification of meaning are introduced. The question of how ontological material is represented in order to be implemented in computational linguistic applications is approached, including differences and similarities between general linguistic representations and specific representations for linguistic applications. A selection of lexical description theories is also presented, so as to give readers an overall view of the most influential theoretical approaches affecting the analysis of the lexicon.


      Because dictionaries are made up of words, we need to understand how words are formed. Thus, in chapter 2 some basic notions about the different levels of linguistic analysis are developed, with special attention given to morphology and its interactions with semantics. In addition, this interconnection can be applied to linguistic studies of different kinds. Thus, it is seen how the morphological analysis of languages relates with the creation of corpora, thesauri and lexical and conceptual databases. Some basic morphological notions are also introduced, as a key to understand word formation phenomena.


      Besides, in chapter 3 a deep analysis of the interconnection between morphology and semantics, important to establish the position of morphology in the fields of computational linguistics and computational semantics, is attempted. It is also explained how morphology is applied to building up lexicological databases and/or corpora, taking Nerthus, a lexicological database of Old English, as example.


      The second part of the volume includes chapters 4, 5 and 6. Lexicography, as the practical side of lexicology, is introduced in chapter 4. Basic notions related to the writing of dictionaries and the problems involved in the definition of a lexical entry are introduced here. In addition, the links between the shape of a dictionary entry and different theories of meaning are also discussed.


      In chapter 5 ontologies are approached focusing on the relationships and differences between lexical representation and meaning representation and exploring the limits and overlappings of language and knowledge representation for natural language processing. A selection of easily available ontologies is reviewed to analyze how they represent both meaning and knowledge.


      Finally, chapter 6 offers an introduction to terminological applications and it explores statistical approaches to terminological analysis. Terminology is very practically oriented, and it does not focus so much on linguistic analysis as in the handling of concepts for the use of these applications in everyday life. It is shown how a centralized terminology management system can be used for the efficient production and standardization of (multilingual) content and for “intelligent information retrieval”.


    


    
		


  




  

    

      HOW TO USE THIS BOOK


      This book contains 6 chapters. Each of them can be read separately, depending on the reader’s interests. The topics are interconnected to each other but they are not fully dependent. Thus, for example, if someone wants to know more on terminology extraction, he/she could directly go to chapter 6. In the same fashion, if someone is interested in the difference between language dependent and language independent applications, he/she should read chapters 1 and 5, and someone wanting to know more about dictionaries should go directly to chapter 4.


      Each chapter is made up of a theoretical descriptive approach, dealing with issues related to lexically-based language applications, or with the features of language that conform these applications. The reader can also find some exercises scattered around the contents, whose answer keys are also included at the end of each chapter. Additionally, some further recommended readings are included at the end of each chapter, as well as the full references of all the works that are mentioned or quoted along the texts. All these elements aim at making this book as practical as possible, both for the undergraduate semantics student and for the general linguistics reader. It is also theoretical, in the sense that the theory behind each semantic application is largely described, and for those who want it there are resources to help them put it into practice.


      Besides, an extensive glossary of terms related to applied semantics is included at the end of the book, containing the main terms and concepts relevant for the understanding of morphology, terminology and semantics and, above all, of applications based on the study of words and meaning.


    


  




  

    

      THE AUTHORS


      Margarita Goded is a Senior Lecturer in semantics at the Department of Modern Languages in the Spanish National University of Distance Education, UNED (Spain).


      She holds a Master’s degree in English and Old English from the University of Sydney (Australia) and a PhD in English Linguistics from the Complutense University Madrid. She lectured linguistics, English linguistics and writing at the Madrid Universidad Autonoma. She was tenured at the UNED in 2002, where she lectures semantics and applications to meaning studies for ontologies and dictionaries.


      She has been the main researcher of one Spanish research group and has participated in various other European and Spanish research groups. Her main research interests are related to the precodificational components of linguistic expressions for computational treatment and she has developed a descriptive algorithm for this purpose.


      Ana Ibáñez Moreno is a Lecturer at the Department of Modern Languages in the Spanish National University of Distance Education, UNED (Spain). She holds a PhD in English Linguistics from the University of La Rioja, on A Functional Approach to Derivational Morphology: The Case of Verbal Suffixes in Old English (2007).


      Her current areas of research are Functional Linguistics, with special attention to semantics and morphology and the teaching and learning of foreign languages. She has long experience as emeritus researcher in the Department of Spanish of the Faculty of Applied Linguistics of the University College at Ghent (Belgium), now at Ghent University, where her main topics are error analysis, the development of communicative strategies when learning Spanish and the use of audio description as a didactic tool in the classroom of Spanish as a foreign language. She has collaborated in several research projects dealing with lexical and lexicological databases, such as Nerthus. See www.nerthusproject.com.


      Veronique Hoste is Professor of Computational Linguistics at the Faculty of Arts and Philosophy at Ghent University. She is also the director of the LT3 language and translation team at the same department and is co-director of the association research group LTCI on Language Technology and Computational Intelligence. She holds a PhD in computational linguistics from the University of Antwerp (Belgium) on Optimization issues in machine learning of coreference resolution (2005). She has a strong expertise in machine learning of natural language, and more specifically in coreference resolution, word sense disambiguation, multilingual terminology extraction, classifier optimization, etc. She has published about 50 papers related to different research projects, has different PhD students under her guidance. In the last five years, Veronique Hoste has received external funding for different research projects among which projects sponsored by the Flemish government, the Dutch Language Union, the Belgian Science Foundation and by industrial partners. For an overview of publications, projects and professional activities, see http://www.lt3.ugent.be.


      We are endowed to architects Sil Mattens and Peter de Connick (Belgium), who are the authors of the images of the book and the cover.


      We are also endowed to proofreaders Emilie Collinge and Heather Forth (UK) for carefully reviewing this book.


    


  




  

    

      [image: CHAPTER_1.jpg]


      1. Objectives


      2. Introduction


      3. The use of a metalanguage


      4. Language dependent and language independent knowledge representation 


      4.1. Language dependent applications


      4.2. Language independent applications


      4.3. Conclusions about knowledge representation


      5. Different approaches to meaning interpretation


      5.1. Cognitivism and ontologies


      5.2. Predication in linguistics and in ontologies


      5.3. Are conceptual and semantic levels identical?


      5.4. The philosophical perspective


      6. Lexical description theories


      6.1. Introduction


      6.2. Structuralism


      6.2.1. European Structuralism


      6.2.2. American Structuralism


      6.3. Functional Models


      6.4. Formal Models


      6.5. Cognitive Models


      6.6. Conclusions


      7. Further recommended readings


      8. References


      9. Keys to exercises


      1. OBJECTIVES


      In this chapter we deal with words and concepts. More specifically, we shall learn some facts about differences, similarities and the overlapping areas among words, concepts and their respective relations with the codification of meaning.


      We will also be introduced to how ontological material is represented for linguistic applications and the differences and similarities between general linguistic representations and specific representations for linguistic applications proper.


      2. INTRODUCTION


      In this chapter some basic semantic concepts are refreshed, with an emphasis on those which have a particular impact on the development of both ontologies and dictionaries.


      The contribution of the different levels of linguistic analysis to the construction of meaning focuses on the different aspects of language: how the units of human-produced sounds are organized in words so as to be meaningful is something studied in phonetics; how words are made up and further combined in higher meaningful units is studied by both morphology and syntax; semantics basically studies how meaning is codified and how it does so from these different linguistic perspectives.


      Because dictionaries focus on the meaning of words, lexical and morphosyntactic perspectives in linguistic analysis are important. The understanding of a word meaning by the users of a certain language, and their capability to explain it by putting it into other words, are preconditions for the creation of dictionaries.


      Because ontologies focus on how concepts are captured and how they are codified in words, semantic analysis is also a kind of precondition for the further construction of applications such as programs called “ontologies”.


      The working perspective taken here is basically one that presupposes an online use. This means that both products, dictionaries and ontologies, are seen as digital products and therefore subject to computational treatment. Ontological and lexical representations in language applications are introduced to highlight their coincidences and overlapping areas. Then, the points where they coincide and overlap are noted.


      Focusing on lexicography, Hanks (2003) provides a brief review of its basic aspects by linking them to their historical background. This is useful in helping us connect the present developments of language technologies with their roots and also in identifyng their most important varieties and initial developments. As Hanks (2003: 48) states, lexicographical compilations are inventories of words that have multiple applications and are compiled out of many different sources (manually and computationally):


      An inventory of words is an essential component of programs for a wide variety of natural language processing applications, including information retrieval, machine translation, speech recognition, speech synthesis, and message understanding. Some of these inventories contain information about syntactic patterns and complementation associated with individual lexical items; some index the inflected forms of a lemma to the base form; some include definitions; some provide semantic links to ontologies and hierarchies between the various lexical items. Finally, some are derived from existing human user dictionaries.


      However, he concludes that none of them are completely comprehensive and none of them are perfect.


      As with most aspects of our everyday life, dictionary compilation such as the craft of lexicography has been revolutionized by the introduction of computer technologies. On the other hand, new insights have been obtained by computational analysis of language in use, providing new theoretical perspectives.


      Concepts and words are related, because for concepts to be transmitted we, as humans, need words, and this is why it is important to differentiate between concepts and words. Understanding the similarities, differences and interrelations between them in the present situation of massive use of the internet, where we interact with machines such as computers all the time, becomes more and more important. And this is why we will try to differentiate between those applications that are more heavily dependent on language and those which, being of a more abstract nature, can be “described” as language independent.


      This concept-word relationship concerns the process of conceptualization. As Prevot, et al. (2010: 5) explain:


      The nature of a conceptualization greatly depends on how it emerged or how it was created. Conceptualization is the process that leads to the extraction and generalization of relevant information from one’s experience. Conceptualization is the relevant information itself. A conceptualization is independent from specific situations or representational languages, since it is not about representation yet. In the context of this book, we consider that conceptualization is accessible after a specification step; more cognitive oriented studies, however, attempt at characterizing conceptualizations directly by themselves (Schalley and Zaefferer 2006).


      Precodification of entities or relations that usually lead to the lexicalization of nouns and verbs is a specification step. This is the marking of either an entity or a relation in the notation of an ontology. Let us illustrate this: For example, the verb run as in “She runs the Brussels Marathon” is precodified as a ‘predicate’ and thus as a ‘relation’, and the nouns she, Brussels and marathon are precodified as entities. On the other hand, a possible example of direct cognitive type of conceptualization in the sense of Schalley and Zaefferer (2006) could be the famous one of asking for food in the context of a restaurant. In fact, both types of conceptualization are compatible.


      What is the objective of an ontology? Basically, it is to conventionalize concepts in order to handle meaning and knowledge efficiently. As Prevot, et al. (ibidem) explain: 


      Every conceptualization is bound to a single agent, namely, it is a mental product which stands for the view of the world adopted by that agent; it is by means of ontologies, which are language-specifications of those mental products, that heterogeneous agents (humans, artificial, or hybrid) can assess whether a given conceptualization is shared or not, and choose whether it is worthwhile to negotiate meaning or not. The exclusive entryway to concepts is by language; if the layperson normally uses natural languages, societies of hybrid agents composed by computers, robots and humans need a formal machine-understandable language.


      To be useful, a conceptualization has to be shared among agents, such as humans, even if their agreement is only implicit. In other words, the conceptualization that natural language represents is a collective process, not an individual one. The information content is defined by the collectivity of speakers.


      There are two —opposed and complementary— ways to access the study of words and concepts: the onomasiological approach and the semasiological approach.


      The first one, whose name comes from the Greek word ὀνομάζω (onomāzo), ‘to name’, which comes from ὄνομα, ‘name’, adopts the perspective of taking the concept as a starting point. Onomasiology tries to answer the question how do you express x? As a part of lexicology, it starts from a concept (an idea, an object, a quality, an activity etc.) and asks for its names. The opposite approach is the semasiological approach: here one starts with the word and asks what it means, or what concepts the word refers to. Thus, an onomasiological question is,what is the name for medium-high objects with four legs that are used to eat or to write on them? (Answer: table), while a semasiological question is, what is the meaning of the word table? (Answer: medium-high object with four legs that is used to eat or to write). The onomasiological approach is used in the building of ontologies, as we will see in depth in chapter 5, and the semasiological approach is adopted for the construction of terminologies, banks of terms, to be applied in different areas, as we will see in chapter 6.


      3. THE USE OF A METALANGUAGE


      A much debated issue in relation to these matters is the use of a metalanguage. Saeed (2003) defines semantics as the study of meaning communicated through language. Since there are quite a number of languages and since meaning and knowledge are, to some extent, interchangeable terms, we can say that knowledge representation is fairly connected to the particular language on which the referred knowledge is expressed. Consequently, in his preliminary discussion of the problems of semantics this author suggests that the use of a metalanguage could be a possible solution to the problem of the circularity of the meaning of a word in a dictionary. Setting up a metalanguage might also help to solve the problem of relating semantic and encyclopedic knowledge, since designing meaning representations of words, involves arguing about which elements of knowledge should be included. But metalanguages also present problems for lexical representation. After all, most linguistic models of all kinds (generative, functional etc.) have designed a metalanguage of their own, more or less based on linguistic signs, to represent what the linguist in question considers to be the set of foundational concepts upon which their subsequent linguistic representations are built.


      Generally, a metalanguage will be necessary to build up any ontology, especially if it is aimed to be applicable to more than one language. There are two kinds of components in an ontology that make use of a metalanguage: the represented categories and relations, and the represented procedures. Sometimes the represented procedures are just the relations themselves.


      An example of a metalanguage combining meaning postulates and thematic frames for the event +ANSWER_00, as in Periñán Pascual and Mairal (2010: 20) is:


      (1)


      Thematic Frame: (x1: +HUMAN_00) Theme (x2) Referent (x3: +HUMAN_00) Goal


      Meaning Postulate: PS: +(e1: +SAY_00 (x1) Theme (x2) Referent (x3) Goal (f1: (e2: +SAY_00 (x3) Theme (x4: +QUESTION_00) Referent (x1) Goal)) Scene)


      The thematic frame of the event +ANSWER_00 belongs to the higher frame of the metaconcept #COMMUNICATION, to which the metaconceptual unit is assigned a prototypical thematic frame. In this case, the thematic frame of communicative situations, from which we obtain all other conceptual units related to this metaconcept of #COMMUNICATION is:


      (2)


      (x1) Theme (x2) Referent (x3) Goal


      The Thematic Frame in (1) derives from this general one in (2), as well as the Meaning Postulate, which gives more detailed conceptual information about the specific event +ANSWER_00, which can be paraphrased as “someone (x1) say something (x2) to somebody (x3) related to a question (x4) that x3 said to x1”. All the symbols used (+, #, x, numbers, etc.) are part of the metalanguage used in COREL[1] (which stands for Conceptual Representation Language) for the representation of concepts.


      o-o-o-o-o-o-o


      Exercise 1:


      Build up your own metalanguage: propose a small ontology -four concepts or so- for concepts related to a specific conceptual field (for example verbs of emotions, or verbs of movement) and select one or two of these concepts. Then, “invent” a series of symbols that you would use in order to represent the entities and relations involved in these concepts. You can use some parts of English as a pro-metalanguage (as Dik 1997 or Van Valin 2005 do), or you can suggest new symbols.


      o-o-o-o-o-o-o


      4. LANGUAGE DEPENDENT AND LANGUAGE INDEPENDENT KNOWLEDGE REPRESENTATION


      The representation knowledge based on language or based on concepts differs in a number of aspects. It is a circular issue and it always affects the creation of ontologies and dictionaries.


      The concept of prototypicality is a highly influential one in both lexicographic and ontological studies, and it works in both directions. As Geeraerts (2007: 161) notes, how prototypicality effects in the organization of the lexicon blur the distinction between semantic information and encyclopedic information. This does not mean that there is no distinction between dictionaries and encyclopedias but that the references to typical examples and characteristic features are a natural thing to expect in dictionaries. On the other hand, in the construction of ontologies prototypical examples of categories tend to be linked to higher categories or inclusive categories, usually taking the lexical form of hyperonyms.


      4.1. Language dependent applications


      Language dependent knowledge representation is based on the way in which a certain language codifies a certain category —for example a certain state of affairs— because it affects the representation of this particular piece of world knowledge. For example, a debated issue is how the different languages of the world and English in particular, lexicalize (with more or less detail) certain aspects of their external world that affect their speakers.


      Within the general studies of semantics we see how there are certain linguistic categories that are highly dependent on the language in which they are identified. Remember, for example, the pronominal system in Arabic languages contrasting with that of English or Spanish, where the former codifies a dual pronoun whereas the latter two only codify singular and plural. As it is well known, there are more or less universal linguistic features that all languages codify with various syntactic, morphological or lexical devices to refer to the addressee. An example of language independent knowledge or conceptual representation could be the lexical terms for numbers, or the mathematical symbols and the symbols of logic (see Chomsky 1975, Dik 1997, Van Valin 2005, and so many others, for different examples).


      Language is a conceptual phenomenon, as postulated by Lakoff (1987) and others. This means that different languages lexicalize with more or less detail those aspects (concepts) of the external world affecting their speakers in a particular way. For example, the different types of snow are lexicalized with different words in Eskimo languages, in the same way that the different types of winds are given different names in many cultures, where the type and intensity of the wind directly affects people’s everyday lives.


      An example is the Spanish word, chirimiri or sirimiri, deriving from the Basque (txirimiri) used to refer to a kind of rain characterized by water drops that are very small and in abundance, so that you are anaware that you are getting wet but in fact you are. In www.wordreference.com it is translated as “fine drizzle”, but there is not a single unique term in English that can represent this specific kind of rain that is typical of the Basque Country. Still another example is taken from our urban kind of life, where we have lexicalized two different terms for human beings depending on whether such human being is or is not driving (driver /pedestrian). In addition, the words rider or caballero lexicalize the fact that a human being is or is not riding a horse, because such a difference was important before the invention of the car. Nowadays, a rider is also someone riding a bike, also in opposition to a pedestrian, who is not using any other way of moving but his/her own legs.


      Therefore, the way a certain language codifies a certain category —for example a certain state of affairs— affects the representation of this particular piece of world knowledge because it selects some elements instead of others. As already mentioned, the codification of a certain state of affairs, for instance, affects the types of constructions that a certain language may produce. For example, in English the codification of a resultative element in a certain state of affairs leads to constructions like the famous wipe the slate clean study in Levin (1991).


      Knowledge representation in language applications


      A particular kind of knowledge representation is based on lexical organization. This organization can take many forms. For example, a network is a group of words that are not so tightly organized. Sets can be defined as organized and bounded groups of words, while hierarchies are organized groups of words usually following a certain semantic relationship (e.g.: hyponymy). In inheritance systems the main link is a certain feature (semantic or syntactic) that can be identified as recurrent at different levels of a structure. Understanding how words are organized in a certain format is important for both dictionaries and ontologies.


      Meaning representation in language applications


      Lexical representation is, after all, meaning representation. It must be noted, however, that lexical meaning is just one part of the whole meaning transmitted in verbal communication, where the total content of information transmitted is usually more than purely verbal communication. The point is that in order to facilitate transmission between speakers, language is organized using a limited number of formal structures of different kinds (lexical, syntactic, morphologic, phonetic), which are complemented with a whole repertoire of ontological and situational (sensory-perceptual) information simultaneously processed. Formal codification of purely linguistic input is inevitably limited because of processing constraints, but it is complemented with additional non-linguistic information that enters the processing human system via other non-linguistic means.


      The difference between trying to represent meaning and trying to represent other linguistic levels is that it is easier to represent something with a more or less tangible side such as the lexicon, syntax, morphology, or phonetics of a certain language. Trying to represent something like meaning, highly dependent on contextual information, is not an easy task. Part of the difficulty is that it is precisely the lexicon, syntax, morphology, or phonetics of a certain language that we use to convey meaning. Only a small part of the more salient and socially engraved aspects of social behavior constitutes contextual information codified in human languages in many different ways, and which can be labeled with different kinds of pragmatic parameters.


      In addition, other non-pragmatically codified information is missing in linguistic representation as such, and must enter the system through other non-linguistic-processing-input-systems. The paradox is that in order to other codify all that non-linguistic information we sometimes need a language. Whether this language is a conventional language, a metalanguage or another symbolic system is a different question to be addressed. Sometimes it is very difficult to think of fully language-independent representations. In what follows, we will deal with this topic in more detail.


      Lexical representation in language applications


      A typical example of lexical representations for language applications is a common parser, and the clearest example of a language dependent linguistic application is a dictionary of any kind.


      4.2. Language independent applications


      An easy example of a language independent representation could be the figures for numbers or the mathematical symbols that mathematicians of all languages use.


      In this book, language independent applications will be studied at a very basic level and under the perspective that knowledge is partly organized independently of the language in which it is put into words and partly organized in a sort of network. A knowledge network is understood as a collection of concepts that structures perceived information and allows the user to organize it.


      So an example of language independent application is mathematical notation. What is represented in a mathematical formula is simple: a series of mathematical concepts and a series of relations linking them:


      (3)


      (5 + 3). 5 = 45


      Here we have two types of quantities: one grouped in two sub entities (5 and 3) and the other is the whole amount, just by itself. And the relations linking these quantities are shown below:


      (4)


      [( )] represents a set.


      [+] represents the addition operation of natural numbers.


      [.] represents the multiplication operation of natural numbers.


      [=] represents the result of both operations.


      Finally, the organization of concepts into hierarchies is also relevant. Each concept is studied as related to its super- and sub-concepts. The inheritance of defined attributes and relations from more general to more specific also affects complex conceptualizations.


      4.3. Conclusions about knowledge representation


      Knowledge representation has taken the form of printed and electronic (both on and off-line) dictionaries and ontologies. It is self-evident that dictionaries are one possible kind of language-dependent instrument of knowledge representation in the sense that dictionaries compile all or most parts of the lexical information of a particular language.


      Ontologies, on the other hand, compile other than lexical information. However, it is also becoming evident, as said above, that in order to codify non-lexical information, lexical means are needed. Ontologies can be defined as knowledge networks. A knowledge network is a collection of concepts that structure information and allows the user to view it. In addition, concepts are organized into hierarchies where each concept is related to its super- and sub-concepts. All this forms the basis for inheriting defined attributes and relations from more general to more specific concepts. This is seen more in depth in chapter 5.


      5. DIFFERENT APPROACHES TO MEANING INTERPRETATION


      According to Prevot et al. (2010), the topic of the interface between ontologies and lexical resources is a re-examination of traditional issues of psycholinguistics, linguistics, artificial intelligence, and philosophy in the light of recent advances in these disciplines and in response to a renewed interest in this topic due to its relevance for the Semantic Web major applications.


      These studies also recognize the importance of a multidisciplinary approach for lexical resources development and knowledge representation and the influential contributions to the field of Hobbs et al. (1987), Pustejovsky (1995), Guarino (1998), Sowa (2000), Nirenburg and Raskin (2004), among many others.


      In Prevot et al. (2010) it is also shown how this ground is an opportunity for the current research in Natural Language Processing (NLP), knowledge representation, and lexical semantics. The interface between formal ontology, lexical resources or linguistic ontologies is also seen as highly relevant. For these authors, formal ontologies are understood as ontologies motivated by philosophical considerations, knowledge representation efficiency and re-usability principles. Lexical resources or linguistic ontologies have a structure motivated by natural language, and more particularly by the lexicon.


      5.1. Cognitivism and ontologies


      The influence of cognitivism on the design of ontologies has to do with categorization. Because of this, studies on categorization have received a lot of attention from the cognitive side. These studies explain how componential semantics is developed (Katz and Fodor, 1963), in terms of the category of a word defined as a set of features (syntactic and semantic) that distinguishes this word from others. Studies on categorization also explain how this model fits extremely well with the Formal Concept Analysis (FCA), which was developed by Ganter and Wille (1997) and first applied to lexical data in Priss (1998, 2005), and how componential semantics is nowadays in use in several ontological approaches as we will see in later chapters.


      However, cognitive approaches see componential semantics as limited by various developments centered on the notion of prototypicality (Rosch 1973, 1978). It has been empirically established that the association of words and even concepts within a category is a scalar notion (graded membership). The problem of category boundaries, of their existence and of their potential determination, is therefore a serious one. Contextual factors have been said to influence these boundaries. Another issue is the use of a feature list that has been considered too simplistic and that raises the question of the definition of the features themselves.


      Besides the issue of prototypicality, another common ground is the investigation of the models for concept types (sortal, relational, individual, and functional concepts), category structure, and their respective relationships to ‘frames’. On the other hand, there is wide converging evidence that language has a great impact on categorization. When there is a word labelling a concept in a certain language, it makes the learning of the corresponding category by children much faster and easier.


      Authors such as Wierzbicka (1990), Murphy (2003), Croft and Cruse (2004: 77-92), and Schalley and Zaefferer (2006), have studied and discussed these approaches and their limitations at length.


      As explained in Goded Rambaud (2010: 194), referring back to Cruse (2000: 132), who in turn drew his analysis from Rosh and Mervis (1975), prototypicality measured by Goodness of Example (GOE) scores, correlates strongly with vocabulary learning. For example, extensive research in this line has shown that children in later stages of language acquisition, when vocabulary enlargement is directly affected by explicit teaching, learn new words better if they are given definitions focusing on prototypical examples, than if they are only given abstract definitions, even if these better reflect the meaning of the word.


      5.2. Predication in linguistics and in ontologies


      The concept of predicate structure is a key one in the study of semantics. As it is well known, a predicate is a relational concept that links one or several entities. Languages frequently lexicalize predicates in the form of verbs and adjectives.


      Predication has also been acknowledged as an important issue by the above-mentioned authors and many others in the field. Due to the fact that it affects sentence interpretation, a large body of work has predication in linguistics as its focus.


      These works were pioneered by Fillmore (1976), who proposed that we should analyze words in relation to each other according to the frame or script in which they appear. He focuses on relations expressed by case grammar (Fillmore 1968). In this domain, essential contributions on argument structure (Grimshaw 1990), thematic roles, selectional restrictions (Dowty 1990), and type coercion (Pustejovsky 1995) have been made over the past few years. This field of research has resulted in the creation of resources such as FrameNet (Baker et al. 1998) and VerbNet (Kipper et al. 2000).


      The classic example, which also shows the effects of context in language disambiguation, is given below:


      (5)


      She saw them <--> She saw them with the binoculars/microscope/


      Also, in the restaurant script you cannot say:


      (6)


      * I’d rather take the deer,


      but you are forced to say:


      (7)


      I’d rather take the game.


      Or, drawing from your background stored information, based on where you are at the time of speaking, you can say in Spanish,


      (8)


      Hay mucho pescado / Hay muchos peces


      depending on whether you are at the fish market, the restaurant or on a fishing ship.


      All contextual information configures the background knowledge which is organized in a mental ontology that organizes and links eating places, and places where edible materials can be obtained or processed such as areas of farmland, water, ships, food factories, etc., together with places where food is normally consumed (dining rooms, restaurants, staff cantines, etc.). All this encyclopedic knowledge or background knowledge is stored in our minds. The challenge for language representation and, after that, for computational linguistics too, is first how to model it, and then how to transfer this modeling to a machine-readable program. This is how we go from a linguistic model to a computational program.


      o-o-o-o-o-o-o


      Exercise 2:


      Go to FrameNet (https://framenet.icsi.berkeley.edu/fndrupal/) and search for a word such as say: (https://framenet.icsi.berkeley.edu/fndrupal/framenet_search).


       Describe the information you obtain from this, and give one possible application of such information.


      o-o-o-o-o-o-o


      5.3. Are conceptual and semantic levels identical? 


      Many proponents of the cognitive approach to languages postulate that semantics is equated with the conceptual level. Jackendoff (1983) explains that surface structures are directly related to the concepts they express by a set of rules. These concepts include more information associated with world knowledge (or encyclopedic knowledge). Since, according to him, it is impossible to disentangle purely semantic from encyclopedic information without losing generalizations (Jackendoff 1983), semantic and conceptual levels must form a single level.


      However, Levinson (Gumperz and Levinson 1996; Levinson 1997, 2003) advanced serious arguments, involving pragmatics in particular, in favor of highlighting the distinction between semantic and conceptual representations. These differences are explained by the differing views on language inherited from different theoretical perspectives. For example, while Jackendoff focuses on Chomsky’s I(nternal)language, Levinson insists on the importance of the social nature of language and therefore takes care of the rather neglected E(xternal)-language in Jackendoff’s account. Language primarily understood as a tool for communicating rather than as a tool for representing knowledge (in someone’s mind) corresponds to these different perspectives.


      From the applied perspective on methodological grounds, Bateman (1997) argues for the need of an interface ontology between the conceptual and surface levels. He specifies that such a resource should neither be too close to nor too far from the linguistic surface and details the General-Upper-Model (Bateman et al. 1995) as an example of such a balanced interface ontology. This is also the line followed by Nirenburg and Raskin (2004) and Prevot et al. (2010).


      Pustejovsky and his colleagues, on the other hand, prefer a single structure, though highly dynamic, as in the generative lexicon (Pustejovsky 1991, 1995).


      5.4. The philosophical perspective


      Prevot et al. (2010) claim that determining a system of ontological categories in order to provide a view as to What kinds of things exist? is one of the essential tasks of metaphysics. These proposals, from Aristotle to contemporary authors, can differ strongly on both the nature of the ontological category (i.e. How exactly are the categories defined?) and on actual ontological decisions (e.g. What are artefacts, organizations, holes...?).


      In this context, the focus has been mainly on the upper level of the knowledge architecture and on finding an exhaustive system of mutually exclusive categories (Thomas 2004). Prevot et al. (ibidem) observe that the lack of consensual answers on these matters has resulted in a certain skepticism regarding such an ontological system. However, recent approaches —aimed at taking the best of philosophy while avoiding its pitfalls— are rendering philosophical considerations worth the exploration.


      These authors also state that the crucial area in which philosophy can help the ontology builder might not be the positioning of such and such a concept in a ‘perfect’ taxonomy, but rather the methodology for making such decisions. The second important aspect that Huang et al. recognize is the distinction between revisionary and descriptive metaphysics. They hold the view that the material accessible to the philosopher is not the real world but rather how the philosopher perceives and conceptualizes it. In contrast, a revisionary approach uses rigorous paraphrases for supposedly imperfect common-sense notions. See, for example, a discussion about the difficulties that such a revisionary approach meets when trying to deal with objects as simple as “holes” (Casati and Varzi 1996).


      That is, how could you describe the hole in a doughnut without referring to the doughnut itself? Revisionary approaches tend to discard natural language and common-sense intuitions as serious sources for ontological analysis. On the other hand, the descriptivist stance is presented as being philosophically safer. It also provides a solid methodological starting point for practical ontological research. More precisely, by allowing different ontologies (as different descriptions of the world) to co-exist, it is possible to avoid never-ending ontological considerations on the real nature of the objects of the world.


      This move leads to the distinction between Ontology as a philosophical discipline and ontologies as knowledge artefacts we are trying to develop (Guarino 1998). Modern ontology designers are not looking for a perfect ontology, but instead consider many potential ontologies concerning different domains and capturing different views of the same reality.


      As a conclusion, Niremburg and Raskin (2004: 149), claim that “the real distinction between ontologies and natural languages is that languages emerge and are used by people, while ontologies are constructed for computers”.


      6. LEXICAL DESCRIPTION THEORIES


      6.1. Introduction


      The description of the lexicon requires a bit of history. In this section, structural, functional, cognitive and formal theories are mentioned with different degrees of detail, touching only their most influential descriptive aspects.


      6.2. Structuralism


      6.2.1. European Structuralism


      De Miguel et al. (2008) recognize four main models in the description of the lexicon. They are called structural, functional, cognitive and formal. These models account to a large extent for equivalent proposals in general language description.


      Lexical structural models are part of the general cultural movement which took place in Europe and the USA during the 20th century, involving various human sciences and covering anthropology, psychoanalysis, philosophy and of course linguistics. The so-called structuralism has Lévy-Straus as one of its main representatives and as the founder of modern anthropology and Saussure (1916) not only as a structuralist, but also as the real founder of modern linguistics. In De Miguel et al.’s (2008) view, one of the most marked features of structuralism is its claim for scientific rigor, a heideggerian antihumanism, and antihistoricism. Villar Díaz (2008) sets the beginning of the decline of this movement at around 1966.


      Structural linguistics is, thus, more a reaction against 19th century historicism in philological studies and related comparative grammars. Against this approach based on the analysis of isolated units, structuralism supports the idea that there are no isolated linguistic units but that they only exist and make sense in relation with other units.


      Among Saussure’s many relevant contributions, the notion of a system is of particular importance. For him language is a system in which its units are determined by their place within the system rather than by the other external reference. That is, it is their differential value or opposition that characterizes them. He claimed that concepts or meaning in language are purely differential. They are defined not in positive terms (by their content), but rather negatively (by their relation to other meanings in the language).


      The main outcome of his notion of a system was the development of structural phonology in the Prague Circle, whose members Mathesius, Makarovsky, and Vachec, along with the French Benveniste, Martinet, and Jakobson and Hjelmslev, from Denmark, revolutionized the field of linguistics.


      While the Prague Circle primarily developed structural phonology, the Copenhagen School focused strongly on glosematics. This discipline is more closely related to mathematics than to linguistics proper. Hjelmslev, claimed for the higher possible abstraction in underlying linguistic structures, which were, according to him devoid of experience. In his rather visionary way, he presented a formal logic model of language based on mathematical correlations, anticipating the present developments of computer sciences and its applications. Greimas, one of Hjelmslev followers, developed a structural model of lexico-semantic analysis of meaning.


      Initially, structural semantics or lexematics, as Coseriu labelled it, was just a direct application of phonological methods with subsequent problems derived from the fact that phonemes and words are quite different types of units which possibly called for different ways and methods of analysis.


      The lack of regularity which characterizes the lexicon and the lousy structure of semantic units gave base for Coseriu’s (1981:90) three problems of structural lexemantics, in which he focuses on complexity, subjectivity and imprecision.


      Coseriu (ibidem) also held that structural semantics, or lexematics, belongs to the systematic level of the lexicology of contents, and he regrets that most lexical studies are based on the relations among meanings or, more frequently, on the correlation between a significant and a signified; that is a semasiological perspective. Or the opposite: an onomasiological perspective between a signified or concept and its corresponding significant or word. In his view, lexical analysis should only concentrate on the relations among meanings.


      Lexematic structures, according to him, include paradigmatic and syntagmatic perspectives. Among paradigmatic structures, what he defined as lexical fields is one of the most important ones. It is based on the idea that the meaning of one lexical piece depends on the meaning of the rest of pieces in its lexical field. That is, a lexical field can be defined as a set of lexemes or minimal semantic units, which are linked by a common shared value and simultaneously opposed minimum content meaning or minimal distinctive features.


      In her analysis of lexical fields, Villar Diaz (2008: 233) identifies one of the main problems this concept faces: where does exactly one lexical field finish and where does the next start? As an answer, she advocates Coseriu’s explanation (1981: 175) that the lexicon of a language is not a unified and ordered classification, made of successive layers as with scientific taxonomies, but instead it is a series of different and simultaneous classifications which may correspond to various archilexemes simultaneously.


      In this context, the principles upon which the lexemes that make up a lexical field are selected need to be established. In this sense, the so-called distinctive feature analysis is the methodology applied in the construction of lexical fields.


      Other linguists such as Pottier showed a tendency to base linguistic distinctions on the real world rather than on the language itself. And, while Greimas proceeds from general to particular in a highly analytic and abstract integration, Coseriu adopts a much more purely linguistic approach and suggests going bottom up and starting from basic oppositions within a lexical field as a better option. He was the first linguist who tried to offer a complete typology of lexical fields based on the lexematic opposition that operated within them. He divides lexical fields into two classes: unidimensional and pluridimensional ones. The former is divided into three possible categories. Antonimic fields (high/low), gradual fields (cold/cool/ lukewarm/tepid/hot) and serial fields. These last ones are based on equipollent oppositions. That is, oppositions that are logically equivalent and in which each element is equally opposed to the rest (Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday).


      6.2.2. American Structuralism


      The studies of ethnologists and ethno-linguists such as Franz Boas and Edward Sapir paved the way for a more fully-fledged linguistic structuralism, with Leonard Bloomfield as its most relevant proponent. He was also the most relevant representative of the Yale School.


      One of the main differences between European and American structuralism is the type of languages they focused on. While Europeans concentrated on well-known languages —old or modern— American structuralists studied American Indian languages with an important focus on distributionalism. Their studies were much more sintagmatically oriented and Zellig Harris (1951: 365), another eminent member of this branch, holds that the use of meaning can only be used heuristically, as a source of hints to determine criteria to be used in distributional studies. However, Villar Diaz (2008: 241) holds that Harris’ importance is related to his introduction of the notion of transformation applied to syntax, which gave way to Chomsky’s transformational grammar.


      American structuralists were also heavily influenced by psychological behaviorist theories. It is perhaps because of this that they lacked interest in the study of meaning.


      6.3. Functional Models


      The functional group of theories share a number of basic aspects, making them contrast with, for example, the formalist and cognitivist approaches to language description and to the description of the lexicon in particular. Among these aspects, the most widely recognized concerns the importance given to communication as the driving force of linguistic organization. A second important aspect is related to the role given to cognitivism in lexical descriptions.


      As a reaction to the Chomskian claim that language is a defining human competence, without mentioning the pourpose of this competence, the first aspect shared by most functional approaches is the claim that communication is the most basic function of language. Language’s representational power is less important for them than its communicative one. On the other hand, cognitive linguistics, while sharing this emphasis on communication, has been less influential on lexical studies. Only when allied with functionalist models is a cognitive approach to language description relevant for identifying of the role of the lexicon in language modelling.


      One important development of the European functional trend, which was influential in terms of the study of the lexicon, took place as a discussion of Firth’s (1957) seminal paper and was initiated by Halliday (1966).


      The most prominent developments within this functional trend are summarized in Butler (2009), where the first approach discussed is Dik’s Functional Grammar (FG) (1997a, 1997b). The most recent editions of functional grammars are Functional Discourse Grammar (FDG), as in Hengeveld and Mackenzie (2006, 2011); Role and Reference Grammar (RRG), as in Van Valin and La Polla (1997) and Van Valin (2005); and Systemic Functional Grammar (SFG) as in Halliday and Matthienssen (1999, 2004).


      Also recognized by Butler (2009) for being within the functional paradigm are Langacker’s Cognitive Grammar, as in Langacker (1987, 1991) and Fillmore’s Construction Grammar, as in Fillmore and Kay (1995) and Goldberg (1995, 2006). However, it seems that —from the lexical perspective— Langaker’s Cognitive Grammar relationship to the lexicon is weaker than that of Hengeveld, Mackenzie, Van Valin, Fillmore and Goldberg.


      For example, Goldberg’s works are based on how constructions are learned and processed and their own internal relationships, apart from general cognitive processes such as categorization and various aspects of social cognition. Her constructionist approach to language can also shed light on questions related to linguistic productivity and cross-linguistic generalizations in typical and autistic populations. Therefore, as with many other linguists, her work can be included within both the functional and the cognitive paradigms.


      Butler (2009, 2012) identifies at least eleven approaches within the functional paradigm. However, even if Butler’s detailed and thorough analysis is used to trace back the origins of the Lexical Constructional Model among other well described models, in this section only those trends which are more heavily lexically based are taken into consideration.


      The influence of the lexicon as the storage place for syntax can be found in the work of Vossen (1994, 1995); Schack Rasmusen (1994); Hella Olbertz (1998); Mingorance (1995, 1998); Faber and Mairal (1998, 1999).


      Special attention should be given to these Spanish functionalists who first followed Coseriu’s lexicology and who were also inspired by Martín Mingorance’s work. They developed a combined model of lexical representation with strong ontological and cognitive connections. Ricardo Mairal and Pamela Faber are keystone names in this line of work.


      In Mairal and Faber (2002: 40), the relationship between functionalism and the role of lexicon in language modeling and description is first established and linked to ontologies.


      They recognize the importance of such links and provide a classification of theories depending on the scope of three-group lexical representation. In the first group they only include those lexical representations with purely syntactically relevant information. For example, Van Valin and La Polla’s (1997) and Van Valin’s (2005), Role and Reference Grammar (henceforth RRG) with their logical structures and Rappaport and Levin’s (1998) lexical templates.


      In the second group of theories they place those whose lexical representations feature a rich semantic component and provide an inventory of syntactic constructions forming the core grammar of a language. These constructions use a decompositional system and only capture those elements that have a syntactic impact. This paradigm is closely linked to Cognitive Linguistics and to the work of Lakoff (1987), Goldberg (1995) and, Langacker (1987, 1999).


      Finally, Mairal and Faber (ibidem) recognize a third group of linguists which they define as ontologicaly-driven lexical semanticists, in which they include Niremburg and Levin (1992), as part of an important background against which Dik’s theory could be tested. More recent accounts of the developments of these functional theories can be found in Martín Arista (2008: 117-151), where he provides a thorough overview of the foundation and background of the Lexical Constructional Model (LCM).


      An important development of Simon Dik’s Funtional Grammar is Hengeveld and Mackenzie (2008), with Functional Discourse Grammar. It features two relevant aspects: it incorporates and emphasizes the level of discourse in the model; and it claims that this model only recognizes linguistic distinctions that are reflected in the language in question. Because of this, the conceptual component of the model restricts itself to those aspects with immediate communicative intention.


      Hengeveld and Mackenzie (2011: 5-45) stress the importance of not postulating universal categories of any nature —be it pragmatic, semantic, morphosyntactic or phonological— until their universality has been empirically demonstrated. This emphasis of FDG on not generalizing anything without a strong empirical backing is something that should be valued in a context of proliferation of linguistic models based on little empirical background.


      The lexical component in FDG is not individualized and separate from other components. Butler (2012) recognizes the need for a more developed lexical component. However, the presence of the lexicon permeates all levels of description precisely because this is only natural, having inherited Dik’s emphasis on the Fund as a lexical repository. An analysis of the ontological perspective in FDG as in Hengeveld and Mackenzie (2008) can be found in Butler (2012) too.


      After an initial proposal for a Functional Lexematic Model that developed into a Lexical Constructional Model, where lexical templates were first included, Mairal’s later developments include a full incorporation of ontologies. This takes the form of a language of conceptual representation (COREL) as in the development of his model in Mairal Usón and Periñan Pascual (2010) and Periñán-Pascual and Mairal Usón (2011), where the initial 2002 lexical templates have turned into meaning postulates and where a fully-fledged knowledge representation system is included to integrate cognitivist modellization.


      The inclusion of cognitivism has two different but related sides. On the one hand, conceptual schemes include a semantic memory with cognitive information about words, a procedural memory about how events are perceived, and an episodic memory storing information about biographical events.


      On the other hand, these three types of knowledge are projected into a knowledge base. This, in turn, includes a Cognicon featuring procedural knowledge in the form of scripts, an Ontology focusing on semantic knowledge that is represented in meaning postulates, and a general Onomasticon with names captured in two microstructures, where pictures and stories are stored.


      This language of conceptual representation (COREL) features a series of conceptual units. These, in turn, include metaconcepts, basic concepts and terminal concepts, thus configuring a classic ontology. Again, COREL, as most ontologies do, provides a collection of hierarchically-organized terms and a notational system. The authors claim that most of the concepts are interpreted as having a lexical motivation in the sense that the concept is lexicalized in at least one language. In COREL, such concepts are not semantic primitives as formulated in Goddard and Wierzbicka’s (2002) Natural Semantic Metalanguage. And finally, these concepts have semantic properties captured in Thematic Frames and Meaning Postulates.


      Thematic Frames specify the participants that typically take part in a cognitive situation, while Meaning Postulates include two kinds of features: those with a categorization function and those with an identification function. The first determine class inclusion whereas the second are used to exemplify the most prototypical members of the category. Very much in the “Dikean” tradition, it is made up of one or more predications with each one representing only one feature. Again, features are reduced to two classes: nuclear and exemplar. The former have a categorizing function and the latter have an identifying one.


      To sum it up, Mairal et al. (2008) recognize the relevance of the lexical component in Van Valin’s RRG, the study of its logical structures, thematic roles, and macro roles. In addition, they position themselves in relation to Dik’s Fund, his Predicate Frames, his stepwise lexical decomposition, and the notion of lexical templates.


      It should also be noted that the role played by the lexicon in Mairal’s works is increasingly related to an ontological perspective and tends to fit into this type of format.


      However, while the inclusion and development of an ontological perspective in linguistic modelization seems fruitful, the attempt to include the role of cognition in functional linguistic descriptions leads to a dead end. The general human linguistic processing and linguistic elicitation is indeed influenced by the general rules of human cognition, but the actual linguistic codification and marking of meaningful items is probably determined by the basic communicative nature of language.


      As Nuyts (2004) explains, communication and cognition are two fundamental human abilities that have different functionalities. The following quotation illustrates much of this theoretical positioning:


      The functional requirements for a central information processing and storage system, which conceptualization is, are completely different from the functional requirements of a communication system such as language. So it is only natural that they have different shape and organization.


      The point to which these abilities influence each other is still an open question.


      6.4. Formal Models


      Mendikoetxea (2008), in De Miguel (2008)’s Panorama de la Lexicología, explains how the division of labor between lexicon and syntax has always been a major issue in the Chomskian tradition. Within this approach, the lexicon is considered a storage of lexical entries with arbitrary semantic/phonological pairs together with idiosyncratic information about the lexical entries. In addition, and more importantly, a series of formal features are translated into syntactic instructions that specify and determine the syntactic behavior of each lexical unit.


      Mendikoetxea’s chapter is a very thorough account of the contributions of the generative tradition to lexical studies. Based on the work of some of the most relevant experts in the generative field such as Hale and Keyser (1993, 2002) and Borer (2005a, b) and Levin and Rappaport Hovav (1995), she summarizes the type of problems that the lexical-syntax interface has to deal with. There are three aspects: firstly, the levels at which lexical items are inserted in all these models; secondly, the nature of lexical representations and thirdly, the relationship between lexical-semantic and syntactic properties of predicates.


      6.5. Cognitive Models


      Although the philosophical work of Wittgenstein is crucial in understanding 20th century linguistics and while he identified important problems in the traditional Aristotelian categorization, cognitive approaches to linguistic analysis started in earnest in the mid-sixties with the referential work of psychologist Eleanor Rosch and her colleagues and their studies of human categorization. Partly based on her work, Lakoff (1980, 1987, 1999) and Langacker (1987), established the basis for an approach that focuses on how human perception, and the human body in general, affect language.


      One of the most widely accepted views among cognitive linguists is the idea that there is no separation of linguistic knowledge from general thinking. In this sense they strongly oppose the influential views of other linguists, such as Chomsky and Fodor who, linked to a truth-based approach in logic and in linguistics, see linguistic behavior as just another separate part of the general cognitive abilities which allow learning and reasoning.


      Formal and functional approaches to linguistics are usually linked to certain views about the acquisition of language and cognition. For instance, generative grammar is generally associated with the idea that language acquisition forms an autonomous module or faculty independent of other mental processes of attention, memory and reasoning and independent from its communicative functionality. This external view of an independent linguistic module is often combined with a view of internal modularity so that different levels of linguistic analysis, such as phonology, syntax, and semantics, form independent modules.


      In Saeed’s view, as in Saeed (2003), cognitivists identify themselves more readily with functional theories of language than with formal theories. This approach implies a different view of language altogether. That is, cognitivism holds that the principles of language use embody more general cognitive principles. Saeed (ibidem) explains that under the cognitive view the difference between language and other mental processes is one of degree but not one of kind, and he adds that it makes sense to look for principles shared across a range of cognitive domains. Similarly, he argues that no adequate account of grammatical rules is possible without taking the meaning of elements into account.


      Because of this, cognitive linguistics does not differentiate between linguistic knowledge and encyclopedic real world knowledge. From an extreme point of view, the explanation of grammatical patterns cannot be given in terms of abstract syntactic principles but only in terms of the speaker’s intended meaning in particular contexts of language use.


      The rejection of objectivist semantics as described by Lakoff is another defining characteristic of cognitive semantics. ‘Doctrine’ for Lakoff is the theory of truth-conditional meaning and the correspondence theory of truth which holds that truth consists of the correspondence between symbols and the states of affairs in the world. Lakoff also rejects what he, again, defines as the ‘doctrine’ of objective reference, which holds that there is an objectively correct and unique way to associate symbols with things in the world.


      However, conceptualization can also be seen as an essential survival element that characterizes the human species. Born totally defenseless, it would have been very difficult for the human offspring to survive if it were not for this powerful “understanding of the real world” feature.


      The conceptualization that language allows has been essential for us to survive and dominate other less intellectually-endowed species. If someone hears ‘Beware of snakes in the trail’, it is the understanding of the concept [SNAKE] that the word snake triggers that allows the hearer to be aware of potential danger. It is this abstraction potential of concepts that helps us to navigate the otherwise chaotic world which surround us. Because speaker and hearer share a category [SNAKE], communication between them has been possible. How this so-called abstraction potential works, either under a logical, truth-conditional perspective or under a cognitive perspective, is an entirely separate matter.


      Cruse (2004: 125), explains how concepts are vital to the efficient functioning of human cognition, and he defines them as organized bundles of stored knowledge which represent an articulation of events, entities, situations, and so on, in our experience. Cruse (ibidem) argues that if we were not able to assign aspects of our experience to stable categories, the world around us would remain disorganized chaos. We would not be able to learn because each experience would be unique. It is only because we can put similar (but not identical) elements of experience into categories that we can recognize them as having happened before, and we can access stored knowledge about them. Shared categories can be seen then as a prerequisite to communication.


      One alternative proposal within the cognitive linguistics framework is called experientialism, which maintains that words and language in general have meaning only because of our interaction with the world. Meaning is embodied and does not stem from an abstract and fixed correspondence between symbols and things in the world but from the way we human beings interact with the world. We human beings have certain recurring dynamic patterns of interaction with the outside world through spatial orientation, manipulation of objects, and motor programming which are based on in the way we are physically shaped.


      These patterns structure and constrain how we construct meaning. Embodiment as proposed by Johnson (1987), Lakoff (1987) and Lakoff and Johnson (1999), constitutes a central element in the cognitive paradigm. In this sense, our conceptual and linguistic system and its respective categories are constrained by the way in which we, as human beings, perceive, categorize and symbolize experience. Linguistic codification is ultimately grounded in experience: bodily, physical, social and cultural.


      What cognitivist approaches contributed to linguistic analysis is the important role that human cognition plays in linguistic codification. In other words, how general human cognition with its characteristic operations such as comparison, deduction, synthesis, etc., affects linguistic codification at many different levels. However, these approaches sometimes tend to confuse the explanation of how meanings are understood with how they are codified. Not all meaning that is understood or expressed by language is actually linguistically codified in empirically identifiable terms, phonetically and morpho-syntactically speaking. There is a lot of information that does not need to be linguistically codified in linguistic interactions because it can be retrieved from the knowledge repositories and its ontological organization. This is already present in the human mind and continually updated by new information.


      Nuyts (2007: 548) attempts to draw a line between cognitive linguistics and functional linguistics and explains the origins of both, their overlapping areas of influence and their specific areas of interest. He also emphasizes their respective main contributions. For example, Nuyts (2007: 551) stresses the fact that while cognitive linguistics is much more interested in purely semantic dimensions and it emphasizes those which have to do with the way we conceptualize and categorize the world around us, it deals less extensively with the role of communicative dimensions such as interactional and discursive features of language or with the role of shared knowledge and its effects in information structuring.


      When cognitive linguistics focuses on aspects such as information structure or perspectivization, which usually adopts the form of “construal” operations, it does so in terms of how the speaker conceptualizes a situation, not in terms of how the information in an utterance relates to its context.


      Because of this, linguistic models should differentiate between communication and cognition as two different human functionalities (Nuyts 1996, 2004, 2010), which, although related, are different systems and should be explained differently when included as parts of a linguistic model. The consequences of this distinction affects the design of both linguistic models and their subsequent applications.


      6.6. Conclusions


      The first main conclusion to be drawn is that some basic consensus among functional, generative and cognitive paradigms seems to be emerging. And that it concerns the ontological recognition of the structure of the predicate, presented under different formats, notations and emphasis.


      The concept of predicate frames, as “the” basic scaffolding concept, capturing the basic differences between entities and relations, is the key concept in Dik (1987, 1997a, b) and, under different formats and models, it is present in most models of linguistic description.


      Along the lines of Dik’s functionalism, Hengeveld and Mackenzie (2011) stress the fact that relevant grammatical distinctions should be empirically identifiable in the first place.


      In addition, Connoly (2011) fully integrates context in his model. Consequently, context is understood in pragmatic terms. That is in the handling of linguistic concepts such as, for example, theme-rheme positioning, or emphasis, which are usually lexically and collocationally identifiable, can be pragmatically understood.


      With a more computational orientation, Mairal Usón (2002, 2010), Periñan Pascual and Mairal Usón (2010), include a functional grammar knowledge base in the construction of a computational environment.


      In their analysis of functional approaches to the study of the lexicon, Mairal and Ruiz de Mendoza (2008), identify a number of problems that all linguistic theories face in dealing with the challenges posed to the analysis of the lexicon. The first one is the definition of a metalanguage able to spell out what both formal and functionalist lexicologists call constants. The second is how to express the internal structure of a conceptual ontology and its relations with the lexicon. The third has to do with the identification of factors affecting the argument structure, being them lexical, external or both. And finally, the last one is the formulation of the exact mechanisms underlying polysemy. These constants support the basic entity/ relation distinction.


      On the other hand, generativism has always recognized this entities/predicate basic distinction. The logic form underlies the structure of the clause from the very beginning of the Chomskian formalizations.


      Cognitive Grammar, as in Langacker (1991: 283), recognizes how objects and interactions relate and how they are conceptually dependent. In Langacker (1987: 215) he explains that one cannot conceptualize interconnections without also conceptualizing the entities that are interconnected.


      However, not all of the above models or trends account for the basic difference between communication and cognition as two separate functionalities as in Nuyts (1996, 2004, 2010), which, although related, constitute different systems.


      Aside from the approaches of functionalists, generativists and cognitivists, Parikh (2006, 2010) is one of the few approaches that treats language as an information system. In Parikh’s theory of equilibrium semantics, he provides a statistical and computational-based model of language and he proposes a logic-mathematical description of its functioning, again differentiating both entities and relations as basic concepts. In Parikh (2010: 43) his situation theory recognizes infons as a main relation that hold a number of constituents.


      The above mentioned basic agreement has had profound effects in the linguistic backgrounding of present ontology developments. Even if, in computational terms, both entities and relations are frequently labelled as “objects” in the sense that, once they are computationally “translated”, they are just “objects” subject to computational treatment, the distinction is always kept. As a result, the vast majority of linguistic theories recognize this difference as a very basic underlying ontological differentiation. The second main conclusion concerns the increasingly relevant role that context takes in linguistic description and in linguistic formalization.


      Therefore, a general agreement of the relevance of this underlying differentiation between entities and relations and the role given to the treatment of context are two basic common aspects that most models of linguistic description intend to account for.
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      9. KEYS TO EXERCISES


      Exercise 1:


      Suggested answer:


      [image: cap1_img_pag_32.pdf]


      Note that, for instance, for Hate, another notation could be the use of NOT in order to negate the + of positive feelings, thus being something like NOT.find.pleasurable NOT.have.+.feelings. As can be seen, notations in metalanguage are conventionalized as well as the linguistic signs.


      Exercise 2:


      Suggested answer:


      First step is making a query in the section “FrameNet index for Lexical Units”: if you search for say there, you obtain something like the following image:


      [image: cap1_img_pag_33.pdf]


      Figure 1. Results for say in the FrameNet index for lexical units.


      From there, according to what you want to find, you will obtain the different frameworks in which say can appear. You can get the concept of say in the framework of statements, by clicking on Statement:


      Definition:


      This frame contains verbs and nouns that communicate the act of a Speaker to address a Message to a particular Addressee using language. A number of the words can be used performatively, such as declare and insist.


      “I now declare you members of this Society.”


      You can also access this information quickly, by searching in the homepage of Framenet for say:


      [image: cap1_img_pag_34.pdf]


      Figure 2. Exhaustive results for say in FrameNet


      All of this information, given in the form of a conceptual net, is useful for instance to obtain a list of terms with which the word say tends to occur. As for conceptual purposes, it can help you create an ontology of all the concepts that are related to it. It is also useful to obtain precise meanings of certain lexical items, and to see the tendency of a word meaning one thing or another depending on the context in which it is used. It can be useful then to write a dictionary of specific terms, to create an ontology, or to create a bank of terms.


      

        

          [1] COREL, which stands for Conceptual Representation Language, is the language used within the Lexical Constructional Model of language and by the project group FunGramKB (Functional Grammar Knowledge Base) in order to build up a whole conceptual ontology. See: http://www.fungramkb.com/default.aspx


        


      


    



OEBPS/images/CHAPTER_1_fmt.jpeg
CHAPTER 1
INTRODUCTION

Margarita Goded Rambaud






OEBPS/images/cap1_img_pag_34_fmt.jpeg
Home

FrameNet Search

Seard

FrameNet Data Search for say
Frame search resuits: No Frame Resuits

Lexical unit search results: Closest match is Say

Lexical Unit Frame LU Status ::;:f: Enkry 2‘:;?’:“““
say.v. Statement FN1_Sent LE Anno
say.v Text_creation Finished_lnitial LE Anno
sayy Spelling_and_pronouncing Neads SCs LE

sayv Communication Finished_lnitial LE Anno
FrameNet Site Search

Callfor new lexical units (LUs) in existing FrameNet frames

2 second core FE (Trigger?) for the speechiess frame, I'd say. That second FE will ofien be some kind of PP or temporal clause. | was

Blog entry - collinb - 04/02/2013 - 17:23 - 5 comments - 0 attachments






OEBPS/images/portada_fmt.jpeg
On the Architecture
of Words. Applications
of Meaning Studies

Margarita Goded Rambaud
Ana Ibanez Moreno
Veronique Hoste






OEBPS/images/cap1_img_pag_33_fmt.jpeg
FrameNet Index of Lexical Units

This page is an index to alphabetical lists of the names of the lexical units (LUS).

Ezch LU name is followed by the part of speech. the name of the relevnt frame, and its status. If a lexical unit has the starus "Finished._initial"
(meaning it was annotated in FN2) or "FN1_sent” (meaning annotaied in FN1), it wll be followed by links to the HTML fles for the lexical

eatry and the annotated senterces. Lexical units on which work has not been completed may have only a link for the lexical entry, or no link &t
all. The lexical entry provdes two tables with information about the LU:Frame Elements and their Syntactic Realizations; and Valence Pattems.

=y Search

Search: say

« say.v (Statement) FN1_Sent Lexical Entry Anrotation
« say.y (Text creation) Finished_Tnitial Lexical Entry Annotation

« say.y (Spelling and pronouncing) Needs_SCs Lexical Entry

« say.v (Communication) Finished_Initial Lexical Entry Annotation






OEBPS/images/cap1_img_pag_32_fmt.jpeg
Likes and
dislikes

o

[find.pleasurable & [NOTfind.pleasureable&have.-

have.+ feelings(x,y)] feelings(x,y)]






