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      PREFACE


    


  




  

    Volume 8 of Frontiers in Medicinal Chemistry comprises 6 chapters on topics of high importance in the fields of medicinal chemistry and early-stage drug discovery research. The topics and authors were selected from highly cited publications in the Bentham journals Curr. Med. Chem., Curr. Pharm. Des., and Curr. Top. Med. Chem. The original authors were given the opportunity to rewrite their contributions, particularly updating them with more modern insights and references that have emerged in the intervening period of time.




    The first chapter by Dr. Gary Caldwell is a tour de force review on the use of ADME optimization and toxicity assessment in drug discovery research. Dr. Caldwell has written multiple chapters on this ever evolving topic and has served as a book editor for Bentham in the past. His chapter in this volume of Frontiers is a valued and updated reference guide in the field. Chapters 2 and 3 by Briasoulis et al. and Escribano-Lopez et al., respectively, cover oxidative stress-mediated approaches to treat cardiovascular diseases such as atherosclerosis. The fourth chapter by Potenza et al. is on diabetes, and in particular endothelial dysfunction and the associated implications as to mechanism and therapeutic targets. In Chapter 5, Jokanović and Petrović review pyridinium oximes as cholinesterase reactivators for the treatment of organophosphorus poisoning. Finally, Rodik and colleagues discuss the current and potential uses of the cyclic macrocyclic oligomer calixarenes in biomedical research.




    I would like to express my gratitude to all the authors for their excellent contributions. I would also like to thank the entire team of Bentham Science Publishers, particularly Mr. Omer Shafi (Assistant Manager Publications), Mr. Shehzad Naqvi (Senior Manager Publications) and team leader Mr. Mahmood Alam (Director Publications) for their excellent efforts. We are confident that this volume will receive wide appreciation from students and researchers.
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      Abstract




      Integrating physicochemical, absorption, distribution, metabolism, excretion, pharmacokinetics, and toxicity data into the drug discovery/preclinical development decision process in order to reduce the attrition rates of new chemical entities (NCEs) in clinical development is reviewed. The review is organized around the three main stage gates in a small molecule target-based approach including hit-to-lead (H2L), lead optimization (LO) and the final stage gate for selecting NCEs for entry into Phase I clinical trials. The preclinical in silico computational methods and in vitro cellular assays utilized at each stage gate are discussed from a drug discovery perspective. Preclinical assays utilized at the H2L and LO stage gates must have turn-around-times within a timeframe that is consistent with the iterative cycle of the research projects and consume small quantities of compounds while at the final NCE stage gate more traditional assays are used. Unfortunately, many preclinical assays are ambiguous in predicting human preclinical data since they contain a significant amount of false-positive and false-negative information and, therefore, are not easily translatable from cellular/animals to humans. Thus, understanding the limitations of these preclinical assays is a must for all medicinal chemists for developing go/no-go selection criteria and drug-design optimization strategies to advance small molecule drug candidates through the various stage gates of a target-based screening approach.
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      INTRODUCTION




      Moving forward in the 21st century, the goal of the pharmaceutical industry continues to be the discovery and delivery of life-saving medicines (i.e., drugs) that improves global public health care. The pharmaceutical process that produces drugs for patients can be broadly categorized into a discovery/preclinical development step, a clinical drug development step, and a commercialization step (Figs. 1 and 2). Each step in the process works somewhat independently from each other; however, the entire end-to-end pharmaceutical process has overarching common goals for each of the three steps to minimize timelines and financial investments [1]. The drug discovery/preclinical development step in a small molecule target-based screening approach is managed by subdividing the discovery/preclinical development step into stage gate research processes such as target selection, high-throughput screening (HTS), hit-to-lead (H2L), lead optimization (LO), and new chemical entity (NCE) selection. The stage gates utilize compound selection criteria based primarily on in silico computational methods, in vitro assays, and in vivo animal models to advance drug candidates from H2L to the LO and finally to the selection of an NCE. Thus, the main goal of the drug discovery/preclinical development step is to select NCEs that have a high probability of becoming a safe drug after receiving more extensive and time-consuming clinical testing. The clinical development step is subdivided into human safety clinical trials (Phase I), and drug efficacy clinical trials (Phase II, and III). The commercialization step involves the development of marketing strategies that ensures physicians can quickly and safely prescribe new drugs to patients. In some cases, post-marketing surveillance trials (i.e., Phase IV) are conducted to monitor long-term effectiveness and impact of the drug on the quality of life of patients. In the US, the movement of NCEs from the drug discovery/preclinical development step to clinical trial steps requires the filing of an Investigational New Drug application (IND) with the US Food and Drug Administration (FDA). The movement of drugs from clinical trials to commercialization requires the filing of a New Drug Application (NDA) followed by final FDA approval of the drug to a new molecular entity (NME) status [2]. The time to complete the entire pharmaceutical process for small molecule drug candidates to become NMEs - on the average - ranges from 10 to 15 years with the discovery/preclinical development step accounting for approximately 3 to 5 years and the clinical development and commercialization steps accounting for 7 to 10 years [3-5]. The cost to produce a single NME has increased steadily over the years with financial investments today ranging from 1 to 2 billion dollars [6]. About one-third of total expenditures for the pharmaceutical process is spent on the discovery/preclinical development step and two-thirds on the clinical development and commercialization steps. The average success rate for the pharmaceutical industry to discover and market a small molecule drug - for all therapeutic areas - has been estimated to range from 7% to 11% [7]. Therefore, while the pharmaceutical process to discover and deliver drugs to patients has an underlying scientific industrialization structure, the success rate is very low primarily due to incomplete knowledge of disease pathology and pharmacology with serendipity continuing to play a significant role in the process.




      The FDA has approved approximately 1,408 small molecule NMEs between the years 1950 to 2014 [8]. On the average, the pharmaceutical process has produced 20 to 25 small molecule NMEs annually for the past 60 years and this average value has not trended upward as expected based on advancements in the understanding of disease pharmacology, chemistry, biology, informatics, computational and analytical technologies [4-6]. This absence of sustained productivity, significant attrition rates, government regulatory regulations, and rising costs for NMEs - particularly within the last 25 years - has generated great concern within the pharmaceutical industry as evident by the many publications that have analyzed the metrics and trends that drive research and development (R&D) productivity [9-28]. The R&D productivity metric and trends suggest that the high attrition rates of NCEs in clinical development tend to be governed by unacceptable safety (Phase I and II) - possibly due to off-target effects or failure of animal models to translate to humans, lack of efficacy (Phase II) - possibly due to limiting target engagement issues or selecting targets that do not significantly influence the disease pharmacology, and economic reasons (Phase I and II) – possibly due to budget/resource constraints or a change in the company’s portfolio [20-26, 29]. It should be kept in mind that it is an oversimplification to assume that a single scientific factor governs the attrition rates of NCEs in clinical trials. It is more likely that attrition rates are governed by multiple factors since drug efficacy and safety deficiencies are related in part to pharmacokinetics (PK), toxicokinetics (TK), and drug-drug interactions (DDI), which are related in part to absorption, distribution, metabolism and excretion (ADME) properties of the drug [30].




      For the past 25 years, thousands of scientists have conducted research to design surrogate in silico computational methods, in vitro ADME, and in vitro toxicity assays to predict human in vivo PK/efficacy and TK/safety at the discovery/ preclinical development step [31-100]. Therefore, most pharmaceutical companies today use panels of well-characterized in silico computational methods, in vitro ADME, and in vitro toxicity screens in parallel with in vivo animal PK, TK, efficacy and safety assays to identify drug candidates that have the potential of becoming NMEs at the discovery/preclinical development step (Figs. 1 and 2) [52, 56, 61, 64, 67, 72, 83, 99]. It is interesting to note that during the early 1990s, approximately 40% of NCE failures in Phase I clinical trials were attributed to ADME, and/or PK defects [9-11, 21]. After pharmaceutical companies started using panels of well-characterized ADME/PK screens to make earlier and smarter go/no-go decisions for drug candidates, the attrition rates of NCEs due to ADME/PK failures in Phase I clinical trials declined to approximately 11% in early 2000s [14, 21, 29]. While an 11% ADME/PK attrition rate is still significant, it highlights the fact that using in silico/in vitro/in vivo screens to uncover and correct ADME/PK defects in drug candidates early in the drug discovery process can be accomplished; however, correcting only ADME/PK defects is not enough to significantly increase the overall R&D productivity of NMEs. It suggests that the reason for the lack of increase in R&D productivity seen today stems from target validation issues and/or the failure of efficacy/safety in silico computational methods, in vitro cellular assays, and in vivo animal models to translate accurately to in vivo human predictions [3-5, 100].




      The aim of this review is to provide a selected overview - based on the author’s experience - of in silico computational methods, in vitro ADME assays, and in vitro toxicity strategies that have been successful or unsuccessful from a drug discovery/preclinical development perspective [75, 99, 100]. Pharmaceutical scientists have recognized for many years that unacceptable physicochemical (LogP, pKa, solubility, etc.), ADME, PK, and toxicity properties are serious problems in advancing drug candidates to NCE status. It has been recognized that many of these pharmaceutical defects can be addressed at different stage gates during the drug discovery process [56, 64, 65, 81, 93, 95]. Since different types of preclinical activities take place at each of these difference stage gates, it is important to distinguish these preclinical activities and to recognize their advantages and disadvantages in designing selection criteria and drug-design optimization strategies. Therefore, we will address the following questions:





      

        	What in silico/in vitro/in vivo ADME and toxicity assays do we use in early- and late-phase drug discovery?




        	What are the advantages or disadvantages of these assays?




        	What types of decisions can be made using these assays?


      




      Using the drug discovery concept outlined in Figs. (1 and 2 to select drug candidates for clinical development, we will focus on these questions for the H2L, LO and finally the NCE selection stage gates. Understanding the limitations of preclinical assays is important for all medicinal chemists in establishing selection criteria and drug-design optimization strategies to advance small molecule drug candidates through the drug discovery/preclinical development step.
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Figure 1)




      Preclinical drug discovery assays for physicochemical, ADME, and PK endpoints. See text for an explanation of the figure.
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Figure 2)




      Preclinical drug discovery assays for toxicity endpoints. See text for an explanation of the figure.


    




    

      DRUG DISCOVERY/PRECLINICAL DEVELOPMENT




      Since the drug discovery/preclinical development step of the pharmaceutical process is relatively inexpensive compared to the clinical development and commercialization steps, eliminating flawed drug candidates at this step is important since it will reduce overall R&D costs. The drug discovery/preclinical development step for a small molecule target–based screening approach starts with the selection of appropriate therapeutic targets (Figs. 1 and 2) [22]. A therapeutic target is defined as a particular biological target (i.e., enzyme, receptor, ion channel, etc.) that is hypothesized to be linked to the disease pharmacology. The target selection process is the starting point of all drug discovery programs and is highly influenced or even mandated by company franchises since it has to occur a decade or longer before the launch of an NME. In a target-based screening approach, target selection is typically a two-step process involving target identification and validation of its link to the disease pharmacology [101-103]. During the last decade, genomics, proteomics, and metabolomics approaches have drastically improved the target identification step [104]; however, the validation step may require many years of research to understand fully the disease pharmacology and thus, target validation remains the bottleneck in the process. Typically, the first stage gate, after target selection, is high throughput screening (HTS) of a primary binding-assay [105-108] using corporate chemical libraries to identify promising compounds that bind to the target [109-111]. The goal here is to screen large compound libraries in a relatively short amount of time attempting to find diverse compounds or families of structurally related compounds with significant potency against the selected target (i.e., hits). These hit compounds are clustered together based on similar structural motifs and ranked based on their potency to identify subsets of chemotypes. Hit compounds are filtered with substructure database searching algorithms (i.e., CAS SciFinder or PubChem) using similarity metrics to remove known drugs, compounds that contain reactive moieties (i.e., aldehydes, alkyl halides, Michael acceptors and so on), and promiscuous compounds that are known to inhibit many types of protein-targets [112]. There is a variety of in silico computational methods that can be used to filter hit compounds to identify and possibly to eliminate hits with potentially poor physicochemical, ADME and toxicity properties [100]. Once the hit or clustered chemotype have been validated, using various secondary target-related screens to eliminate false-positives and to confirm concentration-dependent potency activity, H2L compound series are declared. The H2L stage gate in combination with the LO stage gate drives the NCE drug candidate selection process. There are a variety of in silico and in vitro physicochemical, ADME and toxicity assays that can be used to guide the selection criteria and the drug-design optimization strategies to advance small molecule drug candidates through the H2L and LO stage gates. From these data, several drug candidates are selected as potential NCEs and will be screened to improve pharmacodynamic (PD) and PK/TK properties against the selected target, to establish efficacy and to eliminate any toxicity events using a range of in vitro assays and in vivo animal models. The overall goal of the final stage gate involves the selection of an NCE and collecting all necessary preclinical data for an IND submission of the NCE.


    




    

      DRUG DISCOVERY PRECLINICAL SCREENS




      Drug discovery preclinical screens must have turn-around-times within a timeframe that is consistent with the iterative cycle of drug discovery research projects. In addition, the data generated from these screens must have high enough quality to make the necessary go/no-go decisions for the advancement of drug candidates through the various stage gates within a target-based screening approach. Since no single factor can account for the NCE failures observed in clinical development, it is necessary to select a range of full and abbreviated ADME/PK and toxicity in silico/in vitro/in vivo assays that can provide maximum information in the discovery phase. Pharmaceutical companies use panels of well-characterized ADME/PK and toxicity screens to make better and earlier preclinical go/no-go decisions for drug candidates [52, 56, 61, 64, 67, 72, 75, 83, 99]. A scheme based on this drug discovery concept is shown in Figs. (1 and 2. Different types of assays are applied to each stage gate of the drug discovery/preclinical development step; that is, in our example, at the screening and H2L stage gate, the drug LO stage gate, and finally the NCE selection stage gate. At the screening and H2L stage gate, one needs to use assays that have sample throughputs that are relatively high since thousands of compounds can be selected at this stage of the process. Typically, in silico computational methods or “ultra-fast” in vitro assays - using compound library dimethylsulfoxide (DMSO) stock solutions - are used to sort compound properties into a high/low classification scheme. At the drug LO stage gate, one needs to use “fast” assays that have sample throughputs in the hundreds per day and consume small amounts of compounds in the range of 1 to 2 milligrams. “Fast” assays are defined as those that have turn-around-times within a timeframe that is consistent with the iterative cycle of drug discovery research projects. Using these types of “fast” in vitro assays, typically one would like to prioritize compounds from high-to-low to establish structure-activity relationships. The drug LO stage gate assays include physicochemical assays, abbreviated formulation screens, abbreviated in vivo PK assays, in vitro ADME, efflux, and P450 interactions (inhibition and induction) assays, to name a few. In the final selection stage gate, a few drug candidates are tested in assays requiring gram amounts of compounds for full in vivo PK and TK studies, acute and chronic dosing studies, drug-drug interaction, drug-serum protein binding, receptor (or enzyme) selectivity screening, and secondary genetic toxicity testing, safety pharmacology assays such as cardiovascular effects (CV) and central nervous system effects (CNS), developmental and reproductive toxicity testing, and clinical pathology.




      Primary assays such as “ultra-fast” and “fast” in vitro or abbreviated in vivo assays should have reasonable sample throughput, require minimal amounts of compound and are validated; that is, the strengths and the weaknesses of each assay are fully evaluated to understand the false positives and false negative rates. For a drug candidate to pass a primary assay, the selection criteria must be clearly understood and established for each assay. It should be understood if the results from the assays could be prioritized from high-to-low or simply classified into a high/low classification scheme. The accuracy and precision of each assay need to be understood to establish selection criteria. Due to biological variability, the acceptable degree of accuracy for some assays might be as high as 10-fold with the precision, as measured by the percent coefficient of variation (% CV), ranging from 30% to 40%. Also, the precision may be more variable due to lab-to-lab biological sample variation. While there are many “fast” in vitro or abbreviated in vivo assays that are currently used in drug discovery, there are very few “ultra-fast” in vitro assays [75, 99]. The traditional in silico and in vitro physicochemical/ADME/toxicity assays utilized in H2L, LO, and NCE selection stage gates will be reviewed in the following sections.


    




    

      H2L STAGE GATE (EARLY DRUG DISCOVERY)




      For the past 25 years, due to the development of HTS in discovery, medicinal chemists have been faced with the daunting challenge of selecting good LO chemical starting points from thousands of possible starting points (i.e., hits). A significant amount of effort in the pharmaceutical industry and academic labs has been devoted to developing computer-based in silico approaches to calculate various physicochemical, ADME, PK and toxicity properties of compounds directly from their structures [113-130]. Having this type of data helps to prioritize hits not only based on their potency against the target but also based on their “druggability” [40, 113]. In addition, in silico approaches have the capability to detect and identify problematic structural motifs before they are synthesized, and also have the potential to rapidly screen virtual libraries of drug candidates to discover new hits [131-136]. There are many in silico tools in different combinations that can be used to establish selection criteria at the H2L stage gate [100]. In fact, there are so many different in silico techniques that have been developed in the last 15 years, many medicinal and computational chemists struggle to select those techniques that are beneficial for designing new compounds. Here, we will review only a few selected in silico approaches and examine their strengths and weaknesses.




      

        In Silico Physicochemical Properties: LogP, LogD, pKa, and S0




        Properties of virtual compounds are, in many cases, calculated based on the two-dimensional (2D) structure of the compound and simple empirical-based in silico models. Empirical-based models involve summing the contributions of structural units (i.e., atoms or fragments) within a compound to predict quantitatively the properties of the compound as a whole. The values of the structural units are derived from experimental data of known compounds for each property of interest. Once the structural units are known for a particular property, they can be combined in different ways to create real or virtual compounds and thus, by summing the value of the structural units in the compound its property is calculated. Structural properties of compounds, using an empirical-based approach, includes molecular weight (MW), hydrogen bonding characteristics, flexibility index, and molecular polar surface area, to name a few. These types of properties are easily calculated using the 2D structure of compounds and structural unit values of the property of interest [40, 113].




        Physicochemical properties including lipophilicity (LogP or LogD), acid ionization ((pKa = -Log [H+]), and intrinsic solubility (S0) which are the most important properties of hits are also calculated from empirical-based 2D structural units [137-142]. Many reasonable in silico empirical-based models for calculating LogP, LogD, and pKa values have been published in the literature and are commercially available in software packages [143]. Unfortunately, the typical accuracy errors between these in silico LogP, LogD, and pKa models and experimental data are somewhat large ranging between 0.1 and 1 log unit. While this type of error does not interfere with prioritizing hits into a high/low classification scheme, caution should be taken by medicinal chemists when ranking hits in a narrow range (i.e., high to low) using calculated LogP, LogD, and pKa values. The prediction of aqueous solubility of a compound, from its structure, is a much more challenging problem than the prediction of lipophilicity since aqueous solubility involves the partitioning of the solid form of the compound into water [139, 144, 145]. The solubility of a compound depends on the charge state of the molecule, the pH of the solvent, its solid-state form (i.e., amorphous or crystalline) and the temperature of the surrounding environment. The prediction of the solid-state form of a compound from its structure has not been solved [139]. In addition, typical experimental errors for aqueous solubility measurements can be approximately ±1.0 LogS units or larger. Thus, calculating the contributions of structural units within a compound to predict quantitatively solubility has a great deal of error embedded in it. Calculated intrinsic solubility values of hits using empirical-based models should not be used at key decision points in the drug discovery process. The quantitative structure–property relationship (QSPR) and quantitative structure–activity relationship (QSAR) approaches are regression models that relate a set of compound predictors such as, physicochemical properties (i.e., LogP and MW) and theoretical molecular descriptors (i.e., molecular orbital energies) to the compound’s property of interest [146]. The QSAR approach has been used many times to predict intrinsic aqueous solubility (neutral form of the molecule) with models ranging from simple linear models using small sets of molecular descriptors to non-linear models using large sets of molecular descriptors [146-150]. It is generally concluded that these types of QSAR or QSPR methods cannot be used to globally predict aqueous solubility for pharmaceutical compounds with sufficient accuracy due to deficiencies in the algorithms and​/or descriptor sets of the individual models [147, 150]. Calculated intrinsic solubility values of hits using QSAR or QSPR models should be considered only a very rough estimation of their true value. An interesting approach for improving the prediction of aqueous solubility of virtual compounds is based on the idea of using several QSAR models in combination with a random forest classification approach [151]. In this machine learning application, ten commercially available QSAR models were used to generate aqueous solubility data for all compounds. The best QSAR model was selected for a virtual compound based on the predictions for structurally similar compounds using decision trees generated by the random forest method. In general, in silico solubility predictions cannot currently be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      




      

        In Silico ADME: “A” in ADME




        In silico ADME has been reviewed many times by others and readers are encouraged to examine these publications [114-130]. The “A” in ADME represents the absorption process which involves the extent and the transfer rate of a compound from the gastrointestinal (GI) fluid across primarily the jejunum and the ileum segments of the small intestine into the portal blood system. The driving forces for this process are the compound concentration gradients between the GI and the portal blood supply, electrical differences, the hydrostatic pressure gradients introduced by the presence of the compound and external factors such as dissolution rates of the compounds, stomach emptying rates and food consumption. For a compound to reach the general systemic circulation, it must penetrate cell barriers either by passing between cells (paracellular route) or through them (transcellular route). When compounds utilize the transcellular route, they cross the membrane barrier either by mechanisms involving the active participation of components of the membranes (i.e., energy-consuming carrier-mediated processes) or by passive processes (i.e., non-energy-consuming diffusion processes). While carrier-mediated transmembrane processes play an important role for some compounds, passive diffusion through the bilayer membranes is the dominant process in the disposition of most small molecules.




        The extent of absorption of a compound is measured as the percentage of orally dosed compound absorbed (%Fa) across the small intestine into the portal blood system. In a typical experiment, the concentration of the compound being orally administered is known. By removing a blood sample via a catheter inserted into the hepatic portal vein, the concentration of the compound in the portal blood system can be determined. The %Fa value is calculated as the ratio of the orally dosed concentration of compound divided by the portal vein concentration of compounds. %Fa can be considered a function of two key components: the permeability and the solubility of the compound. The permeability of a molecule is a measure of the ability of a molecule to cross a cell membrane barrier and is expressed in velocity units. Permeability is primarily a function of the compound’s LogD, MW, and the aqueous diffusion constant of the compound. Various in vitro permeability assays have been developed that mimic the relevant characteristics of in vivo absorption including the human colon adenocarcinoma (Caco-2) cell assay and the Madin-Darby canine kidney (MDCK) cell assay. These will be discussed along with other methods to determine permeability in a later section.




        There is a great deal of interest in in silico methods for predicting the %Fa or the permeability of hits from their 2D chemical structures [152-156]. Many of these methods use QSAR models with molecular descriptors (i.e., polar surface area, molecular size, flexibility, hydrogen bonding capacity and so on) along with a variety of calculated physiochemical properties such as LogP and pKa [148]. In addition, these models use building methodologies such as linear or non-linear regression techniques, classification trees, partial least squares, and neural networks. Generally it is found that these QSAR %Fa or QSAR permeability models predict the training data set reasonably well, but typically do not predict new data sets with acceptable accuracy [157]. This result is not unexpected for %Fa since it is not a discrete fundamental property of the compound and, therefore, cannot be predicted solely from a structural representation of the compound. %Fa is a complex biological process highly dependent upon many internal and external factors. However, the permeability of a compound is a discrete property of the compound and accurate predictions of it by in silico methods may be developed in the future. In general, in silico absorption predictions cannot currently be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      




      

        In Silico ADME: “D” in ADME




        The “D” in ADME represents the distribution process of a compound in the body. When a dose of a compound enters the systemic circulation (i.e., blood), the compound is distributed to all parts of the body. A theoretical volume of distribution at steady state (Vdss) is assumed as the volume into which a drug is distributed in the body. Thus, a high value of Vdss (> 42 L) for humans indicates that a compound is highly likely to be distributed throughout body tissues whereas a low value (< 3 L) suggests it is predominantly located in the systemic circulation. The Vdss in conjunction with the clearance of the compound determines the half-life of a compound in the body. In addition, the distribution of a compound is an important parameter to understand since it is generally a prerequisite for a compound to pass from the blood into other fluids and tissues before it can induce/exert its pharmacological action. The Vdss is a function of the tissue to plasma binding capacity of the compound as well as the ease with which the compound crosses the membrane and to the organ/tissue blood perfusion rates. The binding capacity of a compound is related to its physicochemical properties (pKa, Log P, aqueous solubility, etc.) and the affinity property of the compound for organs/tissues (blood protein binding and cell binding). In general, there is a large variability in the Vdss parameter in humans and animals. The clinical error range in Vdss human data is typically 2- to 3-fold from the mean values. There is a great deal of interest in predicting Vdss from chemical structures [158-165]. For example, Lombardo and co-workers [157, 161] have used a variety of QSAR linear and non-linear statistical techniques to predict Vdss from chemical structures. They have shown that Vdss can be predicted within a geometric mean 2-fold error. This magnitude of the error is on the same order as experimental data and can be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      




      

        In Silico ADME: “M” in ADME




        The “M” in ADME represents the metabolism of a compound by enzymatic reactions. Hydrophobic compounds usually have low aqueous solubility under physiological conditions and must be converted into more hydrophilic molecules before they are excreted from the body. This biotransformation is typically denoted as Phase 1 and Phase 2 enzymatic reactions. The Phase 1 enzymatic reactions convert the hydrophobic parent compound to a more polar metabolite by oxidation, reduction, or hydrolysis chemical reactions. These reactions expose or introduce a polar functional group (-OH, -NH2, -SH, or -CO2H), and usually result in only a small increase in the hydrophilicity of the compound. During the last four decades, extensive studies of Phase 1 reaction types have shown that there are many cytochrome P450 enzymes (CYP450s) [166] and non-P450 enzymes (i.e., flavin monooxygenases (FMOs) and monoamine oxidases) [167-169] that have very broad substrate selectivity, catalytic versatility, and play important roles in the xenobiotic metabolism. The CYP450s are the predominant pathways for drug metabolism of most small molecule drugs, and the seven most common CYP450s are 1A2, 2B6, 2C8, 2C9, 2C19, 2D6, and 3A4. Phase 2 drug-metabolizing enzymes are generally transferases and are responsible for conjugating a compound or its Phase 1 metabolites with a highly polar molecule such as, glucuronidation, sulphation, and acetylation where they are mediated by the enzymes glucuronyltransferases (UGT), sulfotransferases (SULT), and N-acetyl-transferases (NAT), respectively [170]. The ability to predict the metabolic fate of a compound using in silico methods would allow medicinal chemists the ability to establish drug-design strategies that increased the half-life of a compound in the body or to eliminate reactive metabolites that might exhibit toxicity.




        Several computational approaches have been created for predicting the metabolic fate of a compound. Expert systems are software packages that rely on a set of programmed rules, which have been distilled from available metabolism/ toxicological knowledge and human expert judgments to predict metabolites and their toxicity. This computational approach has been more successful than other approaches since it is intuitively appealing to most users. Software packages, such as TIMES, METEOR, METASITE, and METABOLEXPERT are commercially available [170-176]. These types of expert models typically predict a large ensemble of metabolites that are possible for a compound. In many cases, the ensemble of metabolites contains most of the experimentally found metabolites and metabolites that were not found experimentally. These false-positive metabolites may not have materialized in vivo because of numerous biological factors including low drug-enzyme reaction rates, competitive reactions, and enzyme inhibition. On the other hand, the false-negative metabolites may not have been generated due to the limitation of the structural restrictions in the program. Nonetheless, metabolite expert systems give medicinal chemists the most likely sites of metabolism on a given molecule. QSAR models for predicting the site of compound metabolism have undergone significant advances during the past few years [177-180]. However, most of the QSAR based models lack sufficient interpretability and offer poor predictability for novel compounds. In general, in silico models for predicting drug metabolism of virtual compounds can predict a set of potential metabolite candidates for medicinal chemists to design synthetic procedures to metabolically stabilize them but the end-user cannot be assured that these metabolites have any in vivo significance.


      




      

        In Silico ADME: “E” in ADME




        The “E” in ADME represents the excretion of a compound by the liver, kidney, and other organs from the body. After oral absorption, compounds are eliminated from the body via excretion and/or metabolism processes. We define the compound elimination process as the irreversible removal of compounds from the body and denote this process as the total clearance (CLT) of the compound. The CLT of a compound has units expressed in volume per time (e.g., L/hr). Therefore, CLT is defined as the volume of blood cleared of compound from the body per unit of time. We can assume that the CLT is the sum of the renal clearance (CLR) and non-renal clearances (CLNR) [33]. Non-renal clearance includes biliary excretion (i.e., leading to excretion in feces), lung excretion, and biotransformation (i.e., metabolism leading to excretion in urine or feces). The CLT of a compound can be measured using in vivo animal models. For humans, when CLT < 25 L/hr, one can state that the drug has a low extraction from the body either via the kidneys, non-rental processes or both. When > 87 L/hr, one can state that the drug has a high extraction from the body either via the kidneys, non-rental processes or both. The advantage of the clearance concept is that it describes all the processes of compound elimination from the body without identifying the individual mechanisms involved.




        The most important practical application of CLT derives from the fact that this PK parameter determines the average concentration at steady state for a given dose rate. In other words, if accurate assessment of CLT can be made before the compound is administered to patients, then a better decision on the appropriate first-dose can be made, which would lead to improved safety and efficacy of new NCEs. The clinical range in CLT human data is typically 3- to 5-folds in the mean value due to inter-individual variations. The CLT of a compound is extremely difficult to model using QSAR techniques since CLT has a strong structural dependence on metabolism. Therefore, QSAR modeling of CLT or its components CLR and CLNR have been limited. The largest component of non-renal clearance for many compounds is the biotransformation of the compound in the liver, and, therefore, non-renal clearance is often associated with hepatic clearance (CLH). The hepatic clearance is composed of two factors: compounds must first be cleared from the liver by being metabolized and then must be cleared from the body by being excreted. The rate of metabolism of a compound is called the intrinsic clearance (CLint) and is a pure measure of hepatic enzyme activity towards a compound. The CLint of a compound can be determined by in vitro measurements based on liver microsomes (i.e., Phase 1 metabolism only) or hepatocytes (i.e., Phase 1 and 2 metabolism) [181, 182]. QSAR models for predicting CLint have been reported in the literature [183-185]. However, these QSAR based models lack sufficient interpretability and offer poor predictability for novel compounds and thus, cannot be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      




      

        Physiologically Based Pharmacokinetic (PBPK) ADME Predictions




        Physiologically based pharmacokinetic (PBPK) modeling is another way of predicting ADME properties. PBPK models are based on the anatomical and physiological structure of the body. By mathematically applying the principles of enzyme kinetics, mass transport, and fluid dynamics, PBPK is capable of simulating the ADME fate of a compound in the body. Software packages such as GastroPlus [186] and Simcyp [187] are commercially available. It has been shown for 33 drugs that the use of physicochemical parameters generated with the ACD Labs software [143] combined with Simcyp software [187] produced accurate hepatic clearance values [188]. These authors concluded that this in silico method could be used to predict intrinsic hepatic clearance at the early drug discovery stage. While these whole-body simulation techniques are clearly important in predicting ADME properties, there still appears to be a reluctance to use these models in a drug discovery environment.


      




      

        In Silico Drug-Protein Binding




        The pharmacodynamic and the toxicological action of drugs can be significantly influenced by the binding of drugs to various blood proteins and tissues [189, 191]. For example, drugs that are highly bound to blood proteins have smaller Vdss compared to drugs with low binding to blood proteins. Thus, drug-protein binding effects the volume of distribution of a drug, the half-life of a drug, and potentially, contributes to the drug’s inter-individual variability. Drugs with high tissue affinities may also accumulate in lipid or adipose tissue. Premature displacement of drugs from blood proteins or tissues by other drugs or endogenous compounds may result in an increase in free drug in the systemic system that may diffuse to pharmacologic receptor sites thus causing an unexpected intense or unwanted drug response. This situation is particularly relevant for drugs with high extraction ratios and non-hepatic clearance mechanisms. Also, the formation of reactive metabolites of drugs that irreversibly bind to proteins or tissues may cause certain types of toxicity. Therefore, an understanding of the binding characteristics of drugs and metabolites to blood proteins such as, human serum albumin (HSA), α-acid glycoprotein (AGP), lipoproteins, and immunoglobulins, and to tissues such as, lipid or adipose is useful information in the design and administration of therapeutic drugs. In addition, knowledge of protein binding in both plasma and microsomal components is needed in the prediction of CLint. Many QSAR models have been developed to predict the amount of binding to plasma proteins [192-194] and many of these methods are available in software packages such as ACD Labs [143], ADMET Predictor [183] and Simcyp [187]. From a global point of view, these QSAR models can prove useful to help to identify compounds with lower binding on the average. However, they cannot be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      




      

        In Silico ADME Classification Methods




        Classification methods, whereby compounds using experimentally established cutoff values are classified into high/low schemes, are very practical at the hit generation stage gate to make go/no-go decisions to advance compounds. Machine learning (ML) methods have shown great potential in predicting the classification of compounds into broad schemes by correlating ADME properties to molecular descriptors [195-197]. A few examples of ML methods include techniques such as, linear discriminant analysis (LDA), k nearest neighbor (kNN), artificial neural networks (ANN), support vector machine (SVM), random forest (RF), and naïve Bayesian (NB) with kNN, SVM, and RF being frequently used to correlate ADME properties. There are also ML regression models that combine QSAR methods with RF [151] and principal component analysis (PCA) [197]. Some ADME and PK classification methods include human intestinal absorption [198], Vdss [164], clearance [199, 200], human liver microsomal stability [201], P450 inhibition [202], drug-HSA protein binding [203], brain-to-plasma ratios [204], P-glycoprotein inhibitors [205], and oral bioavailability [206], to name a few examples. Classification methods appear to have a distinct advantage over quantitative predictions of ADME parameters since the latter has room to account for inter-individual variations of complex biological systems. In summary, the use of ML methods for creating classification models to classify ADME properties into high/low schemes can be used at the H2L stage gate. Unfortunately, these methods are currently underutilized; however, it is expected that these ML in silico methods will be highly utilized in the future.


      




      

        In Silico Toxicity Properties




        In silico prediction or simulation of various toxicity properties continues to receive a significant amount of attention in the pharmaceutical industry and academic labs (Fig. 2) [117, 119, 125, 129, 130, 171, 175, 207-216]. The major areas of research include genotoxicity, carcinogenicity, skin sensitization, reproductive and developmental toxicity and hepatotoxicity. In silico toxicity predictions include models such as structure-activity relationships (SARs) (i.e., knowledge- and rule-based expert systems), QSAR and QSARs combined with ML techniques [207]. SAR methods are typically qualitative in nature and are used to demonstrate that a moiety (or fragment) of a compound is associated with a particular toxicity (i.e., structural alerts). In principle, in silico models to predict any toxicity endpoint can be derived using SAR and QSAR techniques if a quality experimental database of structural diverse drug candidates exist and the mechanism of action of the toxicity endpoint is known [208, 209]. Obtaining a full range of diverse structures with mechanistic information is typically difficult for most toxicity endpoints; however, there are many structural searchable toxicity databases that are available to at least attempt to construct predictive models [210, 211]. Expert systems are software packages that include SAR and, in some cases, QSAR methods. For example, software packages such as DEREK Nexus, HazardExpert, OncoLogic, TOPKAT, MCASE, ToxAlerts, OpenTox, and PASS are publicly or commercially available for the prediction of mutagenicity, carcinogenicity and other toxicity endpoints [117, 171, 210-213]. For example, the software package DEREK is a knowledge-based and rule-based expert system that predicts if an inputted chemical structure contains structural moieties that bind to DNA resulting in general genotoxicity, mutagenicity, or chromosome damage. An illustrative example of DEREK is provided by studies of 266 compounds with known mutagenicity. The results indicated that 81 of 114 mutagens (71%) and 117 of 152 non-mutagens (77%) were correctly identified [171]. Many QSAR models have been developed to predict particular toxicity endpoints of compounds [207, 211]. For example, the hERG receptor is a potassium channel and drug blockade may lead to QT prolongation and potentially to fatal arrhythmias (i.e., torsade de pointes). A QSAR model was established using hERG IC50 binding data for 90 drug compounds with a correlation of r2 = 0.912 [212]. The hERG QSAR model was tested with an additional 20 drug candidates with known hERG IC50 (i.e., 50% inhibitory effect concentration) binding values. Comparison of the known and predicted hERG IC50 binding values indicated that the model performed well with a correlation of r2 = 0.848. Another approach to in silico toxicity predictions is ML modeling or ML modeling with SAR and QSAR models to create algorithms for a given toxicity endpoint [214-216]. For example, using the RF classification model for prediction of mutagenic properties of compounds showed that the model performed well with 89.23% accuracy, 89% precision and ROC of 95.3% [216]. Using QSAR/ML methods, one takes advantage of models that have been generated with different techniques (i.e., expert and data-driven systems) and training data sets.




        When using in silico methods to predict toxicological activity there are three main points that need careful consideration in the assessment:





        

          	Was the in silico model constructed using diverse structural compounds from quality experimental data?




          	Is the mechanism of action known for the toxicological activity?




          	What are the in vivo or in vitro compound exposures necessary to elicit the toxicological activity?


        




        If these three questions can be answered - for example, Ames genotoxicity or hERG inhibition - then in silico toxicity predictions can be used to alert medicinal chemists of potential structural issues and direct their synthetic efforts in a different direction. However, it should be kept in mind that software packages such as DEREK and MCASE were designed to be sensitive at hazard identification and not drug design. Strictly using the structural alerts from these programs would require medicinal chemists not to use heterocyclic amines in their drug design strategies. With partial information on these three questions, in silico predictions should not be used as a substitute for experimental measurements at key decision points in the drug discovery process.


      


    




    

      LEAD OPTIMIZATION STAGE GATE




      Many preclinical assays have been developed to support drug optimization specifically in a drug discovery environment [32-100]. Once useful structural prototypes are obtained, from the hit stage gate, analog synthesis around these templates is initiated to improve in vitro or in vivo efficacy/potency and ADME/PK/toxicity properties. Typically, hundreds of analogs are synthesized for each hit chemotype to select drug candidates that have the correct combination of pharmacodynamic (PD) and ADME/PK/toxicity properties. Since these structural analogs are synthesized typically over a period of 1 to 2 years in the low milligram range, lower sample throughput and less compound intense in vivo or in vitro assays for physicochemical [84, 92, 99, 141, 145, 217], absorption [44, 99, 218], metabolism [36, 42, 49, 77, 99], in vivo pharmacokinetics [50, 219-221], drug-drug interactions [65, 68, 93], drug distribution [161-164] and toxicity [34, 54, 71, 81, 90, 96-98] can be used. The common ADME/PK/toxicity assays used at the LO stage gate are shown in Figs. 1 and 2. Since all of these assays have been fully discussed in the literature, we will review only a few selected assays [75, 99]. When interpreting the data from these ADME/PK/toxicity assays, one quickly realizes that many of them have “large gray zones”; that is, the data is ambiguous and reliable go/no-go decisions are not possible. Also, the assays are typically plagued with a significant percentage of false positive and false negative results. Keeping these problems in mind, the strategy used to select drug candidates utilizing these assays is to assume that the drug candidate with the most positive physicochemical and ADME attributes is superior to those drug candidates with fewer attributes [52, 67].




      

        Solubility




        Numerous drug discovery thermodynamic and kinetic solubility protocols have been described in the literature [40, 56, 84, 92, 106, 141, 145, 222, 223]. The “gold standard” is the thermodynamic shake-flask method [139, 224]. Briefly, a compound is added to a buffer until saturation occurs, and this thermostatic solution is shaken until equilibrium is established between the buffer and the solid phase. The buffer is separated from the solid and the concentration of compound in the buffer is determined by an appropriate analytical method (i.e., LC-MS-UV, a rapid multi-wavelength UV plate reader or a potentiometric acid/base titration). The experimentally determined solubility of a compound strongly depends on the temperature, the physical characteristics of the solid (i.e., polymorphism, melting point, particle size, etc.), the composition of the buffer (i.e., pH, co-solvents, additives, ionic strength), the technique used to separate the solid from the buffer (i.e., filtering, centrifuging), the shaking intensity, and the amount of time the solution is shaken [225]. The accuracy of thermodynamic assays is limited since typically, the solid characteristics drug candidates are not determined at this stage gate. Kinetic solubility assays do not have a stable liquid/solid phase interface and are typically measured in the present of organic solvents. Briefly, a small volume of a DMSO stock solution (i.e., compound is dissolved in DMSO at a known concentration) is added to a buffer of interest and any undissolved particles are detected using light scattering techniques (i.e., nephelometric assay) [40]. Other versions of this assay include filtering the buffer solution to remove undissolved particles and measuring the dissolved compound by UV absorption [224]. Thermodynamic solubility assays are useful for establishing in vivo PK/TK formulations [226-231] while kinetic solubility assays are useful for interpreting ADME and toxicity in vitro assays [222]. It should be emphasized that interpreting in vitro ADME and toxicity data without knowledge of the solubility of the drug candidate in the assay is a serious mistake.


      




      

        In Vitro Permeability




        Various in vitro permeability assays have been developed that mimic the relevant characteristics of in vivo absorption [47, 232-240]. The parallel artificial membrane permeability assay (PAMPA) [73, 233, 237], the human colon adenocarcinoma (Caco-2) cells assay [232, 234, 236], the Madin-Darby canine kidney (MDCK) cell assay [235, 238], and the rat everted gut assay [233] have been used for the assessment of drug permeability. Presently, the Caco-2 monolayer cell culture model is the “gold standard” for drug permeability and is widely used in drug discovery for the prediction of human intestinal permeability. Briefly, the permeability of drug candidates across differentiated monolayers of Caco-2 cells is measured on fully differentiated cells grown on permeable filter supports. Compounds are applied in separate experiments to the apical (A) or basolateral (B) side of the monolayer and incubated for several hours. The concentration of each compound on each side of the monolayer is measured by liquid chromatography (LC) or LC tandem mass spectrometry (LC/MS/MS) techniques [47]. The permeability (Papp) is calculated in the apical to basolateral (A → B) and basolateral to apical (B → A) directions. Thus, the Caco-2 assay is a surrogate assay for a compound permeability across the human intestinal epithelium. Since there are transporters on the apical (i.e., P-gp, MRP-2, BCRP) and basolateral (i.e., MRP-1, PepT1) sides, the Caco-2 model can be used for the identification of substrates, inhibitors, and inducers of intestinal transporters. The Caco-2 assay has been developed in a 3-5 day culturing 24 well format as well as a 10 to 21-day system using a 96-well plate format [232, 240]. Many laboratories have shown reasonable correlations between in vitro permeability coefficient values in Caco-2 monolayers and human in vivo absorption (%Fa). Unfortunately, large inter-laboratory variability in Caco-2 permeability measurements has plagued the model; however, the situation continues to get better [239]. For the Biopharmaceutical Classification System (BCS), classification of intestinal permeability [241] using the in vitro Caco-2 model [235] or the in situ single pass perfused rat intestinal model [75, 99] are relevant [242]. Both Caco-2 and MDCK cell models exhibited the same rank order relationship between in vitro permeability values and human permeability values for many test compounds [236]. An estimation of oral absorption of drug candidates can be made using Caco-2 or MDCK permeability data along with thermodynamic solubility data. Due to the inter-laboratory variability of the in vitro cellular permeability data, these absorption predictions should be classified into high/low schemes using experimentally established permeability cutoff values from benchmark drugs.


      




      

        In Vitro Metabolism Stability




        The rate of in vivo biotransformation of drug candidates is an important determinant of oral bioavailability as well as systemic clearance. The systemic clearance parameter, which is used to characterize drug disposition, is the sum of all organ clearances that contribute to the elimination of a drug (i.e., hepatic and renal clearances). Therefore, several in vitro hepatic systems utilizing liver slices [243, 244], isolated hepatocytes [49, 245, 246], hepatic membrane subcellular fractions [247, 248] and purified CYP450 enzyme preparations [55] have been developed to mimic in vivo clearance. It should be remembered that liver slices and hepatocytes contain both Phase 1 and 2 activated enzymes while hepatic membrane subcellular fractions typically contain only Phase 1 activated enzymes. There are methods to activate Phase 2 enzymes in hepatic membrane subcellular fractions by utilizing the pore-forming peptide alamethicin [249]. Hepatic subcellular fractions can be prepared in large batches and stored frozen for many months with little loss of CYP450 activity. Presently, the metabolic stability assay using human liver microsomes (HLM) preparation is the “gold standard” for drug stability and is widely used in drug discovery for the prediction of human hepatic clearance. Isolated hepatocytes and HLM assays have been adapted to a 96-well plate format in combination with LC/MS/MS to assay the metabolic stability of drug candidates [49, 250, 251]. In many cases, the metabolic stability of a compound is simply rank-ordered based on the rate of disappearance of the parent drug in the present of hepatic membrane subcellular fractions or hepatocytes. A common strategy is to sort in vitro metabolic stability data into a high and low category based on a benchmark drug where it’s in vivo and in vitro metabolic stability is well known. If the metabolic stability of a drug candidate is substantially less than the benchmark drug, then this drug candidate could be given a lower priority in favor of another analog compound.




        It should be remembered that, in some cases, there will be no correlation between in vitro metabolic stability in HLM or cells and the oral bioavailability or the clearance. The in vivo biotransformation rate of disappearance of parent drug is dependent on many factors. For example, the in vitro microsomal and hepatic cell systems have limited ranges of metabolizing activities as compared to in vivo metabolizing activities. Other factors such as physicochemical properties and absorption (to name a few) need to be considered before drug candidates are eliminated. It is recommended that ranking methods be used to sort metabolic stability data into high/low clearance schemes. For example, Kerns and co-workers [252, 253] have examined the correlation between high throughput single time point in vitro rat microsomal stability data and abbreviated in vivo rat clearance data for a set of 306 drug discovery compounds. The single time point in vitro rat microsomal stability data was converted into half-life data (t1/2). A drug candidate with a low t1/2 < 15 minutes was interpreted as being metabolized rapidly and thus, should have a high in vivo clearance CL > 25 mL/min/kg. A drug candidate with a high t1/2 > 15 minutes was interpreted as being metabolized slowly and thus, should have a low in vivo clearance CL < 25 mL/min/kg. Their results showed that a significant number of drug candidates with microsomal stability t1/2 < 15 minutes also produced in vivo CL > 25 mL/min/kg. For drug candidates with t1/2 > 15 minutes, there was no in vivo CL correlation. Therefore, the microsomal stability assay can identify drug candidates with significant in vivo clearance liabilities but has a significant false-positive rate. Care should be taken not to over-interpret microsomal stability data, particularly when it is used to predict the hepatic clearance (i.e., CLH) of a compound.


      




      

        In Vitro Metabolism Reaction Phenotyping




        Reaction phenotyping is the process of identifying in vitro drug-metabolizing enzymes involved in the clearance of a drug and is routinely used in drug discovery [254, 255]. Phase 1 monooxygenase enzyme reactions convert hydrophobic compounds to more polar metabolites by the introduction of a polar functional group (-OH, -NH2, -SH, or -CO2H) by oxidation, reduction, or hydrolysis chemical reactions [166]. Phase 2 reactions are primarily transferase reactions that conjugate a highly polar molecule to a compound. While compounds containing conjugate accepting groups such as hydroxyl, carboxyl, carbonyl, sulfuryl, amino, and imino tend to be a substrate for Phase 2 reactions, it is more common that in vivo Phase 2 reactions occur after compounds are metabolized by Phase 1 enzymes. In humans and other mammalian species, CYP450s and FMOs are the predominant enzyme families for Phase 1 drug metabolism while glucuronidation catalyzed by UGTs is the major Phase 2 reaction pathway [166, 168]. The combinations of these Phase 1 and 2 reaction pathways determine the clearance mechanism of most xenobiotics. Briefly, CYPP450s are a superfamily of diverse heme-containing enzymes that are membrane-bound primarily in the endoplasmic reticulum region. These enzymes require β-nicotinamide adenine dinucleotide 2′-phosphate (NADPH) as a cofactor. CYP450s are involved in the metabolism and potential bioactivation of a wide range of compounds. Although many thousands of CYP450s have been identified (i.e. approximately 21,000) across mammalian species, only 18 isoforms are known to be involved in human metabolism (i.e., CYP1-8, CYP11, CYP17, CYP19-21, CYP24, CYP26, CYP27, CYP39, CYP46, and CYP51). Three of these CYP families CYP1 (i.e., 1A2), CYP2 (i.e., 2A6, 2B6, 2E1, 2C8, 2C9, and 2D6) and CYP3 (i.e., 3A4 and 3A5) account for about 70% of human hepatic microsomes CYPs with CYP3 accounting for approximately 30%. These CYPs are the major enzymes responsible for the metabolism of most marketed drugs. Note also that the four CYP families CYP1, CYP2, CYP3 and CYP4 account for about 99% of rat hepatic microsomes with CYP2 accounting for approximately 60%. The FMOs are a family of five enzymes, FMO1-5, located in the hepatic endoplasmic reticulum region, requiring the cofactor NADPH and are expressed to varying levels in other extrahepatic tissue. The UGT superfamily of enzymes that catalyze the conjugation of D-glucuronic acid to various polar compounds can be divided into several families and subfamilies. Human UGTs belong to 2 subfamilies UGT1and 2, which are predominantly involved in glucuronidation. The subfamily of enzymes UGT1A1, 1A4, 1A9, 2B7, and 2B15 have the greatest significance in Phase 2 elimination. The UGTs catalyzes the glucuronidation of compounds by transferring a glucuronic acid moiety from the cofactor uridine 5’-diphosphoglucuronic acid (UDPGA) to substrates and thus, forming glucuronides which are water-soluble and readily excreted via urine or bile.




        In general, CYP, FMO and UGT reaction phenotyping assays are useful in predicting drug-drug interaction as well as identifying polymorphism enzymes that are associated with variability in drug disposition. The strategy used for reaction phenotyping involves the use of recombinant enzymes, correlation analyzes with well-characterized microsomal samples, and selective isoform inhibition. These methods can be performed separately or in combination to provide complementary and supportive information [256]. At the LO stage gate, recombinant CYP enzymes 3A4, 2B6, 2C6, 2C9, and 2D6 can be used as a rapid screen to identify the major enzymes involved in biotransformation. It is better to have compounds metabolized by several CYP450s instead of one enzyme to avoid potential polymorphism issues. At the NCE selection stage gate, all three methods are typically used.


      




      

        In Vitro CYP450 Inhibition




        Metabolism of xenobiotics by CYP450s plays a vital role in the clearance of compounds from the body. A general feature of CYP450 enzymes is that a single enzyme can metabolize multiple drugs. For example, when two drugs are taken in vivo at the same time a competition reaction between these drugs may occur for the same CYP450 enzyme. If one of the drugs inhibits the CYP450 enzyme, an elevation in the systemic concentration of the other drug will occur. This elevation in drug concentration may be uneventful or undesirable depending on the magnitude of the change in concentration of the drug at the site of pharmacological action and the therapeutic index of the drug. The therapeutic index is defined as the ratio of the highest drug exposure that results in no toxicity divided by highest drug exposure that produces the desired efficacy. If the elevated drug concentration is undesirable leading to a toxicity end-point, then a drug-drug interaction (DDI) has occurred [257]. In other words, one drug has altered the PK and/or PD of another drug. Thus, drug candidates that are strong inhibitors of CYP450s have the potential of DDI. It should be kept in mind that drug candidates that are strong inhibitors of CYP450s must always be assessed in the context of the expected in vivo systemic exposure of the drug candidate before a critical go/no-go DDI decision is made concerning the elimination of the drug candidate. Thus, the assessment of the potential of a drug candidate to inhibit a specific or several CYPP450s is important to understand at the LO stage gate [49, 55, 258-265].




        The eight major human CYP450 isoforms are CYP1A1, CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP3A4, and CYP3A5. A human CYP450 inhibition assay is designed by incubating - for a fixed period of time - an isoform-specific substrate with a range of drug candidate concentrations (i.e., 0.1 – 25 μM) in an in vitro hepatic system including isolated hepatocytes [266], hepatic membrane subcellular fractions coupled with an electron-generation reaction [65, 267] or purified recombinant human CYP450 enzymes coupled with an electron-generation reaction [55, 268]. At the end of the incubation, the concentration of the metabolite formed from the isoform-specific substrate at each of the drug candidate concentrations is measured via fluorescence [55], or LC/MS/MS technique [259]. A decrease in the concentration of the metabolite formed from the isoform-specific substrate with increasing drug candidate concentration indicates the inhibition of CYP450 by the drug candidate, which can be calculated as an IC50 value; that is, the drug candidate concentration that produces 50% inhibition of the formation of the metabolite from the isoform-specific substrate [269]. At the LO stage gate, the in vitro CYP450 inhibition of a drug candidate is typically determined using human liver microsomes as the in vitro hepatic system. Using this “gold standard” assay, the drug candidate’s inhibition is classified as weak or no inhibition (IC50 > 10 µM), moderate inhibition (1 µM < IC50 < 10 µM) and strong inhibition (IC50 < 1 µM) inhibitors.




        For a complete assessment of a strong inhibitor drug candidate, reversible or irreversible inhibition should be distinguished [68, 257, 270]. Reversible CYP450 inhibition reactions are caused by competitive interactions at the same CYP450 from multiple substrates and typically occur over a short time period (hours to days). Irreversible binding (i.e., covalent binding) of the drug candidate to the apoprotein or the heme-prosthetic moieties of the CYP450 enzyme or a quasi-strong complexation between the drug candidate and the CYP450 results in the inactivation of the CYP450 over a long time period (days to weeks). These time-dependent reactions processes are referred to as time dependent-inhibition (TDI). If the TDI is caused by the reaction of metabolites formed during the biotransformation of the drug candidate, the time dependent-inhibition is termed a mechanism-based inhibition (MBI). Both reversible and irreversible inhibition may be caused by MBI. All of these TDI mechanisms result in loss of CYP450 activity over time and thus, changes in the clearance of the drug candidate from the body. While reversible inhibition of CYP450 enzymes causes short-term effects on the pharmacokinetic properties of the drug candidate, irreversible inactivation of CYP450s causes long-term effects on the pharmacokinetic properties of the drug candidate, as the inactivation CYP450 enzyme must be replaced by newly synthesized enzyme. Reversible in vitro TDI may or may not be important clinically, and careful assessments must be made to determine if a drug candidate should advance to another stage gate or be terminated. Drug candidates that are irreversible binders to CYP450s are typically eliminated unless this type of mechanism is desired to engage the target. At the LO stage gate, there are several different experimental designs including IC50 shift, progress curve, and kinetic determination to determine if a drug candidate undergoes TDI/MBI [99, 257, 270, 271]. Generally, these assays determine the apparent IC50 of the drug candidate toward a standard substrate with and without a preincubation period of the enzyme with the drug candidate. At present all these TDI/MBI assays are used at the LO stage gate.




        In general, most CYP450 oxidation reactions show hyperbolic saturation kinetics and competitive inhibition between substrates. Therefore, some PK properties can be predicted with standard Michaelis-Menten kinetic analyzes; thus, DDI can be possibly predicted from inhibition studies. However, CYP3A4 enzyme reactions have been shown to exhibit unusual enzyme kinetics that complicates the interpretation of the experimental results including auto-activation, partial inhibition and substrate inhibition [260]. Auto-activation occurs when the activator is the substrate itself, which results in a sigmoidal saturation kinetic curve. In partial inhibition, the inhibitor does not completely inhibit substrate metabolism even at saturating concentrations. Substrate inhibition happens when an increase in substrate concentration beyond a certain value results in a decrease in the rate of metabolism. Also, CYP3A4 enzyme reactions show enzyme activation. Activation is an increase in the reaction rate of one substrate in the present of another substrate. Several studies suggest that CYP3A4 is an allosteric protein and allosteric binding at two distinct sites is a main factor leading to enzymatic activation [263], although the identity of the allosteric site has never been defined. The complexity of substrate binding to CYP3A4 also reflects on the dependence of the inhibition on the probe substrate used in the assay. Dramatic differences have been found in CYP3A4 inhibition assay using different probe compounds. All these unusual kinetics of CYP3A4 complicate the inhibition assay and the reliability of DDI prediction from in vitro data.


      




      

        In Vitro CYPP450 Induction




        It has been known for many years that some CYP450 enzymes are inducible by exogenous signaling molecules [166]. The result of CYP450 enzyme induction is an increased clearance of the drug that results in a reduction of pharmacological effects of a specific drug and the attenuation the efficacy of co-administered drugs in a time-dependent manner. Also, a drug that is metabolized by the induced CYP450 enzyme to a reactive metabolite may lead to a toxicity end-point. Unlike reversible CYP450 inhibition, the time course of CYP450 induction varies accordingly to different inducers and thus, the impact of CYP450 induction on drug metabolism may not be immediate. Although CYP450 induction is an undesirable property of a drug, the overall implications of induction to drug discovery are less important at the LO stage gate. In contrast to inhibition reactions, the DDI associated with CYP450 induction is not normally considered a safety issue in most cases. CYP450 induction does not necessarily prevent an NCE from entering into clinical development.




        CYP450 induction resulting in an increase in enzymatic activity of CYP450 enzymes occurs at the transcriptional level of CYP450 enzymes through activation of respective nuclear receptors genes after chronic exposure to a drug. The nuclear receptors most commonly involved in regulation of CYP450 enzymes are the aryl hydrocarbon receptor (AhR) [272, 273], the constitutive androstane receptor (CAR) [274, 275] and the pregnane X receptor (PXR) [276, 277]. Activation of AhR results in enhanced expression of CYP1A and CYP1B gene products, while activation of CAR and/or PXR results in enhanced expression of CYP3A, CYP2B, CYP2C8 and UGT1A1 gene products. While all of the nuclear receptors could be assayed, the assessment of the potential of a drug candidate to activate PXR is the most important to determine at the LO stage gate since it regulates the majority of CYP450 enzymes including CYP2B6, CYP2C8, CYP2C9, CYP2C19, CYP3A4, and CYP3A5. In addition, PXR up-regulates the transporter MDR1 that encodes the broad-specificity P-glycoprotein (Pgp) efflux pump. Stable cell lines with reporter gene constructs for PXR are commercially available, and high throughput PXP assays have been developed [277]. Briefly, DPX2:HepG2 cells stably transfected with the PXRE and the CYP3A4 promoter fused to a luciferase gene are seeded in a 96-well plate and then treated 24 hours later with a drug candidate. These treated cells are incubated for 24 hours at 37°C and then assayed using the Bright-Glo reagent. The ability of a drug candidate to activate hPXR is expressed relative to its level of cytotoxicity [99, 276, 277].




        The current “gold standard” for assessment of the potential of a drug candidate to induce CYP450 enzymes uses isolated human hepatocytes [278]. There has been substantial progress in human hepatocyte isolation and culture methods since the early reports published in the 1980s [166]. At the present, fresh primary human hepatocytes and cryopreserved primary human hepatocytes have been widely used for the evaluation of CYP induction in humans. Enzymatic activity assay has been a common detection method for CYP induction. Similar to the traditional inhibition assays described above, it measures the induction by quantifying the metabolite of a CYP-specific model substrate generated by the treated hepatocytes. In a typical assay, primary hepatocytes are first treated with drug candidates for 72 hours. Model substrates are then added to the treated cells. CYP induction leads to higher enzyme activity and generates more metabolites. Quantification of metabolites has been achieved by using LC/MS/MS. Cryo-preserved cells are less favorable in these assays due to the attachment of cells to plate surfaces and the loss of certain cellular functions [245, 246]. The scarcity of fresh human hepatocytes has demanded increasingly sensitive detection protocols using smaller numbers of cells in CYP induction assays.


      




      

        In Vitro Assays for Membrane Transporters




        The ATP-binding cassette (ABC) and the solute carrier (SLC) family of genes are responsible for a variety of brain, intestinal, hepatic, and renal membrane transporters that play a crucial role in drug efficacy and safety [279]. For example, the ABC superfamily is composed of ATP-driven pumps responsible for the efflux of many drugs across biological membranes including the blood-brain barrier where they act to prevent drugs from entering the brain, the intestinal epithelium where it limits absorption, the bile canalicular membrane of hepatocytes, and the brush border membrane of renal epithelial cells. P-glycoprotein (Pgp) [280] - the product of the ABCB1 gene - and breast cancer resistance protein (BCRP) [281] - the product of the ABCG1 gene - are expressed widely in these cell types, interacts with diverse classes of substrates and inhibitors and are overexpressed in many cancers. The multidrug resistance-associated protein 2 (MRP2) [282] - the product of the ABCC2 gene - is an organic anion and large conjugate compound transporter located in the intestine, liver, and kidney. The SLC superfamily is composed of over 300 proteins organized into 52 families. The organic anion transporting polypeptides (OATPs) family is responsible for the uptake of a wide range of compounds [283]. The OATP1B1 and the OATP1B3 transporters are predominately expressed at the sinusoidal membrane of hepatocytes. The renal organic anion transports (i.e., OAT1, OAT3) and the organic cation transporter 2 (OCT2) are primarily expressed in the proximal tubule epithelial cells of the kidney [284]. While all of the transporters could be assayed [99], the assessment of the potential of a drug candidate to be a substrate or inhibitor of P-gp is the most important to determine at the LO stage gate. The most widely used in vitro assays includes the Caco-2 cell line, the overexpressed P-gp porcine kidney cell line (LLC-K1), and the overexpressed P-gp MDCK cell line [99]. The in vivo P-gp assay uses P-gp knockout mice. At the LO stage gate, the in vitro P-gp results should be used in conjunction with TDI results; for example, if a compound demonstrated reversible TDI and were also a substrate or inhibitor of P-gp, these combined liabilities of the compound increases its potential for a DDI and the compound could be terminated for a compound without these liabilities.


      




      

        “fast” In Vivo PK Screens




        Pharmacokinetic profiles, in particular absolute bioavailability, elimination half-life, clearance, and distribution of volume, have become an integral part of many drug discovery programs [56, 64, 219, 119, 220, 279-298]. In orally dosed animal experiments, an effective approach for profiling a large number of drug candidates is to first minimize the in-life phase of the experiment by reducing the number of animals, the number of plasma collections and the overall collection time. For both orally and intravenously administered drugs, 6 animals and 5- to 6-time points per animal over a collection period of 6- to 8-hrs. are sufficient to profile most drug candidates. Secondly, the bioanalytical phase is minimized by the use of abbreviated method development schemes [57, 60, 105, 285, 286] and abbreviated calibration procedures. By using automated procedures to handle plasma preparations [287], and rapid LC/MS/MS techniques to perform in vivo studies, it is possible to measure the oral bioavailability and other pharmacokinetic parameters within a time frame that is consistent with the iterative cycle of a typical drug discovery research project [286-291]. At the LO stage gate, this is the preferred method to collect in vivo PK data.




        Cassette dosing techniques [50, 176] and sample pooling methods [297, 298] have also been used to increase PK throughput by dosing multiple drug candidates to animals in a single dose or by combining single dosed plasma samples across similar or all time points, respectively. Retrospective investigations of cassette (N-in-1) techniques and discrete sampling methods have been completed [220]. Potential drug-drug interactions that could result from dosing multiple drug candidates and potentially could hinder PK interpretations were found not to occur as frequently as had previously been expected. A comparison of 31 compounds in several species revealed that the systemic clearance, volume of distribution, oral bioavailability, and renal excretion were significantly correlated with N-in-1 dosing techniques and discrete studies.


      




      

        In vitro Toxicity Assays




        Drug-induced toxicity is another major factor contributing to high attrition rates of NCEs in clinical studies since predictions of risk in humans based upon preclinical in vitro or in vivo results obtained from cell lines and animal models, respectively, are not highly correlated, in many cases, to human toxicity [34, 54, 71, 81, 90, 93, 96, 279, 299]. Most in vitro and in vivo toxicity models have varying degrees of accuracy with the correlation between human and animal toxicities being best for genotoxicity, carcinogenicity, hematological, and gastrointestinal diseases; the poorest correlation being between human and animal toxicity models are for adverse drug reactions (ADRs) such as hypersensitivity, cutaneous reactions, and hepatotoxicity [300]. It should be remembered that in vitro cell toxicity assays are far removed from in vivo human toxicities and one should expect a significant amount of false-positive and false-negative data from in vitro toxicity assays. At the LO stage gate, the best strategy to uncover drug candidate toxicity liabilities for limited range of toxicities is to use a panel of well-characterized in vitro toxicity screens around a particular type of toxicity in parallel along with efficacy and ADME/PK optimization to identify drug candidates with the best overall profile. For example, accepting the fact that there is a poor correlation between human and animal models for ADR toxicity, a practical strategy for evaluating drug candidates for potential ADRs at the LO stage gate is the reactive intermediates panel screening approach outlined in Fig. (2). Here several in vitro assays are used for the detection of reactive intermediates that could be generated by biotransformation reactions of the drug candidate. The panel approach is proposed largely based on the hypothesis that reactive intermediates derived from drug candidates are mechanistically involved in ADRs by undefined mechanisms such as covalent binding of reactive intermediates to macromolecules and the impact of reactive intermediates on cellular functions. While this approach will be imperfect in detecting ADRs, it should help to minimize or to identify drug candidates that can be potentially bioactivated to reactive intermediates. A similar panel screening approach at the LO stage gate is shown in Fig. (2) for other toxicities including genotoxicity, oxidative stress, and cytotoxicity.


      




      

        In Vitro ADR: Reactive Intermediates (Hard and Soft Electrophiles, and Radials)




        Reactive intermediates such as biotransformation derived electrophilic metabolites (Phase 1 or 2), and radicals may cause some types of hepatotoxicity, liver failure or other ADRs. To help medicinal chemists to avoid reactive intermediates, a comprehensive listing of many structural motifs used by medicinal chemists for drug design that potentially could form reactive intermediates has been published [301]. In vitro screening and identification of reactive metabolites are normally conducted using liver microsomes that contain both Phase 1 drug metabolizing enzymes such as cytochrome CYPP450s, FMO, dehydrogenases and oxidases and Phase 2 enzymes (i.e., UPD-glycosyltransferases) [302]. In microsomal incubations, drugs can be metabolized to stable metabolites or a variety of Phase 1 reactive metabolites. Phase 1 reactive metabolites can be broadly classified as either electrophiles or free radicals. Electrophiles are electron-deficient molecules and thus, covalently reactive with molecules that are electron-rich (i.e., nucleophiles). Electrophiles and nucleophiles can be broadly classified as “hard” or “soft”. Hard electrophiles react with hard nucleophiles (i.e., basic groups in DNA and lysine residues in proteins). The cyanide anion (CN-), which is a “hard nucleophile, has been used to trap hard reactive metabolites [302]. This technique has been used to detect reactive iminium intermediates in the metabolism of alicyclic amines by trapping them with sodium or potassium cyanide. Soft electrophiles react with soft nucleophiles (i.e., the thiol groups in GSH and the thiol groups in cysteine residues in proteins). A majority of electrophilic metabolites can be classified as “soft” reactive metabolites that readily react with a sulfhydryl group of γ-glutamylcysteinylglycine (GSH). As an endogenous scavenger of chemically reactive species, GSH has been widely used in microsomal incubations to trap several structural classes of reactive metabolites, which include quinones, quinone imines, iminoquinone methides, epoxides, arene oxides and nitrenium ions. Formed GSH conjugates can be structurally characterized using tandem mass spectrometry, and a common MS method is neutral loss scan since all GSH adducts display a neutral loss of 129 Da in collision-induced dissociation. A highly efficient method is to use stable-isotope trapping combined with electrospray ionization (ESI)-tandem LC-MS/MS neutral loss scanning for detecting and identifying reactive intermediates [77, 81, 89, 99, 303-305]. Radicals are reactive metabolites that possess unpaired electrons. Formation of radicals can potentially lead to oxidative damages to DNA and proteins, and thus results in drug-induced toxicities. For drug candidates containing carboxylic acid groups, Phase 2 reactions to generate acyl glucuronides are common. There are several assays available to determine the reactivity of acyl glucuronides [99]. The use of electron spin resonance (ESR) spectroscopy and spin-trap reagents for trapping in vitro and in vivo reduced and oxidized radicals in biological fluids are well-established techniques [305]. Typically, radicals abstract hydrogen atoms from macromolecules rather than becoming covalently bound. It is clear from the above discussion that a combination of several trapping methods is necessary to evaluate the formation of reactive intermediates. While all of the reactive intermediate assays could be run, the assessment of the potential of a drug candidate to produce reactive metabolites using the stable-isotope trapping assay [77] is the most important to determine at the LO stage gate.


      




      

        In Vitro Genotoxicity: DNA Binding




        The covalent binding of the drug candidate or reactive metabolites to DNA can be assessed in microsomal incubations in the presence of DNA. Resulting DNA-drug complex can be detected by 32P-postlabeling analysis [306]. The method includes enzymatic digestion of DNA sample to the adducted nucleoside 3’-monophosphates and partial purification of the adducted nucleotides, followed by the 5’-labeling with 32P. For analysis of DNA adducts, polyethyleneimine-cellulose TLC plates are generally utilized to resolve 32P-labeled DNA adducts (32P-postlabeling/TLC analysis). This technique is reliable but time-consuming and labor intensive. An improved approach has been developed to increase the throughput of the post-labeling analysis. Non-denaturing 30% polyacrylamide gel electrophoresis (PAGE) has been adapted for the 32P-postlabeling analysis (32P-postlabeling/PAGE analysis) to expedite the analyses [307]. The major advantages of this technique are: (a) many DNA samples can be loaded concomitantly on the PAGE along with standard markers, (b) DNA adducts can be resolved in only a few hours, and (c) exposure to 32P during the handling can be minimized. The detection limit for both 32P-postlabeling/TLC and 32P-postlabeling/PAGE analyses is approximately 7 adducts/109 nucleotides. HPLC in-line methods with a radioisotope detector can be used (32P-postlabeling/HPLC analysis) to increase the resolution and detection limit (approximately 3 adducts/1010 nucleotides) of DNA adducts [308].


      




      

        In Vitro Genotoxicity: Mutagens and Carcinogens Assays




        Ames tests for mutagens are some of the most commonly performed toxicity assays in the pharmaceutical industry [309]. Salmonella typhimurium (S. typhimurium) and Escherichia coli (E. coli) reverse-mutant bacterial strains are used to detect point mutations in DNA caused by the presence of a parent drug candidate or its metabolites. In–vitro metabolic activation of the parent drug candidate is usually achieved with Aroclor treated rat-liver S9 enzymatic fractions. Point mutations may take the form of base pair substitutions or from small insertions or deletions in the bacterial genome. In some cases, the mutations may be caused by the enzymatic biotransformation of the parent drug candidate to electrophilic species that are capable of covalently binding to DNA. The bacterial reverse-mutation test uses several strains carrying mutations in the operon coding for histidine biosynthesis. If the bacteria are exposed to a parent drug candidate or its metabolites that induce point mutations, reverse mutation from histidine auxotrophy to histidine prototrophy occurs and restores the functional capability of the bacterial to synthesize this essential amino acid. While there have been large amounts of data collected using the Ames test [310], the traditional full format Ames test requires a significant amount of drug substance and is resource intense. The Ames II assays is a liquid microtiter modification of the traditional Ames test that consumes less drug substance, is less resource intense and offers higher sample throughput [311]. The Ames II assay appears to be a reasonable alternative to the traditional Ames test.




        It is important to remember that the various mutagenicity assays detect different genetic alterations, and, therefore, drug candidates can give uniformly positive and negative results in the various tests. Also, positive in vitro results may arise due to experimental artifacts such as changes in pH, or osmolality or impurities in the sample. Typically in drug discovery, the drug candidate is synthesized in small batches throughout the course of the project. It has been our experience that these batches can give different Ames results presumably due to different batch-to-batch levels of impurities. The interpretation of at least two different types of mutagenicity assays is important in making successful go/no-go decisions at the LO stage gate.


      




      

        In Vitro Oxidative Stress: Reactive Oxygen Species




        Reactive oxygen species (ROS) are by-products primarily from mitochondria cellular metabolism processes [312]. Typically, these ROS are free radicals that are removed by reactions with antioxidant enzymes including catalase, superoxide dismutase, and GSH peroxidase or non-enzymatic antioxidants including flavonoids, ubiquinone, GSH, and several vitamins (i.e., A, E and C). If the antioxidant defense system cannot remove these free radicals for some reason, then they can potentially react with cellular macromolecules such as lipids, proteins, and DNA to either cause damage or cell death. The present of ROS activity can be assumed from detecting oxidatively damaged lipids, proteins, or DNA as well as from ROS trapping experiments and by measuring the depletion of enzymatic/non-enzymatic antioxidants [313]. There is a variety of fluorometric assays with medium throughput screening capability that can be used to detect oxidative stress [314, 315]. At the LO stage gate, a widely used fluorometric probe is 2’, 7’-dichloro dihydrofluorescein diacetate (H2DCF) that can be used to detect ROS [313].


      




      

        In Vitro Cytotoxicity: Hepatotoxicity Assays




        A drug-induced liver injury has been the most common reason for the withdrawal of approved drugs. Therefore, evaluation of hepatotoxicity is very critical in drug discovery. A robust hepatotoxicity screen using a series immortalized cell lines and primary hepatocytes cultures have been described [316]. The immortalized cell system originally derived from normal human hepatocytes consisted of a series of four CYP450 enzyme-transfected cell lines (i.e., CYP3A4, CYP2C9, CYP2C19, and CYP2D6) and one non-metabolizing parental cell line. The CYP450-transfected cell lines were shown to metabolize specific substrates and generate metabolite profiles similar to those produced by human microsomes and supersomes while the parent cell line had no significant Phase 1 or 2 metabolizing capabilities. Drug candidates solubilized in DMSO were exposed for 20 hours to confluent cultures. After this time period, IC50 values were determine using a 12-point dose-response curve. The toxic endpoint was a decrease in the energy status of the cells measured by loss of mitochondrial function using an MTS tetrazolium salt assay [317] or an ATP assay [318]. Using a total of 679 marketed drugs, the assay correctly predicted 585 out of 587 non-hepatotoxic drugs, 15 out of 21 severely hepatotoxic drugs, and 51 out of 71 variably hepatotoxic drugs. From this validation study, a drug candidate with an IC50 values of <50 µM in any of the five cell lines was interpreted to have an increased potential risk for clinical hepatic liabilities.
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