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Da dove iniziare? Non necessariamente
dall'inizio.
            
          
        
      
    
  



  

    

      

        

          

            

              
Se il nostro tempo e il nostro mondo si fanno
sempre più complessi, allora forse dovremmo abbandonare l'idea di
affrontarli con un approccio lineare - o, quanto meno, dovremmo
sperimentarne altri. Se l

a complessità è un sistema di elementi interconnessi e
interdipendenti tale per cui nulla è più davvero prevededibile e
quindi davvero conoscibile, questo non vuol dire che dovremmo
rinunciare a comprenderla. La chiave per farlo, forse, è rinunciare
a cercare informazioni puntuali e utili, quanto piuttosto andare a
caccia di fili nascosti e di corrispondenze lontane, facendosi
guidare più che dalla ragione cosciente e "calcolante" da un'altra
forma di intelligenza più antica e profonda; forse più umana.


            
          
        
      
    
  



  


    

      

        

          

            

              

                
Questo libro si può leggere dall'inizio alla
fine; o si può iniziare dalla parte o intervista che d'istinto
attrae di più; o, ancora, si può farsi guidare dal caso, partendo
da una qualsiasi pagina. All'interno del testo, infatti, si trovano
numerosi riferimenti che connettono punti ad altri punti, pensieri
ad altri pensieri, voci che provengono da orizzonti diversi ma che
sembrano in qualche maniera convergere. Questo libro, insomma, si
può leggere in tanti modi: sta a te, caro lettore, scoprire il tuo.

              
            
          
        
      
    
  



  


    

      

        

          

            

              

                
Buona lettura.
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                        Mattia Feltri: “La tragedia del nostro tempo è che non capiamo cos’è la forza e quindi i nostri limiti”
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Direttore,
      cosa non capiamo del nostro tempo? 


    

Tante
    cose, probabilmente. Ma secondo me tra le più importanti una:
    cos’è
    la forza. Quando lessi “Il poema della forza” di Simone Weil,
    circa una decina di anni fa, capii che c’è stata una rottura
    nella
    concezione della forza nella Storia occidentale. In particolare
    nel
    passaggio di consegne tra il mondo greco e il mondo romano. I
    greci
    hanno avuto la lucidità e l’onestà di non mentire a sé stessi;
    di dire apertamente che in qualità di esseri umani non erano
    all’altezza della forza; che in fondo non erano in grado di
    esercitarla bene. Per cui difficilmente c’è qualcosa  di
glorioso
    nell’utilizzarla. Quella lezione oggi mi pare completamente
    dimenticata. 




In
      che modo questo è accaduto?






        


        

        
L’idea
    occidentale che si può essere legittimati a usare la forza
    perché
    c’è un’entità superiore che sta dalla tua parte – che si può
    chiamare "Dio" o “Storia” o “Verità” – non è
    dei greci. Per loro la forza veniva dagli dèi, certo, ma essi
    non ti
    autorizzavano a usarla a nome loro. Gli eroi greci come Achille
    sono
    in fondo eroi tragici, perché quando usano la forza si rendono
    conto
    che è una forza vana, come è vano l’essere umano. L’uomo deve
    rimanere uomo: era anche la lezione della Torre di Babele.
    Perché se
    l’uomo si fa Dio non sa più usare la forza.
        
        
        
        



        


        

        

        
Stiamo
      diventando o ci pensiamo come Dio?
        
        
        
        
        



        


        

        
Sicuramente
    ci comportiamo come Dio. Da quando Nietzsche ha detto che Dio è
    morto la rivoluzione è diventata la Torre di Babele senza Dio.
    Voglio dire: la nostra potenza, gli strumenti che creiamo ed
    esercitiamo, non sono più una sfida a Dio – perché Dio non c’è
    più – ma all’essere umano stesso. Non essendoci più nulla che
    sfugga al nostro controllo e alla nostra potenza – o, almeno,
    così
    ci piace credere – allora tutto è responsabilità umana. Ma,
    ovviamente, non tanto mia, quanto dell’altro da me. Un
    antropocentrismo straripante, soffocante. L’uomo torna al
    centro
    dell’universo, e non per volere di Dio ma di sé
    stesso
        
        
        
        

        

        

        
[cfr. 

  Magatti

, pag. 244].
        
        
        
        



        


        

        

        
Esserci
      liberati di Dio è stato quindi un errore?
        
        
        
        
        



        


        

        
La
    figura di Dio in occidente è stata straordinaria e
    civilizzatrice –
    oltre che causa di tante barbarie, certo. Questo perché quel
    rapporto che avevamo con Dio ci obbligava a riconoscere le
    nostre
    colpe. Quando andavi a confessarti non potevi davvero mentire a
    te
    stesso o al prete, perché era sì una confessione privata ma
    anche
    in un certo senso pubblica, in quanto Dio le tue colpe le aveva
    viste. Oggi invece possiamo accampare mille scuse per le nostre
    malefatte, perché non crediamo ci sia più nessuno a conoscerne
    le
    vere cause. E quindi la colpa è sempre di qualcun altro. 
        
        
        
        



        


        

        

        
Essere
      la vittima, e quindi il debole, è diventato desiderabile?
        
        
        
        
        



        


        

        
È
    come se pensassimo che il primo compito della vittima è rompere
    le
    scatole agli altri. Io posso subire un torto, anche grosso, ma
    se
    lo faccio pesare agli altri ciò che faccio è
    richiedere una sorta di patente di esclusività del dolore. Da
    qui il
    gusto di essere vittime, poiché in quanto tali veniamo
    consolati e
    ci auto-assolviamo. Essere vittime ci dà una sensazione di
    moralità
    in un mondo in cui la fonte massima di moralità – Dio, appunto
    –
    non c’è più. Così come non ci sono più i nostri peccati; il
    nostro essere carnefici.
        
        
        
        



        

  
          
  
          
  
          
  Eppure
        l’Occidente si è sviluppato attorno alla
        figura di Cristo: una vittima che
  

perdonava
i suoi
      aguzzini.


        

  
          
  
          
  Gesù
      è stato la figura più importante della Storia, ma è stato
  anche
      molto frainteso. Perché era sì Dio, ma anche uomo. E come
  uomo
      mostra tutti i suoi difetti: è terrorizzato, ha paura del
      dolore, e
      soprattutto è pieno di dubbi. I martiri cristiani estatici,
  che
      vanno al patibolo col sorriso o quasi, sono più vicini a Dio
  di
      lui.
      Gesù ci descrive l’essere umano molto meglio di quanto ci
      descrive
      Dio, che in fondo per lui mi sembra si riduca a una sorta di
      tensione
      verso l’infinito; a una grande speranza. Ma noi abbiamo
      cancellato
      e frainteso la denuncia dell’umano di Gesù; il suo
  comandamento
      di
      essere uomini come lo era stato lui, che pure si sentiva
  figlio
      di
      Dio. Noi invece che non lo siamo ci innalziamo a divinità
  
  
    
      
        [cfr. 
        
          Lanzieri
        
        , pag. 239].
      
    
  



        


        

        

        
Però cerchiamo salvezza e viviamo nella
      paura.
        
        
        
        
        



        


        

        
Nella
    cultura greca non c’è Dio che si salva; e non c’è nemmeno
    qualcuno che combatte e si sacrifica in suo nome. Neanche
    Achille che
    era un semidio era autorizzato a essere un 
        
        
        
        

        

        

        
trait
      d’union
        
        
        
        
        

        

        

        con il divino. Achille non si dà giustificazioni – anche se
    qualche ragione l’avrebbe: gli hanno tolto la donna e ucciso
    l’amico e amante. Ma sono ragioni umane. Il problema è quando
    si
    usano giustificazioni non umane al proprio agire: la verità, la
    giustizia, la Storia, Dio.
        
        
        
        



        


        

        

        
Quindi
      non esistono “guerre giuste”? 
        
        
        
        
        



        

  
          
  
          
  Bisogna
      capire cosa intendiamo per “guerra giusta”. Se si intende una
      guerra benedetta dall’alto, legittimata da qualcosa di
      trascendente, allora è una guerra sbagliata. Se invece si
      intende
      uso della forza per aiutare qualcuno, per difendere qualcuno,
      allora
      può essere legittima. Ma niente più che legittima, secondo
  canoni umani, non superiori. D’altronde, il mondo sarebbe
  impensabile
      senza la forza. La vita stessa è un atto di forza. Ci vuole
  la
      capacità di usarla però. Perché la si può usare in modo
      positivo,
      certo, ma per farlo si deve avere coscienza del fatto che si
      può
      diventarne la vittima. Che la stessa forza che eserciti su
      qualcun
      altro sarà esercitata su di te. Non necessariamente come
  nemesi, anche solo come energia devastante di cui porti il peso
  
  
    
      
        [cfr. 
        
          Mannocchi
        
        , pag.163].
      
    
  



        


        

        

        
Oggi
      quando si parla di forza, di potere, lo si associa a qualcosa
      di
      negativo.
        
        
        
        
        



        


        

        
Tutti
    i nostri rapporti sono rapporti di forza. Anche quelli
    affettivi.
    Anche solo non chiamare la propria madre anziana per qualche
    giorno,
    come capita di fare a me, è esercizio della forza. Così come
    lei
    esercitava forza su di me quando ero bambino. Si parla di
    perdita di
    autorevolezza e di autorità oggi, ma per me è più il fatto che
    non
    riconosciamo la forza perché non riconosciamo i nostri limiti.
    Gli
    dèi greci sono così lontani, svampiti, fallaci. Ma questo per
    loro
    non significava che l’uomo è abbandonato, quanto che è lasciato
    nei suoi limiti.
        
        
        
        



        


        

        

        
Anche
      come comunità non riconosciamo i nostri limiti?
        
        
        
        
        



        


        

        
Certo.
    Pensiamo alla democrazia: è un costrutto umano, quindi
    difettoso. Se
    si eleva sopra sé stessa, se non riconosce più i suoi limiti,
    allora comincia a demolirsi. Perché è essa stessa un
    compromesso; e
    quindi se non accetta compromessi rifiuta sé stessa. Noi invece
    pensiamo che siccome la democrazia ha dei difetti allora ha
    fallito,
    e magari finiamo per desiderare qualcosa di diverso. Il che è
    in
    effetti un altro controsenso in quanto, come diceva Alexis de
    Tocqueville, la democrazia è lo sdoganamento del desiderio. Il
    desiderio di perseguire la felicità in Terra, e non
    nell’aldilà.
    Ma noi desideriamo talmente tanto, e pretendiamo talmente
    tanto, che
    siamo pronti a seguire e votare chi ci promette non di
perseguire ma di raggiungere la felicità, fino al paradiso in
Terra.
    Chiediamo alla democrazia di salvarci la vita, e così la
    rendiamo
    un’entità superiore che nega la democrazia stessa.
        
        
        
        



        


        

        

        
Tutto
      questo rende il futuro un posto spaventoso?
        
        
        
        
        



        


        

        
Questo
    e l’andamento esponenziale della tecnologia, che non ci dà
    tempo
    per adattarci. Abbiamo sprigionato una tale forza che non siamo
    più
    in grado di controllarla. Qualche anno fa ci servivano almeno
    cinque
    anni di pausa di riflessione per capire come usare i social, ma
    non
    ne disponevamo,  e così alla fine li abbiamo usati male,
distruggendo
    tante forme di lavoro e anche molto del dibattito pubblico.
    Oggi ci
    servirebbero almeno dieci anni di riflessione per capire
    come
    utilizzare al meglio l’intelligenza artificiale, ma non ce li
    abbiamo perché lei corre molto più veloce di noi. 
        
        
        
        



        


        

        

        
Possiamo
      mettere dei confini alla tecnologia?
        
        
        
        
        



        


        

        
No,
    perché vorrebbe dire confinare noi stessi. La tecnologia
    scavalca i
    confini; anzi, li distrugge. Anche quelli del reale, ovvero tra
    ciò
    che è umano e ciò che è artificiale. Già oggi per raccontare il
    conflitto a Gaza per noi giornalisti è difficile distinguere
    tra
    fatti e propaganda: come faremo quando l’intelligenza
    artificiale
    produrrà – come già fa – video perfettamente credibili ma
    falsi? 
        
        
        
        

        

        

        
[cfr. 

  Esposito

, pag.13] 
        
        
        
        

        

        
Servirebbe
    una legislazione globale; persino una cultura globale. Ma non
abbiamo il tempo di costruirla. 
        
        
        
        



        


        

        

        
E
      quindi come dare senso al futuro?
        
        
        
        
        



        

  
          
  
    
            
    
    Davvero
        non lo so. Ma una cosa mi sento forse di dirla: dobbiamo
        abbandonare
        questa idea ingenua e forse anche un po’ folle che possiamo
        detenere la verità. Dobbiamo accettare che verità, essendo
        oggettiva, è per definizione al di fuori della portata di
        ognuno di
        noi, che siamo intrinsecamente soggettivi. Forse questo può
        essere
        il punto di partenza per ripensare profondamente la nostra
    idea
        di
        progresso, cioè i nostri rapporti con il reale e con la
    forza,
        e
        quindi col mondo e con l’altro.
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                        Federico Cabitza: "L’AI è inadatta alla complessità. Il vero pericolo è la sua narrazione distorta"
                    

                    
                    
                    
                        Professore associato di interazione uomo-macchina all’Università di Milano-Bicocca
                    

                    
                

                
                
                    
                    

        
Professor
      Cabitza, cosa si intende per “intelligenza
      artificiale”?
        



        

        
Dipende
    da chi ne parla e con che significato in mente. “Intelligenza
    artificiale” è di per sé un termine tecnico, con un significato
    molto preciso in ambito accademico. Ma quando se ne parla in
    altri
    contesti a mio parere si fa spesso riferimento a una cosa che
    non
    esiste, che forse non può esistere e che, a dire il vero,
    nemmeno
    dovrebbe esistere. 
        



        


        

        

        
Si riferisce agli allarmi lanciati da personaggi come Sam
Altman o
      Elon Musk? 
        
        
        
        
        



        


        

        
Altman
    e Musk fanno molto bene il loro mestiere
        


,
    che è quello di fare soldi. Per questo, 
        
        
        
        

        

        
non
    mi stupisce che Altman dichiari pericoli per l’umanità per via
    della tecnologia che egli stesso sta sviluppando e
        
        
        
        

        

        

        Musk punti sui robot umanoidi, anche se questa soluzione
    presenta
    imponenti difficoltà tecniche. Però il concetto di
    “intelligenza
    artificiale” nell'immaginario del pubblico e dei potenziali
    investitori è proprio quello, e Musk 
        
        
        
        

        

        
e
    Altman
        


 alimentano quella narrazione 
        
        
        

        

        

        
[cfr. 

  Minto

, pag. 17].
        
        
        



        


        

        

        
Ma
      quindi dovremmo adattare il mondo alle tecnologie o dovremmo
      adattare
      le tecnologie rendendole a noi simili? 
        
        
        
        
        



        

  
          
  
          
  Sono
      approcci che presentano vantaggi diversi ma anche lati
  oscuri.
      Noi
      usiamo già molta intelligenza artificiale nella vita di tutti
  i
      giorni: anche molte lavatrici, e persino qualche ascensore
      hanno
      componenti con queste caratteristiche. Ma sono solitamente
      tecnologie
      costruite per agire in contesti molto rigidi, costruiti per
      loro, e
      perciò non hanno nulla di “naturale”, e men che meno di
  umano.
      Gli aeroplani non hanno l'aspetto degli uccelli, ad esempio,
  ma
      volano molto bene lo stesso. Il rischio di questo approccio è
      però
      quello di de-umanizzare l’ambiente, come per esempio abbiamo
      fatto
      con le città, che oramai sembrano più a misura
      d’auto che di essere umano 
  
    
      
        [cfr. 
        
          Gainsforth
        
        , pag. 230].
      
    
  



        


        

        

        
E
      qual è invece il rischio di rendere le macchine simili a noi?
        
        
        
        
        



        


        

        
L’estrema
    facilità con cui proiettiamo caratteristiche umane anche in
    oggetti
    che non ci assomigliano per nulla. Così facendo dotiamo le
    macchine
    di una personalità, di una capacità di azione e una socialità
    che
    in realtà non hanno ma che li rendono più facilmente
    integrabili
    nelle nostre vite e abitudini. Questo può renderci troppo
fiduciosi
    nelle loro capacità, meno prudenti riguardo alle loro funzioni,
    e
    quindi più vulnerabili. 
        
        
        
        



        

  
          
  
          
  
          
  In
        un certo senso questo è l’oggetto del suo ultimo studio
  sulla
        capacità degli algoritmi di comprendere le emozioni
        umane?
          
          
          
          




        


        

        
Sì.
    Abbiamo studiato i più importanti dataset fotografici usati per
    addestrare i sistemi di riconoscimento automatico delle
    emozioni
    sulla base delle espressioni facciali, e abbiamo scoperto che
    sono di
    scarsa qualità. Gli annotatori, vale a dire le persone che
    hanno
    etichettato un certo numero di foto con categorie associate a
    diverse
    emozioni in modo che poi l’algoritmo “imparasse” a
riconoscerle, erano infatti pochi e spesso pure in disaccordo. 
        
        
        
        



        


        

        

        
Ma
      quindi è “solo” un problema di qualità dei dati? 
        
        
        
        
        



        


        

        
No,
    c’è di più. Abbiamo condotto anche uno studio empirico in cui
    abbiamo osservato che anche gli stessi esseri umani non sono
    così
    bravi a riconoscere le emozioni dalle foto di volti. Siamo
    invece
    molto bravi a farlo quando possiamo accedere a tutto un insieme
    di
    informazioni di contesto, e ricevere molti feedback
    nell’interazione
    faccia-a-faccia. Tutto ciò non è accessibile
    all’intelligenza artificiale, che non viene neppure
    "addestrata"
    a cercarlo. 
        
        
        
        



        


        

        

        
Ma
      quindi stiamo parlando di un limite intrinseco degli
      algoritmi e
      dell’automazione? 
        
        
        
        
        



        

  
          
  
          
  Certo.
      Ci sono diversi “elefanti nella stanza” del machine learning.
      Questi "elefanti" sono criticità che sono note agli
      esperti, ma che si fa finta di non vedere perché si teme che
      parlarne potrebbe rallentare la ricerca, o far perdere
  fiducia
      nelle
      soluzioni tecnologiche e nelle capacità di chi le sviluppa.
  Uno
      di
      questi “elefanti”, forse il più grosso, è la convinzione che
  i
      dati rappresentino fedelmente la realtà. Non è così. I dati
      “puri”
      non esistono: sono sempre espressione di qualche scelta
      concettuale o
      progettuale, riflettono assunzioni e interessi, ne sono
      condizionati,
      e perciò lo è ogni sistema computazionale che si basa su
      di
      essi 
  
    
      
        [cfr. 
        
          Diana
        
        , pag. 45].
      
    
  



        

  
          
  
          
  
          
  I
        “dati” hanno anche il problema di essere “statici”, cioè
        basati su situazioni altre o – appunto – “date”?
          
          
          
          




        


        

        
Sì,
    è proprio così. Ma c’è di più.  L'accuratezza dei modelli di
    machine learning è direttamente proporzionale alla qualità dei
    dati
    usati per il loro addestramento. Essa può essere più o meno
    alta,
    ma è sempre comunque limitata e quindi imperfetta. Riconoscere
    questi limiti non significa chiudere la strada allo sviluppo di
    queste tecnologie, ma è anzi il primo passo per un loro uso più
    responsabile e consapevole. Rimangono infatti strumenti in
    grado di
    cambiare profondamente gli equilibri di forza e di potere tra
    esseri
    umani. Il vero punto, infatti, non è tanto quanto gli algoritmi
    sono capaci di prevedere eventi e gestire la società,
    ma quanto potere siamo disposti a dargli nella
    convinzione che
    possano farlo. 
        
        
        
        



        


        

        

        
Può fare qualche esempio? 
        
        
        
        
        



        


        

        
Oggi
    gli algoritmi vengono utilizzati nella diagnostica medica, nei
    tribunali, nella selezione del personale, nella valutazione del
    rischio. Ma se io per esempio uso un algoritmo per selezionare
    dei
    CV, e credo che esso sia molto più bravo di me nello svolgere
    questo
    compito, allora tenderò anche a credere che i candidati che
    esso
    selezionerà saranno davvero i migliori, anche se non avrò
    alcuna
    controprova che lo siano. Il guaio vero però non è che
    l'algoritmo
    possa sbagliarsi, ma che io possa reiterare questa falsa
    credenza,
    promuovendola e prendendola ad esempio per miei futuri giudizi
    o
    anche per lo sviluppo di altri algoritmi. 
        
        
        
        



        

  
          
  
          
  
          
  Una
        profezia che si auto-avvera?
          
          
          
          




        


        

        
Sì.
    Il grosso rischio che vedo è delegare all’automazione la
    nostra
    capacità di gestire la complessità, perdendo l'abitudine al
    rischio
    e all'incertezza in cambio della comodità di risposte pronte.
    Ma gli
    algoritmi non sono agenti adatti alla complessità: sono
    strumenti. E
    in particolare strumenti di controllo, gestione e potere. Dare
    autorità alle macchine e ai loro algoritmi vuol dire affidarla
    a chi
    sta dietro a questi sistemi e rendere i loro criteri e le loro
    politiche inappellabili sulla base della supposta oggettività
    delle
    macchine. Gli algoritmi rischiano quindi di divenire dei
    formidabili
    accentratori di potere 
        
        
        
        

        

        
[cfr. 

  Marazzina

, pag. 55].
        
        



        


        

        

        
La
      cosa più urgente da fare oggi è quindi promuovere un
      cambiamento
      anzitutto culturale verso la tecnologia? 
        
        
        
        
        



        

  
          
  
    
            
    
      Credo
          di sì. L’intelligenza artificiale può essere molto utile
          all’umanità, ma solo se la terremo ai margini del nostro
      modo
          di
          essere comunità. L’errore esiziale sarebbe quello di
      elevarla a
          nostra pari o addirittura affidarcisi come soluzione di
      tutti i
          nostri problemi. Per questo è necessario “decolonizzare”
      il
          nostro immaginario rispetto alla
          tecnologia quale forza inarrestabile. Personalmente non
      credo in un’AI
          agenziale o antropomorfa, né tanto meno creativa e
      senziente.
          Ma
          temo quelli che ci credono, perché possono
          portarla in
          contesti dove può fare danni. Più della tecnologia,
      insomma, temo l’essere umano e la sua straordinaria capacità
      di
          immaginare un futuro e realizzarlo.
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Professoressa
      Esposito, pensa che i timori attorno all’intelligenza
      artificiale
      siano giustificati?
        



        


        
Nel
    dibattito sull’intelligenza artificiale si discute molto di due
    aspetti: se gli algoritmi possano diventare una specie di
    “mente
    aliena” in grado di minare i fondamenti della nostra società, e
    se
    possano rendere sempre più difficile se non impossibile
    distinguere
    il vero dal falso. Il primo argomento non mi preoccupa per
    nulla,
    mentre il secondo sì, ma non nei termini in cui di solito viene
    discusso. A mio modo di vedere, infatti, riguardo alle AI non
    dovremmo concentrarci tanto su cosa sono e cosa possono fare,
    ma su
    come comunicano e cosa possono farci fare.
        
        
        



        

  
          
  
          
  
          
  Partiamo
        dal primo aspetto: gli algoritmi sono intelligenti o sono
        solo
        interpretati come intelligenti?
          
          
          
          




        

  
          
  
          
  Non
      è facile rispondere perché nessuno sa esattamente cosa sia
      l’intelligenza. Effettivamente, l’unica cosa che si può
      davvero dire è che quando qualcuno percepisce di avere a che
      fare
      con qualcosa di intelligente, allora l’intelligenza entra in
      ballo. 
  
    
      E lo stesso discorso si potrebbe fare con la
      coscienza 
    
  

[cfr. 

  Vallortigara

, pag. 22]. 

Per
    cui
    non trovo molto utile discutere di qualcosa che non sappiamo
    davvero
    cosa sia. Sappiamo invece qualcosa in più su come funziona la
    comunicazione: su come i contenuti diventano significati. Per
    questo
    più che di “intelligenza artificiale” dovremmo forse discutere
    di “comunicazione artificiale”.


        

  
          
  
          
  
          
  Gli
        algoritmi sono quindi diventati agenti comunicativi?
          
          
          
          




        

  
          
  
          
  Sì,
      ma in una forma del tutto particolare. Essi infatti non
      assomigliano
      per nulla alla mente umana – e proprio per questo funzionano
      così
      bene. A differenza nostra, non capiscono i contenuti: né
  quelli
      che
      gli vengono dati, né quelli che producono. E tuttavia questi
      contenuti creano un significato per le persone con cui si
      interagiscono. E di questo dovremmo preoccuparci, perché
  quando
      qualcosa comincia a comunicare, altera il ricevente della
      comunicazione 
  
    
      
        [cfr. 
        
          Moro
        
        , pag. 182].
      
    
  
  
    
      
        
      
    
  



        

  
          
  
          
  
          
  In
        questo senso diventano veri e propri agenti comunicativi?
  Nel
        fatto
        che non possiamo prevedere cosa ci diranno?
          
          
          
          




        

  
          
  
          
  In
      un certo senso sì. La comunicazione per come l’abbiamo
      conosciuta
      finora è sempre stata supportata da tecnologie, da media:
  siano
      essi
      di massa o no. Lo stesso linguaggio è una tecnologia, e
  quindi
      in un
      certo senso è artificiale. Tuttavia la comunicazione è stata
      anche
      sempre “naturale”, cioè tra esseri umani. Quando invece la
      comunicazione avviene tra un essere umano e ciò che umano non
      è,
      c’è un salto qualitativo. In un certo senso un cambio di
      paradigma
      simile a quello che ha comportato la scrittura: qualcosa che
      altera
      completamente la società e persino l’essere umano.
          
          
          




        

  
          
  
          
  
          
  Altera
        anche il nostro modo di distinguere il “naturale” dall’
        “artificiale”, e quindi il vero dal falso?
          
          
          
          




        

  
          
  
          
  Più
      che il vero dal falso, il vero dal fittizio. Pensiamo alle
      notizie:
      il criterio fondamentale per una notizia non è che sia vera o
      falsa,
      ma che sia o no di interesse pubblico. Se, cioè, può produrre
      un
      cambiamento nelle persone. Da sempre l’umano distingue tra
      realtà
      e fantasia, e si avvale del fittizio per alterare il reale.
      Umberto
      Eco diceva che la finzione è proprio il mondo in cui
      sperimentiamo
      la realtà: cioè tramite la finzione proviamo a ipotizzare
      scenari e
      dinamiche che poi possiamo provare a calare nella vita
      quotidiana. Il
      fatto è che la finzione influenza le nostre vite non
      solo
      quando la confondiamo con la realtà, ma anche quando sappiamo
      che è
      fittizia. Perciò non possiamo non essere influenzati dalle
      narrazioni, dal fittizio, ma possiamo e dobbiamo cercare di
      riconoscerlo.
          
          
          




        

  
          
  
          
  
          
  Allora qual è il cambiamento introdotto dall’AI?
          
          
          




        

  
          
  
          
  Il
      fatto è che la narrazione, come nel caso dei romanzi o dei
      film,
      solitamente è dichiarata: l’autore afferma in prima persona
  che
      quello che racconta non è tratto dalla realtà, ma è solo
      ispirato
      da essa. Questo una intelligenza artificiale non lo può fare,
      perché
      non è un agente intelligente e cosciente: siamo noi che
      dobbiamo
      decidere se quello che ci dice può essere vero o fittizio.
      Dobbiamo
      allora imparare a distinguere in modo più raffinato vari
      livelli di
      realtà 
  
  
  
  [cfr. 
  
    Testa
  
  , pag. 187].
          
          
          




        

  
          
  
          
  
          
  È
        una sfida enorme, di fronte a cui la tentazione di
  sottrarsi
        è molto
        forte. Per esempio demandando le scelte agli algoritmi.
          
          
          
          




        


        

        
Da
    tempo si discute dei pregiudizi degli algoritmi pensati per
    aiutare
    nel prendere decisioni: per esempio nelle aziende per la
    selezione
    del personale, nelle compagnie assicurative per decidere a chi
    accordare polizze, e persino nei tribunali per determinare
    sentenze.
    Ma è ovvio che questi algoritmi hanno dei pregiudizi: si basano
    su
    montagne di dati dentro cui c’è di tutto. Tanto che gli esiti
    sono
    imprevedibili persino per gli stessi programmatori
    dell’algoritmo.
    Allora i rischi sono due: da una parte presentare questi
    strumenti
    come neutri e delegare a loro le decisioni; dall’altra pensare
    di
    poterne controllare le risposte
        
        
        
        

        

        

        

        [cfr. 

  Diana

, pag. 45]


.
        
        



        

  
          
  
          
  
          
  Ma
        l’individuo può davvero affrontare queste sfide da solo? O
  si
        tratta più di un problema sociale, di autorità?
          
          
          
          




        

  
          
  
          
  Certamente
      si tratta anche di un problema di autorità. Noi veniamo da un
      secolo
      in cui ci è parso che la scienza – o quanto meno le scienze
      cosiddette “dure” – potevano dirci esattamente cos’era la
      realtà, che era una cosa oggettiva e neutra. Oggi però ci
      stiamo
      sempre più rendendo conto che l’interazione con la realtà è
      parte stessa della realtà: la plasma, la informa
  
  
    
      
        [cfr. 
        Faggin
        , pag. 78]
      
    
  
  
  
  .
      E infatti c’è un recupero di credibilità delle scienze
  sociali.
      D’altronde, abbiamo dei problemi stringenti da affrontare.
  Per
      esempio: come comunichiamo con delle macchine che non
  riusciamo
      a
      comprendere? Come facciamo in modo che ci aiutino a prendere
  le
      scelte giuste? Questi sono in fondo problemi sociali, non
      tecnici.
          
          
          




        

  
          
  
          
  
          
  Ma
        gli algoritmi sono davvero in grado di fare
  predizioni?



        


        

        
Secondo
    me c’è una capacità predittiva degli algoritmi. Ma non nel
    senso
    che anticipano il futuro, che in sé non esiste in quanto viene
continuamente costruito. Ciò che invece gli algoritmi sanno fare è
fornire
    previsioni molto puntuali, specifiche, personalizzate, sulla
    base di
    set di dati e con il criterio di avvicinarsi il più possibile
    ai
    desideri dell’utente. Che è un modo di prevedere il futuro
    molto diverso da quello degli esseri umani, che invece
    ragionano in termini probabilistici e astratti. Gli algoritmi
    non
    considerano medie, rischi, probabilità: identificano dei
    pattern,
    degli schemi, e li utilizzano per dire cosa accadrà in un caso
    specifico. Questo vuol dire che quello che
    prevedono
    accadrà? No, ma una previsione così fatta ha il potere di
    influenzare il comportamento di chi ne è oggetto
        
        
        
        

        

        

        
.
        
        
        



        

  
          
  
          
  
          
  Queste
        tecnologie possono allontanarci dalla
        realtà?
          
          
          
          




        

  
          
  
    
            
    
      Francamente
          non credo. Se ci si pensa, questa è la stessa paura che è
      stata
          espressa in passato più volte: con i romanzi, con il
      cinema,
          con la
          televisione… Queste tecnologie non ci hanno astratto
      dalla
          realtà,
          ma ce l’hanno fatta vivere in maniera più complessa, più
          dinamica, più empatica. Guardiamo alle nuove generazioni:
      hanno
          una
          vita sociale intensissima e molto più complessa di quanto
          l’aveva
          la mia generazione alla loro età. Per questo ci spaventa:
          perché
          non la riconosciamo. Ma non per questo dobbiamo vederla
      come
          negativa
          o alienante.
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  Pietro,
        una volta la tecnologia era associata a un futuro migliore:
        oggi
        avviene il contrario. Perché?
          




        


        
Identifico
    almeno due momenti chiave che hanno innescato questo
    cambiamento.
    Anzitutto il 2016, con l’elezione di Trump e la Brexit: due
    eventi
    che hanno dimostrato come i social media potessero avere un
    impatto
    enorme sulla realtà; che i contenuti che veicolano e la
    radicalizzazione che provocano non erano solo virtuali, ma
    reali. Poi
    il 2020, con la pandemia, in cui moltissime persone hanno avuto
    un
    contatto molto più continuo e diretto con i social e col
    digitale, e
    questo ha fatto notare di più quel lato
    oscuro che prima era stato sottovalutato o trascurato.
        
        
        



        

  
          
  
          
  
          
  Lo
        è stato anche per via di una certa retorica che ha
  associato
        la
        tecnologia a una sorta di magia?
          
          
          
          




        

  
          
  
          
  Credo
      di sì. Solo che quando per esempio Steve Jobs nel 2007
  parlava
      delle
      proprietà dell’iPhone come se fossero magiche pensavamo a una
      magia buona. D’altronde, come diceva già Arthur Clarke, una
      tecnologia abbastanza avanzata è indistinguibile dalla magia.
      Però,
      come tutti sappiamo, la magia può avere anche lati oscuri:
  può
      alienare e corrompere. Pensiamo al Vision Pro, il nuovo
      dispositivo
      appena lanciato da Apple: la sua capacità di fondere reale
  con
      digitale è assoluta, totale, per cui ogni tipo di barriera
  tra
      virtuale e reale, tra digitale e fisico, salta. Una volta ci
      sarebbe
      sembrato solo uno strumento incredibile per lavorare,
      condividere,
      vivere meglio: oggi invece ci spaventa. E in fondo è giusto
  così.
          
          
          




        

  
          
  
          
  
          
  Le
        nuove generazioni, che sono nate e cresciute in un mondo
        digitale,
        sono più attrezzate per resistere a questa infatuazione?
          
          
          
          




        


        

        
È
    difficile da dire. A me sembra che i giovani siano mediamente
    più
    consci dei lati oscuri del digitale – se non altro perché ne
    hanno
    provato gli effetti sulla loro pelle. Per esempio per quanto
    riguarda
    la salute mentale: tema a cui sono molto sensibili e che sanno
    dipendere almeno in parte dalle tecnologie 
        
        
        
        

        

        

        
[cfr. 

  Redaelli

, pag. 177]


.
    Il vero cambiamento però secondo me ci sarà con quella che ora
    viene chiamata la “generazione alpha”: i nati negli anni ‘10
    che davvero guardano al digitale come noi guardavamo alla TV a
    colori. Solo che la TV restava in salotto, mentre le
    tecnologie digitali oramai sono ovunque; addirittura
fisicamente
    su di noi.
        
        
        



        

  
          
  
          
  
          
  Però
        i social di moda tra i giovani sono sempre più
        passivi: richiedono sempre meno un coinvolgimento
        diretto.
          
          
          
          




        


        

        
È
    vero. E d’altronde pare che i più giovani quando sono on-line
    usino molto gli avatar, e non siano affatto attratti da
    quell’approccio al digitale che è stato di noi Millennial, che
    all’inizio lo usavamo soprattutto per entrare in contatto, o
    quello
    della GenZ, che l’ha molto usato per mostrare sé stessa. È come
    se avessero capito che l’ambiente digitale non è qualcosa di
    altro
    dal mondo reale, ma è come il mondo reale: così come nella
    realtà
    non dico tutto di me, non voglio essere sempre al centro
    dell’attenzione, voglio scegliere con chi interagire, allo
    stesso
    modo mi comporto nel mondo digitale. 
        
        
        
        

        

        

        
[cfr. 

  Balbi

, pag. 50].


        

  
          
  
          
  
          
  Rimane
        però che quel mondo digitale è governato da imprese che
  sono
        oramai
        colossi mossi da logiche finanziarie più che da aspirazioni
        di
        creare un mondo migliore.
          
          
          
          




        

  
          
  
          
  Sì.
      Ricordo perfettamente quanto Google mandò in pensione il suo
      slogan
      “Don’t be evil”. In quel momento si è palesato un cambio di
      atteggiamento e di posizionamento drammatico – nel senso
      proprio di
      narrazione. Se pensiamo a quanto colorati e gioiosi erano il
      web e la
      Silicon Valley nei primi anni 2000, non si può non notare
  come
      oggi
      invece si associno più a un’iconografica e a un immaginario
  più
      plumbeo; più netto e serioso. Credo che in fondo cerchino di
      rispecchiare il modo in cui le persone oggi vedono il futuro,
  e
      cioè
      con molto meno ottimismo che in passato. Sembra che,
  nonostante
      il
      loro enorme potere, abbiano in qualche modo rinunciato
      all’ambizione
      di poter cambiare le cose per invece concentrarsi nello
      sfruttare le
      condizioni del momento. Così facendo però rischiano di
      alimentare
      ancora di più questa angoscia e questo pessimismo.
          
          
          




        

  
          
  
          
  
          
  A
        giudicare da come parlano per esempio dell’intelligenza
        artificiale, anche loro ne sembrano condizionati.
          
          
          
          




        

  
          
  
          
  Infatti.
      Nella Silicon Valley oggi spopolano i “prepper”, ovvero
  persone
      molto influenti che si preparano a un evento traumatico
  globale
      che
      metterebbe a rischio l’umanità nel prossimo futuro.
      Ultimamente, è
      molto diffusa l’idea che a provocare questo trauma
  apocalittico
      sarà l’intelligenza artificiale. Il che è particolarmente
      disturbante e insieme curioso, visto che spesso sono loro
      stessi a
      lavorarci. Eppure non si fermano: non riescono a fermarsi.
      Probabilmente perché temono di rimanere indietro
      tecnologicamente,
      ma anche perché è la loro ideologia a spingerli a vedersi
  come
      succubi di un progresso tecnologico inarrestabile.
          
          
          




        

  
          
  
          
  
          
  Il
        sospetto però è che sia una mossa drastica e drammatica per
        cercare
        di ottenere attenzione e quindi investimenti.
          
          
          
          




        

  
          
  
          
  Sospetto
      più che fondato. Potrebbe essere anche una forma estrema di
      cinismo:
      un modo di attrarre capitali per risolvere il problema che
  loro
      stesso denunciano e forse persino alimentano. Il problema
  vero
      a mio
      modo di vedere è che in questo modo, concentrandosi su un
      rischio
      spaventoso ma più o meno prossimo legato all’AI, non
  affrontino
      invece il problema reale, che è già qui: quello della
      disinformazione, quello dell’inquinamento del dibattito
      pubblico
      fino all’impossibilità di distinguere il falso o il
  verosimile
      dal
      vero. Il rischio vero, quindi, non è la fine del mondo, ma
  che
      il
      mondo diventi un posto molto brutto e pericoloso.
          
          
          




  
La qualità delle informazioni sui social sembra però già in
forte decadimento.



        


        

        
In
    effetti da qualche tempo mi sembra di avere più difficoltà a
    fare
    la mia newsletter "Link molto belli": segno che forse è più
    difficile di un tempo trovare contenuti interessanti da
    segnalare. Ma
    magari è solo un’impressione. Quello che invece credo sia
    innegabile è che il modello di business del web 2.0 oramai non
    è
    più credibile. La grande promessa di sostenersi grazie alla
    pubblicità targettizzata sta tramontando definitivamente
        
        
        
        

        

        

        
[cfr. 

  DuFer

, pag. 201]


.
    Lo si vede già da anni, d’altronde. Tra le altre cose da come
    la
    Silicon Valley sia sempre alla ricerca di un nuovo “cavallo” su
    cui scommettere, come il Metaverso o la blockchain. Intanto
    però i
    social rimangono lì, a influenzare la vita di miliardi di
    persone.
        
        
        



        

  
          
  
          
  
          
  C’è
        il rischio di una società di distrazione di massa?
          
          
          
          




        

  
          
  
          
  Il
      timore c’è. Non nego che l’uscita di Apple Vision Pro in
      concomitanza con quelle foto distopiche di New York avvolta
  dal
      fumo
      rossastro degli incendi mi hanno fatto pensare a un futuro in
      cui le
      persone vivono in un mondo digitale sempre più distaccato da
      una
      realtà invivibile – e temo che anche più di qualcuno nella
      Silicon Valley la pensi così. D’altra parte, cerco di
      consolarmi
      pensando che viviamo in un continuo ciclo di hype per nuovi
      temi, e
      forse tra qualche anno tutte queste prospettive che ci
  sembrano
      oggi
      così concrete e spaventose saranno un ricordo sbiadito o dei
      semplici strumenti con il loro impatto ma che non hanno
      cambiato il
      mondo, come per esempio le stampanti 3D o l’Internet of
      things.
          
          
          




  

    

      

        

          


        
      
    
  



  

    

      

        

          


        
      
    
  



        

  
          
  
          
  
          
  Questi
        continui hype sono forse alla base della crisi di
  credibilità
        della
        tecnologia e della Silicon Valley?
          
          
          
          




        


        

        
In
    qualche modo c’entrano, sicuramente. Promettere continuamente
    rivoluzioni e cambi di paradigma non è sostenibile nel lungo
    periodo. Anche per questo invece che da eroi positivi come
    erano
    percepiti Steve Jobs o il primo Zuckerberg oggi la Silicon
    Valley è
    guidata da figure più controverse come Elon Musk, Peter Thiel,
    che
    paiono più preoccupati a difendere il loro presente che a
    costruire
    un futuro migliore per tutti. Non sembrano più i demiurghi del
    progresso, insomma. E questo probabilmente è un bene: lascerà
    forse
    spazio a nuove narrazioni, a nuovi modi di pensare il futuro.
        
        
        
        

  
          
  
    
            
    
      
              
      [cfr. 
      
        Ventura
      
      
        , pag. 89].
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Professor
      Vallortigara, lei ha studiato per molti anni il cervello
      animale.
      Quanto differisce da quello umano?
        
        



        


        
Da
    un punto di vista fisiologico non molto. Gli elementi
    costituenti, i
    neuroni, sono gli stessi. Lo stesso dicasi per le funzioni.
    Anzi, più
    studiamo il cervello e più scopriamo che quello umano non ha
    nulla
    di intrinsecamente particolare o diverso da quello degli altri
    animali. Un recente studio, per esempio, sembra aver dimostrato
    che i
    corvi hanno abilità ricorsive, ovvero sono in grado – per
    capirci
    – di ragionare per incisi o parentesi: un’abilità che si è a
    lungo pensato fosse una prerogativa umana. E d’altronde, altri
    studi hanno dimostrato che le api possono distinguere un
    Picasso da
    un Monet, o che animali con cervelli relativamente piccoli sono
    in
    grado di contare o quanto meno hanno dimestichezza con la
    numerosità.
        
        
        



        

  
          
  
          
  
          
  Allora
        cosa distingue la nostra specie? Forse la coscienza?
          
          
          
          




        


        

        
Non
    direi. Spesso nelle discussioni sulla coscienza e di confronto
    tra
    essere umano e altri animali viene usata una logica basata
    sulle
    prestazioni cognitive. Osserviamo in un animale un
    comportamento che
    reputiamo eccezionale da un punto di vista cognitivo e lo
    attribuiamo
    alla presenza di coscienza. Ma in realtà le due cose potrebbero
    essere del tutto scollegate. C’è una profonda differenza tra
    intelligenza e coscienza:
        
        
        
        

        

        confonderle può essere è pericoloso 
        
        

        

        
[cfr. 
Cabitza
, pag. 9]

.
        



        

  
          
  
          
  
          
  In
        che modo?
          
          
          
          




        


        

        
La
    mia preoccupazione è che la disponibilità di strumenti che
    risolvono problemi in maniera meccanica ci faccia perdere di
    vista la
    comprensione di ciò che sono l’intelligenza e la coscienza. Il
    fatto è che non sappiamo cos’è la coscienza, e per questo
    spesso
    pensiamo che sia una specie di magia, o un dono precipuo
    dell’essere
    umano. Ma non è necessario essere coscienti per fare cose
    particolarmente complicate o complesse. Lo si vede per esempio
    molto
    bene nelle macchine, che riescono a fare cose anche molto
    complicate
    ma non sono coscienti. Quando invece vediamo un essere vivente
    fare
        
        
        
        

        

        

        
qualcosa
      che riteniamo sbalorditivo, ecco che pensiamo subito “È
      cosciente!”.
        
        
        
        



        

  
          
  
          
  
          
  E
        quindi cos’è la coscienza?
          
          
          
          




        

  
          
  
          
  Il
      cosiddetto “problema duro” della coscienza è quello della
      senzienza, ovvero del sentire qualcosa, di avere esperienza
  di
      certe
      qualità (la “rossità” di un papavero, la scioglievolezza di
  un
      cioccolatino…). La cosa interessante è che non si tratta di
  una
      capacità necessariamente abilitante per le funzioni
  cognitive:
      anzi,
      per fare bene certe attività, come per esempio suonare uno
      strumento
      musicale, occorre una sorta di sospensione della coscienza.
  Il
      punto
      vero allora è: perché la selezione naturale ha premiato lo
      sviluppo
      della coscienza? E perché è presente solo in certe
  situazioni?
          
          
          




        

  
          
  
          
  
          
  Che
        risposta si è dato a questa domanda?
          
          
          
          




        

  
          
  
          
  La
      mia teoria è che la coscienza sia un meccanismo piuttosto
      diffuso e
      tutto sommato semplice, ovvero che nasca dalla necessità
      dell’essere
      vivente di distinguere tra le cose che gli accadono perché
      provocate
      da sé stesso e quelle che invece sono il frutto di qualche
      agente
      esterno. Pensiamo alle carezze o al solletico: sono
  esperienze del tutto diverse se a provocarcele siamo noi
      stessi
      o qualcuno le provoca a noi. Avere coscienza vuol dire sapere
      distinguere tra questi due tipi di stimoli. E non c’è
      ragione
      di credere che sia un’esclusiva umana:
      anzi.
          
          
          




        

  
          
  
          
  
          
  La
        coscienza quindi avrebbe molto a che fare con il movimento
  e
        la
        corporalità?
          
          
          
          




        

  
          
  
          
  Io
      ne sono convinto. Se guardiamo dentro il cervello non c’è
  alcun
      punto in cui possiamo dire “Ecco, lì avviene la coscienza”.
  Noi
      siamo dei sistemi fisici-chimici, e tutto quello che avviene
      nel
      nostro sistema nervoso sono fenomeni fisico-chimici. Per cui
  il
      nostro libero arbitrio non può essere granché libero: le
  nostre
      azioni sono frutto di condizioni di partenza e di accidenti
      indipendenti dalla coscienza. E tuttavia noi proviamo un
  forte
      bisogno di sentire di essere i protagonisti, gli autori, del
      nostro
      agire. Anche qui la questione interessante è domandarci
  perché
      questa illusione – se tale è, e così sembra – è stata
  premiata
      dalla selezione naturale.
          
          
          




        

  
          
  
          
  
          
  E
        quale potrebbe essere la risposta?
          
          
          
          




        

  
          
  
          
  Non
      ne sono sicuro, ma sospetto che abbia molto a che fare con la
      motivazione all’azione. C’è un esperimento davvero notevole
  che
      è stato fatto su soggetti a cui mancava la visione in una
      porzione
      del campo visivo. Gli veniva chiesto di afferrare una penna
      localizzata dove non potevano vederla o di indicare da dove
      venisse
      un lampo luce. La cosa stupefacente è che
      quando ci provavano “tirando a indovinare” riuscivano
  pressoché
      sempre a prendere la penna o a indicare la
      direzione giusta da cui proveniva la luce. Tuttavia, e questo
  è credo
      il
      punto, ci vollero lunghi e penosi sforzi per convincerli a
      provare a
      tirare a indovinare perché convinti di non vedere nulla.
  Forse questo è un buon indizio del
      fatto
      che se non avessimo la sensazione di poter agire nel mondo,
  di
      essere
      gli autori del nostro sentire, non faremmo
      nulla.
          
          
          




        

  
          
  
          
  
          
  Siamo
        in un certo senso “drogati di esperienze”.
          
          
          
          




        


        

        
Esatto.
    Ne abbiamo bisogno per sentire di non essere degli astanti
    passivi
    della nostra stessa vita. Ma ciò non implica che il libero
    arbitrio
    esista. D’altronde, già alla nascita siamo molto condizionati.
    Diversi studi hanno dimostrato che i pulcini appena usciti
    dall’uovo
    sono attratti dai volti, mentre i neonati riescono a
    riconoscere il
    movimento biologico, distinguendolo da quello casuale. Ha
    senso,
    dopotutto. Abbiamo predisposizioni innate
        
        
        
        

        

        

        
        
        
        

        
o
  “istinti” 
        
        
        

        

        
proprio
    per favorire l’apprendimento, poiché senza di esse rischieremmo
    troppo imparando solo dall’esperienza, per prove ed errori.
    Quindi
    in un certo senso i preconcetti sono alla base sia della
    sopravvivenza che della conoscenza 
        
        
        
        

        

        

        
[cfr. 

  Moro

, pag.182]


.
        
        




  
  
  
  Ma allora se non è la coscienza né il libero arbitrio,
  cosa davvero distingue la nostra specie dalle
        altre?
          
          
          
          




        


        

        
Quello
    che probabilmente davvero distingue la nostra specie non è la
    conformazione del singolo cervello: è la nostra abilità nel
    mettere
    in comune e condividere le intelligenze individuali. Ciò che
    spesso
    ci sembra una nostra debolezza, il nostro non essere del tutto
    razionali, in realtà è la nostra forza, perché ci permette di
    sviluppare alcuni concetti e sensibilità – come quello di
    giustizia o di moralità – che ci permettono nel lungo termine
    di
    cooperare meglio e di prosperare come specie 
        
        
        
        

        

        

        
[cfr. 

  Pelligra

, pag. 99]


.
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