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                    This book wants to give a historical overview of the techniques at the basis of what is defined soft computing.
  Coined in 1965 by Lotfi Zadeh, the term soft computing indicates a series of methods that enable to treat some problems whose we have an uncertain or partial knowledge finding rough solutions, opposed to the hard computing methods, based on the research of right solutions.
  In particular, the soft computing techniques aim to evaluate, decide, control and calculate in an imprecise domain emulating and using the human beings’ capability to carry out these activities on the basis of their experience. In fact, the model of the soft computing is human mind, with its perplexities, emotions and subjectivities. 
  The soft computing makes use of the features of its three main branches:


  	the possibility to shape and to control uncertain and complex systems, as well as to represent efficiently the knowledge through the linguistic descriptions typical of the fuzzy set theory;

  	the optimization capability of the genetic algorithms whose computation is inspired by the selection and mutation laws typical of living organisms;

  	the learning capability of complex functional relationships of the neural neutworks, inspired by those of the cerebral tissues;

  	the capability to describe the evolution of complex systems by means of the mathematic model of the cellular automata.


  The complementarity of these techniques has important consequences: a problem can often be resolved more efficiently using them combined rather than separate. 
  According to Lotfi Zadeh
   

   


«a growing visibility trend is set up by the use of the fuzzy logic in combination with the neural calculus and the genetic algorithms. More in general, fuzzy logic, neural networks and genetic algorithms can be regarded as the main constituent of what could be defined as soft calculus. Alike the traditional or hard calculus methods, the soft computing aims to be adapted to the pervasive imprecision of the real world. Its main principle can be expressed as follows: to exploit the tolerance for the imprecision, the uncertainty and the partial truths so as to obtain treatability, robustness and low cost solutions. In the next years, the soft computing is likely to be destined to play a more and more important role in the conception and design of systems whose MIQ (Machine Intelligent Quotient) is far higher than conventional systems. Among the various combinations of soft computing methods, the one that has greater visibility in this domain is the fusion of fuzzy logic and neural calculus that leads to the so-called neuro-fuzzy systems. In the context of the fuzzy logic, these systems play a particularly important role in the induction process of rules starting from observation”.
   


According to Kohonen, it can be stated that

 

   

  «soft computing, real-world computing, etc. are common denominations for certain forms of information and natural elaboration that have their origin in biology. On the other hand, fuzzy and probabilistic logics, neural networks, genetic algorithms, etc., are alternative theoretical formalisms through which computational schemes and algorithms can be defined for these purposes».
   

   


In general, the soft computing techniques resemble to biologic processes more close to the traditional techniques, mostly based on formal logic systems, like propositional logic and predicate logic, or they rely upon the computerized numeric analysis.
  The different application of soft computing suggest that its impact will grow in the next years. 
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                    The study of neural networks dates back to the first attempts to translate the principles of the biologic processing in mathematic models. The most ancient theories of the brain and the mental processes have been conceived by the Greek philosophers Plato (427-347 B.C.) and Aristotle (384-322 B.C.). These theories have been drawn by René Descartes (1586-1650) and in the 18th century by the empiricist philosophers.
  The first realizations of cybernetic machines – the category to which neural systems belong – appear in 1940s with the birth of a new science, cybernetics. It is defined as the “science that studies the intelligent processes” and was founded by Norbert Wiener in 1947. In 1948, Ross Ashby, another father of cybernetics, realizes the homeostat, one of the first systems with some adjustable internal connections that is able to vary its internal configuration adapting it to external stimulations.
  The neurophysiologist W.S. McCulloch and the mathematician W.A. Pitts of Chicago were the first ones to formulate the fundamental cybernetic approach to the brain structure elaborating the first neural network model. Their famous work of 1943, A logical calculus of the ideas immanent in nervous activity, schematizes a linear threshold unit with multiple ingoing binary data and one single outgoing binary datum: a suitable number of these elements, connected so as to form a network, is able to calculate simple Boolean functions.
  McCulloch and Pitts proved that Boole’s algebra could be applied to the study of biological neural networks, studying the neuron’s activity as 1 (excited) or 0 (inhibited), having the purposes – already defined by the mathematician George Boole until 1854 – to «look for the crucial laws of the operations of the spirit through which the reasoning is carried out, to give them an expression in the symbolic language of calculus and to build the science of logic and its method on this foundation».
  Boole claimed that his researches were a contribution to psychology rather than mathematics and that the laws he discovered were really those of thought because they proved that propositional and syllogistic-Aristotelian logic were two aspects of the same reality. In fact, it was enough to replace “1 = true and 0 = false” as two sets that represent Everything or Nothing.
  In his thesis A Symbolic Analysis of relay and Switching Circuits  in 1937, the engineer Claude Shannon highlighted as Boole’s algebra could be represented as an open (0) or closed (1) switch, thus laying the foundations for the computers’ realization.
  Therefore, the analogy between electric and neural circuits enabled to think metaphorically of brain as a biologic computer (wetware) and of computer as an electronic brain, enabling to resolve the Cartesian dualism from a materialist point of view.
  Moreover, it turned neural networks into a Turing machine leading to the identification of cognitive processes with the formal-algorithmic processes of a machine, thus giving the possibility to reproduce mechanically the conscience as hoped by the rising research on the artificial intelligence.
  This position was criticized in the 1980s by the American philosopher John Searle with the mental experiment of the Chinese room and by Thomas Nagel with the very famous sentence “What is it like to be a bat?”.
  According to Searle, the computational approach gives just a formal doctrine of the mind’s functioning, it talks about mental operations and processes, but only rarely about contents, while it seems that intentionality is a characteristic of the conscience, namely its need to think, to see and to imagine something.
  However, the model proposed by McCulloch and Pitts didn’t have a crucial characteristics: the possibility to learn. This contribution came in 1949 from the Canadian psychologist Donald Hebb. In his work The organization of behavior, he proposed a simple learning mechanism: 
   

  «When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A's efficiency, as one of the cells firingB, is increased.»
  Hebb also proposed a simple and effective learning scheme:


  	an entry is presented to the network;

  	the propagation of activations is carried out;

  	the connections between two simultaneously active neurons are strengthened.


  This kind of learning is called unsupervised and associates an entry space to itself.
  The book Pandemonium: A paradigm for learning of Oliver Selfridge was published in 1958. According to Selfridge, the idea of Pandemonium - a term invented by the English poet John Milton in Paradise Lost (1667) - «was to have a group of demons who gave their voce to those of the upper level, and these ones to those of a still upper level», namely to have different neural networks, semi-independent demons who communicated their output for any single property, for example of a face or a word (pattern recognition). The idea of the demons was drawn in 1985 by Marvin Minsky as model of the mind and society of multi-agents.
  After having formulated the basic architecture of the modern computers, in 1948, John Von Neumann begins the study of cellular automata precursors of new computational models. In his work of 1958, The computer and the brain, he analyzes the solutions proposed by the previous authors enlightening the scant precision of these structures to be able to carry out complex operations.
  Karl Lashley’s studies on the human mind pointed out that knowledge organization and memory were based on distributed representations.
  In the first 1960s, the first machines able to introduce primitive forms of spontaneous and guided learning: they are the Perceptron of Frank Rosenblatt of the Cornell University and the Adaline (Adaptive linear element) of Bernard Windrow and Marcian Hoff. The Perceptron is a network with an entrance layer and an exit layer and a learning rule based on minimization of error:
  
  	an entrance is presented to the network;

  	the propagation of activations is carried out;

  	the effective exit of the network is evaluated;

  	the effective exit is compared to the desired exit;

  	the weights of connections are altered so as to minimize the error.


  This type of learning is called supervised and associates an entrance space to an exit space.
  The Perceptron is composed of logical devices able to resolve simple problems of pattern recognition in order to give an interpretation of the general organization of the biologic systems. Therefore, Rosenblatt’s probabilistic model is aimed at the analysis in a mathematic form of functions like the information storage and their influence on the pattern recognition. It represents a decisive progress as regards the binary model of Pitts and McCulloch because its synaptic weights are variables, so the Perceptron is able to learn.
  In 1958, Rosenblatt wrote the book The Perceptron, a Probabilistic Model for Information Storage and Organization in the Brain, refusing the use of the symbolic logic of Pitts and McCulloch in favor of probabilistic methods. Thus, the Perceptron is a scheme classifier and recognizer that simulated the human vision.
  Rosenblatt’s work stimulates a quantity of studies and researches for a decade arousing a lively interest and good expectations in the scientific community, destined to be considerably reorganized.
  In their essay Adaptive Switching Circuits, Bernard Windrow and Marcian Hoff introduced a similar network to the Perceptron, called Adaline and later Madaline (Multiple Adaline), the first network to be applied in the real world for the reduction of the echo in the phone lines. The main difference with the model of Rosenblatt was the learning algorithm based on the minimization of the sum of the squares of errors in the synapses (delta rule) and on the administration of examples to obtain the desired output (supervised learning).  
  The works of Rosenblatt, Windrow and Hoff stimulated several researches. However, the enthusiasm stopped in 1969 with the essay Perceptrons: An Introduction to Computational Geometry of Marvin Minsky and Seymour Papert, of the Massachusetts Institute of Technology. They mathematically proved the operational limitations of neural networks in the resolution of problems such as the determination of the equality of a binary number, the calculation of a XOR function of 2 bits or the classification of images according to their connectivity. These problems could only be resolved by omni-connected neural networks where any neuron is connected with all the other neurons of the network: in such a network, the number of connections would exponentially increase with the increase of the number of neurons, alike the biological systems where connections linearly increase. Minsky was one of the supporters of a rival approach to neural networks, the classic Artificial Intelligence (AI) based on traditional computers.
  Following to Minsky’s thesis, the neural network’s field was abandoned by most part of researchers who addressed to the apparently more promising AI’s field. This change of interests was also caused by the fact that the technology available at that time made very difficult or impossible the experimentation in the neural networks’ field and there weren’t enough fast computers to simulate complex neural networks.
  Particularly important initiatives are developed in Italy. Eduardo Caianello, of University of Naples, develops his theory on processes and thinking machines on the basis of the ideas of McCulloch, Pitts and Hebb. Augusto Gamba designs a machine derived from Perceptron in Genoa.
  In 1960s and 1970s, the research continued with theoretical contributions and with few applications. Some researchers, such as Shunichi Amari, Kunihiko Fukushima and Stephen Grossberg attempted to simulate the behavior of cerebral neurons with calculation unit networks working in parallel mode. They also formulated mathematic theories and architectures to identify and to classify the features of the patterns to recognize and to realize the first CAM (Content Addressable Memories). In these ones, partial information are used as keys to recuperate stocked data.
  The mathematic context to put the MLP networks (Multi-Layers Perceptron) into practice was established by the American mathematician Paul Werbos in his PhD dissertation of 1974.
  In the 1980s, there is a strong revival due to two factors:
  
  	new theoretical results that enable to overcome the Perceptron’s limits;

  	high calculation power of the new processing systems.


  One of the most known and effective methods for the implementation of this class of neural networks is the error backpropagation algorithm, proposed in 1986 by David E. Rumelhart, G. Hinton and R.J. Williams, that systematically modifies the weights of the connections between the nodes, so that the answer of the network gets closer more and more to the desired one.
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