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Preface


 It is now commonplace to say that artificial intelligence (AI) makes up one of the key technological advances for humanity. And yet, it is also general to state that AI represents one of the world´s critical challenges from social, ethical and legal perspectives.The figure below reflects this idea with particular accuracy. When asked whether AI is a good or bad thing for society, up to a third of citizens in a number of especially representative countries on three continents say that AI is fundamentally bad, the proportion of those who consider it basically good not being much more than half. In Asia-Pacific, countries such as Malaysia and Australia have the most reluctant populations, with 44% and 39% of rejection respectively; while Singapore stands out on the contrary, with 72% of approval. In the Americas, it is the USA that presents the greatest reluctance, also with 44% of unfavourable opinions; the widest openness towards AI, in Brazil, with 53%. In Europe, the highest openness is to be found in Spain and Sweden, with 60%; in contrast, the Netherlands (46%) and above all France, with 47% of rejection, coupled with only 37% of support, make it the only country of the 20 respondents where public rejection of AI is higher than its support. The conclusion is obvious and the authors of the study (the Pew Research Center) themselves draw it clearly: Views of the public as to AI´s impact on society are very mixed.

[image: ]Figure 1. Public views of AI’s impact on society. Source: Pew Research Center.

This work will explore the main causes and consequences of all this. What is sufficient to state at this point is that it is precisely in these mixed views that the book finds its deepest raison d’être. If societies are at least significantly sceptical about the impact of AI, it seems more than justified that those components of AI that may in principle put more social risks should find an ethical and legal counterweight. Indeed, this book aims to contribute to enriching the debate about the ethical and, of course, especially legal, determinants of AI technologies.

The work is characterised by three main notes: it is multidisciplinary, international and introductory. Multidisciplinary, because it focuses mainly on legal aspects, but it does not disregard the technological one, obviously essential in view of its subject-matter; although its readers may not be technologists, it is decisive for them to be provided with the foundations for any feasible ethical, business or legal analysis. It is international, as its authors come from universities and other entities on three continents (the Americas, Asia and Europe), which has helped to approach the issues from different territorial, thus complementary perspectives. Thirdly, it is an introductory book to the main ethical and legal (also business) problems of AI: at recording all of them, though, it will provide the reader with the general vision often sought when first approaching a matter or when trying to identify its very essence. The work is structured in four chapters that showcase the ideas just presented. In the first chapter, the mathematician and technologist Oriol Pujol (University of Barcelona, Spain) introduces us to the concept of AI, with the aim of laying the technological and business foundations of AI. To this end, the author focuses on the explanation of machine learning and its different areas, as the most successful facet of AI and the one that has driven the most recent achievements in this field. The chapter also deals with the growing business implementation of AI and concludes by addressing some of the current services of AI in the legal sphere.

The second chapter presents two aspects, one ethical and the other organisational. The ethical side is the work of physicist and technologist José Ignacio Latorre (National University of Singapore), one of the world’s most authoritative voices on the ethical dilemmas of AI. In this work he deals with precisely this same task, as it is essential that philosophical considerations accompany legal ones if, as we said, the aim is to confront the great social challenges of these technologies. On the other hand, no one is better placed to do this than an enormous expert in these technologies, such as Professor Latorre.

The second part of the chapter, signed by Francisco Pérez Bes (University of León, Spain), deals with the organisational aspects of AI, looking at the public and business environments where it is being implemented, as one of the main spearheads of digital transformation. The chapter especially analyses (and is in this sense very useful as an introduction to the following, already centred on legal questions) the potential of so-called soft-law in these areas, as a regulatory technique which complements traditional binding regulations, imposed coercively by state bodies.

The third chapter of the book dives deep into the legal issues related to AI. It aims to examine the major problems of AI in this field and is subdivided into three sections. In the first, Pablo García Mexía (Autónoma University Madrid, Spain) elaborates a general vision of the main regulatory challenges of AI, always focusing the study on the so-called "weak AI", that is, the one simply based on non-self-conscious algorithms and at all times dependent on human premises and developments; as well as on one of the key problems of AI, namely its opacity. From this point on, the work identifies challenges regarding equality, privacy and liability, among others, which are extensively developed in the remaining sections of the chapter and in the rest of the book.

The second section of the third chapter, prepared by Marina Serrat Romaní (Maastricht University, The Netherlands), focuses on one of the main risks identified above, namely equality. The author highlights the contribution of AI to creating a more egalitarian society, but at the same time points out the greatest obstacle to achieving this end: the inevitable biases generated in its design and development. Biases can end up generating discrimination, with the consequent undermining of equality and even other rights and freedoms. Serrat analyses these problems in depth, without avoiding possible remedies, both from a legal and a sociological perspective.

The third chapter ends with a section by Guillermo Tenorio Cueto (Universidad Panamericana, Mexico City), who examines the risks of AI in the field of privacy, with special emphasis on the vision of this right in Latin America. It is clear that privacy, at least in principle, is not particularly compatible with the essence of this fundamental right, an idea that Tenorio sets forth with the main aim of contributing to avoiding transgressions of data protection through the use of AI projects. A particularly pressing need if we take into account the strong shock privacy suffered around the world as a result of the Covid-19 pandemic.

The fourth and last chapter studies the resources offered by the law to achieve a human-centred AI. It is composed of two sections, the first one signed by Oreste Pollicino (Bocconi University, Milan, Italy) and Giovanni De Gregorio (University of Oxford)). It starts from the position of the rule of law in the face of the potentially disruptive role of automated technologies, which leads the authors to study in depth the inevitable challenges that derive from this, as well as possible solutions, especially from the constitutional law perspective; the latter, according to Pollicino and De Gregorio, even now has tools to face this situation with sufficiency.

The section concluding chapter four and the entire book is the work of Argyri Panezi (Stanford University, USA), who examines the existing frameworks of liability in the current legal systems law and the tensions they confront at resolving problems generated by AI. In particular, Panezi discusses the role of liability rules in managing the risks generated by AI systems. The paper also highlights the impact of the tendency to as the case may be under —or over— estimate the role of humans and other non-technological factors in the operation of intelligent systems, depending on whether their performance is respectively good or bad.

These brief words shall not conclude without some acknowledgments. In particular, the authors would like to thank Inés Aranda for her diligent coordination work. And Luis Barrera and Santiago Gales, for his continued trust and proved effectiveness with publication tasks.

Pablo García Mexía (Autónoma University Madrid) and Herbert Smith Freehills

June, 2021








Chapter one Technological and business aspects







I. The concept of "AI". Opacity and societal impact

Oriol Pujol

Dept. Matemàtiques i Informàtica. Universitat de Barcelona



 This chapter is a modest attempt to contextualize the technical vocabulary of Artificial Intelligence (AI) from a non-technical approach. To this end, it is written favoring intuitive explanations over technical and formal definitions. In this respect, some definitions may be a little loose in favor of clarity. I expect the technical reader will excuse me for taking this liberty of exposition.

The chapter starts with a brief overview of the contemporary use (and misuse) of the word AI. Special emphasis is given to distinguishing the current state of AI from a futuristic, science fiction view of its potential. To that end, the notions of intelligence and AI are sketched and their relationship with respect to different philosophical currents is depicted. As a result, the reader will have a shallow overview of the word and its contemporary meaning.

With the aim of explaining the reasons behind the recent success of AI, the second chapter provides insights into its added value from a business perspective as a core component of businesses digital transformation process.

The third section of this chapter is devoted to introducing machine learning, the most successful facet of AI and the one that has fueled most recent achievements in this field. It begins by providing a brief overview of machine learning and its different areas and then moves on to a user perspective description of the field. After reading this section the reader will have a general idea of the advantages and limitations of machine learning, as well as of the basic vocabulary that enables interaction with machine learning technicians and researchers. Particular emphasis is put on to the concepts of knowledge representation and generalization. A discussion about the specific techniques and models that can be found in the literature is left out on purpose. In general, all methods behave roughly the same way, so that having a good understanding of the general ideas and particular context of application generally suffices to ensure a good use of the techniques. Hence, we overlook the details, which would require the use of an excessively technical and mathematical language. An exception to this is done for introducing the concept of deep learning, the technique that has led the concept of AI to achieve unprecedented success.

The last section of this chapter, lands machine learning in legal practice, overviews some of the current AI fueled services in this field, and sketches some of the directions in which machine learning may help legal practices.

The reader will find conceptual text boxes throughout the text that include side details that are considered of potential interest. These are not necessary to follow the main discourse and can be readily omitted.

1.  CLASSIFICATION OF THE CONCEPTS OF AI

The aim of this section is to sort out the set of concepts related to AI, how these are conceived, what is behind those terms, and, at the same time, dispelling some of the fuzziness and clouds surrounding them, the public imagery, and the promises of their deliverables.

Picture yourself watching a flock of starlings dancing in the sky in a murmuration, playing in beautifully arranged impossible patterns in a display of wondrous coordination. We get stunned in awe of this demonstration of beauty and coordination. This marvelous display is found in many places in nature. We see schools of herrings moving as a single supra-organism in front of a predator or when nurturing. Termites build monstruous mounds with complex galleries and chimneys. When one studies how starlings, herrings, or termites coordinate and how these patterns are created, one might be astonished to see how simple rules give rise to the complex patterns and properties we observe. This phenomena in which new properties emerge due to the interactions of the components of a system is generally called "emergence". Emergence is a topic in physics and, precisely, of complex systems and complex networks. Quoting Nobel laureate P.W. Anderson, "The behavior of large and complex aggregates of elementary particles, it turns out, is not to be understood in terms of a simple extrapolation of the properties of a few particles. Instead, at each level of complexity new properties appear" (1) . Another wondrous display of emergence is considered by many thinkers and scientists to be that of intelligence and consciousness (2) .

In these lines, I won’t try to give a formal definition of intelligence (3) . Instead, I will refer to the basic propositions about it. We can think of intelligent behavior as the one that shows the ability to adapt in different manners to a certain situation, problem or environment. In this sense the larger the set of potential ways of adaptation, the larger the display of intelligence. This simple approximated definition is in accordance with the way we perceive intelligence, and also identifies the role of abstractions and thinking tools such as language or handcraft artifacts as helpers in the display of this property.

Having established a basic definition of intelligence, AI in the crudest, most pragmatical, and simplest definition, involves the display of intelligence on an artificial subtract. In other words, we are considering the exploration of computational models for problem solving, where the problems to be solved are of the complexity of problems solved by human beings. This has been one of the key topics in the field of computer science in the research for computational models for that purpose. However, this definition relates AI with human intelligence as its inspirator. In this respect landing the different concepts involved in the definition of intelligence into actionable practical algorithms becomes a big challenge and different considerations should be raised, those of material nature and of philosophical nature.

At the core of the development of AI we find the assumption that it can be effectively built using computational methods in a non-biological subtract. This raises important philosophical concerns. Philosophy of mind deals with the subjects of explaining mind, consciousness, and intelligence, among others. For AI to be truly realizable it would require two of these philosophical currents to be feasible. They are mental state functionalism and computationalism (4) . Mental state functionalism considers that a specific mental state depends on the mental inputs, outputs, and other mental states. Additionally, computationalism states that the relationship between inputs, outputs, and other mental states is of computational nature. Thus, in order to truly create a thinking machine with similar properties to those that the human mind display, this should be compatible with a functional computationalism view. This is a strong claim. And the most controversial aspect of that current of thought corresponds to the fact that under such view emotions, feelings, and even more complex phenomena such as the notion of self-reflection and self-awareness are computational outputs and states. However, literature accommodates more indulging positions in the words of strong AI and weak AI. Followers of Strong AI consider that some artificial computation can be regarded as real thought. This differs from computationalism in which all thought is considered to be computational and opens the possibility of having some aspects of intelligence that cannot be reproduced with computation. At the other extreme, we find the notion of weak AI. Under this position, machines can act like intelligent agents without actually being intelligent. As such, AI is a mere simulation of actual intelligence. These words are usually overloaded with side meanings. For example, sometimes strong AI is loosely referred as AI that may display consciousness, and weak AI, is sometimes confounded with narrow AI. This last concept, narrow AI, considers AI as the computational set of techniques focused on solving specific problems or tasks. This last definition allows us to contrast it with the most holistic view of Artificial General Intelligence (5) .

For the sake of discussion, let us entertain the functional computationalism view. Under this perspective, intelligence and the rest of properties of mind are emerging phenomena given the right circumstances. It is important to understand that the resulting emergence may not even be remotely similar to the intelligence of human beings. Complex systems sciences show us that the patterns of emergence can be roughly characterized by the constraints imposed on the parts of the complex system. In the case of starlings, this refers to what rule each individual starling follows. In this sense, a different set of individual constraints/rules would define a different emergent pattern. In the same sense, for more complex systems, such as human intelligence, if sensory information channels change, so as they are some of the most important constraints, a different kind of intelligence or mind would emerge different to that of humans (6) .

As commented before, the view of AI as capable of solving human level problems or even surpassing human intelligence is usually called Artificial General Intelligence (AGI). However, the development of such a mind is controversial and raises many ethical and legal concerns. Philosopher of mind Daniel Dennett regards conscious humanoid agents as not being interesting. Paraphrasing his words (7) : There is no good reason to make such agents and good reasons not to try. Many efforts on AI are made under the wrong assumption that the way to make AI more intelligent is to make it more human. One does not want to build a colleague but a tool. We can make them as smart as we want. Use them. Understand them. But we don’t need to give them ulterior motives, purposes, an urge to exists or compete. Those are features that don’t play any role in the competences of AI. We want very smart things and tools to treat them as "slaves" […] All current AI systems, such as deep learning, are competent without comprehension. We are creating black boxes with the probability of getting the right answer to be very high, but nobody understands in detail how they do it and nobody has to. We create entities that are inscrutable to us in the same way a human, a bird, or a mammal are inscrutable to us. And we can use these products knowing, having good responsible reasons for believing they will generate the truth most of the time.

As an intellectual exercise let us consider the following questions: Would you sign a contract with an AGI? Given that AGI may display human traits such as second thoughts or have ulterior motives, what legal or punitive actions can be taken in the case of misbehavior or inappropriate conduct? What is the meaning of disconnection of an AI system when the system can resume operation when rebooted? What should be done when an AI is backed up? Moreover, if an AI agent displays emotion and is able to feel pain, repentance or remorse, what rights should it have? And what kind of labor one wants to assign to that agent? Second class work? Repetitive work? Low value work? Concurring with the words of Dennett, we would be tempted to slave it. Thus, there are many reasons why we may want AI to be understood as a tool, but it is much more difficult to find good reasons to build truly artificial general intelligent agents. However, despite the intellectual allure of creating such agents and the sometimes-invoked catastrophist opinions regarding AGI, our current technology and developments are far from this kind of AI.

But how AI lands and becomes one of the most promising technologies for pragmatic development of new businesses and economic value? As it has been repeated since the start of the digital transformation era "data is the new oil" (8)  and this should be followed with "… and AI is the new refinery". Contemporary AI is able to exploit, transform and use data to generate business value. In a nutshell, the hype of AI nowadays mostly refers to a branch of AI discipline called machine learning that deals with interpreting data and potentially learning from it to achieve specific goals (narrow AI). And in particular, thanks to the success of a particular type of machine learning method that improved the performance of predictive systems in vision, speech, and natural language processing domains, called deep learning.


PROJECT DARTMOUTH AND THE BEGINNING OF AI

The Dartmouth Summer Research Project on Artificial Intelligence was a 1956 summer workshop held in Dartmouth College, Hannover, New Hampshire, and it is considered the birthplace of the term "artificial intelligence".

The proposal states: "We propose that a 2-month, 10-man study of AI be carried out during the summer of 1956 at Dartmouth College in Hanover, New Hampshire. The study is to proceed on the basis of the conjecture that every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it. An attempt will be made to find how to make machines use language, form abstractions and concepts, solve kinds of problems now reserved for humans, and improve themselves. We think that a significant advance can be made in one or more of these problems if a carefully selected group of scientists work on it together for a summer."

The topics covered in that workshop were: Automatic Computers, how can a computer be programmed to use a Language, Neuron Nets (not a typo), theory of size of a calculation, self-improvement, abstractions, and randomness and creativity. The meeting gathered eleven participants.



2.  AI AS THE CATALYST OF DIGITAL TRANSFORMATION ACROSS INDUSTRIES

AI is promised to be one of the key drivers in the journey through the path of digital transformation. With the progressive digitization of physical assets and processes, the large availability of data sources due to the increment of connectivity, and the ever increasing computational and processing power, companies face the challenge of surviving in the new digital society.

This new digital society is defined by two key components: the changes in the needs and behaviors of users powered by technology, which gives rise to the concept of digital citizen; and the change in the rules of businesses, which define the digital economy. Digital users demand speed and immediacy. They are used to dealing with large volumes of data, mostly due to the rise of social networks, they prefer personalized content, and they leverage information from multiple channels. Altogether, these features define the expectations of this new digital user when interacting with digital services and agents.

With respect to the digital economy, the classical value chain is disrupted with new rules. In a nutshell, the digitization of assets and products allows the removal of physical mediators, which results in the drastic reduction in transaction costs. This poses new opportunities and threats for traditional businesses and administrations. And it also opens the path for newcomers, who are usually digitally native and more consumer-driven than traditional companies and who are better capable of exploiting network structures and the new communication channels.

The impact of digital transformation has not been even across all industries. While retail, telecommunication, or tourism have clearly had an early awakening, some sectors such as education, justice or legal practice barely display signs of digital maturity and generally lag behind this trend. Yet, while this situation has effectively delayed the entrance of tech-based newcomers into these sectors, it is only temporary.

From the former, one can imagine that digital transformation involves rethinking the way businesses are conducted. The process of digital transformation can be roughly simplified in two big stages: a first stage requires to set up the enablers for the transformation, this is digital structures and infrastructures, data governance, scalability of the enterprise resource management software, etc. This is in line with the concept of digitization. And it is a step that allows for the automation of processes. Roughly, assets are transformed into data, which are stored, readily accessible, findable, governed, and can be used for future transformations. This clearly helps in improving operations. Basic technologies related to connectivity, such as infrastructures for online operations, cloud computing, or online platforms; and storage, such as interconnected and governed databases and data warehouses operate at this level. This stage can be summarized as the stage of automation and digitization.

The second stage is that of creating new value proposals based on the former elements. It is the stage in which technology is used as a catalyzer of new proposals, new ways of conducting the business, the transformation of the processes, the exploration of new markets, changing the way of interacting with customers, shifting the position of customers to the center by valuing their experience over operations, etc. Technologies such as blockchain, internet of things, edge computing, and AI are some of these catalyzers.

Digital transformation offers the opportunity to tackle the shortcomings of traditional sector practices and also offers new opportunities of entrance to newcomers not necessarily from the sector. Consider for example the cases of Amazon or Google stepping into finance and banking or Facebook in the education sector bringing its own courses and certifications.

Particularizing to the legal sector and checking the potential opportunity vectors, we find that only a minority has access to justice, backlogs in the courts scale up to tens of millions of cases in some parts of the planet, the processes cost too much, take too long, and are mostly unintelligible for the average citizen. According to OECD (9)  only an average of 20% of people feel informed about legal procedures. This leaves 80% of the population feeling insecure and uninformed about their rights. The same report considers that only about 46% of the people in the planet lives under the protection of the law and has access to the courts. Even worse, according to the World Justice Project Poll 2018 (10)  fewer than one third of the world’s population is able to tell when a problem is of legal nature. And even when they do, only 20% is able to see the legal process to its end.

The legal sector is obviously not blind to these numbers and to the potential of technology to tackle them. This is seen in the way technology is slowly entering legal practice, as well as in the incipient appearance of legal tech companies that introduce new, more affordable services.

In a first wave, technology paves the way for enablers of automation with the goal of reducing costs. These usually include automated documentation preprocessing, reengineering processes in the usage of new communication systems and online channels, or the fully deployed electronic administration. In those respects, there are still many different opportunities to seize, such as governance of own data, the introduction of online elements in services, or the transformation of some processes that require long and complex bureaucracy being some of the most important ones. Examples of these can be found in online dispute resolution systems (11) , or online legal aid sites.

The progressive adoption of technology has to enable a second wave where catalyzers such as AI will play an important role, automating parts of document reviews, sorting relevance of arguments and documents, analyzing client/companies’ profiles, or building decision support systems. AI can have a huge impact automating repetitive and tedious tasks that require close to human-like skills.

3.  THE ROLE OF MACHINE LEARNING

AI, as any other discipline, has different ways for understanding and tackling the different challenges it has to face. One of them is answering about the nature of what kind of mental content is manipulated in higher intellectual processes. According to the entertained hypothesis we find two different extremes. And though not necessary, human intelligence has been the mirror and inspiration to many techniques and branches aiming to create AI (12) .

The first approach is based on the assumption that the basic information required corresponds to the representation of knowledge using symbols. It states that high level intellectual operations at the level of reasoning, language, planning, or vision can be understood and constructed in terms of symbolic operations. This top-down approach was one of the first approaches for tackling the problem of AI and was highly inspired by cognitive psychology. The research under this hypothesis gave rise to the early expert systems, in which, symbolic operations, logic propositions, predicates and rules on top of a defined ontology are created. These early attempts, that are still working nowadays, are sometimes kindly referred to good old-fashioned AI (GOFAI). Some of the early proponents of AI summer workshop, such as Minsky, McCarthy, or Vinograd, entertained this view. The top-down approach is still an important current of thought, though it shifted towards a more holistic and integrative view of the same concepts. The underlying idea is to impregnate computational systems with the inductive biases present in humans, such as concepts of objects, agency, space, causality, and combine them with powerful learning algorithms able to extract and manipulate information from a small number of examples. Among current proponents of this thesis we find Ullman, Tenenbaum, or Pearl. This approach is sometimes referred as model building, and its aim involves a process of learning a high-level model on top of which cognition can be developed and organized to understand the world, explain it, and imagine. Techniques such as Bayesian networks or causal models are examples of model building strategies.

The other current corresponds to a bottom-up approach. Some well-known pioneering names supporting this view were Fukushima, Grossberg, Rosenblatt, among others. Contrary to the former approach, the unit of information is sub-symbolic and is generally mapped in the basic forms of data. This other trend is based on the progress of neuroscience, in which the combination of simple and powerful units, and a sophisticated computation strategy allows for knowledge to be learnt. This view is clearly in keeping with functional computationalism and the emergence view of the mind. This approach is sometimes referred as pattern recognition or model-free algorithms. In particular, deep learning is an approach that nowadays clearly flags this line. This is not the only model in this current, and it is worth noting that there are problems where deep learning would not be the most advisable technique. Under this approach, the prediction task becomes one of the most fundamental tasks.

Both approaches are not confronted. Although current success and hype corresponds to the second kind of models, as more requirements are imposed to machine learning algorithms beyond good prediction accuracy, there is a growing trend on hybridizing both approaches. In the opinion of this author, successful AI clearly involve hybrid models, trained with data for both predicting and building operational models of abstractions. For example, if we aim at building explainable AI, it is useful to consider the causal structure of the problem for giving down to earth actionable explanations or even consider counterfactual elements (13) .

In this chapter we will favor the bottom-up view, as they are the pragmatical drivers of current AI revolution. However, we will also introduce some of the problems of current bottom-up techniques and highlight the importance of top-down and hybrid techniques when addressing the concerns and limitations of the former.

A)  A definition of machine learning

As we noted in the introduction of this chapter, data lies at the core of the digital transformation. And AI is promised to exploit them and mine the value of data. While data and computation are key drivers of AI Revolution, current success in AI comes at the hand of machine learning. Taking a classical definition of machine learning, according to Russell and Norvig (14) , machine learning refers to the subfield of computer science concerned with computer programs that are able to learn from experience and thus improve their performance over time. Informally, this is the set of techniques that learn to find patterns without explicit instructions.

Under the bottom-up assumption, the realization of this translates the notion of experience to that of data. Thus, we are dealing with computer programs that are able to learn from data with the goal to improve their performance. In this sense, this kind of algorithms pretend to develop a computational approach to inductive reasoning, by which one uses past experience/data to predict the future with some certainty, usually using the language of probabilities. Relating this to previous philosophical perspectives, it is worth noting that these algorithms will produce intelligent or, at least, competent results in complex tasks without cognition or competence (where we consider a competent result to that produced by a high-level human cognitive process). Examples of these competences are found in medical image analysis and diagnostic systems, automatic translation, speech to text systems such as automatic captioning, or playing strategy games such as chess or go at master levels, among others. But the main reason why machine learning is popular nowadays relies on the capability of machine learning technologies for making really accurate predictions.


A GLOSSARY OF TERMS

ALGORITHM: A set of rules that precisely defines a sequence of operations to execute a specific task. Algorithms can be translated into computer executable programs by means of coding using a specific programming language resulting in a computer program.

MACHINE LEARNING: The branch of AI concerned with the task of learning from experience.

DATA SET (in supervised learning): In supervised learning, a data set is a set of pairs: input data and their corresponding desired outputs.

TRAINING SET: Training set is a data set used for learning purposes. This is given to the machine learning algorithm so that it can uncover patterns in data that are meaningful and compatible with the desired outputs. This set stands in contrast with two other data sets used in the learning process, namely validation set and testing set. Validation set is used for model selection purposes. Test set is used to assess the performance of the model by simulating the exploitation of the model. These two sets are not used during the process of learning but are used for methodological purposes to achieve verifiable and reliable results.

GENERALIZATION: Generalization is the property of a machine learning algorithm to perform well on previously unseen and new data. The goal of any machine learning algorithm is to achieve good generalization.

DIGITIZATION/DIGITALIZATON: It is the conversion of any potential information into a digital form so that it can be processed by a computer. Although both terms may strictly refer to the same process, as of recent use in some business and social contexts digitization applies to the described process while digitalization is considered to be the process of applying digital technologies to improve business operations or social interactions. This last definition has a different meaning from the term digital transformation. Digital transformation refers to a complete change in the business model and value chain.

FEATURE EXTRACTION: Feature extraction is a knowledge representation technique by means of which an element/object is represented by means of a descriptive set of features. In supervised machine learning, the features by which objects are described are designed to aid the supervised task.

DEEP LEARNING: Deep learning is a concept that designates a subset of learning models in machine learning related to the use of different variants of neural networks. One of the most important advantages of these kind of techniques is that they automatically extract effective features for the task they are designed to solve.



B)  Types of machine learning

While prediction is probably the most well-known branch of machine learning, it is not the only task in the machine learning repertoire. We can usually differentiate among three different main branches according to the goals, available data, or other constraints:


	
•  Supervised machine learning is the branch of machine learning concerned with prediction. In this task, we are given a set of data along with annotated desired outcomes (we will alternatively find these called targets or labels). The goal of supervised machine learning is to use this information to hopefully find patterns such that given new and previously unseen data, the algorithm is able to correctly predict its associated target label. We will talk in more detail about what we mean by data and how the problem is articulated from a practical point of view. Examples of this kind of techniques are object detection and recognition in images or video recordings, document categorization by topics, automatic text translation, automatic document summarization, case risk and uncertainty prediction; and particularizing to the legal practice we find examples of court voting prediction, recidivism prediction, forecasting litigation outcomes, pretrial release and parole prediction, document relevance determination in legal databases for relevant laws, cases, or evidences, among others. Recommendation systems, such as a recommending a set documents, systems that suggest course of action based on previous cases or propose applicable regulations or specific rules and articles from a body of knowledge, also fall in this category. This branch is called supervised learning because it requires an annotated data set. This is a set where each data sample is labelled by an expert (the supervisor) on the desired outcome. This is an important issue because the final dataset may display annotation biases or errors besides being a costly process.

	
•  Unsupervised learning is a second branch of machine learning concerned with exploration and description of the data. In this particular task, our goal is to gather knowledge of the data to analyze. Clustering and manifold learning (15)  are two of the main applications of this kind of techniques. In clustering we seek to group data according to some notion of similarity. This technique is widely used for market segmentation. This is, grouping customers with similar preferences so that for example marketing department may launch a targeted campaign. This can also be used for example for grouping documents or cases according to similar content for sorting purposes or for selecting one group. Contrary to the case of supervised learning, there is no need for an annotator.

	
•  Reinforcement learning concerns systems that continuously interact with some agent or environment in such a way that these can provide some simple version of feedback. Reinforcement learning algorithms learn to properly "behave" in accordance with this feedback by maximizing the behaviors that obtain best rewards in the mid-long term. In this category we find the algorithms used for playing chess, GO, or other games. An example of a system using reinforcement learning could be a social network bot that posts news. As soon as a user "likes" the post this is translated to a positive reward for the robot that will learn in the long run what are the topics of interest for that community and change its behavior to post more news similar to those with most likes. Reinforcement learning is an interesting methodology for furnishing model building top-down strategies based on data and interactions with the environment.




RECOMMENDER SYSTEMS

Selecting and deciding is an act of freedom of choice. However, tough as human being we appreciate the freedom of being able to choose, in reality psychology shows that choosing among too many items becomes a very difficult and stressful task (16) . How to choose the next best novel to read among the millions of novels? What hotel should we book for next weekend among the hundreds? What film do we watch tonight? What cases should I look that could be relevant for the current lawsuit research?

Recommender systems are the set of systems that can help in that aspect. A recommender system outputs an ordered list of items according to a predicted score. This score usually comes from some matching or similarity criterion and defines the relevance of the item. In this respect, the two most well-known branches of recommender systems are content based filtering and collaborative filtering.

Content based filtering outputs the same recommendation disregarding the user that interacts with the system. These systems look for association among products. As a result, if the user looks for an item, similar items will be recommended. Observe, that as we commented, another user using the same system and searching for the same item will receive the same set of recommendations.

How are products grouped? In the knowledge representation section, a way of representing abstract objects was presented by means of features. Recall that the process of feature extraction allows for the representation of an item in a numerical vector. From that we can find similar items as those that have similar representations. In practice, this stands for defining a meaningful distance between item representations.

Collaborative based filtering outputs a different recommendation to each user. This is done by leveraging the ratings, likes, and interactions of the user with the items in the system. The most straightforward strategy for recommending in this sense is to look for other users with similar ratings and interactions and recommend those items that have been rated as good and are not in the list of interactions of our target user.



C)  Introduction to supervised learning

In this section we will review in more detail predictive technologies and deepen in the details of the components that constitute a machine learning pipeline from a user’s perspective. In this section we are not concerned about the inner workings of the predictive algorithm, that will be considered a "black box" for the discussion. All elements in this section are common to all supervised learning methods disregarding the technique used.

The goal of supervised learning is to come up with an algorithm that given an input data sample it returns a correct prediction with respect to a task. This is, suppose that we want to predict whether tomorrow it is going to rain or not. Then, given the task of predicting "rainy day" or "not rainy day" from meteorological data, we want to feed the predictive system with a new data sample corresponding for today’s meteorological values and we expect the system to correctly come up with an accurate prediction for tomorrow’s outcome.

From the former description we can see that we are broadly talking about two regimes of working. This is, on one side, given a new data sample we want the system to predict its label. This is, we aim at exploiting the model. To this step we often call it testing. On the other hand, we have to build the model for its exploitation by finding statistical association patterns among the data and the corresponding labels. This is the step we call learning or training. Thus, in principle we consider these two working regimes: in training, given data and previously annotated desired outcomes we make the machine "learn" to find the association between sample data instances and their corresponding annotated label; and testing, that is putting the model into production such that it is ready to predict when fed with new data.

At this point, it is important to distinguish between two sub-branches of supervised learning techniques according to the nature of the prediction values. If the desired outcome is a value from a discrete set of possible values, we talk about classification. For example, in the previous case for predicting a rainy day, we only have two potential number of outcomes. This is a paradigmatic case of classification. Decision support systems usually deal with classification problems because the number of potential decisions to select from is usually a small, discrete, and finite set. Automatic text generation can be also framed as a classification task. In this last case, given the sentences up to the current point we want to predict the best next word from a discrete and finite set of words, the available dictionary.

Another sub-branch of supervised learning concerns real or continuous outputs. In this second case, we talk about regression. For example, if we want to predict next day temperature from last days meteorological data, or if we want to predict next month expenditure form last months’ transactions, or the expected litigation time for a certain lawsuit.

Many times, the same problem can be tackled from both perspectives. The selection of the technique is relevant as both branches usually enjoy from different techniques. And in general, classification problems are easier to solve and assess than regression problems. For example, if the prediction problem we want to solve is related to the relevance of a document with respect to a particular case or lawsuit, the problem can be stated as a classification problem by considering the cases "relevant" or "not relevant"; or as a regression problem by assigning a relevance score from zero to ten. As a general rule of thumb, when the problem at hand can be solved using classification techniques, these are encouraged to be used over regression techniques.

D)  A guided journey through supervised machine learning

In this subsection we briefly introduce a brief summarization of the different challenges a user faces when using machine learning techniques. To that effect let us introduce a working problem that may help us to guide the discussion. Let us consider we are building a relevance document predictor. This is a system that given a digital document, the prediction system will label it as relevant or not for a particular case. We will use this scenario to describe the different steps for building a prediction system from a user’s perspective.

In this, test or exploitation will refer to the process by which given a new document of a case we are working on, the systems should label it as relevant or not. As commented in the former section, this is an example of classification. Then according to this prediction, we might take the action of reviewing all the documents the system selected as fit or relevant for the case. Remember that for exploiting a machine learning model this has to be previously trained. This is, we need to gather a set of documents and label them according to whether they are relevant or not for the case. Once this is done, during the training phase, the algorithm will look for patterns in the different groups that make the documents to be regarded as relevant or not and will learn how to distinguish among the two groups. At this point we observe the need of a process of annotation or labelling. This usually involves an expert, such that after observing a document she will label it according to its relevance. The process of annotation is usually a manual task, and as such it is a labor-intensive task. One of the principles machine learning is built upon is that given a large variety of cases we expect the learning algorithm to extract "rules" and patterns that are transferable to new cases. In this case, after observing documents and their corresponding relevance labels, given a new document we expect the model to predict its relevance. Another clear example of a similar task in the health domain corresponds to that of decision support systems for automatic diagnose. Given several patient records and the corresponding diagnose, the training process attempts to uncover the patterns by which given a new patient the algorithm would be able to determine a plausible diagnose with high accuracy.

At this point it is sensible to ask questions such as how the algorithm operates with documents? How do we feed those documents into a machine learning algorithm? What if instead of documents it is audio or video recordings of a hearing? Are these data computationally readable? And, regarding the operation of these models, will the prediction algorithm perform well in front of new documents? Are the models memorizing data or really extracting patterns? If we expect data to be any compatible data but they can be anything how can I be sure it really works? The answer to these questions can be really complex but in the next subsections some intuitions and guarantees will be sketched to address them.

a)  Knowledge representation

A constant throughout this article is the importance of data. Without data machine learning is doomed. However, having data is not enough. They must be a good, reliable, and relevant representation of the knowledge for the task at hand. There is a useful though informal saying in the machine learning and data science communities that illustrates this point: "Garbage in, garbage out". This refers that not any kind data is relevant for a particular task. If we take the first half of the saying as a sympathetic proxy for guiding this discourse, data in this context refers to the need of representing knowledge in a computationally tractable way. In many contexts, data is the output of a measurement equipment, such as when recording audio or video, measuring temperature, etc. In such contexts there is a need for digitization so that it is computationally readable. In other contexts, data is naturally digital, such as posts in a social network, electronic documents, records stored in a data base, etc.

Thus, once we have data in a computationally readable format, what do we feed the machine learning system with? To answer this question, we have to understand the process of knowledge representation and feature extraction. Let us first state that, in general, the great majority of algorithms operate on numbers and vectors of numbers. Thus, from a pragmatic point of view the question of how information and data flows through the training process is reduced to how I can convert a document, an audio recording, and image into numbers (17) .

[image: ]Figure 1. Example of feature extraction.

Thus, after making the information available in a digital format (18)  we obtain raw data. This is, data as is. This is already a perfect representation for feeding to a machine learning algorithm. However, in some cases data is not that easily obtainable. For example, in the case of a text document, it is already in a digital format but how do we represent the document so it can be digested by the ML algorithm? We might use the internal computer representation of characters, but this would leave the algorithm to infer what a character is, how different characters are part of a word, how words are separated, what syntactic rules are used, etc. Thus, for solving our particular problem, the system has to recreate a complete representational process of language first. This last process is far more complex than the original task it was supposed to solve! So, there may be better representations than simply feeding the algorithm with raw information.

In order to further deepen in this subject, let us consider the very simple example shown in Figure 1. In this case, our task is to distinguish between elements in Group A and elements in Group B. The goal is to try to discover a pattern such that given new words we could categorize them in Group A or Group B.

In order to do so, one can use descriptive elements and then replace the original elements with the representation. This process is known as feature extraction. The underlying idea of feature extraction is to create a representation of the elements we want to categorize that may help the algorithm in performing its task. Thus, the knowledge representation and the task are to be jointly considered when designing, deriving, or creating features. This also addresses the second part of the saying, i.e. "garbage out". The output of a system is directly linked to the quality of the data for representing the desired output.

Looking at the elements in the different groups of Figure 1, we could consider the following descriptive features: it looks like group A contains more verbs than group B. Thus, "IsAVerb?" can be a feature. In this case the answer is a categorical variable that takes two values "yes" or "no". If we want to translate this into number, we can code "yes" with value 1 and "no" with value 0. Another observation that we could exploit is the fact that most words in group A look shorter than words in group B. Thus, the number of characters of a word can be used as a feature. Many different features can be engineered from the observation of the data. And all those features can be components of the representation of each element in the groups. Other potential examples of features could be "DoesItRelateToALegalPractice?" or "ContainsLetterO". The bottom part of Figure 1 displays some features according to the proposed representation. For example, word "text" in Group A would be represented as the vector (0,4,0,0) which corresponds to ("Is NOT a verb", "Has 4 characters", "Does NOT contain letter O", "Does NOT relate to legal practice"). In the same way "Administrator" is represented as (0,13,1,1), that corresponds to ("Is NOT a verb", "Has 13 characters", "It DOES contain letter O", "It DOES relate to legal practice"). Once the feature extraction is complete, each element in each group is replaced by its feature vector.

It is important to realize that a key point in this process is that it has to be as automatic as possible. This is feature extraction should be easily performed by the computer. In this sense some of the features in our toy representation are more easily realizable than others. For example, counting the number of characters in the word or knowing if a word contains letter ‘O’ are trivial tasks for any computer. However, knowing if a word is a verb or is related to legal practice require more convolved solutions. In this particular case, building a dictionary of allowed terms in each category would solve the problem, but some higher-level knowledge representations may be unfeasible for the computer to realize.

Going back to our guiding problem with respect to relevance of documents, we want to extract relevant features to represent each document. However, a careful study of what features are needed in a particular task could be very hard to perform. This example is a good example of such a task. In those cases, we can rely on general feature extraction processes for document and text representation. The simplest form of representing text is called bag-of-words representation. The bag-of-words represents each document as a vector of numbers that count the number of times a particular word appears in that document. To that effect, one has first to define a dictionary of allowed words and then count how many times each of the words of the dictionary appear in the document. For the sake of clarity, let us suppose a dictionary with four words, namely "action", "market", "application", and "balloon". Suppose now that we want to represent the following sentence "legal actions will be taken according to the application of market regulations". Using those four words, the representation corresponds to (1,1,1,0) as words, action, market and application appear in the sentence once and balloon does not appear. This is an example of what it is called grammar free representation, in which the order of the words is not used in the representation (19) . The reader interested in more complex representations can check the concept of n-grams (20) .

Summarizing, representation of knowledge in the form of data is the first step towards a building a prediction engine based on AI. Knowledge can be fed directly after the digitalization process to the machine learning algorithm. However, data to be fed can be cleverly designed to help the classifier. This process is called feature extraction. A cleverly designed feature is the one that may help in the task the classifier is performing.

b)  The feature space and the classification boundary

At this point it is worth building up the intuition of what a prediction system will do. In order to build that intuition, let us consider Figure 2. Let us go on with the example at hand about relevance of the documents. Consider that we design two features namely, "number of words from legal dictionary" and "number of references to a particular case". This means that each document will be represented with just two numbers. Additionally, we have a small set of documents that we previously found relevant to our needs and some that are not. Figure 2 shows a graphical representation of these elements.

Observe that in dark ink we have dots corresponding to not relevant documents. In light ink we have documents found relevant. For example, the light ink singled-out spot document is represented by the vector (12, 35) and it is from class "relevant document". This representation of the data is called feature space. The goal of a prediction system is to separate dark ink dots from light ink dots. For example, in red we find a possible separating line. This is called decision boundary. The task of a classifier is to automatically extract this decision boundary.

[image: ]Figure 2. Example of feature space and two different classification boundaries (in red and green).

At this point it is worth noting that there is an intimate connection between the process of feature extraction and the task of classification. In our example in Figure 2 looks like feature "number of words from legal" helps more as it looks like relevant cases are worded in more legal terms. Thus, a clever process of feature extraction would be to design features that help the classification task to draw the decision boundary.

c)  Generalization

The goal of predictive supervised learning classification is to learn the decision function such that given new unseen data the algorithm is able to correctly predict its label. But if future data can be anything, what guarantees does one have that the predictions made by a machine learning algorithm are actually true? How do a machine learning algorithm is validated?

This gives rise to the concept of generalization. Generalization is the characteristic of a machine learning method to accurately predict future data. To achieve a very small generalization error is the ultimate goal of any predictive technology.

From an intuitive point of view, generalization is related to inducive bias (21) . This is, what biases does the machine learning algorithms have that allows it to fill the gaps of the feature space where data is not present? Recalling Figure 2, the selection of a specific decision boundary implies a precise selection of inductive biases. For example, consider the red and the green separation lines. Both may correspond to two different machine learning methods displaying different inductive biases. The green decision boundary is simpler and seems to suggest that the feature "number of references to related cases" is irrelevant at the cost of making two mistakes on the training set. On the other hand, the red line does not miss any sample and looks for a boundary that maximally separates both classes. This second example is an example of inductive bias in which we are assuming that future data will be close to already seen samples and thus maximally separating both classes account for a more robust decision. These biases are built explicitly or implicitly in the different machine learning models. Generalization refers, then, to how the inferred decision boundary is in accordance with the future data.

At this point it is worth commenting on the concept of training error. Remember that the training set is a labelled data set (the pairs document and its associated label) used to build the decision boundary of our classifier. Once the process of training is performed, we can measure its predictive power by classifying the training set. Counting the number of errors on the training set will gives us the training error.

One could wonder how relevant this value is. And the answer is that it is completely irrelevant. If so, why even mention it? While a large value in training error is a good indicator that the system does not work, a very small value does not guarantee a good performance. In a sense it is an extremely optimistic approximation of generalization. This is important because it can drive to misleading conclusions about the performance of the system on unseen data. Let us build some intuition of why this is the case. In order to do so, we will build a very simple machine that will display a perfect classification, i.e. zero training error. This "machine" is composed of a list where to each data sample we assign its corresponding label value. Thus, given a sample, the "machine" will look in the list and return its corresponding value. This is a look-up table machine. Observe that this machine will have zero training error because any training sample is found in this list (as the samples used for creating the list are all the samples in the training data set) and will return the exact expected prediction. However, what would happen when the machine is presented with a new sample outside of the training set? As it is not in the list, the machine cannot produce any prediction. Thus, training error is not giving any hint on the predictive power of the machine.

The thought exercise of the look-up-table machine seems to suggest that strictly memorizing the data in the training set is not a successful strategy for learning to predict. And this is a relevant topic as one of the features displayed by machine learning algorithms is its ability to be able to memorize data. This is called capacity. Learning machines are designed to have large capacity, to be able to find out really complex patters. However, the more capacity they have, the easier it is for them to spot patterns that are not useful or even to memorize all the data points. For example, let us suppose that by chance all documents we have in our database that are relevant have a word in green ink in the first sentence of the document. This does not seem to be a really good criterion for determining the relevance of a document in general. An algorithm that focuses on such details will fail in front of more general out-of-the-sample examples. When the algorithm learns useless patterns for the task at hand the predictive performance of the system decreases. This is called overfitting.

The most straightforward method to keep overfitting in check and guarantee generalization is a simulation methodology. As we commented, the goal of machine learning prediction is to perform well in never seen data. Thus, one can split the data set in two sets: one of this sets will be used for training purposes, and the other part of the set will only be used by the algorithm to assess how it predicts in front of unseen data. We are specifically simulating the exploitation process. This is called train-test split methodology. Different variants of this can be found under the name of cross-validation. Observe that by using this methodology we can easily discard memorization effects as data used for testing purposes would never be used in the look-up-table and will make the system fail.

We have seen that prediction technologies aim at predicting future unseen data based on exploiting the patterns contained in a data sample (training data). Generalization is the name used to refer to the property of learning algorithms to perform well in future data. There is the possibility that algorithms focus too much on the details of the training data, even to the degree of memorizing the data. This will give rise to the problem of overfitting. Cross validation and train-test split are strategies that allow us to spot the overfitting effect and to have an educated guess of the generalization value. This methodology is one of the techniques that serve to build confidence and trust in machine learning algorithms (22) .

d)  Deep learning

In this chapter models are explicitly omitted. The reason is that though they are found at the core of machine learning, all of them display the same behavior in front of data. Getting into the internals of how these models are constructed account for understanding the way induction biases are designed which generally implies a large level of technical detail and mathematics that is usually unnecessary for a good use of these models in practice. Names such as random forest, probabilistic graphical models, support vector machines, gaussian processes, decision trees, or logistic regression, are some of the most well-known models found in literature.

That being said, I would like to make a small exception and consider the case of deep learning. Deep learning is probably the most important cause of the current hype of AI. Thus, it is worthy to understand when it is useful, when not, what it really refers to, and what we can expect of this kind of techniques.

Deep learning is a rebranding of a well-known and old model, neural networks. Despite the name and media hype, neural networks, have nothing to do with actual brain modelling. The most important feature of neural networks is that they are built as an ensemble (23)  of very simple units, conveniently named neurons. They are structured in layers in a compositional way. This is the output of a layer is the input of the next. As one can imagine, when the number of layers is large, we are in front of a deep model.

But if we are talking about neural networks and they date back from the 50-60s… why now? How is that now they are driving the AI revolution? The answer is multi-faceted. For starters, a better understanding of the learning dynamics has made researchers to fix some design flaws of standard neural networks that avoided the correct training of the model. This has been reinforced by the increment in computational capabilities and the availability of data. As one could suppose a flexible and powerful technique is associated with a large capacity model. Remember that large capacity accounts for the possibility in finding very complex patterns but also for the possibility of the method to focus on non-relevant features, or even memorizing training data. As we have briefly commented, when the amount of data is small enough spurious correlations can be easily spotted between the data samples and the desired outcome. As we will see, increasing the amount of data in a careful way is a good solution to improve the generalization power of the method. This necessarily needs large computational capacity. Thus, these three components, namely better understanding of the method, availability of large amounts of data, and increment in computational power, have led to the successful productization of these kinds of models.

From a practical perspective what makes deep learning interesting is the fact that all the compositional layers except for the last one can be understood as an automatic knowledge representation and feature extraction process specifically tuned to the prediction task. This is, contrary to many other machine learning techniques, we can feed this kind of algorithms with raw data and let the method find out a useful representation for the task. For example, given a text using a bag-of-words representation deep learning is able to find out grammatical and even semantical relations in the text that enable the task of summarization of a text, automatic text generation, or automatic translation, among others. This reduces the need of domain specific knowledge that was traditionally involved in the clever design of features. This is not to say that these last features should not be used. On the contrary, they help and simplify the learning process even for deep learning techniques.

The success of deep learning is specifically important in scenarios where data display spatio-temporal correlations such as images, videos, text and documents, or audio. It is on those scenarios where thanks to the ability of leveraging enormous amounts of data, powerful knowledge representations can be produced that fuel successful advances of the predictive techniques.


NEURONS AND NEURAL NETWORKS:

In 1943 Warren McCulloch and Walter Pitts proposed in their article "A logical calculus of the ideas immanent in nervous activity" the first mathematical model imitating the behaviour of a brain neuron. In 1958 Frank Rosenblatt, developed the perceptron algorithm. This algorithm allowed for learning using the model proposed by McCulloch and Pitts. The model is still the one used in modern deep learning methods. This simple model takes as input the numerical vector of features (see knowledge representation section) and multiplies it with another vector of weights. The output is feed to a non-linear function that models the fact that for a neuron to fire it requires to accumulate a certain level of activity. Next figure is a simple representation of the description provided,

[image: ]Figure 3. The graphical model of a neuron.

In Figure 3, variables x represents the input features, y is the output of the neuron, w is a set of weights, and sigma is a non-linear function (usually related to a threshold activation).

[image: ]Figure 4. Feedforward neural network.

Going from a neuron to a neural network requires combining sets of neurons in what it is called architecture. This is what neurons are connected to what other neurons. The simplest architecture is called feedforward neural network and groups neurons in layers. Each layer is stacked on top of the previous one in such a way that all neuron outputs from one layer forward their outputs to the next layer, i.e. are connected to all neurons of the next layer as displayed in Figure 4 (In this figure each node is one neuron as in Figure 3).



E)  Warnings and limitations of machine learning

"Although neural networks might be said to write their own programs, they do so towards goals set by humans, using data collected for human purposes. If the data is skewed, even by accident, the computers will amplify injustice." – The Guardian.

Along this chapter, the importance of data and the training data has been highlighted. We have veiledly intuited the importance of the amount of data and the importance of its relevance with respect to the task. This is worth knowing because different phenomena may appear during the data collection process when available data is "small" or not representative enough of the problem we are modelling. This kind of statistical bias is called sample bias.

This highlights a very important problem that we have to be aware of. Machine learning algorithms learn from data, but what if data is skewed? What if human annotations already contain biases? The process of how data is acquired is important for the good functioning of the predictor and to avoid unintended consequences.

Statistical literature warns us about dangers and potential flaws in experimental design and gives advise on how to track these problems. In this I will focus on some of the most frequently found problems that widely affect the deployment of predictive technologies that share commonalities with those found in statistical literature. We have already mentioned the sample bias. There are many different manifestations and effects of this broad term. Because predictive results are to be as general as possible, so does the data used to train the system. In other words, the features and characteristics of the training data must match with those of the exploitation scenario. Remember that the machine learning technique exploits associations and patterns found in training data. If test or exploitation data display different patterns unwanted predictions may arise. A famous example is found in facial recognition systems, where some systems were using training sets without examples of member of several ethnical groups. This means that the system will not perform as accurate as it should on that part of the population as on other parts. That being said, it is also important to correctly define the scope of the system, one does not necessarily have to overdesign and make a system applicable to all cases if that is not the intend. A simple example would be a second screening prediction test. Let us suppose that we are building a system for parole decision support. That system is intended to work on beneficiaries of parole and thus operate on that subset of people. If we intend to apply the system in a set of people outside of the intended group there is no guarantee that it will provide relevant results. Another similar effect arises from the use of small data. If we are using a small, annotated data set, there is a large probability that spurious correlations between features and the desired outcome may be found that cannot be generalized to the whole population. As machine learning is specifically designed to exploit those associations, predictions may be based on the wrong patterns. This is a case of underrepresentation and gives rise to a selection bias. In that respect a larger amount of data (trying to enforce randomness and coverage in the groups) helps in mitigating those confounding effects. Summarizing, it is important to have data to be representative and with adequate sample size to avoid these effects.

It is important also to realize that we can find biases in the annotation process. Annotators have their own preferences and biases. A biased annotation will make the system reproduce that same bias as the annotators, propagating and amplifying those human biases.

Effectively, an algorithm may display programmatic biases. This is displaying a biased result even when the data it is trained on is unbiased. While this is rare in the sense that machine learning exclusively exploit associations in data, it is possible to algorithmically force an algorithm to display biased results. However, whatever the cause when an algorithm displays an unjust, unfair, or prejudicial treatment that may lead to discriminatory or segregated decisions, this is called algorithmic bias.

Another important interpretation effect corresponds to the causation effect. Machine learning techniques, except otherwise designed to that effect (which in general they are not) only exploit associations and correlations between data features and their corresponding annotated label. It is tempting to interpret these as the causes of that particular effect. In general, they are not. To help in that respect, causal models can be used in conjunction with machine learning models.

A last bias worth mentioning concerns the recipient of the prediction. Confirmation bias is one of the most important cognitive biases and refers to the fact that the user assigns more credibility to results that support her own point of view or decision than the opposite.

All in all, when designing a machine learning pipeline there is more than selecting the right machine learning model. Many different effects affect the usage and performance of the algorithm. At this point, it is important to raise awareness of how data is collected, used, and interpreted. After reviewing potential cases of the use of machine learning in the legal practice, we will address some other limitations and challenges that concern the application and use in the sector.

4.  BUSINESS CASES AND APPLICATIONS IN THE LEGAL PRACTICE

As already mentioned, digital transformation is affecting all sectors. And legal practice is not alien to these changes. We have sketched different reasons for a digital change, from a pragmatic and utilitarian perspective of reducing costs, to a fairer view of making justice accessible for all. The digital revolution comes in two waves. The first is concerned with digital readiness, technification and datafication of businesses, processes and practices. Conversion of the current processes to the digital format and paper-less initiatives correspond to this wave of change. The second level of change aims at creating and finding new value proposals fueled by digital technologies beyond traditional and standard services. In this second wave, AI has a relevant role. This does not prevent the technique from having a great impact also in the first wave of digitization. But it will definitely be transformative in the second wave, helping to achieve operational excellence, a more fluid and innovative user experience, and opening new business opportunities. In the following paragraphs examples of different applications of artificial in the legal field are grouped and described (24) :


	
—  Decision support systems: Decision support systems aims at exploiting the predictive power of machine learning leveraging past legal scenarios with the goal of helping lawyers and judges to make better decisions. Predictions about potential legal outcomes, liability, level of risk, are some of the examples where this technology will have impact. Although decision support systems are not impartial (we already commented on potential biases), they are consistent, in the sense that always answer in the same way under the exact same circumstances. This avoids intra and inter observer variability in favor for a consistent behavior that can be properly leveraged by the lawyer in her decision process. In the following, a brief outline of some of the already deployed products is displayed for illustration purposes:
	
•  Decision support systems may help lawyers forecast an opposing counsel’s argument by finding opinions previously used, associate those arguments to legal practitioners, or predict argument validity according to negatively flagged cases.

	
•  Risk and threat prediction systems may raise early warnings of threats of litigation by analyzing case documents and labelling these according to their predicted risk. For example, an engine for that effect may recognize ambiguous language in documents and score them according to the risk of potentially hiding of critical information.

	
•  Prediction techniques are used to forecast different outcomes based on the applicable law for a case, particular judge in charge, circuit, etc. These systems have been used to predict supreme court decisions, judge’s vote, and to aid lawyers suggesting how a particular scenario is going to develop, how the judge is most likely to rule on the case, etc.

	
•  Another outcome prediction technology targets lawyer’s success. These systems leverage lawyers’ experience, lawsuits where they are involved, success rate and aims at finding and suggesting improvements on potential weak spots or predicting the estimated litigation time on a case.





	
—  Sorting and categorization technologies: These technologies use machine learning to automatically sort and classify electronic information in different formats, documents, case files, images, audio, email, etc. These techniques help to fuel search engines and to improve findability allowing faster access to relevant documents. Examples of classic sorting strategies are automatic topic or multi-topic classification (set of topics from a predefined set found in the document) or degree of relevance of the document for a particular action, among others. The following are in-production examples of this category:
	
•  Extract relevant textual data from legal contracts and other documents to guide lawyers in analysis, due diligence, lease abstraction, ... by converting them to searchable text and summarizing them.

	
•  The unstoppable digitization of cases and court records makes the volume relevant documents and information for an active case difficult to track, technology that allow for semantic indexing and search can be used.





	
—  Suggestion and recommendation systems: Recommender systems exploit similarities to rank a set of elements and present them to the user. Recommender systems can be personalized or not personalized according whether the set of items presented to each user of the system is different. The rationale is that it is not the same to suggest a film to a general public as to suggest a film to a particular person. In this last case information about the user profile and likings is important to bias the suggestion. Recommender systems can be used for information discovery, clustering or aggrupation of items (e.g. documents, emails, …), and ranking of items according to a particular notion of value or relevance. Here are some examples:
	
•  Court cases and lawsuits require legal research. A recommender system based on natural language processing is used to provide a set of recommended readings, related applicable laws or secondary regulations, etc.

	
•  A general use tool based on clustering for searching purposes can be used such that given a document, the system looks for similar documents in terms of topic and semantics even if they differ in wordings.

	
•  Recommenders can be used for service or aggregator providers suggesting law firms or services to potential clients according to their needs or particularities of their situation.

	
•  Suggestion engines applied to patents and copyright databases can be used to find similar applications to the one being analyzed. The system may display the degree of similarity and the relevance of the contrasted documents.





	
—  Anomaly detection and threat detection: By feeding a system with cases or items considered normal, systems built for anomaly detection warns the user of items that potentially deviates and identify the aspects that caused that deviation in the score. These systems can be used to uncover errors or novel information in large volumes of data.
	
•  Consider for example an anomaly detection system that can be used to identify defects, non-compliance or other predefined set of issues on legal documents by comparison with documents correctly filled.

	
•  Threat and anomaly detection can be used to uncover unfair contract terms that may create imbalances between obligations and rights.





	
—  Information synthesis and summarization: The progress of machine learning applied to Natural Language Processing has boosted the application of automatic summarization techniques and human aided text synthesis. In the following we find some examples of the application of this technology.
	
•  Summarization of high volumes of contract reviews.

	
•  Assistive software to create and fill legal claims.

	
•  Automatic redaction with suggested wordings according to a given concept of sentence.

	
•  Creation of pre-filled templates for specific purposes such as NDA drafting or agreements.





	
—  Analytics: Although not necessarily fueled by AI an important meta-umbrella in digital transformation of legal practice is that of legal analytics. Analytics usually refer to the objectivization and real time monitoring of indicators that provide value to the service or process. In that respect, some of these indicators can be derived from forecasting.
	
•  A firm can digitally store all the lawsuits in a data warehouse and produce decision support dashboards to aid in the decisions of the governing board and help in individual strategic decision-making processes.

	
•  Public information can be retrieved and maintained to provide an accurate at-a-glance overview of a particular legal area, with comparative status of different firms, active cases, etc.

	
•  Analytics are usually used for business indicators, tracking fees, pricing, products, budgets, and other administrative elements.







5.  CHALLENGES AND TRENDS

Despite all advances, advantages, and success stories of AI there still are many challenges ahead. Maybe one of the most important challenges of AI is the building of trust on these techniques. Why would anyone trust an artificial system that has been exposed and is able to digest millions of cases under a strict performance control? The most widely found reason for not to trust these systems is because one does not know why it is predicting what it predicts. Machine learning uses mathematical operations and optimizes a success function that match the data with the corresponding and desired outcome. All these elements are in control of the designer and introduce the inductive biases commented. But the exact patterns that the method uncover are usually beyond the control of the designer. And reality is that current methods are still not good to provide human acceptable explanations. To many machine learning algorithm designers, the controls and methodologies used are enough guarantees to trust the algorithms. But, interpretability and explainability of black-box algorithms is important to help build trust in those products.

However, building trust is not the only reason for asking for explainability in machine learning models. Many current regulations require decisions to able to be contested by the client. For example, the Guidelines on automated individual decision-making and profiling, interpreting Regulation 2016/679 GDPR requires the criteria relied on to reach a decision; or Directive 2014/65 on Markets in Financial Instruments obliges to provide information about algorithms and the systems used for trading; or the Charter of Fundamental Rights of the European Union art 41 requires an administration to give reasons for its decision. The answer to these examples may require not only to produce a prediction but to release answered arguments and legal motivation in case of contesting the decision.

Accepting algorithms at bold face when they are controlled by other parties with potentially hidden objectives and intentions goes beyond the kind of trust mentioned above. As any other algorithm, a malicious designer can code the algorithm to favor particular decisions; or even an algorithm can be ‘hacked’ to produce faulty results. When the chain of trust dilutes, check mechanisms are to be enforced. Certification and auditing of machine learning algorithms is necessary not only to build trust but to check these work as they are intended to. Risk-based auditing means ensuring that a given machine learning system provides the intended service without unintended side-effects. Besides the already mentioned explainability, three of the most important risk dimensions to consider for auditing are accuracy, fairness, and privacy. The accuracy risk amounts to understanding the limitations of a solution considering the quality, reliability, and societal impact of the decisions. Fairness ensures that machine learning predictions do not display unjust or marginalizing behavior with respect to protected or sensitive factors. Privacy aims at preserving data confidentiality accounting for legal risks from three different sources: reidentification risk, data linkage risk, and sensitive attribute inference risk. Reidentification corresponds to the probability of inferring the identity of an individual in the training set. Data linkage concerns the probability of joining two different data sources at record level. In order to do so finding a univocal relation between each of the records in both data sets is needed. This can be exploited for obtaining further information of each of the items in the data set. Finally, inference of sensitive data corresponds to the use of machine learning techniques to predict sensitive attributes from the other used attributes. If that is possible, sensitive information is leaked through the rest of the features.

Current systems are usually forced to produce a prediction. There are mechanisms that allow an algorithm to restrain of answering when the evidence is not enough, confidence is not enough, or the associated risk of the prediction is high. These are sometimes found in the literature under the name of classifiers with rejection. The basic premise of these systems is that they output not only the prediction but also a measure of uncertainty on the prediction. Uncertainty can be derived because of many causes, for example, because a particular instance does not resemble the data it has been trained with, or the case is really close to the decision boundary and not sufficient confidence is given.

Finally, as mentioned in the introductory sections, machine learning is moving towards integrating top-down (model-based models) and bottom-up (data-driven algorithms). Remember that top-down approaches aim at working with symbolic information as basic units of manipulation for high level intellectual processes such as reasoning, common sense, or creativity. On the other hand, we find bottom-up approaches that have been widely discussed throughout this chapter. A very promising line of research concerns the hybridization of both branches. This fusion is reasonable as bottom-up techniques allow for building symbolic information from sub-symbolic data. Additionally, model-based approaches require validation of the underlying model by data, for these to be reliable. An important model-based approach refers to causal models. These are models that have the concepts of cause and effect built in. These are great tools for automating prescriptive decision-making, for acquiring knowledge through algorithmic interventions, or for explainability considering counterfactual questions. Unfortunately, causal models cannot be deduced from data alone. However, other branches of machine learning such as reinforcement learning can help in this respect. Remember that reinforcement learning considers interactions with the environment. As such, these methodologies allow for the control of the process of data acquisition. This is an excellent tool for inferring the underlying required models and serving as a confluence among both branches.

As a final note, I firmly believe that this is an exciting time for the legal industry to think about how technology can help meet needs, resolve potential bottlenecks, think about new ways to pursue the profession, and provide better service. Additionally, AI opens a great opportunity for new professions that harness knowledge from law and data science.






	 (1) 

	ANDERSON, P.W., "More is Different", Science, vol. 177 (4047), 1972.


	 Ver Texto 




	 (2) 

	This is still to be scientifically proved but it is the most accepted hypothesis in biology and neuroscience.


	 Ver Texto 




	 (3) 

	The reader may check LEGG, S., HUTTER, M., "A Collection of Definitions of Intelligence", Frontiers in Artificial Intelligence and Applications, vol. 157, 2017, 17-24, for a compendium of more than 70 different definitions of intelligence.


	 Ver Texto 




	 (4) 

	PICCININI, G., "Functionalism, Computationalism, and Mental Contents", Canadian Journal of Philosophy, Vol. 34 (3), 2004.


	 Ver Texto 




	 (5) 

	GOERTZEL, B., PENNACHIN, C., Artificial General Intelligence, Springer, Berlin, 2006.


	 Ver Texto 




	 (6) 

	In the extended mind thesis of Chalmers and Clark, the concept of mind is extended to physical external objects that helps in the functioning of the mind and influence the mind states. For example, a diary, a computer, external storage of pictures, etc. This view clearly illustrates the intimate relationship between the concept of mind and sensory information channels. See: CLARK, A., CHALMERS, D. J. "The extended mind", Analysis, Vol. 58, N.o 1, 1998.


	 Ver Texto 




	 (7) 

	This is a non-exact quotation of a larger intervention of D. Dennett on AI. I best effort to keep the most important ideas and literal interventions without biasing his words and meaning. More about his thoughts on AI can be found in DENNETT, D., From Bacteria To Bach and Back, Ed. Penguin Books, 2017.


	 Ver Texto 




	 (8) 

	Quotation attributed to British mathematician Clive Humby.


	 Ver Texto 




	 (9) 

	https://www.oecd.org/gov/access-to-justice.htm (accessed September 2020).


	 Ver Texto 








OEBPS/images/im0001771394.jpg
Artificial Intelligence
and the Law

Editors

Pablo Garcia Mexia
Francisco Pérez Bes

Coordinator

Argyri Panezi

Q® Wolters Kluwer





OEBPS/content/NcxToHtml.html












































		Autor

		Preface

		Chapter one Technological and business aspects		I. The concept of “AI”. Opacity and societal impact		1. CLASSIFICATION OF THE CONCEPTS OF AI

		2. AI AS THE CATALYST OF DIGITAL TRANSFORMATION ACROSS INDUSTRIES

		3. THE ROLE OF MACHINE LEARNING

		4. BUSINESS CASES AND APPLICATIONS IN THE LEGAL PRACTICE

		5. CHALLENGES AND TRENDS









		Chapter two Ethical and organizational aspects		I. Philosophical and ethical challenges of AI. The importance of awareness		1. THE DAWN OF AI ETHICS

		2. MACHINES THAT DECIDE

		3. UNDOING OLD ETHICS

		4. STEPS TOWARD ETHICS FOR MACHINES

		5. PROGRAMMING ETHICS

		6. CONCLUSION: EU ETHICS GUIDELINES FOR AI





		II. Soft-law, self-regulation and compliance in AI		1. HOW TO REGULATE AI?

		2. THE ADAPTATION OF LEGISLATION TO THE NEW AI SCENARIO

		3. THE DEVELOPMENT OF A NEW BODY OF RULES FOR AI

		4. THE SYSTEM OF CODES OF CONDUCT IN CURRENT REGULATIONS









		Chapter three The great legal problems of AI		I. The regulatory challenges of AI. An overview		1. WHAT DO WE MEAN BY "AI"?

		2. IS THE LAW PREPARED TO MEET THE CHALLENGES OF AI?

		3. REACTIONS FROM THE LEGAL FIELD





		II. Equality and AI. Bias and discrimination		1. TOWARDS A FAIRER SOCIETY

		2. BIAS AND DISCRIMINATION





		III. AI and privacy. Physical risks, logical risks. A view from Latin America		1. AI AND PRIVACY. A VIEW FROM LATIN AMERICA

		2. BY WAY OF CONCLUSION









		Chapter four Legal remedies for a human-centered AI		I. The principle of the rule of law in the regulation of AI		1. INTRODUCTION

		2. THE RULE OF LAW IN DIGITAL TRANSITION

		3. ALGORITHMS AND THE PUBLIC SPHERE

		4. AUTOMATED DECISION-MAKING AND PERSONAL DATA

		5. HORIZONTAL EFFECTS AND SAFEGUARDS

		6. CONCLUSIONS





		II. AI: an ecosystem approach to manage risk and uncertainty		1. AI IS NOT A BIG RED BUTTON

		2. AI MEETS LIABILITY RULES

		3. MANAGING RISKS AND UNCERTAINTIES: INDIVIDUAL OR COLLECTIVE LIABILITY?

		4. HOLDING ARTIFICIAL AGENTS LIABLE

		5. CONCLUSION: THE ANIMALS AND THE ZOO



















OEBPS/images/im0001771225.jpg
3. Wolters Kluwer






OEBPS/images/im0001771224.jpg
= LALEY





OEBPS/images/im0001771226.jpg
Public views of Al's Impact on soclety
are often mixed

96 who say the development of artificial
mostly been a Sor society

welligence has

ASIA-PACIFIC Bad thing Good thing
Singapore 16 72
South Korea B o
India
Taiwan
Japan

Mailaysia

Australia 39 a9
AMERICAS
Brazil 39 53
us. aa a7
canada 43 26

EURGPE & RUSSIA

Sweden

rain = =
o = =
S = :
Netheriands
amrrriary = =

Uk a4 23
Czech Republic 36 a5
=

Poland

France a7 37

MEDIAN 33 53

NOLe: RESPONUENTS Who did NOt EIVE an answer are not shown.
Source: Intern co Survey 2019 2020. Q1 1b
Science and . steom Across Global Pu

PEW RESEARCH CENTER

sts Hole Sties






OEBPS/images/im0001771261.jpg
Text
Act
Read
Document
Pen
Swim
Run

play
Go

Administrator
Legal
Attorney
Judge
Court
Policy
Norm
Regulation
License

GROUP A

GROUP B






OEBPS/images/im0001771263.jpg
!
z1

Y
2 W2

z

w3

T3 ” ie

T4

z4)
+wy

+ w3x3

+ waxs +

Z1

+wy

U(W()

Y






OEBPS/images/im0001771262.jpg
# words legal

o O o

relevant

w
[l

not relevant

# references to related cases





OEBPS/images/im0001771264.jpg
inputs

o
XY
S

% QA
W
oS

layer, layers layers






