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			La tecnología no es demoníaca, pero su esencia es misteriosa. La esencia de la tecnología, como destino del desvelamiento, es el peligro. 

			martin heidegger, The question concerning technology, and other essays 

			La tecnología es hoy una de las metáforas más potentes para entender el tejido —las redes e interfaces— de que está hecha la subjetividad. Pero contra la potencia de esa metáfora se alzan dos aguerridos adversarios: los que aún creen en la existencia del sujeto moderno dotado de un yo autónomo, identificado con la razón y capaz de dominar las pasiones, las emociones, los deseos; y los que se hallan convencidos de que la tecnología, especialmente la audiovisual y la digital, son el último avatar de la decadencia y desmoralización de Occidente.

			jesús martín-barbero, “Crisis identitarias y transformaciones de la subjetividad”
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			Presentación. La condición digital humana. Hacia una ética para la tecnología en el siglo XXI1

			El lector va a encontrar en este ensayo un texto que aborda de manera profunda y rigurosa los complejos dilemas éticos que plantea la transformación digital en el contexto del Antropoceno y el auge de la inteligencia artificial. Este trabajo no sólo diagnostica los desafíos actuales, sino que propone caminos concretos para orientar el desarrollo tecnológico hacia el bien común y la sostenibilidad planetaria, fundamentándose en una amplia y pertinente base bibliográfica.

			Alcances de la obra

			El propósito central de la obra es revisar las condiciones de posibilidad para la ética en el siglo XXI, considerando la intertextualidad interdisciplinaria, y señalar puntos críticos para desarrollar la transformación digital (td) en las desafiantes condiciones actuales, especialmente en las instituciones de educación superior. Se parte de la premisa de que la evolución del contexto mediático y tecnológico no puede comprenderse de manera lineal, sino como una red compleja. Vivimos en un mundo en donde la condición humana es ya digital. La td, impulsada por sistemas de plataformas digitales y modelos de inteligencia artificial (ia), se implementa cada vez más en todos los dominios cotidianos, ofreciendo beneficios pero también conllevando riesgos significativos. La ética se ha presentado como la solución clave para contrarrestar estos riesgos. Sin embargo, el debate actual sobre la agencia de los usuarios y el poder de los algoritmos demuestra que los estudios contemporáneos a menudo subestiman las formas de agencia y resistencia de los usuarios. Filósofas como Nathalie Smuha señalan que la forma en que se confía en la ética en este contexto es deficiente, pues orienta el empleo problemático de la tecnología hacia usos “aceptables”, legitimando su adopción, o se instrumentaliza como etiqueta de calidad para estimular el despliegue de la ia, como parte de una doctrina de “progreso” (p. 18).

			Por eso, el trabajo del autor enfatiza que la ética debe ir más allá de la ley y la organización social y no debe ser percibida como formalista o vulnerable a la instrumentalización. En ese orden de ideas, es imperante que ética no se conciba como una mera intelectualización de problemas complejos. La reflexión sobre la ética de la tecnología es necesaria y urgente, pero requiere aclarar lo que entendemos por tecnología, distinguiendo entre técnica, tecnología, tecnicidad y ethos.

			Principales ideas y temas abordados

			La obra se articula en torno a varios ejes temáticos para comprender la ética en la era digital y el Antropoceno:

			
					La td y su naturaleza farmacológica. La td no es neutral, toda tecnología tiene una “doble carga” de valor, pudiendo usarse para fines buenos o malos. Las tecnologías son intrínsecamente farmacológicas, siendo tanto apoyo (remedio) como destrucción (veneno). Esto exige revaluar los conceptos éticos y su aplicación en un contexto digital.

					La sociedad-plataforma y la economía de la atención. Vivimos en un contexto de plataformización y guerras comerciales, donde ecosistemas controlados por corporaciones privadas y Estados compiten por el lucro privado sobre el beneficio público. La internet, impulsada por el lucro, se ha convertido en una infraestructura privatizada. Las plataformas definen los términos de interacción y tienen acceso exclusivo a datos valiosos. Esto se relaciona con la economía de la atención, donde la abundancia de información crea una escasez de atención, y las tecnologías digitales se han convertido en herramientas para capturar y controlar el tiempo y la experiencia.

					El auge de la ia y los algoritmos. La ia, especialmente la que se basa en modelos extensos de lenguaje (llms), se ha convertido en una tecnología central para crear y circular conocimiento, influyendo en la toma de decisiones importantes sobre las personas en diversas áreas. Sin embargo, opera tras bambalinas, envuelta en secretismo corporativo, a menudo sin rendición de cuentas. Los algoritmos se basan en patrones estadísticos y no “entienden” en el sentido humano. Se comportan como un “loro estocástico” (p. 89) que une formas lingüísticas sin referencia a significado genuino. Esto genera riesgos como sesgos, discriminación, desinformación y falta de transparencia.

					La relación entre tecnología y humanidad (tecnicidad y evolución exosomática). La tecnicidad originaria y la evolución exosomática son conceptos clave para entender que el ser humano ha estado siempre coconstituido por la tecnología. No es externa, sino que moldea nuestra existencia y cognición. Esto implica que la vida ética debe ser aprehendida en conjunto con la técnica.

					El Antropoceno y la crisis ecológica. El Antropoceno se caracteriza por el impacto humano a escala geológica y biofísica, con el aumento de la entropía en múltiples ámbitos (físico, biológico, informacional, psicosocial). La digitalización, aunque se presente “en la nube”, tiene un costo ambiental significativo, contribuyendo al consumo de energía y recursos. La crisis ecológica tiene una raíz humana, exacerbada por ideologías tecnofílicas y un paradigma tecnocrático que subordina el ambiente y lo humano a la utilidad y el crecimiento.

					El rol de la universidad y la educación. Las instituciones de educación superior enfrentan desafíos como el desmantelamiento de profesiones tradicionales y la transformación del conocimiento práctico por la ia. La universidad debe ser proactiva ante la digitalización, pero también un espacio para reflexionar críticamente sobre sus efectos sociales y éticos. Es necesaria una transformación que incluya la revisión de prioridades, el fomento del aprendizaje ensanchado (ampliando el entorno de enseñanza-aprendizaje mediante en td), y la integración de las humanidades digitales y la computacionalidad.

					La necesidad de nuevas alfabetizaciones. Dada la ubicuidad de los sistemas automatizados, es crucial desarrollar alfabetizaciones más allá de la digital tradicional, incluyendo la alfabetización algorítmica y de datos. Esto permitirá reconocer el uso de estos sistemas, entender cómo funcionan, trabajar con ellos críticamente y resistir su uso indebido.

			

			Aportes a la reflexión sobre la ética del Antropoceno y la inteligencia artificial

			La obra realiza contribuciones significativas al debate ético contemporáneo, especialmente en estos ámbitos:

			
					Conexión entre crisis ecológica y td. La obra argumenta de manera convincente que la crisis del Antropoceno y la td no son fenómenos separados. La digitalización, a menudo vista como etérea (“la nube”), tiene una materialidad y un costo ambiental real que contribuye al agotamiento de recursos y al cambio climático. La obra sitúa la ética digital en este contexto planetario urgente.

					Crítica profunda al paradigma tecnocrático y antropocéntrico. Desafía la visión de la tecnología como solución universal (solucionismo tecnológico), el dominio de los intereses corporativos y el antropocentrismo que ignora el impacto en el ambiente y en otras formas de vida. Argumenta que la visión predominante de progreso tecnológico, desvinculada de valores éticos amplios, es insostenible.

					Superación de enfoques éticos limitados. Va más allá de la ética aplicada superficial o instrumentalizada y propone una ética más próxima a la praxis, arraigada en la comprensión de la tecnicidad como condición humana y en la necesidad de un cuidado sistémico. Recoge la necesidad de ir más allá de un universalismo ético abstracto, considerando la multiplicidad de valores y contextos.

					Análisis crítico de la ia y los algoritmos. Proporciona un análisis detallado de los riesgos asociados a la ia y los algoritmos, incluyendo la opacidad, el sesgo, la manipulación de la esfera pública, la explotación laboral (gig economy detrás del entrenamiento) y el impacto energético. Destaca que la ia actual, basada en modelos estadísticos, carece de significado genuino y puede generar “alucinaciones” o contenido erróneo con confianza.

			

			Principales propuestas éticas para el Antropoceno digital

			La obra no se limita al diagnóstico, sino que propone diversas estrategias y marcos éticos para orientar la td y la ia. Algunos de estos son:

			
					Priorizar el valor público y el bien común. Frente a la lógica del lucro corporativo que domina el ecosistema digital, se aboga por un enfoque centrado en el bien común. Esto implica rediseñar sistemas digitales para servir al público en lugar de venderle.

					Impulsar la innovación social digital (isd): Promover el uso colaborativo de tecnologías digitales por parte de innovadores, usuarios y comunidades para cocrear soluciones a necesidades sociales de gran escala, conectando iniciativas de base con el apoyo estratégico.

					Adoptar el enfoque del slow tech. Inspirado en el movimiento Slow food, esta obra propone diseñar, desarrollar y usar las tic digitales para que sean buenas, limpias y justas.
	Buenas. Centradas en el ser humano, accesibles, inclusivas, que fomenten la equidad, mejorando la experiencia humana sin reemplazarla por completo.

	Limpias. Sostenibles, minimizando el impacto ambiental en todo su ciclo de vida (desde materias primas hasta eliminación).

	Justas. Atentas a las condiciones laborales dignas de las personas en toda la cadena de suministro y protectoras de la privacidad y la seguridad de los usuarios. El slow tech es una brújula heurística que introduce límites morales, de equidad y ambientales.





					Practicar el diseño justo. Asegurar que el diseño de tecnologías y sistemas sociotécnicos no reproduzca la opresión sistémica, sino que contribuya a la liberación colectiva y a la sostenibilidad ecológica. Implica reevaluar los valores, prácticas, narrativas, sitios y pedagogías del diseño.

					Fomentar la alfabetización algorítmica y la agencia. Capacitar a los ciudadanos para que entiendan y trabajen críticamente con los sistemas algorítmicos, decidiendo qué información ignorar (desatención crítica), y cómo influir o resistir el poder algorítmico. Buscar diseñar algoritmos que promuevan la deliberación y la inteligencia colectiva y no solo la interacción.

					Implementar la auditoría sociotécnica (sta): Evaluar sistemáticamente no solo los componentes algorítmicos, sino también los componentes humanos y las interacciones dentro de un sistema. Esto se complementa con las auditorías algorítmicas propuestas por instituciones como el Instituto Ada Lovelace.

					Reconfigurar la universidad. Adaptar la estructura y la cultura universitaria para abordar los desafíos de la td, promoviendo la interdisciplinariedad, la integración de la computacionalidad y las humanidades, la gestión del cambio organizacional y la orientación hacia el valor público.

					Promover una conciencia colectiva y corresponsabilidad. Fomentar que usuarios, proveedores y formuladores de políticas de tic sean conscientes de la complejidad del contexto social, económico y ecológico, para que orienten la ciencia y la técnica a una visión más sistémica.

			

			El valor agregado de la propuesta

			El ensayo no presenta sus propuestas de forma aislada, sino que las contrasta con otras visiones, como las siguientes: 

			
					Frente al dominio corporativo, el libro se distancia del enfoque puramente corporativo de la td y la ia. Critica la instrumentalización de la ética por parte de las big tech y propone la búsqueda del valor público y el bien común como una alternativa necesaria al modelo impulsado por el lucro.

					Frente al tecnosolucionismo y el optimismo ingenuo. Las propuestas como el slow tech y Diseño justo se oponen al “imperativo tecnológico” que sugiere hacer todo lo tecnológicamente posible. A diferencia del optimismo transhumanista que confía ciegamente en la tecnología para la liberación y mejora infinita, la obra subraya los riesgos, las consecuencias imprevistas y la necesidad de prudencia y límites. Mientras algunos transhumanistas critican los temores sobre la tecnología, este ensayo se fundamenta en la “heurística del temor” de Jonas para anticipar peligros y motivar la responsabilidad.

					Frente a la neutralidad de la tecnología. Rompe con la tesis de que la tecnología es neutral y puede usarse bien o mal, argumentando que el diseño mismo es un acto moral con doble carga de valor. Esto fundamenta la necesidad de orientar el diseño desde valores éticos explícitos, como propone el slow tech.

					Frente a la desatención ética. Aunque se reconocen esfuerzos internacionales (Unesco, Rome Call, Nairr), el ensayo sugiere que, a menudo, estos se centran solo en los riesgos reactivos, o que pueden ser insuficientes. Las propuestas de auditoría sociotécnica y alfabetización algorítmica buscan ir más allá de la superficie y abordar la opacidad y la falta de rendición de cuentas en el backend de los sistemas.

					Frente a la visión reduccionista de la ia. Contrasta la visión de la ia como simple “automatización basada en asociaciones” o “loro estocástico” sin comprensión con la necesidad de reconocerla como parte de sistemas sociotécnicos complejos que coconfiguran el mundo. Aunque reconoce la falta de conciencia o moralidad en las máquinas, propone pensar en la “amplificación algorítmica de buenos argumentos” (p. 285) y la combinación de modelos neuronales y simbólicos para una inteligencia colectiva digitalmente asistida orientada al bien común.

					Frente al antropocentrismo tradicional. Se alinea con perspectivas poshumanistas y de ética ecológica que critican el lugar central del ser humano en el pensamiento tradicional. Aunque no necesariamente adopta una visión poshumanista radical que busca la superación biológica del humano, sí aboga por un “giro ecomediático”, una ética que considere a los no-humanos y una responsabilidad que abarque el planeta entero. Retoma la reflexión del papa Francisco en la encíclica Laudato si’ sobre la conexión entre la degradación ambiental y la degradación humana y social; y la crítica al paradigma tecnocrático.

			

			Una obra para diversos públicos

			La riqueza y complejidad del ensayo permiten aproximaciones adaptadas a diferentes audiencias:

			Para investigadores de tecnologías digitales recientes

			Este ensayo les ofrece un marco conceptual robusto y profundamente fundamentado para situar su trabajo en el campo de las tecnologías digitales más allá de la optimización técnica. Invita a reflexionar sobre la tecnicidad originaria y la evolución exosomática como lentes para comprender la ia y la td. No como herramientas neutrales, sino como fuerzas coconstitutivas de lo humano y del planeta.

			El trabajo diagnostica críticamente el dominio de los intereses corporativos en el desarrollo de la ia y las plataformas, desafiando el tecnosolucionismo. Propone orientar la investigación hacia el valor público mediante conceptos como la innovación social digital (isd) y la ia para la inteligencia colectiva.

			Enfrenta directamente los problemas de opacidad, sesgo y falta de agencia algorítmica. Presenta propuestas operativas como la auditoría sociotécnica (sta) y el diseño justo como metodologías críticas para evaluar y moldear los sistemas digitales. La idea del slow tech desafía la constante búsqueda de velocidad y eficiencia, invitando a considerar la deseabilidad social, la sostenibilidad ambiental y la equidad laboral en el ciclo de vida de las tic.

			La obra se apoya en una extensa bibliografía que abarca desde la filosofía de la tecnología y la sociología de la ciencia hasta la ética computacional y los estudios críticos de medios, ofreciendo un diálogo interdisciplinario esencial. Invita a ir más allá de la visión de la ia como “loro estocástico” o simple sustituto, explorando la integración neurosimbólica y el diseño de algoritmos orientados a mejorar la deliberación democrática.

			Este ensayo es un llamado a integrar la reflexión ética y social en el corazón mismo de la investigación y el diseño de tecnologías, reconociendo nuestra responsabilidad en la conformación de un futuro digital que sea, ante todo, humano y sostenible en el contexto del Antropoceno.

			Para docentes universitarios

			El ensayo ofrece un diagnóstico fundamental y un mapa de ruta para abordar la profunda td que está reconfigurando no solo la educación superior, sino la sociedad en su conjunto. Subraya el rol crucial de la universidad como espacio para la reflexión crítica ante los impactos sociales y éticos de la digitalización y la ia.

			La obra desafía la visión tradicional de la enseñanza-aprendizaje, mostrando cómo la mediatización de la sociedad ha impulsado el aprendizaje ensanchado, llevando el conocimiento más allá de las aulas formales. Esto nos exige revisar las prioridades y estructuras de nuestras instituciones, e incluso considerar la necesidad de una “posuniversidad”.

			La irrupción de la ia plantea retos significativos para el futuro de las profesiones y la producción de conocimiento. El ensayo argumenta la necesidad de integrar la computacionalidad con las Humanidades Digitales y de fomentar enfoques interdisciplinarios para abordar problemas complejos (“problemas enrevesados”, p. 143).

			Un aporte central es la urgencia de desarrollar nuevas alfabetizaciones, particularmente en alfabetización algorítmica y en datos. Esto es vital para capacitar a nuestros estudiantes como ciudadanos críticos capaces de entender y navegar un mundo mediado por algoritmos opacos.

			Finalmente, el ensayo llama a orientar la td en la universidad hacia el valor público y el bien común, resistiendo la tendencia a que la digitalización sea subsumida por lógicas corporativas. Es una invitación a formar profesionales y ciudadanos responsables que puedan contribuir a un futuro digital justo y sostenible en la era del Antropoceno. Su amplia referenciación lo convierte en una fuente invaluable para enriquecer nuestros cursos y debates académicos.

			Para estudiantes de educación superior

			Así mismo, el ensayo puede leerse como una guía esencial para entender el mundo digital en el que los actuales estudiantes universitarios crecieron y en el que desarrollarán sus vidas profesionales y ciudadanas. Muestra que la tecnología, especialmente la ia y las plataformas que estos usan a diario, no son solo herramientas neutras: tienen un profundo impacto en quiénes somos, cómo nos relacionamos y en el futuro del planeta.

			Hace un llamado a reconocer que esta transformación digital viene con riesgos importantes, como la falta de transparencia de los algoritmos, el uso de datos personales, la posibilidad de sesgos y discriminación, e incluso un impacto ambiental del que pocos hablan. El ensayo ayuda a ver que esta realidad digital está dominada hoy por grandes corporaciones que a menudo priorizan el lucro sobre el bien común.

			Este trabajo busca también empoderar. Introduce el concepto de condición digital como parte intrínseca de la vida humana y la idea de tecnicidad para comprender su relación fundamental con la tecnología. Más importante aún, presenta la necesidad de desarrollar una alfabetización algorítmica que permita entender cómo funcionan estos sistemas y, crucialmente, cómo ejercer su propia agencia y resistencia frente a su poder.

			Propuestas como el slow tech y el diseño justo, invitan a imaginar y exigir tecnologías que sean buenas, limpias y justas. El ensayo destaca la importancia de un pensamiento crítico y una participación activa para construir un futuro digital que no reproduzca desigualdades sino que promueva el bien común. Es una invitación a ser protagonistas conscientes en la construcción de la “civilización digital” en la era del Antropoceno.

			Para el público en general

			Este ensayo invita al público en general a detenerse y a reflexionar sobre la revolución digital que está transformando nuestras vidas de manera acelerada. Lo que usamos a diario —desde redes sociales y buscadores hasta aplicaciones de ia— no es sólo tecnología, pues es parte de un ecosistema digital complejo con enormes implicaciones éticas, sociales y ambientales.

			El libro explica que la transformación digital y el auge de la inteligencia artificial están reconfigurando el poder, concentrándolo en grandes corporaciones que deciden, a menudo sin transparencia, cómo funcionan los algoritmos que influyen en lo que vemos, pensamos y decidimos.

			También nos conecta con una realidad urgente: vivimos en el Antropoceno, una era donde la actividad humana, impulsada por la tecnología, está alterando el planeta de forma irreversible. Esta crisis ecológica está intrínsecamente ligada a nuestra forma de desarrollar y usar la tecnología.

			Este ensayo no es fatalista. Nos presenta la necesidad de una ética que vaya más allá de las reglas tradicionales y que se adapte a nuestra condición digital. 

			Este trabajo es un recordatorio de que no somos meros usuarios pasivos. Tenemos la capacidad de exigir transparencia, de desarrollar un pensamiento crítico y de informarnos para participar en la conversación sobre cómo queremos que la tecnología moldee nuestro futuro. Es un llamado a la corresponsabilidad para asegurar que el bien común prevalezca sobre el afán de lucro en la construcción de la civilización digital.

			Rigor del trabajo y amplias referencias

			La obra se distingue por su notable rigor académico, manifestado en la profundidad conceptual con la que aborda términos clave como transformación digital, tecnicidad, Antropoceno/Entropoceno, ia, algoritmos y poshumanismo/transhumanismo. La exploración de la naturaleza farmacológica de la tecnología y la coconstitución mutua entre humanidad y técnica a lo largo de la historia (“evolución exosomática”) proporciona un sólido marco teórico.

			La amplitud y pertinencia de sus referencias es una de sus mayores fortalezas. El ensayo dialoga con una vasta gama de autores y campos del conocimiento, incluyendo: Filosofía y Teoría Crítica2, Estudios de Comunicación y Medios3, Informática y Estudios de ia4, Sociología, Economía Política y Estudios Sociales de la Ciencia5, Organizaciones Internacionales y Reportes Institucionales6 y Ética Ambiental y Ecológica7 

			Esta vasta red de referencias permite al ensayo situar el debate ético en la vanguardia del pensamiento contemporáneo, contrastar diversas perspectivas y construir argumentos sólidos y matizados sobre la complejidad de la relación entre tecnología, humanidad y planeta. La rigurosidad se observa no solo en la cantidad de referentes, sino en la forma en que se integran y ponen en diálogo estas fuentes.

			En resumen, este ensayo ofrece una mirada crítica y fundamentada sobre los dilemas éticos de la td y la ia en el Antropoceno. Destaca la rigurosidad de su análisis, la amplitud y pertinencia de sus referencias que integran múltiples disciplinas, y propone un conjunto de ideas y marcos como el slow tech, el Diseño justo, el valor público y la alfabetización algorítmica para orientar el futuro digital hacia la justicia, la equidad y la sostenibilidad. Es una lectura esencial para comprender y actuar en nuestro complejo presente.

			Jaime Alejandro Rodríguez
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			Introducción

			En las últimas seis décadas, la transformación digital (td), basada en el despliegue de la internet, la economía de la atención, las plataformas digitales, la llamada internet de las cosas (iot, por sus iniciales en inglés) y la inteligencia artificial (ia), ha modificado las sociedades humanas a una velocidad y con un alcance sin precedentes, con la consecuente aparición de nuevos desafíos éticos, sociales, culturales, políticos y legales.

			Corporaciones privadas como las llamadas faatman (Facebook/Meta, Amazon, Apple, Tesla, Microsoft, Alphabet/Google y Netflix) y bat (Baidu, Alibaba y Tencent), la mayoría de las cuales no alcanza las tres décadas de antigüedad, dominan el mercado planetario, mientras evaden leyes fiscales nacionales, explotan el trabajo temporal (gig working) y promueven una economía de datos y atención en la que nuestra información privada se compra y vende, con o sin nuestro consentimiento, para perfilarnos y tratarnos como mercancía en lugar de usuarios.

			Por su parte, la explosión contemporánea de ia generativa (Genai), un tipo específico de ia desarrollado mediante modelos como Chatgpt, dall-e, Stable Diffusion o Midjourney, emula la estructura y las características de los datos de entrenamiento constituidos por información que circula en la internet para desplegar así una descomunal capacidad de generación de contenidos sintéticos derivados, como imágenes, videos, audio, texto y música (National Institute of Standards and Technology [nist], 2024).

			La actual combinación de macrodatos (big data), creciente potencia computacional y conectividad cada vez más barata y veloz a la internet ha conducido a una aceleración exponencial de los sistemas de ia, incluidos el aprendizaje automático y el aprendizaje profundo (deep learning) de los llamados modelos extensos de lenguaje (llm, por sus siglas en inglés). Pero los ideales de la internet temprana como un entorno de conectividad universal y neutra, que vincularía al mundo a la manera de un “comunal electrónico” (Cortés, 2011b), se han desdibujado.

			La motivación central de la economía de plataformas digitales ha sido, y sigue siendo, el lucro corporativo de un oligopolio de transnacionales digitales privadas que acapara la mayor parte de nuestro tiempo en línea, regido por un mercado cuya mercancía es la atención humana, mientras los proveedores de internet administran la infraestructura pública basada en la web, con un resultado alarmante para la vida social: una esfera pública global comercializada.

			En tal sentido, hoy podemos admitir que las tecnologías digitales moldean nuestras identidades, la forma en que organizamos nuestras sociedades y cómo nos relacionamos con la naturaleza. Pero, por la misma razón, los cambios tecnológicos, y el modo en que se implementan, pueden ser muy disruptivos e inquietantes.

			En otras palabras, la td operada por los omnipresentes sistemas actuales de plataformas digitales y modelos de ia se implementa cada vez más en todos los dominios cotidianos. Si bien es claro que su uso puede brindar beneficios sustanciales, también es evidente que conlleva riesgos significativos, y que la ética se ha presentado como la solución clave para contrarrestar dichos riesgos.

			Sin embargo, el debate actual sobre la agencia de los usuarios y el poder de los algoritmos demuestra que los estudios contemporáneos sobre plataformas digitales a menudo brindan explicaciones bastante monolíticas del poder algorítmico, que tienden a subestimar las formas de agencia y resistencia (Bonini y Treré, 2024).

			Y es un hecho que estamos frente a procesos sumamente complejos y contradictorios que no se pueden reducir a la simple crítica del llamado “capitalismo de plataformas” (Platcom, 2024). Por ejemplo, los medios sociales están cambiando las concepciones de la política democrática, al tiempo que la ia desafía las ideas sobre lo que es exclusivo de los humanos, y las propuestas para utilizar la ingeniería climática para abordar el calentamiento global bien pueden reconfigurar nuestra responsabilidad hacia las generaciones futuras y los límites entre lo natural y lo artificial (Van de Poel et al., 2023).

			Al respecto, el filósofo Luciano Floridi, experto en ética digital, subraya que la ia generativa ya está redefiniendo nuestra propia comprensión de lo que llamamos contenido al desafiar nociones tradicionales de autoría y modificar la relación entre sus productores y sus consumidores. A medida que aumenta nuestra integración con herramientas de ia, la aparición de nuevas culturas de contenido, en la que la experiencia personalizada puede dar lugar a formas novedosas de intercambio cultural y formación de identidad, podría llegar a reformar nuestra comprensión de la cultura misma, cuya historia podría reconfigurarse como la historia de la producción, difusión, curaduría, disfrute y transmisión de contenidos (Floridi, 2024).

			Pero, entre tanto, observa Sage Lazzaro (2024), escritora y editora de tecnología especializada en inteligencia artificial, la ia generativa nunca podrá ser ética mientras persistan tres cuestiones que actualmente son inherentes a ella, como pecados originales:

			
					se creó con el uso de datos ajenos;

					se basa en explotación laboral (gig economy), y

					está empeorando la crisis energética en forma exponencial, en un momento crucial en el que necesitamos reducir, no acelerar, nuestras demandas energéticas y nuestro impacto ambiental1.

			

			De ahí que, como lo expresa la filósofa Nathalie Smuha, la forma en que se confía en la ética en este contexto resulte hoy deficiente. En el mejor de los casos, se le asigna el papel de orientar la tecnología problemática hacia usos “aceptables”, lo que legitima la adopción generalizada de la ia, que se da por sentada. En el peor de los casos, la ética se instrumentaliza como etiqueta de calidad para estimular el despliegue de la ia, como parte de una doctrina más amplia de “progreso” (Smuha, 2021).

			¿Qué significa que un pequeño conglomerado de corporaciones globales controle casi todo nuestro ecosistema de medios en el planeta? ¿Cómo podemos contrarrestar el inmenso conjunto de consecuencias tóxicas que hacen parte de esa td? ¿Es posible construir alternativas que realmente interconecten el mundo movidas no por el afán de lucro, sino por la promoción del bien común? ¿Cómo serán las redes de comunicaciones que respalden esta visión? ¿De qué manera construir hoy una infraestructura de nube independiente? ¿Cómo plantear una gobernanza internacional integral de los sistemas de ia y de las plataformas digitales si, por el momento, están controladas y cooptadas por estas grandes corporaciones?

			No hay una sola respuesta ni un único mapa para resolver estas cuestiones. Por ello, el propósito de la presente obra es revisar las condiciones de posibilidad para la ética en el siglo xxi, en clave de intertextualidad interdisciplinaria (en cuanto todo texto evoca otros escritos), y señalar puntos críticos para desarrollar la td en esas desafiantes condiciones, en especial en el contexto de las instituciones de educación superior (ies), a partir de las humanidades digitales y de los retos para promover el aprendizaje entre individuos de la llamada generación covid-19, en un entorno de desciudadanización propiciada por el “capitalismo cognitivo” (García Canclini, 2020).

			El punto de partida es considerar que la evolución de este nuevo y complejo contexto del cambio mediático y tecnológico no puede comprenderse como una línea, ni siquiera como un árbol que se bifurca. En palabras de Carlos Scolari, investigador en medios digitales interactivos y ecología mediática,

			dejar atrás los modelos lineales e incluso arborescentes es un imperativo intelectual de nuestro tiempo. Si bien pueden ser útiles a la hora de explicar un determinado cambio —las narrativas […] han sido durante siglos y seguirán siendo lineales— o como primer intento para describir un proceso de transformación a partir de bifurcaciones, el estudio de las mutaciones tecnológicas y, ahora también, de las mutaciones biológicas, nos acerca al modelo de la red. […] De frente a las narrativas lineales y eurocéntricas se están abriendo paso en las ciencias sociales nuevas construcciones teóricas inspiradas en conceptos como polifonía, multiorigen, complejidad y red. (Scolari, 2023a)

			Bajo esa premisa, se trata de un esfuerzo de “pensar sin barandillas”, como lo expresaba la filósofa y politóloga Hannah Arendt, “alejado de la comodidad de la rutina interpretativa y expuesto al peligro de la intemperie” (Jaume, 2021, p. 9), ante la evidencia histórica, descrita por el filósofo Juan Luis Suárez, de que “la condición humana es ya condición digital. Los elementos principales de la vida humana, todo aquello que marca nuestra existencia como seres humanos, se nos presentan y se viven de manera digital” (Suárez, 2020).

			Es un ejercicio dispendioso y, por momentos, abrumador, porque el modelo de la red nos enfrenta a varias capas de reflexión y numerosos ángulos o puntos de vista que no se asemejan a las trayectorias lineales a las que estamos acostumbrados en la reflexión académica2. Pero el esfuerzo tiene sentido porque las tecnologías de información y comunicación (tic) se han convertido en una parte esencial de toda la cadena de suministro de sistemas digitales, desde el diseño y desarrollo, pasando por su fabricación, uso e implementación, hasta su eliminación.

			En efecto, la ecología de los medios opera como una “protodisciplina” que estudia el cambio mediático desde un punto de vista de largo plazo, holístico, intermedial, reticular y complejo. Su principal objetivo no es predecir el futuro, sino comprender los cambios del ecosistema mediático como una red en la que el pasado nunca se va y está en constante diálogo con el presente y el futuro (Scolari, 2023a, 2023b).

			Esta mediatización de la sociedad, como base de la td, ha creado nuevos espacios de enseñanza y aprendizaje en todo el mundo. La producción social del conocimiento ha desplazado el eje tradicional de la educación formal, que era la columna vertebral del sistema de enseñanza-aprendizaje, hacia formas de aprendizaje no formal e informal, todo lo cual les exige a las ies revisar las prioridades a las que apunta su estructura actual, incluso hasta considerar la necesidad social de una posuniversidad.

			En consecuencia, la universidad del siglo xxi debe ser proactiva ante la digitalización y, al mismo tiempo, actuar como un espacio para reflexionar sobre la td y sus efectos en la sociedad. En otras palabras, las ies pueden ofrecer hoy un espacio para analizar los impactos sociales de la digitalización y discutir la dimensión ética de las prácticas sociotécnicas cambiantes, en el contexto de una “sociedad posprofesional” en la cual máquinas de ia cada vez más avanzadas transforman el trabajo de los profesionales y crean nuevas formas de compartir el conocimiento práctico en la sociedad.

			Como resultado, las universidades enfrentan un contexto caracterizado por el desmantelamiento de profesiones tradicionales, la industrialización y digitalización de las profesiones, la rutinización y mercantilización del trabajo profesional, y la desintermediación y desacreditación de profesionales que pueden ser reemplazados por personas menos expertas y sistemas de ia de alto rendimiento (Susskind y Susskind, 2015).

			Una señal del desmantelamiento de oficios tradicionales, como lo explica el filósofo e investigador Alejandro Piscitelli, se relaciona con la crisis y el colapso actual de “las profesiones P”, dedicadas a transformar a los demás (profesores, publicistas, impresores, políticos y periodistas), a medida que se impone un nuevo orden social y misceláneo (Piscitelli, 2010).

			Por otro lado, en términos históricos, como lo describe el filósofo y comunicador Gabriel Jaime Pérez, S. J., las categorías de verdad, libertad y justicia han definido la relación entre ética y comunicación a partir del reconocimiento de las personas y de las culturas “como sujetos sociales capaces de diálogo en torno a un proyecto común de sociedad, desde la relación entre veracidad y sentido, entre libertad de expresión y responsabilidad social, y entre derecho a la comunicación y participación ciudadana” (Pérez Montoya, 2007).

			No obstante, la verdad en la condición digital entra en conflicto con la veracidad (usar o profesar la verdad), y la verosimilitud (la apariencia de verdadero). La proliferación de fuentes de información y la velocidad a la que esta se difunde han hecho que sea más difícil discernir la verdad de la falsedad. La información errónea, la desinformación y los ultrafalsos (deepfakes) pueden desplegarse con rapidez, y generan confusión y desconfianza.

			Entonces, un primer desafío urgente radica en desarrollar mecanismos para verificar y validar la información y, al mismo tiempo, promover la alfabetización informacional, mediática y algorítmica en todos los grupos sociales.

			La libertad es otro concepto que está siendo redefinido por la td. Por un lado, la internet y las tic digitales en red han ampliado las libertades individuales al brindar un acceso sin precedentes a la información y permitir nuevas formas de comunicación y expresión. Por otro, también han creado nuevas vías de vigilancia y control, lo que genera preocupaciones sobre la privacidad y el potencial de uso indebido de los datos personales.

			De hecho, como señala la filósofa Carissa Véliz, experta en privacidad digital, digitalizar es vigilar porque al transformar la información en datos la hacemos accesible, registrable y medible, y de ahí a la autocensura hay solo un paso, sobre todo cuando somos conscientes de que nuestras acciones están siendo observadas (Véliz, citada en Heras, 2024).

			Por su parte, la justicia en la era digital garantiza el acceso equitativo a recursos y oportunidades digitales. Y, sin embargo, las brechas digitales, en todas sus expresiones, exacerban las desigualdades sociales y económicas existentes.

			Estos desafíos no son insuperables, pero requieren respuestas reflexivas e informadas. En términos filosóficos, exigen revaluar nuestra comprensión de estos conceptos y de cómo se aplican en un contexto digital, pues la forma en que la mayoría de las personas vivimos, nos comunicamos, trabajamos, aprendemos, viajamos, generamos ingresos y participamos en política ha experimentado cambios profundos vinculados a nuestra condición digital.

			La informatización originada en el siglo xx, habilitada y generada por el soporte electrónico de las computadoras, creó una sinergia con la internet para producir el ciberespacio como entorno totalizador de conectividad virtual. Esa denominación, en una etapa temprana del surgimiento de dicho entorno, describió la manera en que los seres humanos construimos la vida cotidiana, ya sea como ciudadanos particulares, comunidades, grupos de interés, instituciones, corporaciones o naciones, mediante un uso intensivo de los llamados medios sociales, entendidos como la suma de todos los servicios actuales de comunicación e información digital.

			Las plataformas son infraestructuras digitales que articulan interacciones mediante procesamiento algorítmico, monetización y circulación de datos, y también actúan como intermediarias, al conectar diversos grupos de usuarios. Entonces, podemos concebir la actual plataformización de la sociedad como la penetración generalizada de infraestructuras digitales, mecanismos económicos y formas de mediación en varios aspectos de la vida social (Scolari et al., 2024).

			Por ejemplo, el abanico actual de medios sociales incluye plataformas y aplicaciones donde las personas colaboramos para crear, compartir e intercambiar contenidos e ideas en comunidades y redes sociotecnológicas, en áreas tan diversas como

			
					alquiler para alojamiento temporal (Airbnb);

					capacitación (Coursera, AltSchool);

					compartición de videos (YouTube y Vimeo), o fotos (Pinterest);

					compras (Amazon, Mercado Libre);

					construcción de comunidad (Tumblr, Reddit);

					cuidado de animales (Gudog);

					entrega de productos a domicilio (Rappi, Glovo, UberEats, Deliveroo);

					información y entretenimiento (Facebook, WhatsApp, X [Twitter], LinkedIn, Snapchat, TikTok);

					servicios de limpieza (Clintu);

					telepresencia (Skype, Zoom, Teams), y

					transporte (Uber, Cabify).

			

			La diversidad extrema de la infraestructura global de la plataformización se analiza, entonces, como un “ecosistema digital”. Pero, por lo general, pasamos por alto la complejidad del término y su origen biológico aplicado hoy a la vida social como un concepto multidimensional que funciona, a la vez, como definición técnica, modelo y metáfora (Pickett y Cadenasso, 2002).

			Las metáforas, advierte Scolari, sirven para pensar. Y, a pesar de sus limitaciones,

			son uno de los instrumentos fundamentales con que cuentan las ciencias sociales a la hora de darle un sentido al mundo que nos rodea. […] Toda la vida cultural del Homo sapiens se ha vuelto más y más compleja. Y de alcances globales. El coronavirus, ese meme biológico, es un buen ejemplo de cómo algo muy pequeño puede generar efectos catastróficos a gran escala. (Scolari, 2021)

			Podemos rastrear dicha multidimensionalidad siguiendo al filósofo Peter Szendy, para quien la ecología (formada a partir de términos en griego que significan ‘el estudio del hogar’) se define con mayor precisión con Ernst Haeckel —el zoólogo y naturalista que acuñó el término Oecologie en 1866— como “la ciencia de la economía de los organismos, de su modo de vida y de sus relaciones exteriores vitales”. Es decir, “la idea de una economía de la vida orgánica o de una gestión doméstica de la casa Naturaleza” (Szendy, 2023, p. 12).

			De allí se desprende el ecosistema, definido por el botánico Arthur Tansley en 1935 como una comunidad o conjunto biótico y su entorno físico asociado en un lugar específico, que puede ser de cualquier tamaño siempre que los organismos, el entorno y las interacciones puedan existir dentro de él. Y no se limita a sistemas en equilibrio, complejos o estables.

			En verdad, los ecosistemas pueden estar lejos del equilibrio en cuanto cambian en términos de composición, contenido o procesamiento de nutrientes y energía. Por ello, en la década de 1960, Neil Postman y Marshall McLuhan esbozaron la llamada metáfora ecobiológica para explicar que el vertiginoso desarrollo de los medios solo podía entenderse como la creación de un ecosistema cultural al que el Homo sapiens tendría que adaptarse. En palabras de Postman,

			una metáfora biológica guio nuestro primer pensamiento sobre el tema. Recordarán, cuando conocieron por primera vez una placa de Petri, que un medio se definía como una sustancia dentro de la cual crece un cultivo. Si reemplazamos la palabra “sustancia” por la palabra “tecnología”, la definición sería un principio fundamental de la ecología de los medios: un medio es una tecnología dentro de la cual crece una cultura; es decir, da forma a la política, la organización social y las formas habituales de pensar de una cultura. Partiendo de esa idea, invocamos otra metáfora biológica, la de la ecología. (Postman, 2000, p. 1) 

			En concepto del historiador de medios John Durham Peters, “McLuhan nos dio herramientas y vocabulario para comprender nuestra condición mediada. Y casi de manera única hizo de los medios de comunicación su término central” (Peters, 2019, p. 495). Peters retoma la metáfora ecobiológica para afirmar que

			la antigua idea de que los medios son ambientes puede ser invertida: los ambientes también son medios. Agua, fuego, cielo, tierra y éter son elementos —hogareños, sublimes, peligrosos y maravillosos— que sostienen la existencia, y aún no hemos descubierto cómo cuidar de ellos; nuestros esfuerzos para hacerlo constituyen nuestra historia técnica. […] En las ciencias de la vida, “medios” ya significa geles y otras sustancias para elaborar culturas, un uso que crece a partir del antiguo significado ambiental de medio, y en un espíritu similar podemos considerar los medios como ambientes habilitantes que proporcionan hábitats para diversas formas de vida, incluyendo otros medios. Los medios son conjuntos de elementos naturales y artesanía humana. Una vez que entiendes los medios en este sentido ampliado, la filosofía de los medios adquiere un peso y una urgencia considerables. (Peters, 2015, p. 3)

			A partir de Haeckel y Tansley, desde la década de 1930 se configuró una tradición investigativa denominada ecología mediática, entendida como el estudio de los medios (y los sistemas de comunicación complejos), como ambientes biofísicos, tecnológicos y simbólicos, para explicar la manera en que dichos medios afectan la percepción, la comprensión, los sentimientos y los valores humanos, e investigar los ambientes en torno a su estructura, contenidos y consecuencias en las personas (Media Ecology Association, 1999)3.

			Por ejemplo, antes de la explosión de internet y el ecosistema de redes, los investigadores de medios John Dimmick y Eric Rothenbuhler (1984) sostuvieron que la explicación bioecológica del nicho podía aplicarse a la organización social humana como teoría, más que como metáfora o analogía.

			Puesto que los ecologistas habían captado en la teoría del nicho algunos principios generales y fundamentales relativos a la competencia y la coexistencia entre poblaciones de diversas formas, ya fuesen especies animales, vegetales o conjuntos de organizaciones, la teoría abstracta y general del nicho no resultaba ser exclusivamente una teoría biológica.

			Al contrario, se podía considerar una teoría formulada por bioecólogos que permitía describir y explicar la competencia y la coexistencia en la que el nicho de cada industria o población (por ejemplo, impresos, televisión, radio, publicidad exterior e industrias emergentes para ese momento) vendría a ser su uso proporcional de anuncios locales, nacionales o clasificados (Dimmick y Rothenbuhler, 1984).

			Dicha teoría, definida por las necesidades de las audiencias/usuarios, con énfasis en los procesos de adaptación y la competencia por recursos limitados (como la atención y los ingresos publicitarios), ayuda a comprender cómo los diferentes medios compiten y coexisten en un ecosistema comunicacional. Pero, en concepto de Scolari, hoy resulta necesaria una nueva ecología mediática, caracterizada por

			la multiplicación de actores, textos, tecnologías, prácticas, y de las relaciones que mantienen entre sí. En pocas palabras, estamos en presencia de un ecosistema más complejo donde pequeños cambios (la introducción de una tecnología, la aparición de un nuevo formato o incluso un meme) pueden generar transformaciones que vayan de una punta a otra de ese ecosistema. (Scolari, 2021)

OEBPS/image/portada.jpg
7

v °
editorial

Pontificia Universided
JAVERIANA

 Etica para el Antropoceno

LA UNIVERSIDAD DEL SIGLO XXI
ANTE LA TRANSFORMACION DIGITAL
Y LA INTELIGENCIA ARTIFICIAL

Carlos Eduardo Cortés S.






OEBPS/image/ausjal.jpg
Rep ot
EbimoninLes
[UNVERSITARIAS|
5 AUSTAL

iy






OEBPS/image/cub_etica_antropoceno.jpg
Etica para el Antropoceno

LA UNIVERSIDAD DEL SIGLO XXI
ANTE LA TRANSFORMACION DIGITAL
Y LA INTELIGENCIA ARTIFICIAL

Carlos Eduardo Cortés S.






OEBPS/image/escudoPUJ-Bogota_CMYK-negro_lateral.jpg
Pontificia Universidad

JAVERIANA

Bogors






OEBPS/image/logo2.jpg





