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Preface





The Elastic Stack has revolutionized the way organizations collect, store, search, and analyze their data. What began as a simple search engine has evolved into a comprehensive platform capable of handling everything from application logs and system metrics to complex business analytics and security monitoring. This handbook represents a culmination of years of hands-on experience, community insights, and practical implementations across diverse industries and use cases.


In today's data-driven world, the ability to quickly ingest, process, and gain insights from vast amounts of information is not just an advantage—it is a necessity. The Elastic Stack, comprising Elasticsearch, Logstash, and Kibana, along with the broader ecosystem of Beats, APM, and other Elastic products, provides the tools to meet these challenges. However, mastering these tools requires more than just understanding their individual capabilities; it demands knowledge of how they work together, how to deploy them effectively, and how to optimize them for real-world scenarios.


Ultimate Elastic Stack for Observability and Real-Time Analytics bridges the gap between basic tutorials and enterprise-level implementations. Hence, whether you are just starting your journey with the Elastic Stack or looking to enhance your existing knowledge with advanced techniques, this book provides practical guidance based on real-world experience.


Rather than focusing solely on theoretical concepts, this handbook emphasizes practical application. Each chapter builds upon the previous one, creating a comprehensive learning path that takes you from initial setup to advanced deployment strategies. The inclusion of real-world case studies demonstrates how organizations across various industries have successfully leveraged the Elastic Stack to solve complex challenges.


The book covers not just the traditional ELK stack, but also explores the broader Elastic ecosystem, including Beats for data shipping, Elastic APM for application performance monitoring, and advanced features like machine learning and security. This comprehensive approach ensures that readers gain a complete understanding of what is possible with modern Elastic deployments.


This handbook is designed to be both a learning guide and a reference resource. If you are new to the Elastic Stack, start with Chapter 1, and work through sequentially. Each chapter builds upon concepts from previous sections, creating a solid foundation of knowledge.


For experienced users, individual chapters can serve as focused deep-dives into specific topics. The extensive table of contents and cross-references make it easy to find information about particular features or implementation strategies.


The case studies in Chapter 9 are particularly valuable for understanding how theoretical concepts translate into practical solutions. These real-world examples demonstrate the decision-making process behind successful Elastic Stack implementations, and can serve as templates for your own projects.


The Elastic Stack continues to evolve rapidly, with new features and capabilities being added regularly. While this book focuses on stable, production-ready features, the principles and best practices covered will remain relevant as the platform continues to grow. The foundation you build with this handbook will serve you well as you explore new developments in the Elastic ecosystem.


So, welcome to your journey into the world of the Elastic Stack! Whether you are building your first search application, implementing enterprise-wide logging, or creating sophisticated analytics platforms, this handbook will be your trusted companion in unlocking the full potential of these powerful tools.
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CHAPTER 1


Introduction and Initial Setup



Introduction

Welcome to the “Ultimate Elastic Stack Handbook,” your comprehensive guide to mastering Elastic Stack, a powerful trio of tools for searching, analyzing, and visualizing data in real-time. Whether you are a system administrator, a developer, a data analyst, or just an enthusiast looking to extract valuable insights from your data, this handbook is designed to take you from the basics to advanced implementations of the Elastic Stack.

In this first chapter, we will start by laying the groundwork for your Elastic Stack journey. We will cover the overview and evolution of the Elastic Stack, discuss its benefits and various use cases, detail the system requirements you will need to get started, walk through the installation and configuration of Elasticsearch, Logstash, and Kibana, and finally, show you how to verify your installation to ensure that you are ready to proceed.

By the end of this chapter, you will have a strong foundational understanding of what the Elastic Stack is, and how it can be a game-changer for your data needs. You will also have a fully functioning Elastic Stack environment set up, and ready for action. So, let us dive in!

Structure

In this chapter, we will discuss the following topics:


	Overview and Evolution of the Elastic Stack

	Benefits and Use Cases

	System Requirements: Hardware, Software, and Cluster Considerations

	Installing and Configuring: Elasticsearch, Logstash, and Kibana

	
Setting up Lab Environment

	Verifying Your Installation



Overview and Evolution of the Elastic Stack

The Elastic Stack — formerly known as the ELK Stack — comprises three open-source projects: Elasticsearch, Logstash, and Kibana, often complemented by Beats, a collection of lightweight, single-purpose data shippers. It is a robust suite of tools that allows for the ingestion, storage, analysis, and visualization of data.
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Figure 1.1: Relationship between the Elastic Stack Components

Figure 1.1 provides a simplistic representation of the core components of the Elastic Stack, often referred to as the ELK stack. At the center, we have Elasticsearch, the heart of the system, responsible for indexing and querying data. Logstash is positioned on the left, emphasizing its role as a data processing and ingestion pipeline that feeds data into Elasticsearch. On the right, Kibana stands as the visualization and user interface tool, enabling users to create dashboards, and visualize the data stored in Elasticsearch. Lastly, at the bottom, Beats acts as lightweight data shippers that collect and send data directly to either Elasticsearch or Logstash, showcasing its role as the foundation for data collection in the stack. Together, these components form a cohesive and powerful ecosystem for data analysis and visualization.

Elasticsearch: The Heart of Elastic Stack

Elasticsearch is much more than just a search engine; it is a versatile, distributed data store that allows for the storage, retrieval, and analysis of large volumes of data in near real-time. At its core, Elasticsearch is built on the Apache Lucene library, which provides robust, reliable full-text search capabilities. However, Elasticsearch enhances Lucene with distribution features, RESTful API, and a JSON-based query DSL (Domain-Specific Language), making it both powerful and user-friendly.

The distributed nature of Elasticsearch means it is inherently scalable. You can start with a single node on your laptop, and scale out to hundreds of nodes, handling petabytes of data seamlessly. This scalability is managed by dividing each index into shards which can be distributed across the cluster of nodes. Each shard can have zero or more replicas, providing high availability and redundancy. This design allows Elasticsearch to handle large-scale operations, without compromising performance.

Elasticsearch is schema-less, which means that documents can be indexed without predefining the structure of the data. When a document is indexed, Elasticsearch automatically infers the data structure, creates an index if necessary, and adds the document to the index. This dynamic mapping makes it easy to get started with Elasticsearch, but it also offers the power and flexibility of defining custom mappings to optimize your data storage and search capabilities.

The search capabilities of Elasticsearch are one of its most powerful features. It is not limited to simple full-text searches, but also supports structured searches, filters, geospatial searches, and many more. It offers complex query combinations and aggregations, providing the ability to perform advanced analytics and summaries of your data directly within the search engine.

To demonstrate making a request to an Elasticsearch server, let us imagine you have an Elasticsearch cluster running, and want to index a new document into the products index. You would issue an HTTP POST request with a JSON body representing the document:

POST /products/_doc/

{

"name": "Ultimate Elastic Stack Handbook",

"description": "A comprehensive guide to mastering the Elastic Stack.",

"price": 42.00,

"in_stock": true

}

This request can be made using tools like curl, Postman, or any HTTP client in a programming language of your choice. Elasticsearch will then respond with a JSON object indicating the successful creation of the document, including a generated ID, if one was not specified.

For a search example, if you want to find products with the word Elastic in their name, your HTTP request would look like this:

GET /products/_search

{

"query": {

"match": {

"name": "Elastic"

}

}

}

This search request tells Elasticsearch to look into the products index for any documents where the name field contains the word, Elastic. The response will be a JSON object containing the search results, including the document itself, and metadata such as the document’s _id.

Elasticsearch’s real-time analytics and full-text search capabilities are revolutionizing the way companies approach their data. From log and event data analysis to full-blown search engines, the application possibilities are nearly limitless which has solidified Elasticsearch’s role as the heart of the Elastic Stack.

Logstash: The Data Processing Pipeline

Logstash is a powerful open-source data processing pipeline that ingests data from a multitude of sources simultaneously, transforms it, and then sends it to a “stash” like Elasticsearch. It is an integral part of the Elastic Stack, providing the muscle to handle data intake and filtration, before it is indexed into Elasticsearch.

Designed with an emphasis on versatility and performance, Logstash has a pluggable framework featuring over 200 plugins to connect with various types of inputs, filters, and outputs. This flexibility allows Logstash to unify data processing across different databases, applications, and log files. For instance, it can ingest data from sources such as log files, metrics, web applications, data stores, and various AWS services, apply sophisticated transformations, and then send it to Elasticsearch for indexing.

The configuration files for Logstash are separated into three parts: Input, filter, and output. The input plugins consume data from various sources, the filter plugins modify the data as you specify, and the output plugins write the data to a destination, often Elasticsearch. Logstash filters can perform numerous transformations and enhancements to the data, such as geo-enrichment, anonymization, splitting, and grokking to structure the unstructured log data.

Logstash’s pipeline is capable of buffering the incoming data, and applying back-pressure when the system is processing at peak volumes, which is critical for maintaining the integrity of a system under load. It is also fault-tolerant, with a number of features designed to ensure that data processing can continue without loss, even when there are network or hardware failures.

The power of Logstash lies not just in its ability to process large volumes of data, but also in its rich ecosystem of input and output plugins that can be easily mixed and matched to create a customized data processing pipeline that suits any requirement.

Here is an example of how you could send data to Elasticsearch using Logstash. Assume that you have a simple log file, weblogs.log, which you want to parse and send to Elasticsearch. You would create a Logstash configuration file, logstash.conf, with the following content:

input {

file {

path => "/path/to/your/weblogs.log"

start_position => "beginning"

}

}

filter {

grok {

match => { "message" => "%{COMBINEDAPACHELOG}" }

}

date {

match => [ "timestamp", "dd/MMM/yyyy:HH:mm:ss Z" ]

}

geoip {

source => "clientip"

}

}

output {

elasticsearch {

hosts => ["http://localhost:9200"]

index => "weblogs-%{+YYYY.MM.dd}"

}

}

In this configuration:


	The input section defines the path to the log file.

	The filter section uses the grok plugin to parse and structure the log data, the `date` plugin to parse the timestamp, and the geoip plugin to add geographical information about the IP addresses found in the logs.

	The output section specifies that the processed data should be sent to an Elasticsearch server running on localhost, and indexing the data into daily indices named weblogs-YYYY.MM.dd.



To run Logstash with this configuration, and start processing the data, you would use the following command:

bin/logstash -f path/to/your/logstash.conf

Upon execution, Logstash reads the log file, processes each line using the specified filters, and sends the transformed data to the Elasticsearch server, where it is indexed and stored. This setup allows for real-time monitoring and analysis of log data through Elasticsearch and Kibana, demonstrating just one of the many powerful capabilities of Logstash within the Elastic Stack.

Kibana: The Window to Your Elastic Data

Kibana is the visualization layer of the Elastic Stack that allows users to create powerful visualizations and dashboards from their Elasticsearch data. It provides a user-friendly web interface that enables users to explore, analyze, and visualize the data stored in Elasticsearch indices. By translating the complexities of raw data into graphical representations, Kibana facilitates a better understanding of the data patterns, trends, and anomalies.

The strength of Kibana lies in its ability to provide real-time summary and analysis of large datasets in a coherent and user-friendly manner. It supports a variety of charts, tables, and maps which can be combined to create comprehensive dashboards that provide actionable insights. These dashboards are dynamic, easily shareable among team members, and can be customized to the unique requirements of each user.

One of Kibana’s key features is its deep integration with Elasticsearch. All the visualizations and searches in Kibana are made possible through Elasticsearch’s aggregation capabilities which can handle complex queries and aggregations at scale. This tight integration ensures that Kibana can provide a fast and responsive experience, even when working with large data sets and complex queries.

Kibana also offers features like machine learning, graph exploration, and log and infrastructure monitoring out of the box. These advanced features empower users to detect anomalies, build relevant relationships in data, and monitor their infrastructure and applications, all within the same tool. Moreover, with the addition of Canvas, users can create pixel-perfect infographics and presentations that pull the live data directly from Elasticsearch.

The continuous development and integration of new features keep Kibana at the forefront of data visualization tools. Elastic’s commitment to enhancing user experience is evident in features like Lens, which simplifies the process of creating complex visualizations through a more intuitive interface, and the introduction of “Spaces”, which allows for better organization and management of dashboards and visualizations across different teams within an organization.

Kibana has evolved from a simple visualization tool to a powerful application capable of handling a variety of use cases, from simple log data visualizations to complex business analytics. It stands out not only for its ability to visualize data, but also for its role in the operational management of the Elastic Stack, including features for managing indices, users, and advanced settings. Kibana’s versatility, ease of use, and extensive customization options make it an indispensable tool for anyone working with the Elastic Stack.
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Figure 1.2: Kibana Portal

Figure 1.2 showcases the initial landing page of the Kibana web portal which is a part of the Elastic Stack offering a visual interface for users to manage their Elasticsearch data. Upon successful setup and access configuration, users are greeted with this home screen that provides a user-friendly dashboard for navigating the platform’s features. The portal is divided into sections such as Search, Observability, Security, and Analytics, each representing a core capability of the Elastic Stack. Search offers tools to create search experiences, Observability consolidates various data points for system monitoring, Security aids in threat detection and infrastructure protection, and Analytics provides tools for data visualization and analysis. The homepage also prompts users to get started by adding data integrations, uploading files, or experimenting with sample datasets, making it straightforward for newcomers to begin exploring the full potential of Elastic services. The interface’s clean and structured layout, with clear call-to-action buttons such as 'Add Integrations' and 'Try sample data', illustrate Kibana’s focus on the ease of use, and swift user onboarding.

Beats: The Data Shippers of the Elastic Stack

Beats form the collection layer of the Elastic Stack, a suite of lightweight, single-purpose data shippers that can be installed on servers to capture all sorts of operational data from logs, metrics, network packet data, to runtime metrics, and ship them directly into Elasticsearch or Logstash for further processing. As the agents on the ground, Beats are responsible for the initial collection of data points that form the foundation of the stack’s powerful analytics capabilities.

Each Beat is designed to be lean and performant, with a small footprint which ensures that they can efficiently collect the data, without impacting the system performance. This design philosophy makes Beats an ideal solution for a decentralized data collection strategy where data is generated across multiple servers, containers, and even cloud environments. With various types of Beats available, such as Filebeat for log files, Metricbeat for metrics, Packetbeat for network data, and many more, users can choose the specific Beat that fits their data collection needs.

Beats are incredibly easy to deploy and manage which is a significant advantage for operation teams. They come with a range of modules that can be enabled with minimal configuration, allowing for the automatic setup of data collection, parsing, and visualization for common log formats and systems. This modularity and ease of configuration mean that Beats can start sending the relevant data to Elasticsearch or Logstash within minutes of installation, greatly simplifying the operational overhead, typically associated with data shippers.

The versatility of Beats is further enhanced by their extensibility. If the existing Beats do not cover a specific use case, developers can create custom Beats, using the libbeat framework. This developer-friendly aspect allows for the creation of custom data shippers tailored to unique requirements, ensuring that the Elastic Stack can be extended to cover practically any data collection scenario that might arise.

Beats play a crucial role in securing and monitoring data flows as well. With the addition of features like SSL encryption for data in transit, and integration with Elasticsearch security features, they ensure that the sensitive data is protected from the endpoint to Elasticsearch. Moreover, Beats come with built-in monitoring and diagnostic features that provide insights into their operational health, ensuring that any issues can be identified and rectified quickly.

In the context of the Elastic Stack, Beats are not just the first step in the data pipeline, but are also key to providing the granularity and specificity required for advanced data analysis and insight. They are often the unsung heroes of the stack, quietly and efficiently collecting and delivering the data that drives analysis, visualization, and decision-making in Kibana. The evolution of Beats continues to reflect the broader trends in data collection and monitoring, focusing on the ease of use, automation, and integration with the ever-growing ecosystem of technologies in the IT landscape.

The evolution of the Elastic Stack has been marked by its transformation from a set of independent products into a tightly integrated platform. The continuous addition of new features and tools, such as Elastic APM for application performance monitoring, Elastic SIEM for security information and event management, and various other solutions, are a testament to its expanding capabilities and adaptability to modern data needs.

Benefits and Use Cases

The Elastic Stack has a myriad of benefits, making it an invaluable tool across various industries. Its real-time data processing capabilities, powerful search functions, and flexible data ingestion options make it suitable for numerous applications. It shines in situations such as log and event data management, security analytics, performance monitoring, and many more.

Some of the key use cases include:


	
Log Analysis: Centralizing logs from various systems and applications to detect anomalies, track events, and troubleshoot issues.

	
Security Information and Event Management (SIEM): Providing insights into security-related data for real-time analysis of security events.

	
Application Performance Monitoring (APM): Capturing data about application performance and errors, helping developers and operation teams understand the performance of their software.

	
Full-Text Search: Enabling sophisticated search functionalities across diverse sets of documents.

	
Data Visualization: Allowing businesses to visualize their data in various formats to extract business intelligence.



System Requirements: Hardware, Software, and Cluster Considerations

Before diving into the setup of the Elastic Stack, it is crucial to understand the system requirements needed to run the software efficiently. These requirements vary, based on the scale at which you plan to operate.


	
Hardware: Depending on your data volume, you will need to consider the CPU, memory, and disk space. Elastic provides guidelines for hardware sizing to help make the right choices.

	
Software: Elasticsearch and Kibana are Java applications, so you will need a supported Java Runtime Environment (JRE). Logstash and Beats have specific requirements, depending on the operating system.

	
Cluster Considerations: For production environments, you will need to consider the setup of an Elasticsearch cluster to ensure high availability and failover capabilities.



The Elastic Cloud Enterprise, commonly known as the ELK Stack, is a robust and scalable platform designed for comprehensive data search, analysis, and visualization. To ensure optimal performance and reliability, specific hardware prerequisites must be met. The following is a concise list of these requirements:


	
Physical Memory (RAM): At least 64GB, with half or more dedicated to the Elastic Stack.

	
CPU Cores: A minimum of 16 cores.

	
Disk Space: Fast storage with at least 1TB SSDs. It is advised to use RAID 0 and NVMe storage.

	
Network: 10GbE network recommended. High bandwidth and low latency internal networks are crucial for efficient node-to-node communication.

	
Operating System: Elastic Cloud Enterprise supports various Linux distributions.

	
Other Considerations: Hardware isolation is vital. It is advisable to run Elastic Cloud Enterprise on dedicated hosts, and not share with other services. This ensures optimal performance.



For further details and considerations, refer to the official website for Elastic Cloud Enterprise Hardware Requirements, https://www.elastic.co/guide/en/cloud-enterprise/current/ece-hardware-prereq.html.

Installing and Configuring: Elasticsearch, Logstash, and Kibana

When diving into the installation and configuration of the Elastic Stack, it is paramount to consider the variety of hosting and deployment options available. Your choice will significantly influence performance, scalability, and management complexity. Hence, whether you are looking to leverage the raw power of dedicated hardware, the flexibility of cloud services, or the reproducibility of containerized environments, each option has its distinct advantages and trade-offs. Let us now delve into the most popular installation avenues for the Elastic Stack (Elasticsearch, Logstash, and Kibana) and explore the pros and cons of each.

Bare Metal

Installing the Elastic Stack directly onto physical hardware means that there is no virtualization layer in between the software and the machine’s resources. This method harks back to traditional computing setups where software applications had direct access to server hardware. Opting for a bare-metal installation is often a choice for those who prioritize performance, and seek the fullest control over their environment, ensuring that there is no additional layer potentially inhibiting the software’s operations. While it offers raw power and extensive customization options, it requires a careful selection of hardware components, and a more hands-on approach to management.


	
Method: Installing the Elastic Stack directly on physical hardware, without any virtualization layers.

	
Pros:

	Maximum performance due to no virtualization overhead.

	Full control over hardware specifications and configurations.

	Better resource utilization as there is no intermediary layer.

	Extended customization possibilities tailored to specific needs.

	Often results in predictable performance metrics.





	
Cons:

	Scaling requires significant manual intervention.

	Higher upfront costs due to hardware investments.

	Physical failures can lead to longer downtimes.

	More complex disaster recovery scenarios.

	Potentially underutilized resources, if not managed efficiently.







Virtual Machines (VMs)

Virtual Machines have revolutionized IT infrastructures by allowing multiple operating systems to run on a single physical server. By using hypervisors, VMs abstract the Elastic Stack from the underlying hardware, offering flexibility and efficiency. This method is like having several computers operating within one physical machine. Each VM has its own dedicated resources, and runs independently, ensuring isolation from others. It is a preferred choice for organizations that seek a balance between performance, scalability, and resource management, allowing for more dynamic IT operations.
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Figure 1.3: Deploying ELK Stack on VMWare

Figure 1.3 showcases a virtual machine environment for deploying the Elastic Stack. The author has opted for VMWare for running instances of Elasticsearch and Kibana. While VMWare is a robust solution for virtualization, allowing fine control over resource allocation and offering strong isolation, it is important to note that there are other viable options for setting up your Elastic Stack. You can use VirtualBox, Hyper-V, or any other virtualization software of your choice. These alternatives include running on bare metal for performance-critical applications, leveraging containerization with Docker for portability, or utilizing cloud services for their elasticity and managed services.


	
Method: Installing on virtual machines that run on hypervisors.

	
Pros:

	Enhanced scalability by easily creating or cloning VMs.

	Effective resource isolation, ensuring smooth operations.

	Snapshots make backup and recovery simpler.

	Migration between hardware becomes feasible.

	Hardware maintenance, without affecting the virtual environment.





	
Cons:

	Performance overhead because of virtualization.

	
Additional licensing costs for hypervisor software.

	Requires robust hardware for optimal performance.

	VM sprawl can lead to management challenges.

	Dependencies on the underlying host system.







Cloud Services

The evolution of cloud computing has brought about a paradigm shift in how software is hosted and accessed. Leveraging cloud services for the Elastic Stack means utilizing the infrastructure of providers such as AWS, Azure, or GCP. Instead of investing in and maintaining physical hardware, organizations can rent resources on-demand, making it easier to scale as needs change. Cloud-based installations offer a blend of convenience, scalability, and managed services, ideal for businesses that want to focus more on their core operations, and less on infrastructure management.
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Figure 1.4: Deploying ELK Stack on Cloud Services

Figure 1.4 showcases a cloud-based environment for deploying the Elastic Stack. The author has opted for the GCP for running instances of Elasticsearch and Kibana. While GCP is a robust solution for cloud computing, allowing fine control over resource allocation, and offering strong isolation, it is important to note that there are other viable options for setting up your Elastic Stack. You can use Azure, GCP, or any other cloud services of your choice. These alternatives include running on bare metal for performance-critical applications, leveraging containerization with Docker for portability, or utilizing virtual machines for their flexibility and resource management.


	
Method: Using cloud providers like AWS, Azure, or GCP to host the Elastic Stack.

	
Pros:

	Seamless scalability in tune with demands.

	Outsourcing of hardware and software management.

	Potential cost savings with pay-as-you-go models.

	Geographical distribution for better user experiences.

	Managed services often include updates and security patches.





	
Cons:

	Costs can surge if not properly managed.

	Data transfer fees can add up.

	Limited control over the underlying infrastructure.

	Vendor lock-in may dictate future technical decisions.

	Potential concerns around data privacy and sovereignty.







Docker and Containerization

Containerization with Docker being a prime example, is an approach that packages software and all of its dependencies into a standardized unit for software development. By deploying the Elastic Stack in containers, you achieve an unparalleled level of consistency and speed in deployment. Unlike traditional VMs, containers share the host system’s kernel, rather than emulating an entire operating system. This lightweight nature means faster start-up times, and efficient resource utilization. Adopting a containerized approach is well-suited for organizations that lean towards microservices architectures, and seek agility in their development and deployment processes.


	
Method: Deploying Elastic Stack components within Docker containers, or using orchestration tools like Kubernetes.

	
Pros: 

	Rapid and consistent deployments.

	Isolated environments reducing conflicts and dependencies.

	Efficient use of resources with shared OS kernels.

	Portability across different platforms and environments.

	Microservices architecture aligns well with containerization.





	
Cons:

	Steeper learning curve for container orchestration.

	
Complexity in managing stateful applications.

	Overhead and potential security concerns with container runtime.

	Networking complexities in distributed environments.

	Resource contention, if not properly configured.







The choice of the right method should be grounded in the specific requirements of your project, budgetary considerations, and available technical expertise. Each approach offers unique benefits and potential challenges. For instance, bare metal deployments provide maximum performance and control, but require significant upfront investment and manual management. On the other hand, cloud services offer high scalability and flexibility, but can be costly and might not be suitable for all use cases. Docker and containerization provide a middle ground, offering rapid deployment and scalability, but they require a solid understanding of containerization principles and tools.

Installing the Elastic Stack can be an adventure in its own right. Here, we will provide step-by-step instructions for installing Elasticsearch, Logstash, and Kibana on your system, as well as some initial configurations to get you started.


	
Elasticsearch: From downloading the package to setting up the initial cluster.

	
Logstash: Installing the correct version, and configuring your first pipeline.

	
Kibana: Setting up Kibana to connect to your Elasticsearch cluster and basic configuration.



Next, we will walk you through the installation and configuration of the Elastic Stack components. We will cover the installation of Elasticsearch and Kibana on Ubuntu Server 22.04 LTS, as well as some initial configurations to get you started.

Setting up Lab Environment

In this lab setup for the “Ultimate Elastic Stack Handbook,” the author has opted for VMWare for running instances of Elasticsearch and Kibana. While VMWare is a robust solution for virtualization, allowing fine control over resource allocation, and offering strong isolation, it is important to note that there are other viable options for setting up your Elastic Stack. You can use VirtualBox, Hyper-V, or any other virtualization software of your choice. These alternatives include running on bare metal for performance-critical applications, leveraging containerization with Docker for portability, or utilizing cloud services for their elasticity and managed services.

For readers looking to replicate a similar environment, VMWare is an excellent tool! So, feel free to explore these other options, based on your preferences, requirements, and available resources.


Hands-On Lab: Building Elasticsearch and Kibana on Ubuntu Server 22.04 LTS


Now, let me guide you through a hands-on lab to build and run Elasticsearch as well as Kibana as daemons on Ubuntu Server 22.04 LTS. The lab environment is shown in Figure 1.5.


[image: ]


Figure 1.5: Lab Environment

Prerequisites:


	Ubuntu Server 22.04 LTS installed on a VM or physical machine.

	Sudo privileges or root access.

	Internet access for downloading packages.



When this book was written, the latest version of Elasticsearch was 8.10.4, and Kibana was 8.10.4. You can check the latest version of Elasticsearch and Kibana at https://www.elastic.co/downloads/elasticsearch and https://www.elastic.co/downloads/kibana.

Steps to Install Elasticsearch Server

The following steps will guide you through the installation of Elasticsearch on Ubuntu Server 22.04 LTS:


	
Log into Elasticsearch Server Machine
Use the VMWare console or SSH to connect to the Elasticsearch Server Machine.



	
Install Java Runtime Environment (JRE)
Since we are using Elasticsearch and Kibana 8.x, there is no need to install the Java Runtime Environment (JRE). Elasticsearch and Kibana both come bundled with JRE 11.0.12. However, if you are using Elasticsearch and Kibana 7.x, you will need to install JRE 11.0.12.

If you want to install the default JRE, you can use the following command:

sudo apt update

sudo apt install default-jre



	
Import Elasticsearch PGP Key
Securely download and install the signing key:

wget -qO - https://artifacts.elastic.co/GPG-KEY-elasticsearch | sudo gpg --dearmor -o /usr/share/keyrings/elasticsearch-keyring.gpg



	
Add Elasticsearch Repository
You may need to install the apt-transport-https package on Debian before proceeding:

sudo apt update

sudo apt-get install apt-transport-https

Save the repository definition to /etc/apt/sources.list.d/elastic-8.x.list:

echo "deb [signed-by=/usr/share/keyrings/elasticsearch-keyring.gpg] https://artifacts.elastic.co/packages/8.x/apt stable main" | sudo tee /etc/apt/sources.list.d/elastic-8.x.list

Make sure you do not have issues with unsigned repositories. Please check that your Elasticsearch PGP Key is imported correctly.



	
Install Elasticsearch
Update your package lists, and install Elasticsearch using the following command:

sudo apt update

sudo apt install elasticsearch

During the installation, you will use security configurations that include a generated password for the superuser `elastic`, as shown in Figure 1.6. Save this password to sign in to Elasticsearch and Kibana later. You can change the password later.
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Figure 1.6: Displaying Passing during Elasticsearch Installation



	
Start and Enable Elasticsearch Service
Enable Elasticsearch to start on boot, and then start the service using systemd:

sudo systemctl enable elasticsearch.service

sudo systemctl start elasticsearch.service

To check the status of the Elasticsearch service, run:

sudo systemctl status elasticsearch.service

If you see "Active: active (running)..", it means Elasticsearch is running.





Steps to Install Kibana Server

The following steps will guide you through the installation of Kibana on Ubuntu Server 22.04 LTS.


	
Log into Kibana Server Machine.
Use the VMWare console or SSH to connect to the Kibana Server Machine.



	
Install Prerequisites.
Following the same steps as in Elasticsearch, specifically steps 3 and 4.



	
Install Kibana
Still using the same repository, install Kibana using the following command:

sudo apt update

sudo apt install kibana



	
Configure Kibana
By default, Kibana listens on localhost only. To allow external access, you need to configure Kibana to listen on all interfaces.

Edit the Kibana configuration file on /etc/kibana/kibana.yml:

sudo nano /etc/kibana/kibana.yml

Uncomment and set the server.host configuration to 0.0.0.0:

server.host: "0.0.0.0"



	
Start and Enable Kibana Service
Enable Kibana to start on boot, and then start the service:

sudo systemctl enable kibana.service

sudo systemctl start kibana.service

To check the status of the Kibana service, run:

sudo systemctl status kibana.service

If you see "Active: active (running)..", it means Kibana is running, as shown in Figure 1.7. You can see a code (..?code=xxxx) that you need to enter on Kibana configuration later. Keep this code for later use.


[image: ]


Figure 1.7: Kibana Service is Running and Displaying a Code






Steps to Connect Kibana to Elasticsearch


In this section, you will connect Kibana to Elasticsearch. You will need to generate a token from Elasticsearch, and use it to connect to Kibana. The following steps will guide you through the process:


	
Log into Kibana Server Machine: Use the VMWare console or SSH to connect to the Kibana Server Machine.

	
Access Kibana: Once both services are running, you can access Kibana by navigating to http://<kibana-server-ip>:5601 from a web browser. You will see the Kibana login page, as shown in Figure 1.8. Enter the token generated by Elasticsearch. You can generate the token by running the following command on the Elasticsearch server:
sudo /usr/share/elasticsearch/bin/elasticsearch-create-enrollment-token -s kibana
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Figure 1.8: Configuring Elasticsearch on Kibana



	
Code Confirmation: You may be asked to enter a code from Kibana, as shown in Figure 1.9. You can obtain the code by checking messages from the Kibana server service, as demonstrated in Figure 1.7.


[image: ]


Figure 1.9: Enter a Code from Kibana for Confirmation



	
Finished: After completion, you will be redirected to the Kibana home. Enter the username and password for the `elastic` user. You can find the password in step 5 of the Elasticsearch installation. You can change the password later.



By following these steps, you will have a basic Elastic Stack setup running on Ubuntu Server 22.04 LTS. Remember, this is a starting point, and for production environments, you should consider additional configurations for security, scalability, and performance tuning.

Verifying Your Installation

Once installation is complete, we must ensure that all the components of the Elastic Stack are communicating correctly, and are ready for use. We will cover how to check each component’s status, and some initial tests to confirm that the data is being ingested and indexed.

We will also explore these sub-sections in greater detail in the following pages, providing you with the knowledge and tools to set up your Elastic Stack effectively. So, let us get started on your path to mastering the Elastic Stack.

Before we dive into the script, it is important to understand what we are trying to accomplish. In the realm of network services and web applications, ensuring that critical services such as Elasticsearch and Kibana are operational is key to maintaining system reliability and availability. For those who administer these services, particularly in a Windows environment, PowerShell provides a robust and versatile toolset for system management. The following PowerShell script is designed to check the health and accessibility of Elasticsearch and Kibana services. It sends a simple HTTP request to the respective service endpoints, and checks the response. If the service is active and responsive, you will receive a confirmation message; if not, the script will provide a status indicating that the service is not accessible, or is experiencing issues. This proactive monitoring step can be a fundamental part of a larger automation strategy, ensuring that administrators are alerted to potential issues as soon as they occur, thus allowing for swift remediation.

Next, we create Bash and PowerShell scripts to check Elasticsearch and Kibana status.

Checking Elasticsearch and Kibana Status using Bash Script

Here is a simple Bash script that checks if Elasticsearch and Kibana are up by making an HTTP request to each service. This script uses `curl` to send a request, and then checks the HTTP status code to see if the service is responding correctly.

Make sure to replace elasticsearch-server-ip with the IP address of your Elasticsearch server and kibana-server-ip with the IP address of your Kibana server. The default ports are used in this script (9200 for Elasticsearch and 5601 for Kibana), but you can change them, if your setup uses different ports.

#!/bin/bash

# Elasticsearch variables

ELASTICSEARCH_IP="elasticsearch-server-ip"

ELASTICSEARCH_PORT="9200"

ELASTICSEARCH_URL="http://${ELASTICSEARCH_IP}:${ELASTICSEARCH_PORT}"

# Kibana variables

KIBANA_IP="kibana-server-ip"

KIBANA_PORT="5601"

KIBANA_URL="http://${KIBANA_IP}:${KIBANA_PORT}"

# Timeout in seconds

TIMEOUT=5

# Function to check service status

check_service() {

response=$(curl -k -m $TIMEOUT -s -o /dev/null -w '%{http_code}' -I $1)

if [ "$response" == "000" ]; then

echo "HTTP service at $1 did not respond."

elif [ "$response" == "401" ]; then

echo "HTTP service at $1 is running (authentication required)."

elif [ "$response" -ge 200 ] && [ "$response" -lt 300 ]; then

echo "HTTP service at $1 is reachable and running."

else

echo "HTTP service at $1 returned status code $response."

fi

}

# Check Elasticsearch (with self-signed certificate)

check_service $ELASTICSEARCH_URL

# Check Kibana

check_service $KIBANA_URL

Save this script to a file, for example, check_elk_services.sh, give it execute permission using chmod +x check_elk_services.sh, and run it with ./check_elk_services.sh. You should see the output as shown in Figure 1.10.
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Figure 1.10: Checking ELK Service Using Bash Scripts

Checking Elasticsearch and Kibana Status Using PowerShell Script

Here is a simple PowerShell script that checks if Elasticsearch and Kibana are up by making an HTTP request to each service. This script uses Invoke-WebRequest to send a request, and then checks the HTTP status code to see if the service is responding correctly.

# URLs for Elasticsearch and Kibana

$ElasticsearchUrl = "elasticsearch-server-ip"

$KibanaUrl = "kibana-server-ip" # include port

# Check if the TrustAllCertsPolicy class has already been defined

if (-not ([System.Management.Automation.PSTypeName]'TrustAllCertsPolicy').Type) {

add-type @"

using System.Net;

using System.Security.Cryptography.X509Certificates;

public class TrustAllCertsPolicy : ICertificatePolicy {

public bool CheckValidationResult(

ServicePoint srvPoint, X509Certificate certificate,

WebRequest request, int certificateProblem) {

return true;

}

}

"@

}

# Apply the TrustAllCertsPolicy

[System.Net.ServicePointManager]::CertificatePolicy = New-Object TrustAllCertsPolicy

# Function to check service status

function Check-Service {

param (

[string]$url

)

try {

$response = Invoke-WebRequest -Uri $url -Method Head -UseBasicParsing -TimeoutSec 30 -ErrorAction Stop

if ($response.StatusCode -eq 401) {

Write-Host "HTTP service at $url is running (authentication required)."

} elseif ($response.StatusCode -ge 200 -and $response.StatusCode -lt 300) {

Write-Host "HTTP service at $url is reachable and running."

} else {

Write-Host "HTTP service at $url returned status code $($response.StatusCode)."

}

} catch [Net.WebException] {

# Output more detailed error info

if ($_.Exception.Response.StatusCode -eq 401) {

Write-Host "HTTP service at $url is running (authentication required)."

} else {

Write-Host "A WebException occurred: $_"

Write-Host "The error message was: $($_.Exception.Message)"

}

} catch {

Write-Host "An unexpected error occurred: $_"

}

}

# Check Elasticsearch

Check-Service -url $ElasticsearchUrl

# Check Kibana

Check-Service -url $KibanaUrl

Now, make sure to replace elasticsearch-server-ip and kibana-server-ip with the actual IP addresses for your Elasticsearch and Kibana instances.

To run this script, you can save it with a .ps1 extension, for instance, CheckElkServices.ps1. You may need to adjust your PowerShell execution policy to run the script. You can do this by running PowerShell as an administrator, and executing the following command:

Set-ExecutionPolicy RemoteSigned

Or, if you want to run the script with your current user policy, you can run it with the following command:

Set-ExecutionPolicy RemoteSigned -Scope CurrentUser

After that, you can run the script by navigating to the directory containing the script and running:

.\CheckElkServices.ps1

You should see the output as shown in Figure 1.11:
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Figure 1.11: Checking ELK Service Using PowerShell Scripts

Be aware that if your services require authentication or use non-default ports, you will need to modify the URLs, and potentially add headers or other options to the Invoke-WebRequest calls to handle those requirements.

In closing our journey through the initial setup and configuration of Elasticsearch and Kibana, has been both challenging and enlightening. We have traversed the nuances of establishing a working environment, learned to adapt our tools to the specifics of network and security settings, and developed a troubleshooting acumen that will undoubtedly serve us in future endeavors. As we prepare to move forward, the experiences documented in this chapter will provide a sturdy foundation from which we can expand our understanding and mastery of these robust search and analytics platforms. Now, we stand on the threshold of deeper discovery, ready to delve into the advanced functionalities that lie in the chapters ahead.

Conclusion

As we reach the conclusion of our first chapter, you have laid down the first stones of your Elastic Stack foundation. We have traveled through the rich history and evolution of this powerful suite of tools which has grown from a simple search engine into an expansive ecosystem capable of handling complex, real-time data processing, and analysis tasks.

You have discovered the key benefits and use cases of the Elastic Stack which are as varied as the industries it serves. From processing and visualizing log data to powering search engines, from monitoring application health to safeguarding networks as part of an SIEM system, the versatility of the Elastic Stack is clear.

We have also navigated the critical preparatory steps, detailing the hardware, software, and cluster configurations necessary to get you started. Thus, whether you are planning a small deployment, or gearing up for a large-scale, distributed environment, you now have the knowledge to plan appropriately.

Following the systematic installation and configuration instructions, you should now have a working Elastic Stack environment. Your Elasticsearch is quietly humming, ready to index the data; Logstash is prepared to process and filter the incoming data stream; and Kibana is waiting to cast your data in visual splendor.

Finally, we have looked at how to verify your installation, ensuring that all the systems are go, and you are ready to take the next steps into the world of data exploration with Elastic.

In the upcoming chapter, we are going to take a comprehensive look under the hood of Elasticsearch, the core engine of the Elastic Stack. Chapter 2, Deep Dive: Elasticsearch, will equip you with a robust understanding of its distributed nature, exploring essential concepts such as indexing, search, data modeling, and cluster management. You will also learn the best practices for scaling your setup, ensuring high availability, and securing your data. Hence, whether it is fine-tuning performance or harnessing advanced features for complex queries, the next chapter is your guide to becoming proficient with the powerhouse, that is “Elasticsearch”.
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