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Preface


The sixth edition of Introduction to Vascular Ultrasonography is a major update to our previous editions. First, I would like to welcome my new co-editor, Joseph F. Polak, to this edition. Jo and I have collaborated for many years on multiple projects and at numerous meetings, most notably our Current Practice of Vascular Ultrasound program, which is approaching its twentieth anniversary. Having produced separate vascular publications, we decided to collaborate on this edition, hoping to create the definitive vascular ultrasound textbook. We are very pleased to find that this partnership produced an inclusive tome that surpassed our expectations. We added several new chapters that focus on growing areas of vascular ultrasound and updated previous chapters with the assistance of leading experts in our field. We believe the most popular text on vascular ultrasound is now significantly improved.


As an interventional radiologist and vascular specialist, Dr. Polak brings extraordinary experience in medical imaging and vascular medicine to this edition. Jo Polak is one of the true leaders in vascular ultrasound. His curriculum vitae includes many original papers utilizing duplex ultrasound in diagnosis of carotid and venous disease. His expertise extends to 10 chapters in this edition. New topics include evaluation of the abdominal aorta, screening for vascular disease, and correlative imaging with CT and MR angiography.


There are 29 authors involved in this edition. All the authors have contributed to the field of vascular ultrasound, and we are proud to include their material. Each has made a substantial contribution with expanded and new chapters. Significant additions to this edition include enhanced versions of the role of ultrasound contrast in vascular imaging, the role of ultrasound in management of cerebrovascular disease, and evaluation of the hepatic vasculature. New topics include assessment of carotid interventions, evaluation of organ transplants, and accreditation and the vascular laboratory.




John S. Pellerito, MD, FACR, FSRU, FAIUM
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Section 1


Basics










1 Hemodynamic Considerations in Peripheral Vascular and Cerebrovascular Disease




Joseph F. Polak, MD, MPH , Stefan A. Carter, MD, MSC, FRCP(C) , John S. Pellerito, MD, FACR, FSRU, FAIUM





The circulatory system is extremely complex in both structure and function. Blood flow is influenced by many factors, including cardiac function; elasticity of the vessel walls (compliance); the tone of vascular smooth muscle; and the various patterns, dimensions, and interconnections of millions of small branching vessels. Some of these factors can be measured and described in reasonably simple terms, but many others cannot be described succinctly because they are difficult to quantify and generally are not well understood.


With these limitations in mind, this chapter presents the basic principles of the dynamics of blood circulation, some of the many factors that influence blood flow, and the hemodynamic consequences of occlusive disease. These considerations are helpful in understanding the normal physiology of blood circulation and the abnormalities that can occur in the presence of vascular obstruction.






Physiologic Factors Governing Blood Flow and Its Characteristics






Energy and Pressure


For blood flow to occur between any two points in the circulatory system, there must be a difference in the energy level between these two points. Usually, the difference in energy level is reflected by a difference in blood pressure, and the circulatory system generally consists of a high-pressure, high-energy arterial reservoir and a venous pool of low pressure and energy. These reservoirs are connected by a system of distributing vessels (smaller arteries) and by the resistance vessels of the microcirculation, which consist of arterioles and to a lesser extent the capillaries (Figure 1-1).





[image: image]

FIGURE 1-1 This diagram is a simplified representation of the relative differences in pressure, effective resistance, and overall vessel cross-luminal area at the different levels of the circulation.




During blood flow, energy is continuously lost because of the friction between the layers of flowing blood. Both pressure and energy levels therefore decrease from the arterial to the venous ends. The energy necessary for blood flow is continuously restored by the pumping action of the heart during systole, stored in the elastic wall of the aorta and large arteries, and released during diastole. The generated arterial pressure forces blood to move from the arterial system into the venous system and maintains the arterial pressure and the energy difference needed for flow to occur.


The high arterial energy level is a result of the large volume of blood in the arterial reservoir. The function of the heart and blood vessels is normally regulated to maintain volume and pressure in the arteries within the limits required for smooth function. This is achieved by maintaining a balance between the amounts of blood that enter and leave the arterial reservoir. The amount that enters the arteries during a cardiac cycle is the stroke volume. The amount that leaves depends on the arterial pressure and on the total peripheral resistance, which is controlled in turn by the amount of vasoconstriction in the microcirculation.


Under normal conditions, blood flow to all the body tissues is adjusted according to the tissues’ particular needs at a given time. This adjustment is accomplished by local alterations in the level of vasoconstriction of the arterioles within the organs supplied. Maintenance of normal volume and pressure in the arteries thus allows for both adjustment of blood flow to all parts of the body and regulation of cardiac output (which equals the sum of blood flow to all the vascular beds).









Forms of Energy in the Blood and its Dissipation During Flow


This section considers the forms in which energy exists in the circulation and the important factors that govern the dissipation of energy during flow, including friction, resistance, and the influence of laminar and turbulent flow. In addition to reviewing Bernoulli’s equation and Poiseuille’s law, an equation that summarizes the basic relationships between flow, pressure, and resistance, this chapter also reviews the effects of connecting vascular resistances in parallel and in series.






Forms of Energy






Potential and Kinetic Energy


The main form of energy present in flowing blood is the pressure distending the vessels (a form of potential energy), which is created by the pumping action of the heart. However, some of the energy of the blood is kinetic; namely, the ability of flowing blood to do work as a result of its velocity. Usually, the kinetic energy component is small compared with the pressure energy, and under normal resting conditions, it is equivalent to only a few millimeters of mercury or less. The kinetic energy of blood is proportional to its density (which is stable in normal circumstances) and to the square of its velocity. In essence, over relatively straight arterial segments, this balance of kinetic (blood flow) and potential (blood pressure) energy is maintained. The equation that summarizes this relationship is Bernoulli’s equation (Figure 1-2). If the artery lumen increases, kinetic energy is converted back into pressure (potential energy) when velocity is decreased. Conversely, if the artery lumen narrows, the potential energy is converted into kinetic energy. Therefore, within certain limits, important increases in kinetic energy occur in the systemic circulation when blood flow is high (e.g., during exercise) and in mildly stenotic lesions where luminal narrowing leads to increases in blood flow velocities. The effects of gravity due to differences in height of the blood vessel are normally neglected over short arterial segments.





[image: image]

FIGURE 1-2 This diagram represents the complementary changes in potential and kinetic energy taking place at an idealized stenosis. Bernoulli’s equation indicates that as velocity increases, the potential energy (pressure) of blood decreases. This idealized representation is not to scale and neglects viscous and inertial forces.











Energy Differences Related to Differences in the Levels of Body Parts


There is also variation in the energy of the blood associated with differences in the levels of body parts. For example, the pressure in the vessels in the dependent parts of the body, such as the lower portions of the legs, increases by an amount that depends on the weight of the column of blood resting on the blood in the legs. This hydrostatic pressure increases the transmural pressure and the distention of the vessels. Gravitational potential energy (potential for doing work related to the effect of gravity on a free-falling body), however, is reduced in the dependent parts of the body by the same amount as the increase resulting from hydrostatic pressure. Therefore, differences in the level of the body parts usually do not lead to changes in the driving pressure along the vascular tree unless the column of blood is interrupted, as may be the case when the venous valves close. Changes in energy and pressure associated with differences in level are important under certain conditions, such as with changes in posture or when the venous pump is activated because of muscular action during walking.












Dissipation of Energy






During Laminar Flow


In most vessels, blood moves in concentric layers, or laminae; hence the flow is said to be laminar. Each infinitesimal layer flows with a different velocity. In theory, a thin layer of blood is held stationary next to the vessel wall at zero velocity because of an adhesive force between the blood and the inner surface of the vessel. The next layer flows with a certain velocity, but its movement is delayed by the stationary layer because of friction between the layers, generated by the viscous properties of the fluid. The second layer, in turn, delays the next layer, which flows at a greater velocity. The layers in the middle of the vessel flow with the highest velocity, and the basic physics underlying this effect are such that the mean velocity averaged across the vessel is half of the maximal velocity measured in the center. Because the rate of change of velocity is greatest near the walls and decreases toward the center of the vessel, a velocity profile in the shape of a parabola exists along the vessel diameter, and this type of blood flow is typically referred to as laminar flow (Figure 1-3).
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FIGURE 1-3 Blood flow velocity profiles across a normal arterial lumen. A, Parabolic profile of laminar flow. B, Flattened profile with a central core of relatively uniform velocity encountered in the proximal portion (inlet length) of arterial branches or with turbulent flow.




Loss of energy during blood flow occurs because of friction, and the amount of friction and energy loss is determined in large part by the dimensions of the vessels. In a small-diameter vessel, especially in the microcirculation, even the layers in the middle of the lumen are relatively close to the wall and are thus delayed considerably, resulting in a significant opposition or resistance to flow in that vessel segment. In large vessels, by contrast, a large central core of blood is far from the walls, and the frictional energy losses are less important. As indicated later, friction and energy losses increase if laminar flow is disturbed.






Poiseuille’s Law and Equation


In a cylindric-tube model, the mean linear velocity of laminar flow is directly proportional to the energy difference between the ends of the tube and the square of the radius and is inversely proportional to the length of the tube and the viscosity of the fluid. In the circulatory system, however, volume flow is of more interest than velocity. Volume flow is proportional to the fourth power of the vessel radius, because it is equal to the product of the mean linear velocity and the cross-sectional area of the tube. These important considerations are helpful in understanding Poiseuille’s law, as expressed in Poiseuille’s equation:





[image: image]    (1-1)





where Q is the volume flow; P1 and P2 are the pressures at the proximal and distal ends of the tube, respectively; r and L are the radius and length of the tube, respectively; and η is the viscosity of the fluid.


Because volume flow is proportional to the fourth power of the radius, even small changes in radius can result in large changes in volume flow. For example, a decrease in radius of 10% would decrease volume flow in a tube model by about 35%, and a decrease of 50% would lead to a 95% decrease in volume flow. Because the length of the vessels and the viscosity of blood do not change much in the cardiovascular system, alterations in volume blood flow occur mainly as a result of changes in the radius of the vessels and in the difference in the pressure energy level available for flow.


Poiseuille’s equation can be rewritten, therefore, as follows:
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The resistance term (R) depends on the viscous properties of the blood and on the dimensions of the vessels. Although these parameters cannot be measured in a complex system, the pressure difference (P1 − P2) and the volume flow (Q) can be measured, and the resistance can thus be calculated. Because resistance is equal to the pressure difference divided by the volume flow (the pressure difference per unit flow), it can be thought of as the pressure difference needed to produce one unit of flow and, therefore, can be considered as an index of the difficulty in forcing blood through the vessels.









Vessel Interconnection and Energy Dissipation


Poiseuille’s law applies with precision only to constant laminar flow of a simple fluid (such as water) in a rigid tube of a uniform bore. In the blood circulation, these conditions are not met. Instead, the resistance is influenced by the presence of numerous interconnected vessels with a combined effect similar to that observed in electrical resistances. In the case of vessels in series, the overall resistance is equal to the sum of the resistances of the individual vessels, whereas in the case of parallel vessels, the reciprocal of the total resistance equals the sum of the reciprocals of the individual vessel resistances. Thus, the contribution of any single vessel to the total resistance of a vascular bed, or the effect of a change in the dimension of a vessel, depends on the presence and relative size of the other vessels linked in series or in parallel.


Deviations from the conditions to which Poiseuille’s law applies also occur in relation to changes in blood viscosity, which is affected by hematocrit, temperature, vessel diameter, and rate of blood flow.












During Nonlaminar Flow


Various degrees of deviation from orderly laminar flow occur in the circulation under both normal and abnormal conditions. Minor factors responsible for these deviations include changes in blood flow velocity during the cardiac cycle as a result of acceleration during systole and deceleration in diastole and alterations of the lines of flow due to small changes in the diameter of the vessel. Alterations in the blood flow profiles occur at curves (Figure 1-4), at bifurcations, in branches that take off at various angles, and at stenotic lesions. Once altered, the laminar (parabolic) velocity profile is often not reestablished for a considerable distance. Instead, the velocity distributions can remain skewed after curves and branches or flattened within and just distal to stenotic lesions (plug flow) (see Figure 1-3, B).
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FIGURE 1-4 Alteration in the velocity distribution of red cells in a curving arterial segment. The velocity distribution becomes asymmetric as red cells enter a curve. A laminar pattern is reestablished downstream over a distance that is mostly dependent on the velocity of blood and the diameter of the artery.




In certain circumstance, laminar flow can evolve into a blood flow pattern that is mixed: a flow profile that has both forward and backward flow velocity components across the diameter of the artery. The transition zone where the lamina reach zero velocity is then referred to as the site of boundary layer separation. This phenomenon can occur at branch points and is classically described at the carotid artery bifurcation (Figure 1-5). Another situation is distal to stenotic lesions.
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FIGURE 1-5 This representation of the carotid artery bifurcation displays the principal alterations that take place in a normal bifurcation. The flow profile in the distal common carotid artery (CCA) starts to deviate from a laminar pattern to one favoring the internal carotid artery (ICA). As the red cells enter the carotid sinus, a zone of boundary layer separation (where the effective velocity is zero) forms. To one side, blood flow is reversed, whereas blood continues forward on the other side. Blood flow reestablishes itself toward a laminar one more distally in the ICA. For purposes of illustration, the actual effects of the external carotid artery (ECA) on blood flow are neglected.




At the carotid bifurcation, the blood flow profile in the distal common carotid artery tends to diverge toward the internal carotid artery and then to evolve a zone of boundary layer separation in the proximal internal carotid artery (see Figure 1-5).


Laminar flow may be altered or become disturbed or fully turbulent, even in a uniform tube. The factors that affect the development of turbulence are expressed by the dimensionless Reynolds number (Re):
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where v is the velocity, ρ is the density of the fluid, r is the radius of the tube, and η is the viscosity of the fluid. Because the density (ρ) and viscosity (η) of the blood are relatively constant at 1.04 to 1.05 g/cm3 and 0.03 to 0.05 poise (g/[cm sec]), respectively, the development of turbulence depends mainly on the size of the vessel and on the velocity of blood flow. In a tube model, laminar flow tends to be present if the Reynolds number is less than 2000, is considered in transition between 2000 and 4000, and is absent as turbulence is established at values above 4000. However, in the circulatory system, disturbances and various degrees of turbulence are likely to occur at lower values because of body movements, the pulsatile nature of blood flow, changes in vessel dimensions, roughness of the endothelial surface, and other factors. Turbulence develops more readily in large vessels under conditions of high flow and can be detected clinically by the finding of bruits or thrills. This would typically be seen in dialysis access fistulas. Bruits may sometimes be heard over the ascending aorta during systolic acceleration in normal individuals at rest and are frequently heard in states of high cardiac output and blood flow, even in more distal arteries, such as the femoral artery.1 Distortion of laminar flow velocity profiles can be assessed using Doppler ultrasound, and such assessments can be applied for diagnostic purposes. For example, in arteries with severe stenosis, pronounced turbulence is a diagnostic feature observed in the poststenotic zone. This is typically associated with soft tissue vibrations in the range of 100 to 300 Hz.2


Turbulence occurs because a jet of blood with high velocity and high kinetic energy suddenly encounters a normal-diameter lumen or a lumen of increased diameter (because of poststenotic dilatation), where both the velocity and energy level are lower than in the stenotic region. During turbulent flow, the loss of pressure energy between two points in a vessel is greater than that which would be expected from the factors in Poiseuille’s equation and Bernoulli’s equation (see Figure 1-2), and the parabolic velocity profile is flattened (see Figure 1-3, B).















Pulsatile Pressure and Flow Changes in the Arterial System


With each heartbeat, a stroke volume of blood is ejected into the arterial system, resulting in a pressure wave that travels throughout the arterial tree. The speed of propagation, amplitude (strength), and shape of the pressure wave change as it traverses the arterial system. The velocity of the pulse wave is strongly influenced by the varying characteristics of the vessel wall it traverses, and the shape is affected by reflected waves. The velocity and, in some parts of the circulation, the direction of flow, also vary with each heartbeat.


Correct interpretation of noninvasive tests based on recordings of arterial pressure and velocity, as well as pressure and velocity waveforms, requires knowledge of the factors that influence these variables. This section considers these factors as they occur in various portions of the circulatory system.






Pressure Changes From Cardiac Activity


As indicated previously, the pumping action of the heart maintains a high volume of blood in the arterial end of the circulation and thus provides the high pressure difference between the arterial and venous ends necessary to maintain blood flow. Because of the intermittent pumping action of the heart, pressure and flow vary in a pulsatile manner. During the rapid phase of ventricular ejection, the volume of blood at the arterial end increases, raising the pressure to a systolic peak. During the latter part of systole, when cardiac ejection decreases, the outflow through the peripheral resistance vessels exceeds the volume being ejected by the heart, and the pressure begins to decline. This decline continues throughout diastole as blood continues to flow from the arteries into the microcirculation. Part of the work of the heart leads directly to forward flow, but a large portion of the energy of each cardiac contraction results in distention of the arteries that serve as reservoirs for storing the blood volume and the energy supplied to the system (Figure 1-6). This storage of energy and blood volume helps maintain blood flow to the tissues during diastole.
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FIGURE 1-6 This simple representation of the circulatory system shows the principal elements of the circulatory system. Wave reflection can take place within the muscular arteries as well as in the larger elastic artery. The effective location of the principal reflection sites varies with age, migrating more centrally with aging.











Arterial Pressure Wave


The pulsatile variations in blood volume and energy occurring with each cardiac cycle are manifested as a pressure wave that can be detected throughout the arterial system. The amplitude and shape of the arterial pressure wave depend on a complex interplay of factors, which include the stroke volume and time course of ventricular ejection, the peripheral resistance, and the stiffness of the arterial walls.


In general, an increase in any of these factors results in an increase in the pulse amplitude (i.e., pulse pressure, difference between systolic and diastolic pressures) and frequently in a concomitant increase in systolic pressure. For example, increased stiffness of the arteries with age tends to increase both the systolic and pulse pressures through an increase in the magnitude of reflected pressure waves from natural branch points in the arterial system.


The arterial pressure wave is propagated from the heart distally along the arterial tree. The speed of propagation, or pulse wave velocity, increases with stiffness of the arterial walls (the elastic modulus of the material of which the walls are composed) and with the ratio of the wall thickness to diameter. In the mammalian circulation, arteries become progressively stiffer from the aorta toward the periphery. Therefore, the speed of propagation of the wave increases as it moves peripherally. Also, the gradual increase in stiffness tends to increase wave reflection (discussed later) and in young people has a protective effect by decreasing central aortic pressures. With aging, the degree of stiffening increases to such a degree that the reflected waves return earlier and have a detrimental effect by increasing the pulse and systolic pressures in the aorta.3-5 The pressure against which the heart ejects the stroke volume and the associated cardiac work are accordingly decreased at younger ages but increased with age.









Pressure Changes Throughout the Circulation


Figure 1-1 illustrates changes in pressure in the systemic circulation from large arteries through the resistance vessels to the veins. Because there is little loss of pressure energy from friction in large and distributing arteries, they offer relatively little resistance to flow, and the mean pressure decreases only slightly between the aorta and the small arteries of the limbs, such as the radial or the dorsalis pedis.6 The diastolic pressure also shows only minor changes. The amplitude of the pressure wave and the systolic pressure actually increase, however, as the wave travels distally (systolic amplification), because of the increased stiffness of the peripheral artery branches, the preferential forward transmission of high-frequency components of the pressure wave, and the presence of reflected waves.3 These waves arise where the vessels change diameter and stiffness, divide, or branch and are superadded to the oncoming primary pulse wave.6 The reflected waves, at least in the extremities, are strongly enhanced by increased peripheral resistance.6 Direct measurements of pressure in small arteries in experimental animals and humans, and indirect measurements of systolic pressure in human digits, have shown that the pulse amplitude and systolic pressure decrease in smaller vessels, such as the digital vessels of the human extremities.7-9 However, some pulsatile changes in pressure and flow may remain evident even in minute arteries and capillaries, at least under conditions of peripheral vasodilatation, and can be recorded by various methods, including plethysmography. The effect of peripheral vasoconstriction on pulsatility in the microcirculation is opposite to that seen in the proximal small or medium arteries of the extremities. Pulsatile changes in minute arteries, arterioles, and capillaries are reduced by vasoconstriction and enhanced by vasodilatation. In small and medium arteries of the limbs, however, pulsatile changes are increased by vasoconstriction, as a result of enhanced wave reflection, and are decreased by vasodilatation. Figure 1-7 shows arterial pressure pulses recorded directly from the femoral and dorsalis pedis arteries during peripheral vasoconstriction and vasodilatation induced, respectively, by body cooling and heating.
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FIGURE 1-7 Pressure waves from the femoral (F) and dorsalis pedis (DP) arteries during heating and cooling. Note that the pulse pressure of the dorsalis pedis artery is greater with vasoconstriction (body cooling) and falls dramatically with vasodilatation (body heating).


(From Carter SA: Effect of age, cardiovascular disease, and vasomotor changes on transmission of arterial pressure waves through the lower extremities, Angiology 29:601–616, 1978.)





There is almost a complete disappearance of amplification in the dorsalis pedis artery in response to vasodilatation induced by body heating.10 Similar changes in the distal pressure waves result from other factors that alter peripheral resistance; for example, reactive hyperemia and exercise. Exercise, by decreasing resistance in the working muscle, would be expected to decrease reflection in the exercising extremity. Because of vasoconstriction in other parts of the body during exercise (the result of cardiovascular reflexes that regulate blood pressure and circulation), however, the reflection may be increased and lead to a high degree of amplification. For example, it has been shown that during walking, the pulse pressure in the radial arteries can exceed that in the aorta by perhaps 100%.11 Differences between peripheral amplification of the pulse pressure and central augmentation of blood pressure due to reflected waves likely explain some of the physiologic differences seen between young and older individuals and those with atherosclerosis.12,13


These considerations are important for correct interpretation of pressure measurements in peripheral arterial obstruction. For example, brachial systolic pressure corresponds well to aortic or femoral systolic pressure and is used as a standard against which ankle pressure can be compared. The systolic pressure at the ankle usually exceeds brachial pressure in normal subjects; therefore, the finding of ankle systolic pressure that is even slightly lower than brachial systolic pressure indicates the increased likelihood of a proximal stenotic lesion. However, systolic pressure in human digits is usually lower than systolic pressure proximal to the wrist or the ankle. This observation has to be taken into account when measurements of digital systolic pressures are used as an index of distal arterial obstruction. In such cases, the appropriate norms for the differences between the proximal and digital systolic pressures have to be applied, for example by adopting a toe-brachial cut-off of 0.75 for the presence of obstructive arterial disease compared with 0.9 for the ankle-brachial index.14,15









Pulsatile Flow Patterns


Pulsatile changes in pressure are associated with corresponding acceleration of blood flow with systole and deceleration in diastole. Although the energy stored in the arterial walls maintains a positive pressure gradient and overall forward blood flow in the large arteries and microcirculation during diastole, temporary cessation of forward flow or even diastolic reversal occurs frequently in portions of the human arterial system.


How these phenomena occur may be clarified by considering pulsatile pressure changes at two points along the arterial tree. Figure 1-7 shows arterial pressure pulses in the femoral and dorsalis pedis arteries. The corresponding pressure gradient between the two arteries (Figure 1-8) varies during the cardiac cycle, not only because of differences in the shape and magnitude of the original pressure waves but also, more importantly, because the wave arrives later at the dorsalis pedis. The pressure gradient is greatest during the first half of systole, at which time the peak of the wave arrives at the femoral site. Thereafter, the gradient decreases, and by the time the peak arrives at the dorsalis pedis, the femoral pressure has fallen and a negative pressure gradient appears. Such negative gradients, related to different arrival times of the pressure wave at various sites in the arterial system, are commonly observed along human arteries and are conducive to the reversal of blood flow. Despite the reversal of the pressure gradient, however, the direction of flow may not be reversed if there is a large forward mean flow component.
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FIGURE 1-8 Pressure differences between the femoral and dorsalis pedis arteries obtained from the waves shown in Figure 1-7. Note the effect of vasodilatation (body heating) on the negative (reverse flow) component.




The presence of reversed flow during diastole can also be understood if one imagines a major arterial segment, with a certain diastolic pressure, that has several branch vessels leading to areas with different levels of resistance. If one of the proximal branches leads to an area with low peripheral resistance, flow during diastole in the main vessel will occur toward this branch, and flow will reverse in the distal portion of the main vessel if distal branches supply areas with higher peripheral resistance. Such situations of transient flow reversal may exist in the limb during cooling (see Figure 1-8), but during body heating, when peripheral resistance in the distal cutaneous circulation is reduced to a low level, reversed blood flow is decreased or may be abolished. Diastolic flow reversal is generally present in vessels that supply vascular beds with high peripheral resistance. It tends to be absent in low-resistance vascular beds or when peripheral resistance is reduced by peripheral dilatation, such as that which occurs in the skin with body heating, or in the working muscle during exercise or reactive hyperemia. These principles are important in assessing blood flow in arteries that supply various regions, including the cranial circulation. For example, flow reversal can be observed in the external carotid because extracranial resistance is relatively high, but it is absent in the internal carotid because the cerebrovascular resistance is low.


Another way of explaining these changes is to decompose the pressure and velocity waves into forward and backward components.3,16,17 Pressure and blood flow waveforms can be viewed as the sum of the forward pressure waveform generated by the heart and of the reverse or backward component due to reflection at the site of distal resistance (impedance). Although the reflected blood pressure wave is additive to the overall pressure wave (Figure 1-9), the reflected blood flow waveform is subtractive (Figure 1-10). The combination of these forward and backward blood flow waves can lead to negative velocities. With heating, the backward wave decreases and the forward wave maintains blood flow during diastole. With cooling, the reflected wave is more significant and reversal of blood flow increases. Low-resistance beds do not generate prominent backward waves.
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FIGURE 1-9 Representation of the effect of a reflected pressure wave on the final pulse pressure wave. The forward component of the pressure wave (A) is added to the reflected pressure wave (B) to form the final pressure wave (C). The final shape depends on the location of the artery and the effective distance to the major reflecting point.
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FIGURE 1-10 Representation of the effect of a reflected velocity wave on the final velocity wave. The reflected velocity wave (B) is reversed when added to the forward velocity wave (A) to form the final velocity wave (C). The final shape depends on the location of the artery and the effective distance to the major reflecting point.

















Effects of Arterial Obstruction


Arterial obstruction can result in reduced pressure and flow distal to the site of blockage, but the effects on pressure and blood flow are greatly influenced by a number of factors proximal and especially distal to the lesion. One must be familiar with these factors when interpreting noninvasive studies, because they affect the pressure and velocity waveforms observed both proximal and distal to the obstructive lesion. In this section of the chapter, the concept of the critical stenosis is considered, as well as the pressure, velocity, and blood flow manifestations of arterial obstructive disease.






Arterial Narrowing


Blood flow through a narrowed segment of the arterial or venous system is governed by the principle of conversation of mass: what goes in must come out. Therefore, the product of the average blood flow velocity and the cross-sectional area of the artery should be constant (Figure 1-11). While this global effect holds for the overall flow through a vessel without branches, it does not take into consideration the loss of blood flow velocity or kinetic energy that can take place at the level of a narrowing.
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FIGURE 1-11 This diagram is an idealized representation of the principle of conservation of mass as applied to a straight arterial conduit. Basically, the amount of flowing blood remains constant. Based on this principle, and assuming the same driving blood pressure, a very tight stenosis that decreases blood flow at the stenosis will decrease blood flow through the whole conduit. What is not shown here are the collaterals that normally divert blood flow when a segment becomes very stenotic.




As discussed earlier, the energy of flowing blood is a combination of the potential energy of blood (gravity and blood pressure) and the kinetic energy of blood. This is normally described as Bernoulli’s equation (see Figure 1-2). Under ideal conditions, and neglecting losses due to friction (viscous forces) or to acceleration/deceleration changes (inertial forces), conservation of energy will translate potential energy (blood pressure) against kinetic energy (square of the blood flow velocity).


However, this ideal scenario is not seen in real life. As indicated by Poiseuille’s equation, friction (due to viscosity of blood) causes a progressive loss of energy of the column of flowing blood. These changes are exacerbated at more severe stenotic lesions. In addition, instability in the blood flow profiles due to turbulence can cause additional energy losses distal to the stenosis (Figure 1-12).
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FIGURE 1-12 The effects of a stenosis that has generated a velocity jet are summarized in this diagram. The transition from large diameter to small diameter and the reverse transition are dominated by inertial forces. Viscous forces cause resistance in the stenosis proper. The poststenotic region is a complex interplay of all of these forces. The velocity jet expands and the associated boundary separation decreases with distance from the stenosis. The development of turbulence occurs when the area of increased velocity delineated by the boundary zone becomes large enough to become unstable. This occurs over a short distance since viscous forces are also acting to decrease blood flow velocity with distance. Turbulence results in a nonrecoverable loss of energy as do the viscous forces at the stenosis proper.











Critical Stenosis


Encroachment on the lumen of an artery by an arteriosclerotic plaque can result in diminished pressure and flow distal to the lesion, but this encroachment on the lumen has to be relatively extensive before hemodynamic changes are manifested because large arteries offer relatively little resistance to flow compared with the more distal resistance vessels with which they are in series.


Studies in humans and animals have indicated that about 90% of the cross-sectional area (approximately 70% diameter narrowing) of the aorta must be encroached upon before there is a change in the distal pressure and blood flow, whereas in smaller vessels, such as the iliac, carotid, renal, and femoral arteries, the critical stenosis level varies from 70% to 90% reduction in cross-sectional area (approximately 45% to 69% diameter narrowing).18,19


It is important to differentiate between percentage decrease in cross-sectional area and diameter. For example, a decrease in diameter of 50% corresponds to a 75% decrease in cross-sectional area, and a diameter narrowing of 70% is equivalent to about a 90% reduction in area.


Whether a hemodynamic abnormality results from a stenosis and how severe it may be depend on several factors, including (1) the length and diameter of the narrowed segment; (2) the roughness of the endothelial surface; (3) the degree of irregularity of the narrowing and its shape (i.e., whether the narrowing is abrupt or gradual); (4) the ratio of the cross-sectional area of the narrowed segment to that of the normal vessel; (5) the rate of flow; (6) the arteriovenous pressure gradient; and (7) the peripheral resistance beyond the stenosis.


The concept of critical stenosis (i.e., a stenosis that causes a reduction in flow and pressure) has been treated extensively in the literature.19-21 This concept has been accepted because there is generally little or no change in hemodynamics when an artery is first narrowed by disease, but a relatively rapid decrease in pressure and blood flow occurs with greater degrees of narrowing.19 The critical stenosis concept is of practical significance, because lesser degrees of narrowing of human arteries often do not produce significant changes in hemodynamics or clinical manifestations. It must be recognized, however, that the concept of critical stenosis is a gross simplification of a very complex interplay of numerous circulatory factors. In particular, changes in peripheral resistance, such as those occurring with exercise, may profoundly alter the effect of a given stenotic lesion.22,23 These considerations dictate that the hemodynamic and clinical significance of stenotic lesions be assessed, whenever possible, by physiologic measurements; otherwise, erroneous conclusions may be reached.


In evaluating the hemodynamic effect of stenotic lesions, it is also important to recognize that two or more stenotic lesions that occur in series have a more pronounced effect on distal pressure and blood flow than does a single lesion of equal total length.24 This difference is a result of large losses of energy at the entrance, and particularly at the exit, of the lesion resulting from grossly disturbed flow patterns, including jet effects, turbulence, and eddy formation. Thus, the energy losses in tandem lesions can exceed those that result from frictional resistance in a solitary stenosis, as represented in Poiseuille’s equation.









Pressure Changes


Experiments with graded stenoses in animals have indicated that, whereas the diastolic pressure does not fall until the stenosis is quite severe, a decrease in systolic pressure is a sensitive index of reduction in both the mean pressure and the amplitude of the pressure wave distal to a relatively minor stenosis (Figure 1-13).25 Also, damping of the pressure waveform, increased time to peak, and greater width of the pressure wave at half-amplitude can be detected distal to an arterial stenosis or occlusion.26





[image: image]

FIGURE 1-13 Decrease in pulse amplitude and systolic and mean pressures distal to a stenosis. In minimal stenosis, alterations in pulse pressure such as this may be evident only during high-volume flow induced by exercise or hyperemia.


(From Carter SA: Peripheral artery disease: pressure measurements ease evaluation, Consultant 19[9]:102–115, 1979.)





These abnormal features of the pulse wave correlate well with the results of measurement of systolic pressure and can be demonstrated by noninvasive techniques employing pulse waveforms recorded using various types of plethysmography (Figure 1-14). In the case of very mild stenotic lesions, however, little or no pressure or pulse abnormality may be evident distal to the lesion when the patient is at rest. The presence of such lesions may be demonstrated if blood flow is increased with exercise or through the induction of hyperemia. Enhanced blood flow through the stenosis results in increased loss of energy since energy loss due to frictional (viscous) forces is proportional to velocity and accentuates the detectable decrease in pressure distal to the lesion.23
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FIGURE 1-14 Dorsalis pedis pulse waves from a normal limb (N) and a limb with a proximal occlusion (O). The wave from the limb with occlusion shows a prolonged time to peak (252 msec) and increased width at half of the amplitude (476 msec).


(From Carter SA: Investigation and treatment of arterial occlusive disease of the extremities, Clin Med 79[5]:13–24, 1972 [Part I]; Clin Med 79[6]:15–22, 1972 [Part II].)












Blood Flow Changes


At rest, the total blood flow to an extremity may be normal in the presence of a severe stenosis or even a complete obstruction of the main artery because of the development of collateral circulation, as well as a compensatory decrease in the peripheral resistance. In such circumstances, measurement of systolic pressure, as discussed earlier, is a better method of assessing the presence and severity of the occlusive or stenotic process than measurement of blood flow.23 Resting blood flow is reduced only when the occlusion is acute and the collateral circulation has not had a chance to develop or, in the case of a chronic arterial obstruction, when the occlusive process is extensive and consists of two or more lesions in series. Although single lesions might not be associated with symptoms or significant changes in blood flow at rest, such lesions can significantly affect the blood supply when need is increased during exercise. In such cases, the sum of the resistances of the obstructions (stenosis, collateral resistance, or both) and of the peripheral resistance may prevent a normal increase in flow, and symptoms of intermittent claudication may develop.


Arterial obstruction can lead to changes in the distribution of the available blood flow to neighboring regions or vascular beds, depending on the relative resistance and anatomic arrangement of these areas. For example, blood flow during exercise can increase in the skeletal muscle of the extremity distal to an arterial obstruction, but because the distal pressure is reduced during exercise, the muscle “steals” blood from the skin and the blood supply to the skin of the foot is diminished. Such reduction in flow to the skin may be manifested clinically by numbness of the foot, a common symptom in patients with claudication. In lower extremities with extensive large vessel occlusion and additional obstruction in small distal branches, vasodilator drugs or sympathectomy may divert flow from the critically ischemic distal areas by decreasing resistance in less ischemic regions.27 Obstruction of the subclavian artery is known to cause cerebral symptoms in some patients because of reversal of flow in the vertebral arteries (the subclavian steal syndrome); similarly, obstructive lesions of the internal carotid artery may lead to reversal of flow in the ophthalmic vessels, which communicate with external carotid branches on the face and scalp.









Blood Flow Velocity Changes


In normal arteries, blood flow velocity increases rapidly to a peak during early systole and decreases during early diastole, when flow reversal can occur. The shape of the resulting pulse velocity wave resembles the pressure gradient shown in Figure 1-8. The character of this velocity profile can be subjectively observed on the Doppler spectral waveform or quantified from Doppler waveform recordings by calculating various indices of pulsatility and damping.28 Over normal peripheral arteries, double or triple sounds are heard; the second sound represents the diastolic flow reversal (biphasic), and the third sound represents the second forward component (triphasic). Whether the Doppler waveforms are biphasic or triphasic is probably not of practical clinical significance and may be related to a complex interplay of several factors. These factors include the basal heart rate and the shape of the pressure and blood flow waves. As discussed earlier, the latter factors depend on the degree of peripheral vasoconstriction and elastic properties of the arteries.


Distal to an arterial stenosis the pressure wave is more damped than normal and is similar in pattern to the pressure wave seen in Figure 1-14. Also, flow reversal disappears distal to an arterial stenosis. The calculated wave indices are thus altered, and the Doppler waveforms have a single component (monophasic) rather than the double or triple components usually heard.11 The disappearance of reversed flow distal to a stenosis probably results from a combination of several factors, including (1) the maintenance of a relatively high level of forward flow throughout the cardiac cycle (because of the pressure gradient across the stenosis); (2) resistance to reverse flow created by the stenotic lesion; (3) a decrease in peripheral resistance as a result of relative ischemia; and (4) damping of the pressure wave by the lesion and a decrease in mean pressure, resulting in attenuated pressure pulses, which are less subject to the reflections and amplification that normally contribute to diastolic flow reversal. The latter would explain the presence of monophasic signals that extend only during systole (high resistance) rather than throughout the cardiac cycle (low resistance).


Assessment of blood flow velocities at and distal to arterial obstructions is useful in evaluating the significance of the occlusive processes. Doppler spectrum analysis allows the accurate detection and quantification of blood flow abnormalities resulting from stenotic lesions. This subject is considered in further detail in Chapters 2 and 3, but it is of interest to comment on the physiologic principles illustrated by the Doppler frequency spectra in normal and abnormal vessels. As noted previously, the velocity pattern across a stenotic vessel is flattened and has a more constant velocity distribution across the diameter of the artery (plug flow) (see Figure 1-3, B). As a result, the particles in the central core of normal arteries flow with relatively uniform and high velocities during systole. This can be demonstrated by Doppler spectral waveforms, which reveal a narrow band of velocities near the maximum velocity.29 Stenotic lesions result in marked disturbance of flow with the occurrence of abnormally high velocities at the site of narrowing, jet effects extending from the stenosis, irregular travel of particles in various directions and at different velocities, and eddy formation (see Figure 1-12). The change in the direction of particle movement with respect to the axis of the vessel alters the observed Doppler shifts and also contributes to the occurrence of a large range of blood flow velocities registered with Doppler spectral analysis. These effects of arterial stenosis are manifest as widening or dispersal of the band of systolic velocity (spectral broadening), complete filling in of the spectral tracing, and reversal of blood flow due to eddies, as discussed in Chapter 3.












Venous Hemodynamics


As shown in Figure 1-1, the pressure remaining in the veins after the blood has traversed the arterioles and capillaries is low for a subject in the supine position. Because of their relatively large diameters, medium and large veins offer little resistance to flow, and blood moves readily from the small veins to the right atrium, where the pressure is close to atmospheric pressure. Although the effects of arterial pressure and flow waves are rarely transmitted to the systemic veins, phasic changes in venous pressure and blood flow reflect changes in right atrial pressures in response to cardiac activity and because of alterations of intrathoracic pressure with respiration. Knowledge of these changes is necessary for correct assessment of peripheral veins by noninvasive laboratory studies.


The final section of this chapter discusses changes in pressure and blood flow in various portions of the venous system that are associated with cardiac and respiratory cycles. Also considered are alterations in venous hemodynamics that occur with changes in posture, the important consequences of competence or incompetence of venous valves, and the effects of venous obstruction.






Flow and Pressure Changes During the Cardiac Cycle


Figure 1-15 shows changes in pressure and flow in large veins such as the venae cavae that occur during phases of the cardiac cycle. Such oscillations in pressure and flow may, at times, be transmitted to more peripheral vessels. Characteristically, three positive pressure waves (a, c, v) can be distinguished in central venous pressure and reflect corresponding changes in pressure in the atria. The a wave is caused by atrial contraction and relaxation. The upstroke of the c wave is related to the increase in pressure when the atrioventricular valves are closed and bulge during isovolumetric ventricular contraction. The subsequent downstroke results from the fall in pressure caused by pulling the atrioventricular valve rings toward the apex of the heart during ventricular contraction, thus tending to increase the atrial volume. The upstroke of the v wave results from a passive rise in atrial pressure during ventricular systole when the atrioventricular valves are closed and the atria fill with blood from the peripheral veins. The v wave downstroke is caused by the fall in pressure that occurs when the blood leaves the atria rapidly and fills the ventricles, soon after the opening of the atrioventricular valves, early in ventricular diastole.
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FIGURE 1-15 Schematic representation of normal changes in pressure and flow in the central veins associated with the cardiac cycle. a, a wave; c, c wave; v, v wave.




The venous pressure waves are associated with changes in blood flow. There are two periods of increased venous flow during each cardiac cycle. The first occurs during ventricular systole, when shortening of the ventricular muscle pulls the atrioventricular valve rings toward the apex of the heart. This movement of the valve ring tends to increase atrial volume and decrease atrial pressure, thus increasing flow from the extracardiac veins into the atria. The second phase of increased venous flow occurs after the atrioventricular valves open and blood rushes into the ventricles from the atria. Venous flow is reduced in the intervening periods of the cardiac cycle as the atrial pressure rises during and soon after atrial contraction and in the later part of the ventricular systole. Because there are no valves at the junction of the right atrium and venae cavae, some backward flow may actually occur in the large thoracic veins during atrial contraction as blood moves in the reverse direction from the atrium into the venae cavae.


The changes in pressure and blood flow in the large central veins that are associated with the events of the cardiac cycle are not usually evident in the peripheral veins of the extremities. This is probably the result of damping related to the high distensibility (compliance) of the veins, as well as compression of the veins by intra-abdominal pressure and mechanical compression in the thoracic inlet. Because the effects of right-sided heart contractions are more readily transmitted to the large veins of the arms, the pulsatile changes in venous blood flow velocity associated with the events of the cardiac cycle tend to be more obvious in the upper extremities than in the veins of the legs.


In abnormal conditions, such as congestive heart failure or tricuspid insufficiency, venous pressure is increased. This elevation of venous pressure may lead to increased transmission of cardiac phasic changes in pressure and blood flow to the peripheral veins of the upper and lower limbs. Such phasic changes may occasionally be found in healthy, well-hydrated individuals, probably because a large blood volume distends the venous system.









Venous Effects of Respiration


Respiration has profound effects on venous pressure and blood flow. During inspiration, the volume in the veins of the thorax increases and the pressure decreases in response to reduced intrathoracic pressure. Expiration leads to the opposite effect, with decreased venous volume and increased pressure. The venous response to respiration is reversed in the abdomen, where the pressure increases during inspiration because of the descent of the diaphragm and decreases during expiration as the diaphragm ascends. Increased abdominal pressure during inspiration decreases pressure gradients between peripheral veins in the lower extremities and the abdomen, thus reducing blood flow in the peripheral vessels. During expiration, when intra-abdominal pressure is reduced, the pressure gradient from the lower limbs to the abdomen is increased and blood flow in the peripheral veins rises correspondingly.


In the veins of the upper limbs, the changes in blood flow with respiration are opposite to those in the lower extremities. Because of reduced intrathoracic pressure during inspiration, the pressure gradient from the veins of the upper limbs to the right atrium increases and blood flow increases. During expiration, blood flow decreases because of the resulting increase in intrathoracic pressure and the corresponding rise of the right atrial pressure. The respiratory changes in blood flow in the upper limbs may be influenced by changes in posture. With the upper parts of the body elevated, venous flow tends to stop at the height of inspiration and resumes with expiration, probably because of the compression of the subclavian vein at the level of the first rib during contraction of the accessory muscles of respiration.


The respiratory effects are usually associated with clear phasic changes in venous blood flow in the extremities; these can be detected by various instruments, including plethysmographs and Doppler flow detectors. The respiratory changes in venous velocity may be exaggerated by respiratory maneuvers such as the Valsalva maneuver, which increases intrathoracic and abdominal pressures and decreases, abolishes, or even reverses flow in some peripheral veins. Also, the respiratory effects on venous flow may be diminished in the lower limbs in individuals who are chest or shallow breathers and whose diaphragm may not descend sufficiently to elevate intra-abdominal pressure. Venous flow then tends to be more continuous.









Venous Blood Flow and Peripheral Resistance


Blood flow and blood flow velocity in the peripheral veins, particularly in the extremities, are profoundly influenced by local blood flow, which is in turn largely determined by the peripheral resistance or the state of vasoconstriction or vasodilatation. When limb blood flow is markedly increased as a result of peripheral vasodilatation (e.g., secondary to infection or inflammation), the flow tends to be more continuous, and the respiratory changes in flow are less evident. When there is increased vasoconstriction in the extremities (e.g., when there is a need to conserve body heat and blood flow through the skin is decreased), venous flow is also markedly decreased and there may decreased Doppler flow signals over a peripheral vein, such as the posterior tibial vein. Also, severe arterial obstruction may decrease overall blood flow and velocity in the vessels of the extremities and lead to decreased velocity signals over the venous channels.









Effect of Posture


In the upright position, the hydrostatic pressure is greatly increased in the dependent part of the body, particularly in the lower portions of the lower extremities. This increase in hydrostatic pressure, as indicated earlier, is associated with high transmural pressures in the blood vessels and, in turn, leads to greater vascular distention. In the veins, which have low pressure to start with and are distensible, considerable pooling of the blood occurs in the lower parts of the legs. The resulting decrease in venous return to the right atrium is associated with diminished cardiac output. When the normal compensatory reflexes that increase peripheral resistance are impaired, decreased cardiac output can lead to hypotension and fainting.


The movement of the skeletal muscles of the legs, such as that which occurs during walking, leads to decreased venous pressure because of the presence of one-way valves in the peripheral veins. Contraction of the voluntary muscle squeezes the veins and propels the blood toward the heart. Muscular contraction not only increases venous return and cardiac output but also interrupts the hydrostatic column of venous blood from the heart and thus temporarily decreases pressure in the peripheral veins (e.g., in the veins at the ankle). Activity of the skeletal muscles of the legs in the presence of competent venous valves therefore results in the lowering of pressure in the veins of the extremity, leading to decreased venous pooling, decreased capillary pressure, reduced filtration of fluid into the extracellular space than would otherwise occur, and increased blood flow because of increased arteriovenous pressure difference.









Effect of External Compression


Sudden pressure on the veins of the extremities, whether caused by an active muscular contraction or external manual compression of the limb, increases venous blood flow and velocity toward the heart and stops blood flow distal to the site of the compression in the presence of competent venous valves. The responses to sudden pressure changes are affected by venous obstruction and damage to the venous valves. The detection of such changes is important when assessing patients for the presence of venous disease. (This is discussed further in Chapters 21 and 22.)









Venous Obstruction


Venous obstruction can be acute or chronic. Acute venous thrombosis may lead to potentially fatal pulmonary embolism due to embolization of thrombi in the leg veins and resulting obstruction of the pulmonary arteries. The clinical diagnosis of acute deep venous thrombosis is unreliable, and noninvasive venous ultrasound has become the primary means of making this diagnosis (see Chapter 22). In the case of severe chronic obstruction, edema may occur due to poor exchange of oxygenated blood in the peripheral soft tissues. Also, the nutrition of the skin in the affected region may be impaired, and characteristic trophic changes in the skin and venous stasis ulcers may result.


An audible Doppler signal should be present over peripheral veins; it can be easily distinguished from an arterial flow signal because of the absence of pulsatility synchronous with the heart. As indicated earlier, a signal may be absent in low-flow states, especially when the limb is cold and auscultation is carried out over small peripheral veins. Squeezing of the limb distal to the site of examination should temporarily increase blood flow (augmentation) and cause an audible signal if the vein is patent. Spontaneous venous blood flow signals normally possess clear respiratory phases. However, if there is an obstruction between the heart and the examination site, the respiratory changes in venous blood flow velocity are absent or attenuated. Over larger, more proximal veins, such as the popliteal and more proximal veins, the absence of audible signals after an adequate search is indicative of an obstructed venous segment.


The presence or absence of obstruction is also gauged by increasing blood flow toward the examination site by squeezing the limb distally or by activating the distal muscle groups and thus increasing venous blood flow toward the flow-detecting probe (augmentation). Absence of increased blood flow signals or attenuation of the expected increase in blood flow signals is associated with obstruction between the probe location and the site from which the enhancement of venous flow is attempted.


Increase in blood flow is also elicited when manual compression of the limb proximal to the flow-detecting probe is released, because of filling of the proximal veins that have been emptied by the compression maneuver. If the proximal veins at or near the point of compression are occluded, the augmentation of blood flow after release of the compression is attenuated.









Venous Valvular Incompetence


When the valves are competent, blood flow in the peripheral veins is toward the heart. However, blood flow may be temporarily diminished or stopped soon after assumption of the upright posture, at the height of inspiration, or during the Valsalva maneuver. The peripheral veins normally fill from the capillaries, and the rate at which they fill depends on the peripheral resistance and arterial blood flow, as determined by the degree of peripheral vasoconstriction. When there are incompetent veins proximally, there may be retrograde filling of the peripheral veins, such as those in the ankle region, from the more proximal veins, in addition to normal filling from the capillary beds. This retrograde filling may have serious consequences because of a resulting chronic exposure to persistent levels of elevated hydrostatic pressure and filtration of fluid into the extravascular spaces in the upright position.


The presence or absence of the retrograde blood flow may be detected by examining the Doppler spectral waveforms obtained after the limb is squeezed distally. Various plethysmographic methods can detect the rate of venous filling by measuring changes in venous volume after the blood volumes have been decreased during muscular action such as flexion-extension of the ankle in the upright position. After such exercise, the venous volume and pressure increase more rapidly when the valves are incompetent, because the peripheral veins fill as a result of retrograde blood flow from the more proximal parts of the limbs. The application of a tourniquet or cuff with appropriate pressure compresses the superficial veins and allows localization of incompetent veins, not only to the various segments of the limbs, but also to the superficial veins as opposed to the perforating or deep veins.












Summary


Doppler ultrasound measurements reflect key elements of arterial and venous hemodynamics. An understanding of the basic physiologic principles plays a critical role in the evaluation of arterial and venous disease.
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2 Physics and Instrumentation in Doppler and B-mode Ultrasonography




James A. Zagzebski, PhD





This chapter presents an overview of the physical and technical aspects of vascular sonography, including the following: (1) a brief review of relevant ultrasound–soft-tissue interactions, (2) pulse-echo principles and display techniques, (3) harmonic and chirp imaging, (4) the Doppler effect as it applies to vascular sonography, (5) continuous-wave (CW) and pulsed Doppler instrumentation, (6) the common techniques used for displaying Doppler signal spectral information, and (7) extended field-of-view and three-dimensional (3D) techniques.






Sound Propagation in Tissue


Sound waves are produced by vibrating sources, which cause particles in the medium to oscillate, setting up the wave. As sound energy propagates, it is attenuated, scattered, and reflected, producing echoes from various interfaces. In medical ultrasonography, piezoelectric elements inside an ultrasound transducer serve as the source and detector of sound waves. The design of the transducer is such that the waves travel in a beam with a well-defined direction. The reception of reflected and scattered echo signals by the transducer makes possible the production of ultrasound images and allows detection of motion using the Doppler effect. This section inspects factors that are important in the transmission and reflection of ultrasound in tissue.






Speed of Sound


Most ultrasound applications involve transmitting short bursts, or pulses, of sound into the body and receiving echoes from tissue interfaces. The time between transmitting a pulse and receiving an echo is used to determine the depth of the interface. The speed of sound in tissue must be known to apply pulse-echo methods.


Sound propagation speeds depend on the properties of the transmitting medium and not significantly on frequency or wave amplitude. As a general rule, gases, including air, exhibit the lowest sound speed; liquids have an intermediate speed; and firm solids such as glass have very high speeds of sound. Speeds of sound in common media and tissues are listed in Table 2-1. For soft tissues, the average speed of sound has been found to be 1540 m/sec.1 Most diagnostic ultrasound instruments are calibrated with the assumption that the sound beam propagates at this average speed. Slight variations exist in the speed of sound from one tissue to another, but as Table 2-1 indicates, speeds of sound in specific soft tissues deviate only slightly from the assumed average. Adipose tissues have sound speeds that are lower than the average, whereas muscle tissue exhibits a speed of sound that is slightly greater than 1540 m/sec.


TABLE 2-1 Speed of Sound for Biologic Tissue






	Tissue

	Speed of Sound (m/sec)

	Change from 1540 m/sec (%)






	Fat

	1450

	−5.8






	Vitreous humor

	1520

	−1.3






	Liver

	1550

	+0.6






	Blood

	1570

	+1.9






	Muscle

	1580

	+2.6






	Lens of eye

	1620

	+5.2







From Wells PNT: Propagation of ultrasonic waves through tissues. In Fullerton G, Zagzebski J, editors: Medical physics of CT and ultrasound, New York, 1980, American Institute of Physics, p 381.









Frequency and Wavelength


The number of oscillations per second of the piezoelectric element in the transducer establishes the frequency of the ultrasound wave. Frequency is expressed in cycles per second, or hertz (Hz). Audible sounds are in the range of 30 Hz to 20 kHz. Ultrasound refers to any sound whose frequency is above the audible range (i.e., above 20 kHz). Diagnostic ultrasound applications use frequencies in the 1-MHz to 30-MHz (1 million to 30 million Hz) frequency range. Manufacturers of ultrasound equipment and clinical users strive to use as high a frequency as practical that still allows adequate visualization depth into tissue (see section on attenuation). Higher frequencies are associated with improved spatial detail, or better resolution.


Figure 2-1 shows what might be called a snapshot of a sound wave, captured at an instant of time. It illustrates accompanying compressions and rarefactions in the medium that result from the particle oscillations. The wavelength λ is the distance over which a property of a wave repeats itself. It is defined by the equation





[image: image]

FIGURE 2-1 Sound waves produced by an ultrasound transducer. Vibrations of the transducer are coupled into the medium, producing local fluctuations in pressure. The fluctuations propagate through the medium in waves. The pressure amplitude is the maximum pressure swing, positive or negative. The diagram schematically illustrates compressions and rarefactions at an instant of time. The symbol λ is the acoustic wavelength.
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where c is the speed of sound and f is the frequency. Table 2-2 presents values for the wavelength in soft tissue, where the speed of sound is taken to be 1540 m/sec, for several frequencies. A good rule of thumb for tissues is the wavelength λt = 1.5 mm/F, where F is the frequency expressed in MHz. For example, if the frequency is 5 MHz, the wavelength in soft tissue is approximately 0.3 mm. Higher frequencies have shorter wavelengths and vice versa.


TABLE 2-2 Wavelengths for Various Ultrasound Frequencies






	Frequency (MHz)

	Wavelength* (mm)






	1

	1.54






	2.25

	0.68






	5

	0.31






	10

	0.15






	15

	0.103







* Assuming a speed of sound of 1540 m/sec.


Wavelength has relevance when describing dimensions of objects, such as reflectors and scatterers in the body. The size of an object is most meaningfully expressed if given relative to the ultrasonic wavelength for the frequency of the sound beam. Similarly, the width of the ultrasound beam from a transducer depends in part on the wavelength. Higher-frequency beams have shorter wavelengths and are narrower than lower-frequency beams.









Amplitude, Intensity, and Power


A sound wave is accompanied by pressure fluctuations in the medium. The pressure profile that could occur for the wave in Figure 2-1 might appear as in the graph in the lower part of this figure. The pressure amplitude is the maximal increase (or decrease) in the pressure caused by the sound wave. The unit for pressure is the pascal (Pa). Pulsed ultrasound scanners can produce peak pressure amplitudes of several million pascals in water when power controls on the machine are adjusted for maximal levels. As a benchmark for comparison, atmospheric pressure is approximately 0.1 MPa, so it is clear that ultrasound fields from medical devices significantly exceed this mark. The high-pressure amplitudes of an ultrasound pulse can easily burst contrast agent bubbles (see later) that are sometimes injected into the bloodstream to enhance echo signals. Diagnostic levels, however, are not believed to create biologic effects in tissues if such gas bodies are not present.


The intensity (I) of a sound wave at a point in the medium is estimated by squaring the pressure amplitude (P) and using I = P2/2ρc, where ρ is the density and c is the speed of sound. Units for ultrasound intensity are watts per meter squared (W/m2) or multiples thereof, such as mW/cm2. In water, a 2-MPa amplitude during the pulse corresponds to a pulse average intensity of 133 W/cm2! This is a high intensity, but, fortunately, it is not sustained by a diagnostic ultrasound device because the duty factor (i.e., the fraction of time the transducer actually emits ultrasound) typically is less than 0.005. Therefore, the time-averaged acoustic intensity from an ultrasound machine, found by averaging over a time that includes transmit pulses as well as the time between pulses, is much lower than the intensity during the pulse. Typical time-averaged intensities at the location in the ultrasound beam where the maximal values are found are on the order of 10 to 20 mW/cm2 for B-mode imaging. Doppler and color flow imaging modes have higher duty factors. Moreover, these modes tend to concentrate the acoustic energy into smaller areas. Time-averaged intensities for Doppler modes may be a few hundred mW/cm2 for color flow imaging and as high as 1000 to 2000 mW/cm2 for pulsed Doppler!2,3


The acoustic power produced by a scanner is the rate at which energy is emitted by the transducer. Average acoustic power levels in diagnostic ultrasonography are low because of the small duty factors used in most equipment. Typical power levels are on the order of 10 to 20 mW for black-and-white imaging, but may be three to four times this value for color flow modes of operation.









Acoustic Output Labels on Machines


The transmit level, or the output power, on most scanners may be adjusted by the operator. Increasing the power applies a more energetic signal to the transducer, thereby increasing the pressure amplitude and increasing the power and the intensity of the waves produced. Higher power levels are advantageous because they enable detection of echoes from more weakly reflecting interfaces in the body. The disadvantage of high power levels is that they expose the tissue to greater amounts of acoustic energy, increasing the potential for biologic effects. Although there are no confirmed effects of ultrasound on patients during diagnostic ultrasound exposures, most operators attempt to follow the ALARA (As Low As Reasonably Achievable) principle when adjusting the power level and other instrument controls that affect output levels.


It would be difficult to follow ALARA without labels on the machine to inform the operator “how much” ultrasound energy is being applied. Although some ultrasound machines display relative output indications, such as a transmit level percentage, a relative level in decibels, or simply the setting of a power control knob, such labels do not provide users sufficient information to help them understand the likelihood that the sound levels produced might be in an undesirable zone.


To help operators implement the ALARA principle, output labels are used that are related to the biologic effects of ultrasound.4 One of the potential effects is “cavitation,” which describes activity of small gas bodies under the action of an ultrasound field. When gas bodies are present, such as when there are contrast agents in the ultrasound field, cavitation increases the local stresses on tissue that are associated with the ultrasound waves. If the wave amplitude is high enough, collapse of the gas body occurs, and this is accompanied by localized energy depositions that significantly exceed depositions that might occur without cavitation. Cavitation is believed to be most closely associated with the peak negative pressure in the ultrasound wave. Scientists have developed a “mechanical index” (MI) that is derived from the peak negative pressure in the medium. For most ultrasound machines, the current maximum MI in the field is displayed in a prominent position on the display (Figure 2-2).





[image: image]

FIGURE 2-2 Ultrasound image showing display of the mechanical index (MI) and thermal index (TI).




Another way that ultrasound energy may affect tissue is by heating through absorption of the waves. Absorption is one of the mechanisms that result in attenuation of a sound beam as it propagates through tissue. A corresponding index, the “thermal index” (TI) is displayed to indicate the likelihood of heating (see Figure 2-2). This is estimated using the time-averaged acoustic power or the time-averaged intensity, along with detailed mathematical models for the sound beam pattern and assumptions on the ultrasonic and thermal properties of the tissue. Depending on the application, a machine will exhibit either a soft tissue thermal index value (TIs) or a thermal index for the case in which absorbing bone is at the beam focus (TIb). TIc is a thermal index that is used for Transcranial Doppler studies because heating is likely to occur in the cranial bones.


The acoustic output labeling standard calls for a clear display of MI and TI.4 The standard is followed by most ultrasound equipment manufacturers, and it provides ultrasound system operators values of acoustic output quantities that are relevant to the possibility of biologic effects from the ultrasound exposures.









Decibel Notation


Decibels are used frequently to indicate relative power, intensity, and amplitude levels. Their use is a way to express the ratio of two signal amplitudes or two intensities. Suppose one wishes to express how much greater (or smaller) one intensity (I1) is relative to another (I2). Their relative value in decibels is given by





[image: image]    (2-2)





Thus, the decibel relation between two intensities is just the log of their ratio multiplied by 10. The same equation holds for expressing the ratio of two power levels. The difference in decibels between two powers is found by taking the log of their ratio and multiplying by 10.


Sometimes amplitudes rather than the intensities of two signals are used to express decibels. For a given decibel level, one must account for the fact that the intensity is proportional to the square of the amplitude. Substituting the corresponding amplitudes (A1 and A2) into Equation 2-2, squaring them, and taking into account that log (x2) is 2(log x), we have the relationship
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Notice, the multiplicative factor is 20 rather than 10 when converting amplitude ratios to decibels.


Table 2-3 lists decibel values for various intensity and amplitude ratios. Notice that a 3-dB increase in the intensity is the same as doubling the quantity. A 10-dB increase corresponds to a 10-fold increase, and a 20-dB increase means that the intensity is multiplied by 100. The lower half of the table shows decibel changes corresponding to reductions of the intensity. A 3-dB decrease is the same as halving the intensity, and so forth.


TABLE 2-3 Decibel Differences Corresponding to Various Intensity and Amplitude Ratios*






	Amplitude Ratio (A1/A2)

	Intensity Ratio (I1/I2)

	Decibel Difference (dB)






	1

	1

	0






	1.41

	2

	+3






	2

	4

	+6






	2.828

	8

	+9






	3.16

	10

	+10






	4.47

	20

	+13






	10

	100

	+20






	100

	10,000

	+40






	1

	1

	0






	0.707

	0.5

	−3






	0.5

	0.25

	−6







* For example, if I1 is 10 times I2, it is 10 dB greater than I2. A 20-dB difference between two signals corresponds to both a ratio of 10 for their amplitude or a ratio of 100 for their intensities, and so forth.


Frequently, decibels are used to describe the loudness of audible sounds. Here, the level of one sound often is expressed with no explicit comparison to another, such as “the sound intensity of the jet at takeoff was 110 dB.” However, with airborne sounds, a reference intensity is implied when not stated explicitly. This reference is I2 = 10−12 W/m2, the accepted threshold for human hearing.









Attenuation


As a sound beam propagates through tissue, its intensity decreases with increasing distance. This decrease with path length is called attenuation. Attenuation of medical ultrasound beams is caused by reflection and scatter of the waves at boundaries between media having different densities or speeds of sound and absorption of ultrasonic energy by tissues. As mentioned previously, absorption may lead to heating if beam power levels are sufficiently high.


The rate of attenuation in relation to distance is called the attenuation coefficient, expressed in decibels per centimeter. The attenuation coefficient depends on both the medium and the ultrasound frequency. Figure 2-3 illustrates attenuation coefficients for a few tissues, plotted versus the frequency. Attenuation is quite high for muscle and skin, has an intermediate value for large organs such as the liver, and is very low for fluid-filled structures. For the liver, it is approximately 0.5 dB/cm at 1 MHz, whereas for blood, it is about 0.17 dB/cm at 1 MHz. An important characteristic of attenuation is its frequency dependence. For most soft tissues, the attenuation coefficient is nearly proportional to the frequency.1 The attenuation expressed in decibels would roughly double if the frequency were doubled. Thus, higher-frequency sound waves are more severely attenuated than lower-frequency waves, and the high-frequency beams cannot penetrate as far as low-frequency beams. Diagnostic studies with higher-frequency sound beams (7 MHz and above) are usually limited to superficial regions of the body. Lower frequencies (5 MHz and below) must be used for imaging large organs, such as the liver.





[image: image]

FIGURE 2-3 Variation of attenuation with tissue type and frequency.











Reflection


Figure 2-4 shows an ultrasound image of the carotid artery of a normal adult. The walls of the vessel can be seen because of reflection of sound waves. Echoes from muscle and other tissues are also produced by reflections and by ultrasonic scatter. Both reflection and scatter contribute to the detail seen on clinical ultrasound scans.





[image: image]

FIGURE 2-4 B-mode image of an arterial graft. Such images are constructed from echoes detected from large interfaces (arrows) and from small scatterers (smooth echo region). Bright dots on ultrasound B-mode images indicate high-amplitude echoes, and dim dots indicate low amplitudes. Notice how the echoes from the vessel wall vary as the orientation changes slightly, characteristic of a specular reflector. The highest-amplitude echoes occur when the interface is perpendicular to the ultrasound beam. The interior of the vessel appears anechoic because blood has a lower backscatter level (lower echogenicity) than surrounding tissues. Scattering from small interfaces produces the vast majority of echoes visualized throughout the image.




Partial reflection of ultrasound waves occurs when they are incident on interfaces separating tissues having different acoustic properties. The fraction of the incident energy that is reflected depends on the acoustic impedances of the tissues forming the interface. The acoustic impedance (Z) is the speed of sound (c) multiplied by the density (ρ) of a tissue. The amplitude or strength of the reflected wave is proportional to the difference between the acoustic impedances of tissues forming the interface.


The reflection coefficient quantifies the relative amplitude of a wave reflected at an interface. It is the ratio of the reflected amplitude to the incident amplitude. For perpendicular incidence of the ultrasound beam on a large, flat interface (Figure 2-5), reflection coefficient (R) is given by





[image: image]

FIGURE 2-5 Reflection at a specular interface. The echo amplitude depends on the difference between the acoustic impedances Z1 and Z2 of the materials forming the interface.
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where the impedances Z1 and Z2 are identified in Figure 2-5.


Equation 2-4 shows that the larger the difference between impedances Z2 and Z1, the greater will be the amplitude of the echo from an interface, and hence, the less will be the transmitted signal. Large impedance differences are found at tissue-to-air and tissue-to-bone interfaces. In fact, such interfaces are nearly impenetrable to an ultrasound beam. In contrast, significantly weaker echoes originate at interfaces formed by two soft tissues because, generally, there is not a large difference in impedance between soft tissues.5


Large, smooth interfaces, such as those indicated in Figure 2-5, are called specular reflectors. The direction in which the reflected wave travels after striking a specular reflector is highly dependent on the orientation of the interface with respect to the sound beam. The wave is reflected back toward the source only when the incident beam is perpendicular or nearly perpendicular to the reflector. The amplitude of an echo detected from a specular reflector thus also depends on the orientation of the reflector with respect to the sound beam direction. The ultrasound image in Figure 2-4 was obtained using a linear array probe, which sends individual ultrasound beams into the scanned region in a vertical direction as viewed on the image. Sections of the vessel wall that are nearly horizontal yield the highest amplitude echoes and hence appear brightest because they were closest to being perpendicular to the ultrasound beams during imaging. Sections where the vessel is slightly inclined are seen as less bright.


Some soft tissue interfaces are better classified as diffuse reflectors. The reflected waves from a diffuse reflector propagate in various directions with respect to the incident beam. Therefore, the amplitude of an echo from a diffuse interface is less dependent on the orientation of the interface with respect to the sound beam than the amplitude detected from a specular reflector.









Scattering


For interfaces whose dimensions are small, reflections are classified as “scattering.” Much of the background information viewed in Figure 2-4 results from scattered echoes, where no one interface can be identified but usually echoes from many small interfaces are picked up simultaneously. The scattered waves spread in all directions, as suggested in Figure 2-6. Consequently, there is little angular dependence on the strength of echoes detected from scatterers. Unlike the vessel wall, which is best visualized when the ultrasound beam is perpendicular to it, the scatterers are detected with relatively uniform average amplitude from all directions. Echoes resulting from scattering within organ parenchyma are clinically important because they provide much of the diagnostic detail seen on ultrasound scans.





[image: image]

FIGURE 2-6 Scattering of ultrasound by small inhomogeneities.




In Doppler ultrasound, blood flow is detected by processing signals resulting from scattering by red blood cells. At diagnostic ultrasound frequencies, the size of a red blood cell is very small compared with the ultrasonic wavelength. Scatterers of this size range are called Rayleigh scatterers. The scattered intensity from a distribution of Rayleigh scatterers depends on several factors: (1) the dimensions of the scatterer, with a sharply increasing scattered intensity as the size increases; (2) the number of scatterers present in the beam (e.g., Shung has demonstrated that when the hematocrit is low, scattering from blood is proportional to the hematocrit6); (3) the extent to which the density or elastic properties of the scatterer differ from those of the surrounding material; and (4) the ultrasonic frequency. (For Rayleigh scatterers, the scattered intensity is proportional to the frequency to the fourth power.)









Nonlinear Propagation


A sound wave traveling through tissue will also undergo gradual distortion with distance if the amplitude is high enough. This is a manifestation of nonlinear sound propagation, and it leads to creation of harmonic waves, or waves that have frequencies that are multiples of that of the original transmitted wave. When partial reflection of the distorted beam occurs at an interface, the reflected echo consists of both the original, “fundamental frequency signals” and harmonic components. A 3-MHz fundamental echo is accompanied by a 6-MHz second harmonic echo and so on. Higher-order harmonics are possible, but attenuation in tissue usually limits the ability to detect them. Although the second harmonic echoes themselves are of lower amplitude than the fundamental, it is possible to distinguish them from the fundamental in the processor of an ultrasound machine and to use them to construct an image, called a tissue harmonic image.7


A noteworthy character of tissue harmonic images is that they appear less noisy and have fewer reverberation artifacts than images made with the fundamental. This is believed to be related to the way the harmonic component of the beam forms (i.e., the harmonics gradually grow in amplitude with increasing depth). The harmonic is not present at the skin surface but gradually develops as the beam propagates deeper and deeper into tissue. The second harmonic reaches a peak at some intermediate depth in the patient, then reduces with further increases in depth. Any reverberations or other sources of acoustic noise generated when the transmitted pulse is near the skin surface preferentially contain fundamental frequencies because the harmonics have not built up to any appreciable level at that point. Examples of harmonic images are presented later in this chapter.












B-Mode Imaging






Range Equation


Ultrasound imaging is done using pulse-echo techniques. An ultrasonic transducer is placed in contact with the skin (Figure 2-7). The transducer repeatedly emits brief pulses of sound at a fixed rate, called the pulse repetition frequency, or PRF. After transmitting each pulse, the transducer waits for echoes from interfaces along the sound beam path. Echo signals picked up by the transducer are amplified and processed into a format suitable for display.
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FIGURE 2-7 Simple block diagram of a pulse-echo ultrasound instrument.




The distance to a reflector is determined from the arrival time of its echo. Thus,





[image: image]    (2-5)





where d is the depth of the interface, T is the echo arrival time, and c is the speed of sound in the tissue. The factor 2 accounts for the round-trip journey of the sound pulse and echo. Equation 2-5 is called the range equation in ultrasound imaging.8 A speed of sound of 1540 m/sec is assumed in most scanners when calculating and displaying reflector depths from echo arrival times. The corresponding echo arrival time is 13 µs/cm of the distance from the transducer to the reflector.









Signal Processing


To create images, pulses of sound are transmitted along various beam lines, each followed by reception and processing of resultant echo signals. Imaging is done with transducer arrays, where echo signals are acquired by individual elements and are combined within a beam former into a single signal for each beam line. The role of the beam former will be discussed in more detail later. Following the beam former, echo signal processing for imaging consists of amplifying the signals; applying time gain compensation to offset effects of beam attenuation; applying nonlinear, logarithmic amplification to compress the wide range of echo signal amplitudes (called the displayed echo dynamic range) into a range that can be displayed effectively on a monitor; demodulation, which forms a single spike-like signal for each echo; and brightness-mode (B-mode) processing. The B-mode display is used in imaging. Signal processing steps are shown in Figure 2-8.





[image: image]

FIGURE 2-8 Signal processing for imaging. From top to bottom, the diagram illustrates the radio frequency signal versus depth for a single beam line; the same signal after application of time gain compensation (TGC); the demodulated, or A-mode waveform; and the B-mode display of the echoes for this line.











Forming the Image


Two well-known echo display techniques are also illustrated in the lower two panels of Figure 2-8. The amplitude-mode (A-mode) display is a presentation of the echo signal amplitude versus the echo return time, or the reflector depth. This is a one-dimensional display portraying echo signals and their amplitudes along a single beam line (i.e., along one direction). In contrast, the more versatile B-mode display is used for gray-scale imaging. The display is formed by converting echo signals to dots on a monitor, with the brightness indicating echo amplitudes.


In B-mode scanning, sound beams are swept over a region (Figure 2-9), and echo signals are registered on a two-dimensional (2D) matrix in a position that corresponds to their anatomic origin. Registration is done by placing the B-mode dots along a line that corresponds to the axis of the ultrasound beam as it sweeps across the scanned field; the proper depth of each echo is determined from the arrival time. In Figure 2-9, the sound beam is swept by electronic switching between groups of elements in a linear array transducer. The B-mode display on the monitor follows the axis of the ultrasound beam as it is swept across the imaged region. Usually, 100 to 200 or more separate ultrasound beam lines are used to construct each image. Most ultrasound systems have controls that allow the operator to vary the beam line density, either directly or indirectly when some other image-processing control is manipulated.





[image: image]

FIGURE 2-9 Ultrasound B-mode scanning using a linear array. Each sketch shows the position of an ultrasound beam line interrogating the scanned field. The resultant B-mode echo display trace changes with the position of the beam line.











Image Memory


An image memory, or scan converter, temporarily retains images for review and photography and converts the image format into one that can be viewed on a video monitor or that can be recorded on videotape. The scan converter is a digital device and may be thought of as a matrix of pixels (image elements); typically, 500 or more pixels are arranged vertically, and about 500 horizontally. The more pixels horizontally and vertically, the better the detail that is represented in the memory, which is particularly important if a postprocessing digital zoom is applied.


Image attributes such as the echo amplitude at each pixel location are represented using a sequence of 1s and 0s, as is the practice for digital devices. The fundamental unit of storage in a digital device is a singular entity called a bit. A single bit can take on a value of either 1 or 0, but by grouping bits into multibit storage cells, each multibit word can represent a large range of values because of the different combinations of 1 and 0 that can be accommodated. For example, “8-bit” memories divide the echo signal into 255 (28) different amplitude levels and store an appropriate level at each pixel location. Twelve-bit memories represent the echo amplitudes using 4096 (212) levels, and so forth. The more bits (amplitude levels), the more different shades of gray are possible from the stored image, especially during postprocessing (see later). Modern scanners also allow storage of cine loops, using a memory that can retain many separate images.


A variety of types of storage media are used in ultrasound. Some laboratories continue their use of hard copy, such as film or other print media. For studies where flow or other dynamic information must be viewed, video tape recorders can store significant quantities of information and facilitate archiving.


Today’s ultrasound machines are equipped with digital storage devices, including fixed computer disks, removable magnetic media such as ZIP disks, and CD-ROMs, and these devices are used to archive study results. Software on the machine can be invoked to recall specific studies and display the image or cine loop sequence. In addition, the majority of installations now utilize computer networks for transferring images, making it possible to view study results on workstations and archive information in centrally organized digital collections. Picture archiving and communication system (PACS) software is available to do these tasks, either on the ultrasound machine itself or off-line. A standard file organization system, the Digital Imaging and Communications in Medicine (DICOM) standard, was created by the National Electrical Manufacturers Association and other standards bodies to aid in the distribution and viewing of ultrasound and other medical images created by equipment from different manufacturers. Each DICOM file contains a “header section” that has information including the patient’s name, the type of scan, image dimensions, and more, as well as the image data itself. Some scanners require a converter box to accept the image data from the scanner, convert it to a DICOM file, and then transfer the file to the PACS network. More commonly, scanning machines themselves have software to convert files to DICOM format and communicate with the external PACS network. When files are in DICOM format, users with access either to the archived data on the scanning machine or from the network itself can employ DICOM readers available for workstations and personal computers to view, archive externally, print, and manipulate the image data.









Frame Rate


In most applications, B-mode imaging is performed with “real-time” scanning machines. These machines automatically sweep ultrasound beams over the imaged region at a rapid rate, say 30 sweeps per second or higher. The image frame rate is the number of complete scans per second carried out by the system. Fundamentally, image frame rates are limited by the sound propagation speed in tissue. An image is produced in the machine by sending ultrasound pulses along 100 to 200 different beam directions (beam lines) into the body. For each beam line, the scanner transmits a pulse and waits for echoes along that beam line, all the way down to the maximum depth setting. Then it transmits a pulse along a new beam direction and repeats the process. Beam lines are addressed serially, meaning the scanner does not transmit a pulse along a new beam line until echoes have been picked up from the maximum depth in the previous line. The speed with which the pulse propagates through tissue, the depth setting of the scanner, the number of transmit focal zones, and the number of beam lines used to form a single image frame all intermix to establish the maximal possible image frame rate.


Using the range equation, if the maximum depth setting is D, it takes a time (T = 2D/c) to receive echoes from the entire beam line. The amount of time for a complete image frame constructed with data from N beam lines is simply N × T, or 2 ND/c. If the maximum frame rate is FRmax, FRmax will be equal to the inverse of the time needed for a complete image. This may be written as
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For soft tissue in which the speed of sound is about 1540 m/sec, or 154,000 cm/sec, if the depth setting (D) is expressed in centimeters, Equation 2-6 also works out to
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For example, with N = 200 beam lines and an image depth of 15.4 cm, FRmax is 25 Hz.


Operators can easily verify that reducing the depth setting on the machine will increase the frame rate, and vice versa. Often, the machine is programmed to provide as high a frame rate as is practical for the operator settings. Some machines allow the operator to change N, the number of beam lines used to form the image, for example, by increasing the angular separation between beam lines. This, in turn, also affects the frame rate, as does changing the horizontal size of the image and changing the number of transmit focal zones.












Transducer Properties


An ultrasound transducer provides the communicating link between the imaging system and the patient. Medical ultrasound transducers use piezoelectric ceramic elements to generate and detect sound waves. Piezoelectric materials convert electric signals into mechanical vibrations and pressure waves into electric signals. The elements, therefore, serve a dual role of pulse transmission and echo detection.


Internal components of an array transducer are shown in Figure 2-10. In the figure, the elements are seen from the side, and the ultrasound waves would be projected upward. The thickness of the piezoelectric element governs the resonance frequency of the transducer. Quarter-wave matching layers between the piezoelectric elements and a protective outer faceplate are used on most transducers. Analogous to special optical coatings on lenses and on picture frame glass, the matching layers improve sound transmission between the transducer and the patient. This improves the transducer’s sensitivity to weak echoes. Backing material is often used in pulse-echo applications to dampen the element vibrations after the transducer is excited with an electric impulse. Dampening shortens the duration of the transmitted pulse, improving the axial (or range) resolution. With optimized designs of the matching and backing layers, transducers can be made to operate over a range of frequencies. Hence, ultrasound machines provide a frequency control switch that the operator manipulates to select the frequency from a menu of choices available for each probe. Some transducers have sufficient frequency range that harmonic imaging can be done, where a low-frequency transmit pulse is sent out, and echoes whose frequency is twice that transmitted are detected and used in imaging.
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FIGURE 2-10 Drawing of an array transducer. A number of rectangular-shaped piezoelectric elements are mounted side by side within the array housing.








Types of Transducers


The operation of three principal types of array transducers is presented in Figure 2-11. The most important transducer for peripheral vascular applications is the “linear array.” “Curvilinear arrays” and “phased arrays” also are used in the clinic but mainly for imaging deeper structures in the body. Their use in imaging superficial vessels is rather limited.
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FIGURE 2-11 Transducer types. A, Linear array transducer. B, Curvilinear array scanner. C, Phased array scanner.








Linear (Sequential) Array Scanner


An array of perhaps 200 separate rectangularly shaped transducer elements is arranged side by side in the transducer housing. Conceptually, groups of perhaps 15 to 20 elements are activated simultaneously to produce each ultrasound beam. The beam line would be centered over the central element in the group, except when beam lines are near the lateral margins of the image and an asymmetric element arrangement would be used. An image frame is initiated by a group of elements on one end of the array. The group transmits a pulsed beam and collects the echo signals for this beam line. The active element group is shifted (translated) by one element, forming a new element group, and the pulse-echo process is repeated along a second, parallel beam line. The active element group progresses from one end of the array to the other by switching among the elements. Beam lines are parallel to one another, and the resultant image format is rectangular.


The linear array image format may be expanded by applying “beam steering” that directs additional ultrasound beams at angles lateral to the transducer footprint. This approach borrows from phased-array transducer scanning methods, described later. It broadens the imaged field, particularly at depths away from the source, and improves overall visualization of mid-depth to deep structures.









Curvilinear Array Scanner


These arrays are similar to the linear array, only the elements are arranged along a convex scanning surface. The method for image formation is identical to that of the linear array, in which the active element group is switched progressively from one side of the array to the next. The fan-like arrangement of the element supports results in a sector shape for the imaged field. Compared with the linear array, the curved array provides a wider image at large depths from a narrow scanning window on the patient surface.









Phased-Array Scanner


Phased-array scanners consist of an array of 120 or so very narrow rectangular elements arranged side by side. In contrast to the operation of the linear and curvilinear arrays, all elements in the phased array are used for each beam line. The ultrasound beam is “steered” by introducing small time delays between the transmit pulses applied to individual elements. Time delays are also applied among echo signals picked up from individual elements during reception, steering the received directionality as well. An image is formed using perhaps 100 beams steered in different directions. The advantage of the phased array is that it provides a very broad imaged field at large depths, and this is done with a narrow transducer footprint. The transducer readily fits between the ribs or underneath the rib cage for cardiac scanning. It also makes easy the search for scanning windows in the abdomen, where wound dressings or gas bodies may be present to impede ultrasound beam transmission.












Axial Resolution, Lateral Resolution, and Slice Thickness


Spatial resolution describes the minimum spacing between two reflectors for which they can be distinguished on the display. Important factors are the axial resolution, the lateral resolution, and the slice thickness. These define a “resolution cell,” as illustrated in Figure 2-12. Like the size of a paintbrush affecting the detail on a painting, the dimensions of the resolution cell ultimately limit the tissue detail that can be resolved on an ultrasound image.
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FIGURE 2-12 Typical pulse dimensions emerging from an ultrasound transducer along a single beam line. The pulse duration affects the axial resolution. The width of the beam in the scanning plane determines lateral resolution, whereas the dimensions of the beam perpendicular to the scanning plane determine the slice thickness.




Axial resolution is the ability to resolve reflectors that are closely spaced along a sound beam axis. It is determined by the pulse duration, the length of time the transducer oscillates for each transmit pulse. Short-duration pulses enable the axial resolution to be 1 mm or less in imaging applications. Damping material attached to the back of the elements helps reduce the pulse duration and improve axial resolution. Axial resolution is considerably better at higher frequencies (Figure 2-13) because pulse durations can be made much shorter than at low frequencies. A measurement of the intima-media thickness of a blood vessel requires excellent axial resolution to visualize the interfaces and enable the operator to position the distance measuring cursors for an accurate result (Figure 2-14).
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FIGURE 2-13 Images of a test object for determining resolution. The reflectors are spaced axially by 2 mm, 1 mm, 0.5 mm, and 0.2 mm. The horizontal row also has reflectors spaced at 2 mm, 1 mm, 0.5 mm, and 0.2 mm. A, Image obtained using a transducer running at 4 MHz. B, Image obtained using an 11-MHz setting on a different probe.
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FIGURE 2-14 Intima-media thickness measurements in a brachial artery. Axial resolution is important in being able to make these measurements with high precision.




Lateral resolution refers to the closest possible reflector spacing perpendicular to the beam that allows them to be distinguished. It is determined by the width of the ultrasound beam at the location of the reflectors. Beam forming with array imaging systems is a two-step process, first involving shaping a transmitted field and then focusing the sensitivity pattern during echo reception.5


The transmitted field from an individual element would spread quickly with distance if it were driven in isolation because the element is narrow. However, when a group of elements is excited, a directional beam can be formed. This beam can be focused by applying infinitesimal time delays to the transmit pulses applied to individual elements, exciting the outer elements of the group a little earlier than the neighboring inner ones, and so on, as in Figure 2-15. When the operator adjusts the “focus” of a machine, he or she is changing the focal distance of the transmitted beam. The machine responds by adjusting the precise arrangement of the time delays applied to the individual elements producing the beam. Focusing narrows the ultrasound beam at the focal depth. Multiple transmit focal depths are also possible. Usually, this is done by sending several different transmit pulses along each beam line, each transmit pulse focused at a slightly different depth. Because the system must wait for echoes from the focal zone of the previous transmit pulse before a subsequent transmit can be initiated, image frame rate suffers when multiple transmit foci are applied.
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FIGURE 2-15 Electronic focusing of an array during pulse transmission. By exciting the outer elements of an array group slightly before the inner elements in the sequence shown, the waves from individual elements converge, forming a focused beam. The transmit focal distance is user selectable.




Focusing is also done on the received echoes. After a transmit pulse, echoes are picked up by each element of the active aperture. These are digitized and sent to the digital “beam former.” The beam former combines the digital signals from each of the array elements and adds them together, forming one extended signal for each transmit pulse. However, the echo from any reflector will need to travel slightly different distances to be picked up by the different array elements. This will create phase differences between the signals from the individual elements. This is corrected by “receive focusing,” where precisely programmed focusing time delays are applied to the individual signals before summation. The required delay pattern for focusing must change as echoes arrive from progressively greater depths following the transmit pulse. Therefore, the receive beam former is designed to adjust the time delays in real time. So-called “dynamic receive focusing” enables the receive focus of the array to track the depth of the reflector as echoes arrive from deeper and deeper structures. Dynamic receive focusing is not affected directly by the transmit focus adjustment done by the operator, but rather it is internal to the machine. Some machines even run parallel beam formers during reception, creating several dynamically focused received echo beam lines for each transmit pulse.


Focusing reduces the beam width and improves the lateral resolution over a volume called the focal region. The beam width (W) in the focal region is approximated by
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where F is the focal distance, A is the aperture (i.e., the length of the active part of the transducer when signals are picked up), and λ is the wavelength. Higher-frequency transducers, for which the wavelength is smaller, provide narrower sound beams and better lateral resolution than lower-frequency transducers. For a given focal depth, the larger the aperture, the narrower is the beam. Often, a system will employ a dynamically changing aperture, increasing A as the echoes arrive from progressively deeper structures, which maintains approximately the same pulse-echo beam width at all depths. In Figure 2-13, the images at both frequencies also include a horizontal row of reflectors, where the separation is from 2 mm to 0.25 mm. As is clearly seen, the detail is much better in the image obtained at a higher ultrasound frequency.


The slice thickness is the thickness of the scanned section of tissue that contributes to the image. It depends on the width of the ultrasound beam perpendicular to the image plane (see Figure 2-12), often called the elevational beam width. Many phased, linear, and curvilinear array transducers still use a one-dimensional array (Figure 2-16) along with a mechanical lens to provide focusing in this direction. While the in-plane beam width and, hence, the lateral resolution are exquisitely controlled by electronic focusing, the slice thickness for these units is not. The elevational focusing mechanical lens provides good detail near the focal zone but poor detail at depths proximal and distal to this zone (see Figure 2-16, B). Not surprisingly, therefore, slice thickness is the worst aspect of the resolution of array transducers. Manufacturers are rapidly developing “multi-D,” such as “one-and-a-half–dimensional” arrays that will enable electronic focusing in the slice thickness as well as in the lateral direction (Figure 2-17). These arrays, though more complex and expensive, significantly improve the resolution of small spherical objects, as illustrated in Figure 2-17, B.
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FIGURE 2-16 A, View looking toward a linear array of typical element cuts. B, Image of a test phantom containing 2.4-mm diameter spherical targets. Only targets in the mid-range for this transducer are visualized.
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FIGURE 2-17 A, One-and-a-half dimensional array. B, Image of the same test phantom as in Figure 2-16, using a one-and-a-half-dimensional array.




Transducers that are used with stand-alone CW Doppler units are not intended for imaging and therefore are much simpler. Most employ two elements, one for continuously transmitting and the other for receiving echoes. To detect echo signals from scatterers, the beams from the transmitter and the receiver are caused to overlap. This is done by inclining the transducer elements or by using focusing lenses. The area of beam overlap defines the most sensitive region of the CW transducer.









Principal Scanner Controls


Ultrasound machine operators must be familiar with many instrument controls to produce optimal images with their equipment. Details and examples of different control settings can be found in standard textbooks.5,8 The major controls found on scanners include the following:




• Transducer select, to activate one of two to four probes physically attached to transducer ports on the machine.


• Transducer frequency select, to select the center frequency of ultrasound pulses emitted by the transducer. Modern transducers can produce ultrasound beams covering a range of frequencies. This control is used to determine which frequencies are used in the image.


• Depth setting, to select the size of the imaged field.


• Transmit focus, to enable users to set the number and depth of transmit beam focal zones.


• Output power control, to vary the scanner sensitivity. Increasing the transmit power allows the operator to view weaker echo signals from the body. (Higher transmit power levels also increase the acoustic exposure to the patient.)


• Overall receiver gain, also to vary the scanner sensitivity. Gain describes the amount of amplification of echoes in the receiver. Higher gains apply more amplification than lower gains; overall gain adjusts the gain throughout the imaged field.


• Time gain compensation, to compensate for attenuation of the ultrasound beam in tissue. With time gain compensation, the receiver amplification increases automatically with the depth of origin of the echoes, so echo signals from deep structures, which have undergone significant attenuation, are amplified more than signals from shallow structures that have undergone less attenuation. Time gain compensation is controlled in most machines using a set of six to eight gain knobs, each adjusting the receiver gain at a different depth.


• Compression, to vary the amplitude range (dynamic range) of echoes displayed as shades of gray on the image. Most machines apply logarithmic compression to the echo signals emerging from the receiver; the amount of compression is under user control.


• Other preprocessing, to alter the echo signals before they are sent to the scan converter. Some machines, for example, apply edge-enhancing filters to the signals. Others allow the operator to vary the “beam line density,” packing more beam lines into the image in hopes of improving image quality but trading off image frame rate.


• Postprocessing, to change the appearance of echo signals, already stored in memory, on the image. Various postprocessing curves are available, each emphasizing different portions of the echo amplitudes stored in the image memory.


• Persistence, to include the images from several successive sweeps of the transducer with the current image. High persistence has the effect of smoothing out the image but at the expense of losing some temporal detail.















Special Processing Techniques






Compound Imaging


B-mode images produced using conventional linear or curvilinear arrays appear “granular” or noisy, and this can contribute to uncertainties when interpreting scan results. The granular pattern originates from two sources. First, ultrasound images are subject to a process called speckle, which leads to the random arrangement of B-mode dots on images of organs. The speckle pattern originates from the presence of many unresolvable scatterers that contribute to the echo signal at each location in the image. Once the number of scatterers gets so dense that the imaging machine cannot resolve them, a distribution of dots occurs, whose origin is the underlying, random arrangement of scatterers. The second reason images appear noisy is that small surface reflectors, such as tissue boundaries, muscle fascia, and vessel walls, often are at an unfavorable angle to the incident ultrasound beam. Echoes are difficult to pick up, or are even lost, when the surface is at a steep angle (not perpendicular) to the ultrasound beam.


Compound imaging5,9 addresses both of these issues by sweeping ultrasound beams that are oriented at different angles across the imaged region (Figure 2-18). The speckle pattern from any location will vary with the direction of the incident beam, because the positions of the individual scatterers relative to the ultrasound beam axis will differ. Therefore, by averaging the angled image data at each location, a smoother pattern can be produced. This improvement in image quality results in greater ability to visualize regions that exhibit subtle changes in echogenicity compared with the background tissue. Additionally, with interrogating beams incident at various angles, surfaces that may not be favorably inclined to the ultrasound beam for one beam direction may turn out to be so for other angles in the compound acquisition. Thus, there usually is more complete outlining of structural boundaries.
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FIGURE 2-18 Compound scanning with a linear array transducer. Echo data resulting from scans done at several beam angles are superimposed on the same image.




Figure 2-18 shows only three acquisition angles, but as many as 9 to 10 are available in some imaging systems. In these systems, operators can choose between different levels of compounding when scanning. A greater degree of compounding requires longer scanning times and, hence, lower image frame rates.









Harmonic Imaging


We mentioned earlier that sound pulses undergo nonlinear distortion as they propagate through tissue (Figure 2-19). The distortion is accompanied by the production of harmonic frequencies (i.e., added components to the pulse that are integral multiples of the fundamental transmitted pulse frequency). A 2-MHz incident pulse has harmonic components of 4-MHz, 6-MHz, and so on, and echoes will contain mixtures of fundamental and harmonic components. These components, while not present in the transmit pulse emitted by the transducer, build gradually as the pulse makes its way deeper into the tissue. Because this is a nonlinear phenomenon, higher-amplitude pulses undergo much more distortion than lower-amplitude pulses, and the central portion of the ultrasound beam, where the beam intensity is highest, undergoes greater harmonic conversion than the weak edges of the beam.
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FIGURE 2-19 Echo signal waveforms with their frequency spectra for linear propagation (top) and nonlinear propagation (bottom) through tissues, with generation of harmonic signals.




Although the existence of harmonic distortion in ultrasound has been known for some time, the means to exploit this phenomenon has been only recently incorporated into ultrasound instruments. “Tissue harmonic imaging” is done by filtering out the low-frequency, fundamental components of the ultrasound echoes and using the second harmonic components to form B-mode images. Two signal processing approaches are common.7 The first applies frequency filtering to isolate the second harmonic frequency component of echo signals from the fundamental. The second method applies “pulse inversion” techniques, explained later.


The frequency filtering methods require special pulse shaping applied to the transmit pulse to ensure that there is no overlap between echoes within the fundamental frequency band and those in the harmonic spectrum. A short-duration pulse, optimized for achieving high axial resolution by its nature, contains a spectrum of frequencies; the shorter the pulse, the wider the range of frequencies. The filtering method sometimes is referred to as “narrow-band harmonics” because of the need to restrict the frequencies in the transmit pulse to be sure the higher-frequency components in the much stronger fundamental frequency echoes do not overlap with the low-frequency components of the harmonic echoes. Harmonics tend to be of much lower amplitude than the fundamental, so a significant overlap would offset the benefits to be gained in employing the harmonic mode.


The pulse inversion approach requires two transmit pulses along the same beam line (Figure 2-20). The first is a conventional imaging pulse of short duration and wide-frequency bandwidth. After echoes are collected for this transmit pulse, a second pulse is launched that is 180 degrees out of phase (i.e., the exact negative of the first pulse). The resultant echo signals from the two pulse-echo sequences are then added. For linear propagation, the two echoes should cancel each other, and no signal would be displayed along that beam line. However, when significant nonlinear propagation occurs, the echo signals from the different-shaped transmit pulses will not cancel, because the nonlinear distortion occurs more for the positive-going, compressional half cycles of the wave than for the negative, rarefactional half cycles. The noncanceling part is the harmonic signal (see Figure 2-20, B). The apparent advantage of pulse or phase inversion over narrow-band harmonics is the use of shorter-duration pulses with their inherently better axial resolution. A disadvantage of pulse inversion is the need to employ two transmit pulse-echo sequences for each beam line, decreasing the image frame rate.
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FIGURE 2-20 Pulse-inversion technique for extracting harmonic signals. Echoes from two successive pulse transmissions, one with a conventional pulse, the other with a pulse that is the exact negative of the first, are added. Linear parts of the echoes cancel (A), whereas the harmonics combine (B).




Either method is supposed to help reduce reverberation noise in images and thus improve image quality. An example is presented in Figure 2-21. The echoes within this cystic mass in the breast are caused by reverberation of parts of the incident pulse as it progresses through the tissue layers proximal to the mass. Harmonic echoes are not as strongly affected by the reverberations taking place in the overlying tissues, because the harmonic components have not yet built up to an appreciable degree when the incident pulse is near the skin surface.
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FIGURE 2-21 Image of a breast cyst with conventional processing (left) and with harmonic processing (right).











Imaging with Contrast Agents


It is possible to enhance the echo signals from a region if small gas bubbles are present. This is exactly how contrast agents may be used to enhance the echo signals from blood. Ultrasound contrast agents consist of tiny gas bubbles, either air or a heavy molecular weight gas, stabilized with a type of shell. One of the earliest contrast agents available was Albunex (Mallinckrodt Medical, St. Louis, MO), manufactured by sonicating human serum albumin in the presence of air. A number of similar agents have evolved and are available commercially, each having a particular shell material or gas. The bubble sizes commonly are in the 1- to 5-µm range. Even though bubbles are small, they can produce large-amplitude echoes and so are used to intensify echoes from small blood vessels and sometimes from the chambers of the heart.


Special properties of gas bubbles can be exploited to help distinguish between echoes from contrast agents and echoes from tissues that have no agent present.10 The first property is the ease with which the bubbles reflect nonlinearly, producing echoes not only of the frequency transmitted by the transducer but also at harmonics of the transmitted frequency. For example, when 3-MHz waves are reflected by contrast agent bubbles, fundamental (3-MHz), second harmonic (6-MHz), and higher, as well as subharmonic (1.5-MHz) echoes result. Tuning the scanner to pick out the harmonic frequencies helps isolate the echo signals from the contrast agent. Ultrasound machines set up for contrast agent imaging sometimes apply complex pulse-echo sequences, where the resultant echoes can be combined in a way that draws out the echoes resulting from nonlinear reflections from the bubbles and cancels the echoes from other reflectors.


Another property that can be exploited in their detection is that contrast agent bubbles are easily destroyed by high-amplitude ultrasound pulses. Thus, bubbles are detected by transmitting a high-amplitude destructive pulse, collecting the echoes, then transmitting a second pulse and comparing the echoes from the two. Echoes from the contrast agent bubbles would be present for the first pulse but absent for the second because of the destructive effects of the first pulse. Manipulation of the echo signals is done to isolate signals from the agent only, which is sometimes useful to detect flow in small vessels. Ultrasound machines with contrast agent imaging modes may thus implement special pulse sequences to draw out the echo signal from the agent itself.









Codes and Chirps


To achieve the best spatial resolution, equipment operators attempt to use as high an ultrasound frequency as possible when scanning. Unfortunately, high ultrasound frequencies are severely attenuated, so the need for adequate beam penetration usually limits the frequency that can be effectively used. If it were possible to increase the transmit power, sending more energetic pulses into the tissues, this might improve penetration of these high frequencies somewhat. The transmit power can be increased by increasing the amplitude of the ultrasound pulse emitted by the transducer. This works only up to a point, however, because nonlinear distortion, equipment limitations, and regulations on ultrasound equipment for safety purposes result in limitations on the amplitude of the transmitted pulses from the transducer. Related to the question of potential biologic effects, current practice by the U.S. Food and Drug Administration requires manufacturers of ultrasound equipment to limit the amplitude of the transmitted pulse to levels that have MI values of 1.9 or less.


Another way to provide a more energetic transmit pulse without exceeding the amplitude limits or equipment capabilities is to make the pulse duration longer. However, it is first necessary to encode the pulse in a special way that would enable recovery of a short-duration pulse with its accompanying good axial resolution after echoes are received. Use of “coded excitation” is one means of achieving this.


Coded excitation applies a unique signature to the transmitted ultrasound pulse. The pulse itself has a very long duration compared with conventional pulses applied in ultrasound. However, it is modulated by a specific pattern of 1s and 0s before being applied to the transducer. An example of a waveform detected from one manufacturer’s coded transmit by a detector in water is presented in Figure 2-22. This long-duration transmit pulse undergoes reflections at interfaces, and echoes are detected once again by the transducer. After amplification and beam forming, the echo signals are sent to a special decoding process, often referred to as a matched filter, to recover signals exhibiting short-duration pulse properties. Certain codes require two pulse-echo sequences, each transmit pulse having slightly different timing features but the two together having complementary properties. When echo signals are combined, the process eliminates artifacts known as range side-lobes that sometimes are present when codes are used. Nevertheless, with coded excitation methods, it is possible to recover both the effects of having a short-duration pulse and a pulse of much higher amplitude.
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FIGURE 2-22 Comparison of transmitted waveforms using conventional pulsing (top) and coded excitation (bottom). The short-duration nature of the system response is recovered following coded excitation by applying special decoding, or matched filter schemes.




Another type of code is a “chirp pulse.”11 A chirp is a brief transmit burst, or pulse, whose frequency varies over the pulse duration. Again, special decoding schemes allow the original short pulse duration to be recovered while providing much better beam penetration than would be provided with conventional, short-duration pulse transmission.












Doppler Ultrasound


The Doppler effect is a change in the frequency of a detected wave when the source or the detector is moving. In medical ultrasonography, a Doppler shift occurs when reflectors move relative to the transducer. The frequency of echo signals from moving reflectors is higher or lower than the frequency transmitted by the transducer, depending on whether the motion is toward or away from the transducer. The Doppler shift frequency, or simply the Doppler frequency, is the difference between the received and transmitted frequencies.






Doppler Equation


Ultrasonic Doppler equipment is used for detecting and evaluating blood flow. A typical arrangement is illustrated in Figure 2-23. An ultrasonic transducer is placed in contact with the skin surface; it transmits a beam whose frequency is fo. The received frequency fR will differ from fo when echoes are picked up from moving scatterers, such as the red blood cells. The Doppler frequency (fD) is defined as the difference between the received and transmitted frequencies. The fD is calculated by the following:
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FIGURE 2-23 Arrangement for detecting Doppler signals from blood. The angle θ is the Doppler angle, which is the angle between the direction of motion and the beam axis, looking toward the transducer.
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where c is the speed of sound, V is the flow velocity, and θ is the angle between the direction of flow and the axis of the ultrasound beam, looking toward the transducer.


The symbol θ is called the Doppler angle and strongly influences the detected Doppler frequency for a given reflector velocity. When flow is directly toward the transducer, θ is 0 degrees and cos θ is 1. The Doppler frequency detected for this orientation would be the maximum one could obtain for the flow conditions. More typically, the ultrasound beam will be incident at an angle other than 0 degrees, and the detected Doppler frequency will be reduced according to the cos θ term. For example, at 30 degrees, the Doppler frequency would be 0.87 multiplied by what it is at 0 degrees; at 60 degrees, it would be 0.5 multiplied by its 0-degree value. Finally, when the flow is perpendicular to the ultrasound beam direction, θ is 90 degrees and cos θ is 0; there is no detected Doppler shift! In practice, the transducer beam is usually oriented to make a 30- to 60-degree angle with the arterial lumen to receive a reliable Doppler signal.









Continuous-wave Doppler Equipment


CW Doppler is done in a variety of instruments, ranging from simple, inexpensive handheld Doppler units, to “high-end” duplex scanners in which CW Doppler is one of several operating modes. A simplified block diagram of the necessary components of a CW Doppler unit is presented in Figure 2-24. The transmitter continuously excites a transmit section of the ultrasonic transducer, sending a continuous beam whose frequency is fo. Echoes returning to the transducer have frequency fR. These signals are amplified in the receiver and then sent to a demodulator to extract the Doppler signal. Here, the signals are multiplied by a reference signal from the transmitter, producing a mixture of signals, part having a frequency equal to (fR + fo) and part having a frequency (fR − fo). The sum frequency (fR + fo) is very high—about twice the ultrasound frequency—and is easily removed by electronic filtering. This leaves signals with frequency (fR − fo) at the output, which is the Doppler signal!
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FIGURE 2-24 A continuous-wave Doppler instrument. The Doppler signal is obtained by demodulating the amplified echo signals and then applying a low-pass filter. Because the signals are generally in the audible range, a loudspeaker may be used to display the Doppler signals.




What are typical Doppler frequencies for blood flow? Suppose V = 20 cm/sec; the ultrasound frequency (fo) is 5 MHz (5 × 106 cycles/sec); and the speed of sound (c) is 1540 m/sec. Let θ equal 0 degrees, so that cos θ is 1. Using Equation 2-9, we find





[image: image]    (2-10)





or about 1.3 kHz, which is within the audible frequency range. The filtered output Doppler signal can be applied to a loudspeaker or headphones for interpretation by the operator. The signals can also be recorded on audiotape or applied to any of several spectral analysis systems (see later).


It is possible to eliminate signals of certain frequency ranges from the output. This is done in instruments that have additional electronic filters in their circuitry. For example, when studying blood flow, relatively low-frequency Doppler signals originating from movement of vessel walls may be eliminated from the output by applying a high-pass filter. The lower cutoff frequency of such “wall filters” is usually operator selectable.









Continuous-wave Doppler Controls


Basic CW Doppler units usually have only a few controls, but operators should be familiar with those on their own equipment. Examples include the following:




• Transmit power, to vary the amplitude of the signal from the transmitter to the transducer, thus changing the sensitivity to weak echoes. Some simple units omit this control, keeping the transmit level constant.


• Gain, to vary the sensitivity of the unit.


• Audio gain, to vary the loudness of Doppler signals applied to loudspeakers.


• Wall filter, to vary the low-frequency cutoff frequency of the wall filter.












Directional Doppler


A basic CW Doppler instrument allows detection of the magnitude of the Doppler frequency, but it provides no indication of whether flow is toward or away from the transducer (i.e., whether the Doppler shift is positive or negative). A common technique for determining flow direction is to use quadrature detection in the Doppler device. After the received echo signals are amplified, they are split into two identical channels for demodulation. The channels differ only in that the reference signals from the transmitter sent to the two demodulators are 90 degrees out of phase. Two separate Doppler signals are produced. They are identical except for a small phase difference between them, and this phase difference can be used to determine whether the Doppler shift is positive or negative.12 Various schemes are used that combine the two quadrature signals to enable presentation of positive and negative flow in stereo speakers.13









Pulsed Doppler


With CW Doppler instruments, reflectors and scatterers anywhere within the beam of the transducer can contribute to the instantaneous Doppler signal. A pulsed Doppler instrument provides for discrimination of Doppler signals from different depths, allowing for the detection of moving interfaces and scatterers only from within a well-defined sample volume (Figure 2-25). The sample volume can be positioned anywhere along the axis of the ultrasound beam.
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FIGURE 2-25 Sample volume in pulsed Doppler. Echo signals from a fixed depth are selected by a range gate. The size of the sample volume depends on the beam width, the duration of the gate, and the pulse duration from the transducer.




The principal components of a pulsed Doppler instrument are shown in Figure 2-26. The ultrasonic transducer is excited with a short-duration burst, rather than continuously as in the CW instrument. Scattered and reflected echo signals are detected by the same transducer, amplified in the receiver, and applied to the demodulator. The output of the demodulator is then applied to a sample-and-hold circuit, which integrates (or averages) a portion of the signal, selected by a range gate. The gate position and duration are controlled by the operator. The gated signal, taken over a series of pulse-echo sequences, forms the Doppler signal heard over the loudspeaker of the device. In Figure 2-26, quadrature detectors are used to form two output channels, enabling the flow direction to be determined.
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FIGURE 2-26 Principal components of a pulsed Doppler instrument. The transducer is excited by a brief pulse; echo signals are amplified in the receiver and sent to the quadrature demodulators. A portion of the demodulated waveform is held in the sample-and-hold unit, which forms the Doppler signal by using several pulse-echo sequences. Va and Vb are quadrature signals that can be processed to indicate flow toward and away from the transducer.




The Doppler signal produced by a pulsed Doppler instrument is generated from the changes in phase of the echo signals from moving targets from one pulse-echo sequence to the next. Thus, the PRF of the instrument must be high enough so that important details of the Doppler signal are not lost between transmit pulses. (See section on aliasing in pulsed Doppler.) After each transmit pulse, only a brief portion of the Doppler signal is available within the demodulated echo signals selected by the gated region. Multiple pulse-echo sequences are required to construct the Doppler signal heard over the loudspeakers. By filtering the sample-and-hold output from one pulse-echo sequence to the next, a smooth Doppler signal is formed.









Duplex Instruments


A real-time B-mode imager and a Doppler instrument provide complementary information because the scanner can best outline anatomic structures, whereas a Doppler instrument yields information regarding flow and movement patterns. Duplex ultrasound instruments are real-time B-mode scanners with built-in Doppler capabilities. In typical applications, the pulse-echo B-mode image obtained with a duplex scanner is used to localize areas where flow is to be examined using Doppler.


The region of interest for Doppler studies may be selected on the B-mode image by placement of a sample volume indicator, or cursor (Figure 2-27). Most duplex instruments allow the operator to indicate the Doppler angle or the direction of blood flow with respect to the ultrasound beam. The Doppler angle must be known to estimate flow velocity from the Doppler signal.
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FIGURE 2-27 Image of a carotid artery obtained with a duplex ultrasound machine. A sample volume cursor is positioned to detect Doppler signals from within the artery, and a Doppler angle cursor is oriented to “angle correct” the Doppler signals for displaying the velocity.











Choice of Ultrasound Frequency


Competing physical interactions govern the choice of the operating frequency employed in an ultrasound instrument. For Doppler work, the choice is usually dictated by the need to obtain adequate signal strength for reliable interpretation of Doppler signals. It was mentioned previously that the intensity of ultrasonic waves scattered from small scatterers such as red blood cells increases rapidly with increasing frequency, being proportional to the frequency raised to the fourth power. It thus would seem reasonable to use a high ultrasonic frequency to increase the intensity of scattered signals from blood. As the frequency increases, however, the rate of beam attenuation also increases (see Figure 2-3). In selecting the optimal frequency for detecting blood flow, these competing processes must be balanced, and the choice of operating frequency is often determined by the tissue depth of the vessel of interest. For small, superficial vessels, in which attenuation from overlying tissues is not significant, B-mode and Doppler probes operating at 7 to 10 MHz are commonly used. Doppler applications in the carotid artery usually employ somewhat lower frequencies to avoid significant attenuation losses, and frequencies of 4 to 5 MHz are typical. Frequencies as low as 2 MHz are used for detecting flow in deeper arteries and veins.









Doppler Spectral Analysis


For many structures of interest, the Doppler signal is in the audible frequency range. For some applications, adequate clinical interpretations can be made simply by listening to the signals. The listener then characterizes the flow according to the qualities of the audible signal.


In the case of blood flow, the Doppler signal is fairly complex because of the complicated blood velocity patterns found in most vessels. In a large blood vessel, the blood velocity is not the same at all points but follows some type of flow profile. If the ultrasound beam and the sample volume are large compared with the lumen diameter, scattered ultrasound signals are received simultaneously from blood that is moving at different velocities. The resultant Doppler signal, therefore, is complex.


A complex signal such as that shown in Figure 2-28, A, may be shown to be composed of many single-frequency signals (see Figure 2-28, B). Each of these has a particular amplitude and phase so that, when added together, they form the original signal. Spectral analysis is a way to separate a complicated signal into its individual frequency components so that the relative contribution of each frequency component to the original signal can be determined (see Figure 2-28, C). Often, the relative contribution is denoted by the signal power in a given frequency interval, and the spectrum is referred to as the power spectrum.
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FIGURE 2-28 A complex signal waveform (A) can be generated by a combination of single-frequency signals (B). C, Spectral analysis involves the separation of the complex signal into its frequency components and the display of the magnitude of each frequency component that contributes to the signal.




Most instruments use a Fast Fourier Transform to do spectral analysis of Doppler signals. The Doppler signal is fed into the spectral analyzer in small time segments (e.g., 5 msec). The power spectrum is computed and is displayed along a vertical line, where the height represents a frequency bin and the brightness represents the signal power or intensity for that bin (Figure 2-29). The relative intensity of Doppler signals depends on the amount of blood generating that signal, so the brightness of each frequency bin indicates the amount of flow at the velocity corresponding to that Doppler frequency. As the spectral signals from one segment are being displayed, a subsequent segment is being analyzed, producing a continuous display.
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FIGURE 2-29 Information on a spectral Doppler display. Doppler frequency (or reflector velocity) is plotted vertically and time, horizontally. For each time segment, the amount of signal within specific frequency bins is indicated by a shade of gray. The amount of signal corresponds to the amount of blood flowing at the corresponding velocity.




Duplex instruments display a B-mode image along with a Doppler spectral display. An example is presented in Figure 2-30. The vertical scale on the spectral display can be either Doppler frequency (in hertz) or velocity (in centimeters per second or meters per second). To display the velocity, the analyzer solves the Doppler equation to derive the velocity from the Doppler signal frequency. The spectral display is considered in detail in Chapter 3.
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FIGURE 2-30 Spectral display from a carotid artery.











Aliasing in Pulsed Doppler


With a pulsed Doppler instrument, a limitation exists on the maximum Doppler frequency that can be detected from a given depth and on the set of operating conditions. The limitation referred to is aliasing and, if present, can lead to anomalies on Doppler signal spectral waveforms.


Consider the situation illustrated in Figure 2-31. As mentioned earlier, a pulsed Doppler instrument forms the Doppler signal using multiple pulse-echo sequences. The Doppler signal is said to be sampled, and the sampling frequency is the PRF of the instrument. In Figure 2-31, the Doppler signal is represented by the solid line, and the arrows represent successive samples of this signal. The lower waveform depicts the sampled signal. In this case, the sampled signal is an excellent representation of the original signal because sampling occurred multiple times for each cycle of the original waveform.
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FIGURE 2-31 Sampling a Doppler signal. The solid line on top is a sine wave, and arrows represent the times when discrete samples of the signal are taken. The dotted line on the bottom is the sampled signal.




Unfortunately, with pulsed Doppler, it is not always possible to have the PRF significantly higher than the frequency of the Doppler signal. As discussed in the next section, we must limit the PRF, so sufficient time is available to collect all signals from one pulsing of the transducer before a subsequent pulsing. This restriction on the PRF depends on the depth of the sample volume. The greater the distance to the sample volume, the longer it takes to pick up echoes from that region and the lower the PRF must be.


At a minimum, the PRF must be at least twice the frequency of the Doppler signal to construct the signal successfully. When the PRF equals twice the FD, this is known as the Nyquist sampling rate. The Nyquist rate is the minimum sampling rate that can be used for a signal of a given frequency. If the sampling rate is lower than the Nyquist rate, aliasing occurs. Aliasing is a production of artifactual, lower-frequency signals when the sampling rate (the PRF) is less than twice the Doppler signal frequency.


Aliasing is illustrated schematically in Figure 2-32. The actual Doppler signal (top) is sampled (arrows) at a rate less than twice each cycle of the signal. The resulting sampled waveform (see lower part of Figure 2-32) is one whose frequency is less than that of the actual signal.
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FIGURE 2-32 Production of aliasing when the sampling rate is less than two times the frequency of the signal. The upper curve is the signal, which is being sampled at the discrete times indicated by arrows. The lower curve is a lower frequency alias of the signal resulting from the inadequate sampling.




A common way that aliasing is manifested on a Doppler spectral display is illustrated in Figure 2-33. The Doppler spectrum wraps around the display, with high velocities being converted to reversed flow immediately at the point of aliasing and still higher velocities in the flow signal appearing as progressively lower velocities.
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FIGURE 2-33 Manifestation of aliasing on a spectral display. A, The spectrum warps around. B, Correction of aliasing by increasing the velocity scale on the machine. C, Elimination of aliasing by adjusting the baseline.




Several methods are used to eliminate aliasing. It can often be eliminated by increasing the velocity/frequency scale limits of the spectral display (see Figure 2-33, B). When the scale is increased, the Doppler instrument increases the PRF, keeping it at the Nyquist limit for the maximum Doppler frequency shown on the spectral scale. The operator can also adjust the spectral baseline, the line representing 0 velocity, assigning the entire spectral display to flow moving in just one direction (see Figure 2-33, C). This is successful when flow is in one direction only. Yet another way to eliminate aliasing may be to use a lower-frequency transducer. The Doppler frequency is proportional to both the reflector velocity and the ultrasound frequency (fo), so a lower ultrasound frequency results in a lower-frequency Doppler signal for a given velocity.









Maximum Velocity Detectable with Pulsed Doppler


As mentioned earlier, to detect a Doppler signal without aliasing, the PRF of the instrument must be at least twice the Doppler frequency. An upper limit on the PRF is established, however, by the time interval required for ultrasound pulses to propagate to the range of interest and return. If the time between pulses is insufficient, “range ambiguities” arise because of overlap of echoes from successive pulses. With the sample volume set at depth d, the minimum time needed between pulses (Td) is 2d/c (from the range equation). The maximum PRF possible, PRFmax, is just the inverse of Td. Thus,
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What is the highest flow velocity that can be detected, given the limitation expressed in Equation 2-9? The maximum Doppler frequency we can detect without aliasing will now be PRFmax/2 = c/4d. Using the Doppler equation and substituting for fD, we get
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where Vmax is the maximum velocity detectable without aliasing. Solving for Vmax,
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Assuming a speed of sound of 1540 m/sec, the plots in Figure 2-34 were generated using Equation 2-10, relating the maximum reflector velocity that can be detected to reflector depth for three different ultrasound frequencies. As the sample volume depth increases, the maximum detectable Doppler signal frequency, and hence the maximum reflector velocity that can be detected, decreases. At any depth, lower ultrasound frequencies permit detection of greater velocities than higher frequencies.
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FIGURE 2-34 Maximum velocity detectable with pulsed Doppler versus sample volume depth for three different ultrasound frequencies.




In some instruments, higher velocities than those shown in Figure 2-34 can be obtained using a “high PRF” selection. In this mode, the PRF of the instrument is allowed to be increased beyond the limit set by Equation 2-9. Now, range ambiguity is present because the echo data from successive transmit pulses overlap. This is indicated on the display by the presence of multiple sample volumes displayed on the image. In general, however, the range ambiguities are not a problem, because the operator already has the area of flow sampling isolated before activating high PRF, and the exact origin of the Doppler signals is still known.












Color Flow Imaging






Forming Color Images


Color flow imaging (or color velocity imaging) is done by estimating and displaying the mean velocity relative to the ultrasound beam direction of scatterers and reflectors in a scanned region. Echo signals from moving reflectors are generally displayed so that the color hue, saturation, or brightness indicates the relative velocity. Color flow image data are superimposed on B-mode data from stationary structures to obtain a composite image.


Several methods for processing echo signals to produce color flow images have been described. Some of these operate on the signals produced after Doppler signal processing,5,14,15 whereas a few process echo signals directly.16 (Specific mathematical details of the methods are given in the references, especially references 14 and 16.) For each method, a series of pulse-echo sequences are produced along a single-beam axis. Echo signals from each succeeding transmit pulse are compared with signals from those of the previous pulse, and phase shifts in the succeeding signals are then estimated. Once this is done for all pulse-echo sequences along the beam line, a mean Doppler frequency shift and, hence, a mean velocity are calculated. This process is carried out at all locations along the beam line, and the estimated velocity is displayed using a color. Then, another beam line is interrogated, and so on.


With most instruments, 10 or more transmit-receive sequences might be used to produce an estimate of mean reflector velocities along each beam line. The term pulse packets has been adopted to designate the transmit-receive pulse-echo sequences, with packet size designating the number of such sequences along each beam line.17 Some instruments allow the operator to vary the packet size directly; most vary the packet size when the operator changes other control settings, such as color preprocessing.


Because data for each acoustic line that forms a color velocity image are acquired using multiple pulse-echo sequences, frame rates in color flow imaging tend to be lower than frame rates in standard B-mode imaging. In color flow imaging, noticeable tradeoffs are evident among factors affecting color-image quality and scanning speed or frame rate. Most instruments provide signal processing controls that allow the user to optimize imaging parameters for specific applications. Higher frame rates are often accompanied by reduced image quality, because fewer acoustic lines are used to form the image. In contrast, very detailed color images, sensitive to low-flow states, are frequently obtained at the expense of lower frame rates.


The direction of blood flow is indicated by the display color; for example, red might encode flow toward the transducer, and blue, away from the transducer. It should be kept in mind that the color processor displays motion relative to the ultrasound beam direction for each beam line forming the flow image. Different parts of a vessel are often interrogated from different beam directions, either because of the orientation of the vessel or as a result of the transducer scan format. The latter problem is illustrated in Figure 2-35, in which continuous flow through a horizontal vessel appears both blue (away) and red (toward) because of the different beam angles that interrogate the vessel when a sector scanner is used.
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FIGURE 2-35 Color flow image of a horizontal vessel in a flow phantom. Flow is from left to right on the image, so for the sector transducer, it is directed toward the transducer on the left-hand side of the image and away from the transducer on the right-hand side.











Aliasing on Color Displays


The color velocity image is produced with pulsed Doppler techniques; therefore, the image is subject to aliasing, as discussed previously. A common manifestation of aliasing is a wraparound of the display, resulting in an apparent reversal of the flow direction (Figure 2-36, A). For example, aliased flow toward the probe is interpreted as flow moving away. Increasing the color flow velocity scale essentially increases the PRF of the processor and eliminates the aliasing problem if flow velocities remain within the allowable range of velocities on the instrument (see Figure 2-36, B). Also, changing the color baseline (the zero-flow position on the spectral display) can shift the allowable Doppler frequency range; this method is effective when flow signals are only in one direction.
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FIGURE 2-36 Aliasing in color flow imaging. A, Color flow image of a carotid artery, with aliasing. B, Same as in A, only the velocity scale has been adjusted to eliminate aliasing.











Energy Mode Imaging


Color flow imaging displays scatterer velocities relative to the interrogating ultrasound beam direction at positions throughout the scanned field. An alternative processing method ignores the velocity and simply estimates the strength (or power or energy) of the Doppler signal detected from each location. So-called power or energy mode imaging18 has both advantages and limitations.


An energy mode image of the horizontal vessel in the flow phantom depicted in Figure 2-35 is presented in Figure 2-37. The energy mode image is continuous rather than divided into segments because of the different beam directions. In other words, the energy image is not sensitive to relative flow direction, as is the color velocity image. Another advantage of the energy mode image is that it is not affected by aliasing. The energy mode image does not depict velocities but only a value related to the strength of the Doppler signal, so the effects of aliasing are not manifested.
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FIGURE 2-37 Power-mode image of the same flow phantom as in Figure 2-35. The energy mode image is almost insensitive to the Doppler angle.




The advantages of this modality over color velocity imaging are, therefore, as follows:




1. Energy mode seems to be more sensitive to low- and weak-flow states than color velocity.


2. Angle effects on the Doppler frequency are ignored, unless the angle becomes so close to perpendicular that the Doppler signals are below the flow detectability threshold of the color processor.


3. Aliasing does not affect the energy mode display. Thus, a more continuous display of flow, especially in difficult-to-scan regions, is provided.





Disadvantages of energy mode imaging are also clear:




1. Information on reflector velocity and flow direction relative to the transducer is not displayed. Sometimes these features are important to a diagnosis.


2. Image build-up tends to be slower, and image frame rates lower, because of the use of more signal averaging in energy mode than in velocity mode. Consequently, problems with flash artifact caused by Doppler signals from slowly moving soft tissues are more severe in energy mode than in velocity mode.















Beyond Two-Dimensional Imaging






Extended Field of View Imaging


Sometimes it is desirable to display a larger imaged region than that provided simply by the format of the ultrasound transducer. To some extent, this has already been addressed in technology that widens the image format of linear array transducers. It might be possible to produce images whose view is much larger than that provided by the transducer alone if the probe were attached to a mechanical translation system and the transducer were moved in a direction parallel to the image plane as image data are acquired. However, the idea of mechanically linking the transducer for the purpose of providing an image that has a wider format might not appeal to operators, who need extensive freedom to manipulate the probe to desired image planes. An alternative and effective method for extending the image field is one in which the operator freely translates the probe parallel to the image plane, and probe motion is tracked by changes in the image itself. As the transducer is translated manually, image-processing software identifies the amount of lateral motion from one frame to the next. This enables the software to register new image information in a location that correctly corresponds to its anatomic position with respect to structures appearing in the original image.


An image of the arm arteries shown in Figure 2-38 illustrates one result of this process. Although the original image from the linear array transducer used in creating the image would be only about 4 cm wide, careful translation of the probe along with the image registration software provides an extended view of the brachial and radial arteries.
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FIGURE 2-38 Extended field of view imaging. This image of the brachial and the radial arteries of the arm extends over 20 cm. It is constructed by tracking motion of the transducer during the scan using correlation processing applied to the B-mode image data.


(Courtesy of Siemens Medical.)












Three-dimensional Ultrasound


The real-time nature of ultrasound imaging and the need to view structures through scanning windows that sometimes provide poor acoustic access has limited the use of 3D volume acquisition and display techniques. However, transducers that are comparable in size to conventional probes but with 3D capabilities are leading to a renewed interest in 3D imaging in ultrasound. Some applications appear to benefit greatly from using 3D, especially imaging the fetus and certain vascular structures (Figure 2-39). Three-dimensional scanning acquires ultrasound B-mode or color images over an entire volume. Besides the more extensive data set that is obtained using large numbers of 2D images, a 3D set enables new views that sometimes can save time during interpretation and analysis. Moreover, 3D images often are more intuitive than sets of conventional, 2D images for those who are not specialists in medical imaging, making communication with patients and referring physicians easier.
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FIGURE 2-39 Surface-rendered three-dimensional image of the carotid bifurcation. CCA, common carotid artery; ECA, external carotid artery; ICA, internal carotid artery.




Typically, to acquire 3D data, the ultrasound transducer is translated perpendicular to the plane of the acquired image (Figure 2-40), and images are stored at predetermined spatial intervals. The stack of images so acquired may be thought of as a volume scan. We think of “acquired image planes” (i.e., images generated by the real-time beam sweeping methods discussed earlier) and “reconstructed planes,” or new images generated using the entire 3D image data set. The shorter the distance between acquired planes, the better will be the resolution, particularly of reconstructed planes from the set, but the greater will also be the storage and image-handling requirements. “Freehand” scanning, mechanical movement within a specialized 3D probe housing, and 2D transducer arrays have all been implemented to translate the acquisition plane across the volume.
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FIGURE 2-40 Arrangement for acquiring three-dimensional images by freehand translation of a transducer. Probe tracking methods vary from no tracking, where the assumption is made that the translation is at a uniform speed, to detecting changes in the image texture pattern when the changes can be associated with scan plane translation, to attaching sensors to the transducer so that the position and orientation of each recorded image plane are known precisely.




In the simplest freehand scanning method, the operator translates the probe over the scanned volume, and a loop of image data is stored during a preset time interval. Three-dimensional image reconstruction is then done by assuming that all image planes are equidistant from one another, with the interval between planes essentially being controlled subjectively by the operator. Rough 3D data sets are thus acquired and can be displayed with this method, but the distance between image planes is not known precisely. The spatial relationship between any two structures that are not in one of the acquired image planes can be erroneous because it depends on the operator providing perfectly spaced scans, which is unlikely for this type of system.


More accurate tracking of the transducer position can be done by systems that process the image data to sense changes in the image texture patterns from one frame to the next while the operator does a freehand sweep. The texture changes are measured as reductions in the degree of information correlation within a region from one acquired image to the next. Once the rate of reduction with translation distance is calibrated, the system can use the image data to estimate distances between successive image planes and reconstruct 3D data sets.


A third freehand tracking scheme uses sensors attached to the transducer or otherwise placed in the scanning room and measures the position and orientation of the probe directly.19 For example, one method uses video cameras to record the positions of small reflectors affixed to the transducer, whereas a more common tracking system uses an electromagnetic coil attached to the probe with transmitters distributed around the scanning room. These methods place each acquired image in a properly registered location and orientation in the 3D ultrasound data set. Reconstruction and display methods then can be used quite reliably for producing 3D images.


More precise acquisitions of volumetric data are done using mechanically translated transducer arrays within special-purpose 3D probes. Mechanical systems for 3D vascular imaging have been pioneered by Fenster and colleagues.20 Commercial versions of the mechanically scanned arrays operate with special array transducers that are slightly larger than conventional one-dimensional arrays. With these, the image plane is manipulated by an internal motor system, such as the pivoting system shown in Figure 2-41, that translates the acquired image plane. Thus, a series of 2D images is acquired at volumetric scanning rates that are high enough to track slow movements, such as fetal limbs. However, blood flow in vascular studies usually requires electrocardiogram gating, particularly when precise measurements of vessel sizes are being made.
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FIGURE 2-41 Commonly used three-dimensional transducer assembly. In this arrangement, the image plane is translated by mechanical movement, within the transducer housing, of a curvilinear array probe.




Progress is being made gradually in the development of full 2D ultrasound transducer arrays.21 These enable acquisition of volumetric data sets without the need for mechanical manipulations inside the transducer housing or translations of the probe by the operator. One such system is rapid enough to provide live images of the adult heart. Two-dimensional arrays require large channel counts to enable individual elements to be driven. For example, a typical high-quality one-dimensional array operates with a channel count of 128 or more elements. If one were to repeat the same channel density in two dimensions, it would require more than 10,000 channels, which currently is prohibitive, given the status of miniaturization of circuits and other factors. Thus, the usual strategy is to get by on fewer elements. The Duke system, for example, uses randomly positioned elements.


There are various ways to display the volumetric data during acquisition and for analysis. The preferred methods depend on the nature of the data and their potential uses. For example, in echocardiology, a simultaneous display of two orthogonal image planes that represent traditional ultrasound acquisition planes, along with one or more reconstructed “C-planes” (constant-depth planes) depicting structures in a plane at a selected distance from the transducer, has been found extremely useful.21


Volumetric acquisition and display techniques often support multiview displays, as shown in Figure 2-42. The image in the lower right represents the entire color data volume acquired from a kidney. The gray-scale echo data have been suppressed in this view. The other three images depict single image planes. The top left is the normal acquisition plane, representing one of the planes used as input to the data set volume. An orthogonal, reconstructed plane is presented in the top right image. Although this image could have been generated simply by rotating the original scanning plane 90 degrees, here it is computed from the 3D data set. The lower left image is another reconstructed plane, this one at a fixed depth from the transducer. One of the very useful aspects of this type of 3D scanning is the ability to generate new image planes, such as that shown here, which are not accessible with conventional, 2D imaging.
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FIGURE 2-42 Display of three-dimensional ultrasound information from a kidney. Top left, One of multiple acquisition planes. Top right, Constructed plane orthogonal to the acquisition planes. Lower left, Reconstructed c-plane (constant depth) representing a coronal view. Lower right, Volume-rendered image depicting the blood vessels derived using color flow imaging.


(Courtesy of General Electric.)





Besides multiview displays, various volume-rendering and surface-rendering techniques have been found useful for 3D ultrasound data. The fetal image in Figure 2-43 is one that uses thresholding and surface rendering to portray a view similar to a visual image of the structures. This method works in cases where the image contrast is sufficiently high that the surface can be detected by automated methods. Contrast with color flow imaging is also very good, so surface rendered images of major vessels (see Figure 2-39) can portray information on the lumen shape and diameter, the course of the vessel, and the relationship between flow features in adjacent vessels. Volume-rendered images, such as the kidney in Figure 2-42 can also be useful, particularly when the image includes vascular information displayed in color. The complex relationship among vessels of different diameters and locations can be readily appreciated with such methods.
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FIGURE 2-43 Surface-rendered image of a fetus, clearly depicting facial features and other anatomic details.


(Courtesy of General Electric.)





As computational and image-processing techniques become more powerful and processor speeds intensify, we can anticipate that there will be increasing uses of 3D ultrasound. The tremendous data overhead that is required for these techniques used to be a burden, even for powerful workstations, but this is no longer the case. Furthermore, it is likely that the data-handling capabilities of tomorrow’s processors will hardly be challenged by present-day approaches to acquisition, image processing, and display. Hopefully, diagnostic capabilities of ultrasound machines will also continue to increase, benefiting greater numbers of patients.












Equipment Safety


In an ultrasound examination, acoustic energy must be transmitted into the tissue. The possibility that the energy could produce a detrimental biologic effect has been considered extensively by bioacoustics researchers; it continues to be studied to this day. At this time, most workers conclude that diagnostic ultrasound equipment is safe and that it is unlikely that bioeffects could result from prudent use of this modality, at least with current scanners. The American Institute of Ultrasound in Medicine’s official statement on the clinical safety of diagnostic ultrasound instrumentation reads as follows:





There are no confirmed biological effects on patients or instrument operators caused by exposures from present diagnostic ultrasound instruments. Although the possibility exists that such biological effects may be identified in the future, current data indicate that the benefits to patients of the prudent use of diagnostic ultrasound outweigh the risks, if any, that may be present.22





Readers should consult more detailed reports23 on postulated mechanisms for bioeffects; acoustic exposure parameters of concern; reports of the nature of biologic effects, especially high-power and intensity levels; and acoustic output data from current scanners.4


The responsibility for safety of medical diagnostic ultrasound equipment falls on everyone involved in manufacturing, regulating, and using this equipment.24 Until recently, manufacturers in the United States were required to adhere to “application specific limits” on the intensity, peak pressure levels, and acoustic power levels of scanners. When a new scanner or a new transducer was planned for marketing, the U.S. Food and Drug Administration considered acoustic output data submitted by the manufacturer of the device. If the intensities were lower than these limits, the product was considered satisfactory as far as acoustic output was concerned.


Most equipment manufacturers in the United States and Canada now follow the acoustic output labeling standard described earlier in this chapter (see Figure 2-2).4 It requires manufacturers to provide output indicators on their scanners to inform users of levels as they relate to potential biologic effects. These quantities enable users to implement the ALARA principle. Although regulators continue to impose a 720-mW/cm2 limit on the time-averaged intensity and a limit of 1.9 on the MI value, it is feasible that such upper limits could be relaxed at some future date. Presumably, this would open up the potential of still further diagnostic capabilities with medical ultrasonography. It would, of course, also place greater responsibility for clinical safety on the operator and physician responsible for the ultrasound examination.


Some individuals are concerned that the removal of application-specific intensity limits will not be recognized by ultrasound equipment users and they may operate a scanner at an unnecessarily high output setting. As the new labels become more familiar to ultrasonographers, the likelihood of this occurring will diminish.
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3 Basic Concepts of Doppler Frequency Spectrum Analysis and Ultrasound Blood Flow Imaging
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Spectrum Analysis


If blood flow were continuous rather than pulsatile, if blood vessels followed straight lines and were uniform in caliber, if blood flowed at the same velocity at the periphery and in the center of the lumen, and if vessels were disease-free, then each blood vessel would produce a single Doppler ultrasound frequency. However, blood flow is pulsatile, vessels are not always straight or uniform in size, flow is slower at the periphery than in the center of the vessel, and the vessel lumen may be distorted by atherosclerosis and other pathology. For these reasons, blood flow produces a mixture of Doppler frequency shifts that changes from moment to moment and from place to place within the vessel lumen. Spectrum analysis is needed to sort out the jumble of Doppler frequencies generated by blood flow and to provide quantitative information that is critical for diagnosis of vascular pathology.






The Doppler Spectrum


The word spectrum, as derived from Latin, means image. You may think of the Doppler spectrum as an image of the Doppler frequencies generated by moving blood.1-8 In fact, this image is a graph showing the mixture of Doppler frequencies present in a specified sample of a vessel over a short period of time.1-3 The key elements of the Doppler spectrum are time, frequency, velocity, and Doppler signal power. These elements are best described in pictorial form; therefore, this information is provided in Figure 3-1, rather than in the text. Please review this figure now, directing particular attention to the four key elements cited previously.





[image: image]

FIGURE 3-1 The Doppler spectrum display. The following information is presented on the display screen (A, Entire display; B, Magnified Doppler spectrum).Color flow image: The vessel, the sample volume, and the Doppler line of sight are shown in the color flow image at the top of the display screen. Color flow information: The “color bar” to the right of the image shows the relationship between the direction of blood flow and the colors in the flow image. By convention, the upper half of the bar shows flow toward the transducer. This is logical, as this part of the bar is nearest to the transducer in the image. The lower half represents flow away from the transducer. In this case, red/orange colors correspond to flow toward the transducers, and blue/green colors indicate flow in the opposite direction. A shift in color from red to orange or from blue to green represents increasing flow velocity. Doppler angle: The Doppler angle for the spectral Doppler appears at the upper right of the display screen, in this case 60°. Time: The time is represented on the horizontal (x) axis of the Doppler spectrum, at the base of the display. The lines represent divisions of a second, but typically a scale is not provided. Velocity: Blood flow velocity (cm/sec) is shown on the vertical (y) axis of the spectrum. In this case, velocity is shown on both vertical axes. On some instruments, the velocity is shown on one vertical axis and the Doppler-shifted frequency (KHz) on the other. The distribution of velocities within the sample volume is illustrated by the brightness of the spectral display (the z-axis). To better understand the z-axis concept, examine the magnified spectrum shown in B and imagine that the spectral display is made of tiny squares called pixels (for picture elements). You cannot see the pixels in this image because they are purposely blurred to smooth the picture. The pixels are there, however, and each corresponds to a specific moment in time and a specific frequency shift or velocity. The brightness of a pixel (its z-axis) is proportionate to the number of blood cells causing that frequency shift at that specific point in time. In this example, the pixels at asterisk 1 are bright white, meaning that a large number of blood cells have the corresponding velocity (about 41 cm/sec) at that moment in time. The pixels at asterisk 2 are black, meaning that no (or very few) blood cells have the corresponding velocity (about 12 cm/sec) at that moment. The pixels at asterisk 3 are gray, meaning that a moderate number of blood cells have the corresponding velocity (about 35 cm/sec) at that moment. Got it? If not, read this again and remember that the brightness of each pixel is proportionate to the relative number of blood cells with a specific velocity at a specific moment in time. Since the brightness of the pixels also shows the distribution of flow energy, or power, at each moment in time, the spectrum display is also called a power spectrum. Flow direction: The direction of flow is shown in relation to the spectrum baseline. In this case, flow toward the transducer is shown above the baseline, and flow away from the transducer is shown below the baseline. Note that the number 40 in the lower right corner is preceded by a minus sign. This is because the area below the baseline corresponds to flow away from the transducer, which would generate a negative Doppler shift. The relationship between the flow direction and the Doppler baseline may be reversed by the operator, but flow toward the transducer will always be represented by positive velocity or frequency values. Peak velocity envelope: The peak velocity throughout the cardiac cycle is shown by the blue line outlining the Doppler spectrum. Based on this envelope, a numeric output is provided at the bottom left, showing the peak systolic velocity (PSV) and the minimum diastolic velocity (MDV). In this case, the MDV also corresponds to the end-diastolic velocity, but this is not necessarily the case. The instrument also automatically calculates the resistivity index (RI) and the pulsatility index (PI), as shown below the velocity values. Pulse repetition frequency: A noteworthy number shown on the display is the pulse repetition frequency (PRF). The PRF for the color flow image is shown at the left of the image (1000 Hz, or cycles, or pulses per second). The PRF for the spectral Doppler is much higher (6250 Hz), as shown to the right of the color flow image. This difference illustrates the fact that the color flow image is based on the average Doppler frequency shift or velocity, while the spectral Doppler values are shown as absolutes, without averaging. A higher PRF is needed for the spectral Doppler to ensure that systolic velocities are shown accurately, without aliasing.











The Power Spectrum


The Doppler frequency spectrum that you have just reviewed in Figure 3-1 is sometimes called a power spectrum,1-3 because the power, or strength, of each frequency is shown by the brightness of the pixels. The power of a given frequency shift, in turn, is proportionate to the number of red blood cells producing that frequency shift. If a large number of blood cells are moving at a certain velocity, the corresponding Doppler frequency shift is powerful, and the pixels assigned to that frequency are bright. Conversely, if only a small number of cells are causing a certain frequency shift, the pixels assigned to that frequency are dim. The power spectrum concept is important for understanding power Doppler flow imaging, which is discussed later in this chapter. The concept of the power Doppler spectrum is nicely illustrated in Figure 2-29.









Frequency Versus Velocity


The echoes that are reflected back to the transducer from moving cells in a sampled blood vessel contain only Doppler frequency shift information; yet the Doppler spectrum often displays both velocity (cm/sec or m/sec) and frequency (kHz) information. How does the instrument convert the Doppler frequency shift to velocity? This conversion occurs when the sonographer “informs” the duplex instrument of the Doppler angle,1,2,9 which is shown in Figure 3-2. If the instrument “knows” the Doppler angle, it can then compute the blood flow velocity via the Doppler formula (see Chapter 2). You may note in this formula that the frequency shift is proportional to the cosine of the Doppler angle, theta. When the operator informs the ultrasound machine of this angle, the frequency shift is proportional to blood flow velocity. Voila! The frequency spectrum becomes a velocity spectrum. A Doppler angle of 60 degrees or less is required to derive accurate frequency and velocity measurements. If the angle is greater than 60°, velocity measurements are unreliable. Although there is greater error in measurements obtained at higher angles, some applications (e.g., carotid examinations) are more easily performed at angles closer to 60°. It is generally recommended that the Doppler angle should be less than or equal to, but not greater than 60° for greatest accuracy.





[image: image]

FIGURE 3-2 The Doppler angle and sample volume. The nearly vertical line is the Doppler line of sight. The line in the center of the blood vessel indicates the axis of blood flow. The angle formed by these two lines is the Doppler angle (θ). The parallel lines (arrows) indicate the length of the Doppler sample volume.




In spite of potential measurement inaccuracy described in the previous paragraphs, it is desirable to operate the duplex instrument in the velocity mode rather than the frequency mode for two reasons.1,2,9 First, velocity measurements compensate for variations in vessel alignment relative to the skin surface. For instance, the Doppler frequency shift observed in a tortuous internal carotid artery might be radically different from one point to another, but angle-corrected velocity measurements will be similar throughout the vessel, in spite of dramatic changes in vessel orientation relative to the skin. Second, the Doppler frequency shift is inherently linked to the output frequency of the transducer, but velocity measurement is independent of the transducer frequency. For instance, if the output frequency goes from 5 to 10 MHz, the frequency shift is doubled. Imagine the clinical consequences of such frequency changes. If transducers with different frequencies were used to determine stenosis severity, different diagnostic parameters would be needed for each ultrasound transducer (e.g., 3.5, 5, or 7.5 MHz). This problem is eliminated when the instrument converts the “raw” frequency information to velocity data.
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