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I.1 Introduction

Our life is mysterious.

Each of us, during our terrestrial existence, raises basic
questions (see 
Figure 
1.1) such as:

“Who am I?”.

“Where do I come from?”.

“Where am I going?”.

“Why do I live?”.

“Which is the meaning of my life and that of my
neighbours?”.

“Why does physical and psychical pain exist?”.

Furthermore, if we observe what surrounds us, the variety of
life forms, and the vastness of the universe, we spontaneously
interrogate ourselves: “How did the universe originate?”, “Is there
God?”, and so on.

All these questions regard ourselves, the meaning of our lives,
and the origin of everything that surrounds us.

 




  

    

  

  

Figure 1.1 - The basic questions we pose
ourselves.





 



 



Humanity has formulated distinct forms of knowledge to answer
these fundamental questions throughout history. They are the
mythological, religious, philosophical, scientific, and
technological forms of knowledge. Besides them, the arts, such as
painting, music, dance, sculpture, literature, theatre,
architecture, and films, express some ideas and feelings. They
constitute alternative forms of knowledge and its manifestation
(see 
Figure 1.2).

 




  

    

  

  

Figure 1.2 - The different forms of knowledge.





 



 



Science is among the youngest forms of knowledge. Its
formulation is based on the scientific method. The scientific
method is usually attributed to Galileo Galilei and Isaac Newton,
who systematically applied it to formulate the fundamental laws of
Classical Mechanics in the seventeenth century A.D.

However, we know that the scientific method’s formulation was
not a sudden discovery but a slow and lengthy process. A crucial
contribution came from philosophy born in Greece in the VI century
B.C. (Gentili
, 2018).

The scientific method relies on three fundamental pillars (see 
Figure 1.3):

The experiments are necessary to collect data and information
about natural phenomena and promote scientific knowledge. It is
through experiments that scientists ask Nature questions.

Mathematics and geometry are the essential languages by which
scientists express their knowledge. These languages are
universal.

The rigorous mathematical logic rules scientific reasoning.

 




  

    

  

  

Figure 1.3 - The three fundamental pillars of the
scientific method.





 



 



The scientific edifice (see 
Figure 1.4) consists of axioms and postulates
formulated mainly by inductive reasoning. From the axioms and
postulates, the theorems and propositions are deduced. If the
theorems and rules allow us to predict our experiments’ outcomes,
the axioms and postulates are implicitly validated. On the other
hand, if the theorems and rules do not allow to predict the natural
phenomena, then the axioms and postulates must be perfected. In
four hundred years since its mature formulation, the scientific
method has allowed the collection of a vast amount of information,
the formulation of outstanding knowledge about natural phenomena,
and breathtaking technological development. Technology relieves
humans from their manual and mental labour. Its ultimate goal is to
improve the psychophysical well-being of humans.

 




  

    

  

  

Figure 1.4 - The edifice of scientific knowledge.






 



 



 



There is a mutual positive feedback action between science and
technology (
Figure 1.5). Scientific knowledge promotes
technological development, but, at the same time, the more powerful
technologies allow a more in-depth observation and analysis of the
universe and hence a more accurate knowledge of the empirical
reality. Thanks to science and technology, we can explore space and
time over wide ranges. As far as spatial coordinates are concerned,
we can observe astronomical objects that are 10
26 m far away from the Earth. At the same time, we can
detect subatomic particles having linear dimensions of the order of
10
-15 m. Moreover, it is possible to record ultrafast
events on a time scale of 10
-18 s, but we can reconstruct tremendously old events.
For instance, it has been estimated that our universe was born with
the famous Big Bang that occurred 14 billion years ago. We can send
satellites to other planets of our solar system and keep in touch
with them. But we are also capable of manipulating single atoms. We
can interfere with the expression of genes within a living being
and even modify their genetic codes.

 




  

    

  

  

Figure 1.5 - The mutual positive feedback action
between science and technology.





 



 



The unstoppable technological innovations constantly push
humanity on the edge of new ethical problems and debates.
Technology transforms what is natural (i.e., what humanity finds in
nature without being responsible for it) into something that is a
fruit of our work and ingenuity, which can be conceived, in
opposition, as artificial (see 
Figure 1.6).

 




  

    

  

  

Figure 1.6 - The effect of technology. 





 



 



 



Often, we do not know the consequences of our transformations
from what we find in nature to something artificial. A fundamental
ethical question spontaneously arises (see 
Figure 1.7): “Is it always fair and safe to do
what technology makes doable?”.

It is a tormenting question that has accompanied humanity from
the beginning. Suffice it to think about the myth of Prometheus,
who defies Zeus by stealing fire and giving it to humanity. And
everybody knows that fire has been and still is a double-edged
sword for humans. Alternatively, we might remind the novel 
Frankenstein, also known as 
The Modern Prometheus, by Mary Shelley (1818). It tells
the story of Victor Frankenstein, a young scientist who creates a
hideous sapient creature with harmful unpredictable consequences
for humanity.

 




  

    

  

  

Figure 1.7 - Technological development constantly
pushes humanity to the edge of a bioethical cliff. 





 



 



 



I.2 Bioethical Complexity

Notwithstanding all the proven and potential benefits of science
and technology, its advances also generate some hazards for
humanity and life on Earth, more in general (OECD, 1998).

There are cutting-edge technologies that manipulate, reshape,
and re-engineer life (Metzl, 2019), (Kozubek, 2016), (Doudna and
Sternberg, 2018), (Parrington, 2016). Therefore, constantly new
burdensome bio-ethical issues arise. Some techniques manipulate
life in its early stages. Such technologies raise tricky questions
such as: “Are the techniques of in vitro fertilization sure and
fair?”, “Is the manipulation of embryonic stem cells fair and
reckless?”, “Are all the contraceptive techniques fair, and is
abortion acceptable?”, “Is it imprudent to originate genetically
modified organisms?”.

New technologies can intervene at the end of people’s life or
when they suffer. Other bioethical questions emerge, such as: “Is
euthanasia fair?”, “What about the therapeutic obstinacy?”, “What
about organ transplantation?”, “Is it fair to do experiments with
animals?”.

Recently, technologies that can significantly enhance human
intellect and physiology have been in the spotlight, and a
spontaneous doubt arises: “Should such enhancement technologies be
used?”. Furthermore, Artificial Intelligence promises to become
autonomous and overcome human intellect, at least in specific
tasks. “Is it safe to introduce independent forms of Artificial
Intelligence in our societies?”, “How do we program the ethics of
Artificial Intelligence?”.

Finally, our productive activities often endanger natural
ecosystems and their biodiversity. Therefore, every responsible
community is debating how to balance human productivity with
safeguarding the environment.

Finding answers to all these “Really Big Ethical Questions” is
challenging.

  [1]
 They regard our planet, our human lives, and the life of every
other living being thriving on this wonderful Earth. But the Earth,
its ecosystems, and every living being, including humans, are just
instances of Complex Systems.

Science encounters many difficulties in describing and
predicting the behaviour of Complex Systems, or what is called
Natural Complexity (Charbonneau, 2017), as explained in the next
paragraph. Since all the bioethical issues mentioned above involve
and regard Complex Systems, they generate what we might call
“Bioethical Complexity” (Gentili, 2021).

 



I.3 Natural Complexity

Every human being and all the other biological species on Earth,
the human societies and the natural ecosystems, the climate of the
Earth, and the world economy are instances of Complex Systems. They
are seemingly so diverse. They are traditionally investigated by
well-distinct disciplines, such as Medicine, Biology, Psychology,
Social Sciences, Economy, Ecology, Engineering, Physics, Chemistry,

et cetera. Beyond these disciplines, there exists
Complexity Science. Complexity Science is an interdisciplinary and
translational research domain which emerged in the 1980s (Li Vigni
, 2020). It focuses on all the Complex Systems and has two
ambitious aims (see 
Figure 1.8). The first aim is to determine the
essence of Complex Systems by pinpointing the features they share.
In other words, the first goal of Complexity Science is to outline
Natural Complexity from an ontological point of view. The second
aim is to rationalize the difficulties we encounter in describing
and predicting the behaviour of Complex Systems. Basically, the
second purpose of Complexity Science is to investigate Natural
Complexity from an epistemological point of view.

 




  

    

  

  

Figure 1.8 - Complexity Science investigates the
ontology and epistemology of all those Complex Systems involved in
Bioethical Complexity. 





 



 



After almost forty years of research on Natural Complexity, we
might declare that all those Complex Systems involved in Bioethical
Complexity share at least three features. They are briefly
presented in the following subparagraph.

 




  
I.3.1 Features of Complex Systems


Three are the features shared by the Complex Systems shown in 
Figure 1.8.

First of all, every single Complex System is made of many
strongly interconnected elements. It can be described as a network.
The networks representing Complex Systems have many elements (or
nodes) that are often diverse, if not unique, and variable in their
behaviour. Moreover, there are many interconnections or links among
the nodes. These links are usually reciprocal, generating positive
and negative feedback actions and high non-linearity. Furthermore,
the links are often diverse and variable.

Second, Complex Systems are out-of-equilibrium in the
thermodynamic sense. If a Complex System involves just inanimate
matter, its behaviour depends on the force fields. On the other
hand, if the Complex System involves living beings, its behaviour
also depends on the information variable. Every living being has
the distinctive feature of exploiting matter and energy for
encoding, collecting, processing, storing, and communicating
information (Roederer, 2005), (Walker 
et al., 2017). Any living being uses such information to
reach its fundamental purposes: survival and reproduction. This
quality is called teleonomy.

  [2]


Third, Complex Systems exhibit emergent properties. A property
is emergent when it belongs to the network as a whole. The
integration of the features of the nodes gives rise to properties
that belong to the whole network. The whole is more than the sum of
its parts: “The whole is something besides the parts”, as
adequately alleged by Aristotle more than two thousand years ago
(Annas
, 1976). “The whole is not only greater than but very
different from the sum of the parts”, as declared by Anderson in
his seminal paper (Anderson
, 1972) written at the dawn of the development of
Complexity Science. Examples of emergent properties are the
phenomena of temporal and spatial self-organization and chaos. Some
of these emergent properties are understood and predictable.
However, there exist many emergent properties that are not
comprehended. One striking example of the latter is life. If we
consider the chemical constituents of every living being, we find
DNA, RNA, proteins, water, phospholipids, and many other compounds.
If we take these compounds separately, they never exhibit the
phenomenon of life. Life emerges just if we consider all the
distinct biomolecules organized in that peculiar spatial and
temporal architecture, which is a cell.

Why are there emergent properties that are not understood and
hence predictable yet? There are at least three primary reasons
that outline Natural Complexity from an epistemological point of
view. They are Descriptive Complexity, Computational Complexity,
and the intrinsic limitations of the predictive power of science.
They are presented in the following three subparagraphs.

 



 




  
I.3.2 Descriptive Complexity


When we try to understand and predict the behaviours of Complex
Systems, the first hurdle we encounter is in their description. If
we accept the image depicting any Complex System as a network and
apply the reductionist approach

  [3]
, its description is challenging due to the following
motives:

the number of nodes or Multiplicity (Mu) of the network;

the Interconnection (Ic) of the network, i.e., the number of
links among the nodes;

the Diversity (Di) of nodes (Di
nodes) and links (Di
links);

the Variability (Va) in the behaviour of nodes (Va
nodes) and links (Va
links);

the Integration (Ig) of the properties of the nodes, which gives
rise to emergent properties belonging to the entire network;

some, if not all, of the five features listed above, might
depend on the context c.

In synthesis (see also 
Figure 1.9), Natural Complexity (NaC) results to
be a multivariable function of the type (Gentili
, 2021):

NaC = f (Mu, Ic, Di
N, Di
l, Va
n, Va
l, Ig, c) (
1.1)

 




  

    

  

  

Figure 1.9 - Characteristics of Complex Networks.






 



 



 



The complex networks and their emergent properties look like
“Variable Patterns”. Variable patterns are entities or events whose
recognition is made difficult by their multiple features,
variability, and extreme sensitivity to the context. Examples of
variable patterns are human faces, voices and behaviour, symptoms
and patterns in medical diagnosis, social, political, and economic
events, chaotic and stochastic time series, biological species, 
et cetera.

The recognition of variable patterns is a blossoming research
field. The traditional steps required for their recognition
are:

collection and storage of a large amount of data, the so-called
Big Data;

selection of the representative features;

application of an algorithm for the classification step.

Although several algorithms have been proposed so far, they
still suffer in universality and effectiveness (Bishop
, 2006). This difficulty in recognizing variable patterns
and hence describing Complex Systems gives rise to a kind of
Epistemological Complexity that might be named “Descriptive
Complexity” (Gentili
, 2021).

The same prophet Isaiah, in the 8
th century B.C., was aware of “Descriptive Complexity”.
He uttered the following provocative questions: “Who was it
measured the water of the sea in the hollow of his hand and
calculated the heavens to the nearest inch, gauged the dust of the
Earth to the nearest bushel, weighed the mountains in scales and
hills in a balance?” (Bible, Is. 40, 12).

In (Bible, Si 1, 1-3), we read: “The sands of the sea, the drops
of rain, the days of eternity – who can count them? The height of
the sky, the breadth of the Earth, the depth of the abyss – who can
explore them?”.

 




  
I.3.3 Computational Complexity


Many computational problems regarding Complex Systems, such as
scheduling, machine-learning, financial forecasting, designing
computers’ hardware, solving the Schrödinger equation for
determining molecular energies, the Traveling Salesman Problem, and
so on, are solvable but intractable. According to the theory of
Computational Complexity (Goldreich, 2008), all solvable
computational problems can be partitioned into two sets: the set of
tractable problems and that of intractable ones. Computational
problems are tractable if polynomial (type P, with the letter P
that stands for Polynomial). A problem is polynomial when the
number of computational steps (n°c. s.) required to solve the
problem is a polynomial function of the size of the problem
(represented by N):

n°c. s. ∝ N
x (
2.1)

In equation (
2.1), the exponent can be either 1 or 2 or any
other integer number but never N. The class of polynomial problems
is the class of the recognition problems, such as finding a
specific phone number in a phone book. Any P-problem is tractable
because it is possible to determine its exact solutions in a
reasonable time interval, whatever its dimension is.

Unfortunately, there are also exponential problems. A
computational problem is exponential when the number of
computational steps grows exponentially with the dimension of the
problem. It can be

(n° c. s. ∝ N
N) (
3a.1)

(n° c. s. ∝ 2
N) (
3b.1)

and others, wherein N appears as an exponent.

When we face exponential problems with large dimensions, we
cannot determine their accurate solutions in a reasonable time
interval, even when the fastest supercomputer in the world is
available. An example of an exponential problem is the Schrödinger
equation (see 
equation 1.4). We might think of solving it to
determine the total energy of a Complex System described as a vast
network of interacting subatomic particles.

iℏ ∂ _ ∂t |Ψ⟩= Ĥ |Ψ⟩ (
4.1)

In (
4.1), |Ψ⟩ is the wavefunction for the system of N
particles and Ĥ is the Hamiltonian operator, including all the
forces connecting the particles. The number of computational steps
needed to solve the Schrödinger equation rises as 2

  N
 (Bolotin, 2014). If we have a system with just 500 particles

  [4]
, the number of computational steps becomes enormous: to the
tune of 10
150. Even if we have the American Frontier that, at the
moment, is the fastest supercomputer in the world

  [5]
, the time required to solve the Schrödinger equation for a
system with 500 particles is unreasonable: it is of the order of 10
125 years. A tremendous amount of time. Suffice it to
think that the age of the universe has been estimated to be 14 × 10
9 years.

When we face exponential problems of large dimensions, we are
forced to transform them into problems of recognizing acceptable
solutions generated non-deterministically and in a reasonable time
interval. In other words, the exponential problems are transformed
into Non-Deterministically Polynomial problems, i.e
., the so-called NP problems. The solutions we find are
not necessarily exact, but at least they comply with the criteria
of acceptability that have been arbitrarily fixed.

Meanwhile, scientists are trying to contrive new algorithms that
might transform the NP into P problems. The Clay Mathematics
Institute offers one million dollars to anyone who provides
verified proof that the NP problems are either reducible to P
problems or not. If the NP problems were reduced to P problems, our
life would not be the same anymore (Fortnow, 2009). It would become
much easier to make reliable weather forecasts for more extended
periods, predict catastrophic events and the trends of stock
markets, and find new effective treatments for incurable diseases.
Everything would become much more efficient. Manufacturers and
business people would improve their production processes and
increase profits. The transportation schedules of all forms of
transit would be optimized, allowing people and goods to move
quicker and cheaper.

 




  
I.3.4 The Intrinsic Limits in the predictive power of
science


One day, we might become capable of transforming all the
intractable NP problems into tractable P ones. Moreover, we might
be able to formulate effective and universal algorithms for
recognizing variable patterns. Even if those improbable
achievements were reached one day, specific limitations in
predicting the behaviour of Complex Systems would remain (see 
Figure 1.10).

As far as the microscopic world is concerned, the Heisenberg
Uncertainty principle holds. According to this principle, it is
impossible to simultaneously and accurately determine relevant
features of any particle, such as its position and momentum. Such
uncertainties force us to describe the dynamics of microscopic
particles in probabilistic terms. Therefore, the Uncertainty
principle shatters the deterministic dream of predicting the
dynamics of the entire universe, starting from the description of
its ultimate particles.

We might consider restricting our description of Complex Systems
to the macroscopic scale, neglecting their tiny atomic
constituents. However, we might experience another intrinsic
limitation in the predictive power of science. Such an experience
is made when Complex Systems exhibit chaotic dynamics. Chaotic
dynamics are aperiodic and extremely sensitive to the initial
conditions. Since the initial conditions of whatever system cannot
be determined with an infinite degree of accuracy because any
experimental measurement is affected by unavoidable uncertainties

  [6]
, it means that any chaotic dynamic is unpredictable in the
long term.

 



 




  

    

  

  

Figure 1.10 - Insurmountable limits in the
predictive power of science. 





 



 



 



I.4 How to face Bioethical Complexity?

Whenever we face Bioethical Complexity, we also need to deal
with Natural Complexity. It is mandatory to consider the ontology
and the epistemology of Natural Complexity (see 
Figure 1.11). Therefore, the first fundamental
question is: “How can we achieve a deeper comprehension of Complex
Systems?”

 




  

    

  

  

Figure 1.11 - Bioethical Complexity is bound to
the ontology and epistemology of Natural Complexity. The
epistemology of Natural Complexity includes Descriptive Complexity,
Computational Complexity, and the intrinsic predictive limits of
science. 





 



 



 



Firstly, the investigation and description of Complex Systems
cannot be thoroughly carried out only using the traditional
reductionist approach. The fragmentation of knowledge and the
isolation of bits of information can become forms of ignorance
unless they are integrated into a broader vision of reality (Pope
Francis, 2015)
. A systemic approach is also required to deal with
emergent properties. It is essential to seek comprehensive
solutions.

Secondly, when Complex Systems are investigated, we cannot rely
on a cornerstone of the original scientific method, which is the
reproducibility of our experiments. Often, experiments regarding
Complex Systems are historical events. In this regard, the image
that the philosopher Karl Popper proposed in his essay 
Of Clouds and Clocks is particularly effective. Science
was occupied with clocks, which are simple and deterministic
systems with reproducible behaviours. On the other hand, current
science has to deal with clouds, which are Complex Systems having
unique and hardly replicable behaviours (Popper, 1979)
. The simulations of the behaviour of Complex Systems with
electronic computers and software become alternative ways to
experiment and test our new theories and models. Monitoring Complex
Systems requires the continuous collection, storage, and
elaboration of massive datasets, i.e., the so-called Big Data
(Marx, 2013). Therefore, it is compelling to devise smart methods
and tools to face the enormous volume and the fast stream of data,
variety (they might have many formats), variability, and
relationships.

It is urgent to speed up our computing machines, extend their
memory space, and formulate more effective algorithms. There are
two promising strategies to succeed (Gentili, 2018). One is by
improving electronic computers, and the other is the
interdisciplinary research line of Natural Computing.

There is a worldwide competition, known as the TOP500 project
(remember note 5 of this chapter), in devising more powerful
supercomputers relentlessly. Although we have been witnessing
constant improvement in electronic supercomputers, an authentic
breakthrough will be achieved by revolutionizing their Von Neumann
architecture, wherein the processing unit and the memory are
physically separated. A contribution to making this breakthrough
can sprout from Natural Computing.

Researchers working on Natural Computing draw inspiration from
nature to propose new algorithms, materials, and architectures to
compute, as well as new methodologies and theories to interpret
Natural Complexity. The rationale is that every distinguishable
state of matter and energy can be used to encode information. Every
natural transformation of these distinct states is a kind of
computation. Within Natural Computing, there are two research
programs (schematically shown in 
Figure 1.12). The first one exploits the
physicochemical laws to make computations. Every physicochemical
law describes a causal event, and any causal event can be conceived
as a computation. The causes become the inputs; the effects are the
outputs, and the law governing the transformation is the
computation algorithm. For instance, the laws of quantum physics
allow the implementation of quantum computing (see the left part of

Figure 1.12 for more examples).

The second research program of Natural Computing mimics the
features and performances of Natural Information Systems. These
systems exploit matter and energy to encode, collect, store,
process and send information. Examples of Natural Information
Systems are living cells and organisms, nervous systems, immune
systems, and societies (see the right part of 
Figure 1.12).

Natural Computing will probably contribute to formulating the
expected brand-new transdisciplinary theory on Complex Systems.
This new theory will allow comprehending the ontology of Complex
Systems more deeply. It seems that such a new theory will hinge on
the variable information. Information will enter from quantitative
and qualitative (i.e., semantic) points of view.

 




  

    

  

  

Figure 1.12 - Schematic overview of the main ideas
developed by researchers working on Natural Computing. The
exploitation of the physicochemical laws for making computations is
shown on the left. The mimicry of the Natural Information Systems
is reported on the right. 





 



 



 



Finally, a genuinely interdisciplinary dialogue is required to
reach a deeper understanding of Natural Complexity. Tackling
Bioethical Complexity needs an interdisciplinary dialogue involving
scientists and philosophers, jurists, theologians, and artists.
Artists guided by their personal feelings and intuitions can spark
new ideas in human minds and promote unconventional ways to read
reality. At the same time, theologians can make an essential
contribution by proposing absolute principles of righteousness,
justice, humility, and devotion rooted in the idea of God as
Creator.


  


  


  













  
  



                    
                

                
            

            

    
	1 
                     The expression “Really Big Questions” was
coined by the physicist John A. Wheeler (1911-2008), who, in his
life, formulated questions with such vast implications to merge
physics and philosophy.
                    

 
    





    
	2 
                     The functions of a human being are not limited
to survival and reproduction, but extend to love towards the other
humans, all creatures and, according to the religious Wisdom, our
Creator.
                    

 
    





    
	3 
                     The reductionist approach consists in
decomposing a system in all its constituents and analayzing them,
separately.
                    

 
    





    
	4 
                     I say “just” because any macroscopic Complex
System usually has N≫500. The number of particles of a macroscopic
Complex System is, at least, of the order of the Avogadro’s number,
i.e., N~1023.
                    

 
    





    
	5 
                     The American Frontier reaches the astonishing
computational rate of 1102 × 10
15 PFlop/s, i.e., floating-point operations per second.
It is the fastest supercomputer in the world according to the list
compiled by the TOP500 project in June 2022
(https://www.top500.org/).
                    

 
    





    
	6 
                     Science is said to be exact not because it is
based on infinitely exact data, but because its rigorous
methodology allows estimating the extent of the uncertainty
associated with any quantitative determination.
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