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Preface


Neurocritical care has evolved rapidly in the past 10 years. It is a specialty that focuses on the critical care management of patients with catastrophic neurologic diseases, including primary neurologic pathologies such as traumatic brain injury (TBI), ischemic stroke, intracerebral hemorrhage (ICH), subarachnoid hemorrhage (SAH), brain tumors, infection (e.g., HIV, TB, meningitis), spinal cord injury, and acute ascending neuropathies. In addition, neurologic dysfunction occurs in many diverse systemic disorders, including hypoxia (e.g., post cardiac arrest, near drowning), liver dysfunction, electrolyte abnormalities, high altitude sickness, eclampsia, lead intoxication, and malignant hypertension.


There are many reasons why brain injury or damage occurs in patients with neurologic disorders. In particular, multiple experimental and clinical studies have demonstrated a close relationship between variables such as hypoxia, increased intracranial pressure, arterial hypotension, hyperglycemia, fever, and seizures with neurologic outcome, and accumulating evidence suggests that brain damage evolves over time. Minimizing the burden of this delayed, or “secondary,” brain injury, has become the focus of modern neurocritical care. However, despite much research, trials in neuroprotection have largely failed, in part because of their association with prognostic heterogeneity, multiple mechanisms of cellular damage, and a paucity of early mechanistic endpoints. This has led to a realization that strategies of care, or “bundles,” rather than single agents, and approaches that are tailored to individual patient physiology and pathophysiology are necessary to improve outcome.


In daily practice neurointensivists focus on the recognition of subtle changes in the neurologic condition, interactions between the brain and systemic derangements, and brain physiology. The challenge for intensivists today is to identify individuals who are at risk of developing disease or secondary injury, determine disease severity, and distinguish responders from nonresponders to therapy (i.e., individualized and targeted medicine). Monitoring is one tool that may answer these challenges, and it has become central to the management of secondary brain injury and to individualized care. In recent years (interestingly in concert with the evolution of neurocritical care as a distinct specialty), technology developments have resulted in several new monitoring techniques that provide the neurointensivist with information about brain and cellular function. Techniques to better monitor function of the heart, lung, liver, kidney, and blood also have evolved. In addition, when the various techniques are combined (“multimodal monitoring”), a more accurate overall picture of brain function is produced. This approach, along with new computer systems that integrate data at the bedside, and the emerging field of bioinformatics may change the way patients with brain injury are managed in the future.


In the last decade, there have been many advances in neurocritical care monitoring technology and a better understanding of what information the technology provides. These advances have been chronicled in numerous contributions to the scientific literature, the sheer volume of which makes it difficult for healthcare providers and device engineers to keep up to date with the knowledge necessary to provide the best patient care. In addition, although several textbooks on critical care or head injury briefly discuss monitoring in a chapter or two, there is a paucity of information that summarizes all aspects of neuromonitoring and no textbook that is dedicated to monitoring in neurocritical care.


This book, Monitoring in Neurocritical Care, represents a comprehensive review of neuromonitoring. We have designed this textbook to provide the reader with a practical but in-depth reference that describes the scientific basis and rationale for use of a particular monitor, the information it provides, and how this information can be used to manage the neurocritical care patient in an integrated fashion. We have been fortunate to have chapters written by authors from around the world. The contributors are clinicians, engineers, information technology experts, and researchers who have extensive experience in the field, and each has provided an excellent and timely review. We hope that the reader will gain a comprehensive understanding about neuromonitoring and neurocritical care and an insight into existent controversies and potential future management. Its contents will be relevant to neurologists, neurosurgeons, neuroanesthesiologists, neurointensivists, and neuroscience nurses, and will serve as a useful resource to intensivists working in medical and surgical ICUs. For those who are interested in clinical or laboratory research on brain injury in its broad sense, this book will provide many ideas and references and will be a stepping-stone to further progress in understanding a complex problem. The text also will serve as a reference and guide for many engineers, bioengineers, and computer experts who work on medical device and bioinformatics development.


We have divided the book into seven sections. Section I, Background, provides information about cerebral metabolism, the principles of neurocritical care, informatics, quality assessment, the role of ICU design and nursing, specific considerations in children, the effects of anesthetic agents on monitors, and a discussion on the relationship between bioethics and monitoring. Section II, Clinical and Laboratory Assessment, reviews clinical evaluation, sedation, pain, delirium, outcomes such as neuropsychological and brain death, extracerebral organ systems, laboratory analysis, and the role of biomarkers. Section III, Electrophysiology, is devoted to evoked potentials and electroencephalography. Section IV, Radiology, discusses the use and integration of various techniques, including computed tomography, xenon-CT, MRI, PET, and SPECT in neurocritical care. Section V, Cerebral Blood Flow, is a review of techniques such as neurosonology, laser Doppler flowmetry, thermal diffusion flowmetry, jugular bulb oximetry, and near infrared spectroscopy. Section VI, Intracranial Monitoring, provides an in-depth review of invasive techniques, including intracranial pressure, brain oxygen, cerebral microdialysis, and brain temperature. The final section, Computers, Engineering, and the Future, provides a description of device development, engineering, simulation, telemedicine, robotics, information processing, data acquisition and storage, medical informatics and multimodality monitoring, noninvasive brain monitoring, and a discussion of potential future developments. It is important for the reader to realize that the “ideal brain monitor” does not yet exist and no single monitor will by itself affect outcome. Instead, it is the information provided by a monitor and how we as healthcare providers interpret and apply the information that has the potential to improve outcome and lead to new insights into disease processes.


We would like to express our appreciation and acknowledge the efforts of all contributors to this volume. We also thank the editorial, design, and production staff at Elsevier Science, in particular Janice Gaillard, Charlotta Kryhl, Julie Goolsby, Kate Crowley, Angela Rufino, Louis Forgione, Cheryl Abbott, Louise King, and Anne Altepeter, who have been very helpful in producing this volume, and Yolanda Caban who provided excellent administrative assistance. Finally, we thank Barbara Williams who provided outstanding editorial assistance and made this book possible.
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Abbreviations


NOTE: Abbreviations may have more than one meaning, depending on their context.







3-H hypertension, hemodilution, and hypervolemia


AACN American Association of Critical Care Nurses


AAN American Academy of Neurology


AARP American Association of Retired Persons


ABA American Bar Association


ABM acute bacterial meningitis


ABP arterial blood pressure


ACA anterior cerebral artery


ACE angiotensin converting enzyme


ACEI/ARBs angiotensin-converting enzyme inhibitor/angiotensin-receptor blocker


ACGME Accreditation Council for Graduate Medical Education


AChE acetylcholinesterase


ACCP American College of Chest Physicians


ACoA anterior communicating artery


ACS abdominal compartment syndrome


ACT activated clotting time


ACTH adrenocorticotrophic hormone


ACV assist control ventilation


AD axial diffusivity


ADC apparent diffusion coefficient


ADH antidiuretic hormone


ADL activities of daily living


ADNI Alzheimer’s Disease Neuroimaging Database


ADP adenosine diphosphate


ADQI Acute Dialysis Quality Initiative


ADR alpha/delta ratio


ADT admission/discharge/transfer


AED antiepileptic drug


aEEG amplitude-integrated electroencephalography


AEP auditory evoked potentials


AF atrial fibrillation


AG anion gap


AHA/ASA American Heart Association/American Stroke Association


AI artificial intelligence


AIS acute ischemic stroke


AKI acute kidney injury


AKIN Acute Kidney Injury Network


ALF acute liver failure


ALFSG Acute Liver Failure Study Group


ALI acute lung injury


AMA American Medical Association


AMID active implantable medical device


ANH artificial nutrition and hydration


ANN artificial neural network


APACHE Acute Physiology and Chronic Health Evaluation


aPL antiphospholipid antibodies


APN advanced practice nurse


APP abdominal perfusion pressure


aPTT activated partial thromboplastin time


ARAS ascending reticular activating system


ARC absolute reticulocyte count


ARDS acute respiratory distress syndrome


ARi (or ARI) autoregulation index


ASA American Society of Anesthesiology


aSAH aneurysmal subarachnoid hemorrhage


ASIA American Spinal Injury Association


ASL arterial spin labeling


ASTM American Society for Testing and Materials


AT antithrombin


ATC automatic tube compensation


ATN acute tubular necrosis


ATP adenosine triphosphate


ATS American Thoracic Society


AU arbitrary units


AV audiovisual


AVDO2 arteriovenous difference in oxygen


AVM arteriovenous malformation


BA basilar artery


BAEP brainstem auditory evoked potential


BAM brain acoustic monitor


BANN Bayesian Artificial Neural Network


BBB blood-brain barrier


BFV blood flow velocity


BG blood glucose


BHI breath holding index


BIS bispectral index


BMI body mass index


BMR basal metabolic rate


BOLD blood oxygen level dependent


BOOST Brain Oxygen and Outcome Study in Traumatic Brain Injury


BP blood pressure


BPI bactericidal permeability-increasing protein


BrainIT brain monitoring with information technology


BSI bloodstream infection


BSM bedside monitors


BT brain temperature


BTO balloon test occlusion


BUN blood urea nitrogen


CA cerebral autoregulation (Chapters 30, 46)


CA cardiac arrest (Chapter 25)


CA-BSI catheter-associated bloodstream infection


CAD coronary artery disease


CAM-ICU Confusion Assessment Method for the ICU


CAP College of American Pathologists


CAR cerebral arterial resistance


CAS carotid angioplasty and stenting


CASL continuous arterial spin labeling


CBF cerebral blood flow


CBFV cerebral blood flow velocity


CBV cerebral blood volume


CCAT Computerized Cognitive Assessment Tool


CCO continuous cardiac output


CCT central conduction time


Ccw compliance of the chest wall


CDC Centers for Disease Control and Prevention


CDSA color density spectral array


CEA carotid endarterectomy


cEEG continuous electroencephalography


CES cholesterl emboli syndrome


CEUs continuing education units


CFM cerebral function monitoring


C-FMZ C-flumazenil


Cho choline


CHr reticulocyte hemoglobin content


CI coagulation index


CINMA critical illness neuromuscular abnormalities


CIPM critical illness polyneuromyopathy


CIPNM critical illness polyneuropathy and myopathy


CIRCI critical illness related corticosteroid insufficiency


CK creatine kinase


Cl compliance of the lung


CLIA 88 Clinical Laboratory Improvements Amendments of 1988


CLAB central line-associated bacteraemia


CLABSI central line-associated bloodstream infection


CMAP compound muscle action potentials


CMO comfort measures only


CMRO2 cerebral metabolic rate of oxygen


CMRGluc cerebral metabolic rate of glucose


CMS Centers for Medicare and Medicaid Services


CMV cytomegalovirus


CNS central nervous system


CO cardiac output


CO2 carbon dioxide


COGIF Consensus on Grading Intracranial Flow


COI cerebral oxygenation index


COM communication


COMBI Center for Outcome Measurement in Brain Injury


COMPACCS Committee on Manpower for Pulmonary and Critical Care Societies


COPD chronic obstructive pulmonary disease


COx cerebral oximetry index


CPAP continuous positive airway pressure


CPOE computerized order entry


CPP cerebral perfusion pressure


CPR cardiopulmonary resuscitation


CPSE complex partial status epilepticus


CPT current procedural terminology


Cr creatine


CRH corticotropin-releasing hormone


CRM crew/crisis resource management


CRMP collapsin response mediator protein


CRP C-reactive protein


CRRT continuous renal replacement therapy


CRS Coma Recovery Scale


CRS-R Coma Recovery Scale–Revised


Crs compliance of respiratory system


CSA cross-sectional area


CSD cortical spreading depression


CSE convulsive status epilepticus


CSF cerebrospinal fluid


CSW cerebral salt wasting


CT computed tomography


CTA computed tomography angiography


CTP computed tomography perfusion (Chapters 13, 26)


CTP Child-Turcotte-Pugh (Chapter 23)


CTT central conduction time


CTV cerebral venous thrombosis


CVC central venous catheter


CVP central venous pressure


CVR cerebrovascular resistance


CVT cerebral venous thrombosis


CVVH continuous veno-venous hemofiltration


CXR chest x-ray


D diameter of conduit


DAI diffuse axonal injury


dARi dynamic autoregulation index


DBN dynamic Bayesian network


DBP diastolic blood pressure


DBS deep brain stimulator


DC decompressive craniectomy


DCI delayed cerebral ischemia


DCS diffuse correlation spectroscopy


DHCA deep hypothermic circulatory arrest


DHHS Department of Health and Human Services


DI diabetes insipidus


DIC disseminated intravascular coagulation


DIND delayed ischemic neurologic deficit


DIT drug-induced thrombocytopenia


DITP drug-induced immune thrombocytopenia


dIVC inferior vena cava diameter


DLCO diffusing capacity of the lung for carbon monoxide


DMN default mode network


DO2 oxygen delivery


DoD Department of Defense


DoE Department of Energy


DRG diagnostic related group


DRS Disability Rating Scale


DS Down syndrome


DSA digital subtraction angiography


DSM Diagnostic and Statistical Manual of Mental Disorders


DSP digital signal processing


DTI diffusion tensor imaging


DUS duplex ultrasonography


DV data validation


DVT deep vein thrombosis


DWI diffusion-weighted imaging


EAA excitatory amino acids


EBM evidence-based medicine


EBNP evidence-based nursing practice


EBP evidence-based practice


EC-IC extracranial to intracranial


ECA external carotid artery


ECCO Essentials of Critical Care Orientation


ECF extracellular fluid


ECoG electrocorticogram


ED emergency department


EDC extended differential count


EDH epidural hematoma


EDM esophageal Doppler monitor


EDTA ethylene diamine tetra acetate


EEG electroencephalography; electroencephalogram


EF ejection fraction


E-GOS Extended Glasgow Outcome Scale


EHR electronic health record


EIT electrical impedance tomography


EKG electrocardiogram


ELISA enzyme-linked immunological sample assay


EMG electromyogram


EMI electromagnetic interference


EMR electronic medical record


EMS emergency medical services


EN enteral nutrition


eNAA extracellular N-acetyl aspartate


EOG electrooculogram


EP evoked potential


EPIC extended prevalence of infection in intensive care


EPL estimated percent lysis


EPO erythropoietin


EPOR erythropoietin receptor


ESA erythropoiesis-stimulating agents


ESICM European Society of Intensive Care Medicine


ESO European Stroke Organization


ESRD end-stage renal disease


ET endotracheal tube


etCO2 end-tidal carbon dioxide


ETF Emerging Technology Fund


EU European Union


EVD external ventricular drain


EVLWI extravascular lung water index


FA fractional anisotropy


FC Foley catheter


FDA Food and Drug Administration


FD&C Food, Drug, and Cosmetic Act


FDG fluorodeoxyglucose


Fe iron


FENa fractional excretion of sodium


FET field effect transistor


FFF family, friends, and fools


FFP fresh frozen plasma


FFT fast-Fourier transformation


FIM Functional Independence Measure


FiO2 inspiratory oxygen fraction


FLAIR fluid-attenuated inversion recovery


fMRI functional magnetic resonance imaging


FNHTR febrile non-hemolytic transfusion reactions


FNN Foundations of Neuroscience Nursing


FOIA Freedom of Information Act


FOUR Full Outline of UnResponsiveness


FRBC fragmented RBC


FTc flow time correction


F/V Flotrac-Vigileo


FV flow velocity


FVl flow velocity, left


FVL Factor V Leiden


FVr flow velocity, right


GAAP generally accepted accounting practices


GABA gamma-aminobutyric acid


GAP growth associated protein


GB gigabyte


GCS Glasgow Coma Scale


GDP gross domestic product


GFAP glial fibrillary acidic protein


GFR glomerular filtration rate


GH growth hormone


GHBP growth-hormone binding protein


GHRP GH-releasing peptide


GI gastrointestinal


GMDI Glioma Molecular Diagnostic Initiative


GMP good manufacturing practices


GN glomerulonephritis


GNP gross national product


GOS Glasgow Outcome Scale


G-PEDs generalized periodic epileptiform discharges


1H-MRS proton magnetic resonance spectroscopy


HAC hospital-acquired condition


HAI hospital-acquired infection


HAP hospital-acquired pneumonia


HbO2 oxyhemoglobin


HCAP heathcare-associated pneumonia


Hct hematocrit


HE hepatic encephalopathy


HELLP hemolytic anemia, elevated liver enzymes, low platelets syndrome


Hgb hemoglobin


HHb deoxyhemoglobin


HHCFA Health Care Financing Organization


HHNK hyperglycemic hyperosmolar nonketotic


HIE hypoxic-ischemic encephalopathy


HIPAA Health Insurance Portability and Accountability Act


HIT heparin-induced thrombocytopenia


HiTT high dose thrombin time


HIV human immunodeficiency virus


HLA human leukocyte antigens


HMG CoA 3-hydroxy-3-methylglutaryl coenzyme A


HMS Haemostasis Management System


HPA hypothalamic-pituitary axis


HPS human patient stimulator


HR heart rate


HRS hepatorenal syndrome


HSE Herpes simplex encephalitis


HSV Herpes simplex virus


HUS hemolytic uremic syndrome


HV hyperventilation


IAP intra-abdominal pressure


IBW ideal body weight


ICA internal carotid artery


ICAMs intracellular adhesion molecules


ICE integrated clinical environment


ICG indocyanine green


ICH intracerebral hemorrhage


ICP intracranial pressure


ICDSC Intensive Care Delirium Screening Checklist


ICU intensive care unit


IDE investigational device exemption


IDSA Infectious Diseases Society of America


IEEE Institute of Electrical and Electronic Engineers


iEEG intermittent electroencephalography


IFNα interferon-α


IH intracranial hypertension


IHD ischemic heart disease


IIT intensive insulin therapy


IJV internal jugular vein


IL interleukin


IMZ iomazenil


IND investigational new drug


INR international normalized ratio


IOM Institute of Medicine


IOP intraocular pressure


IP intellectual property


IPC intermittent pneumatic compression


IPF immature platelet fraction


IPS intensive care unit physician staffing


IRF immature reticulocyte fraction


ISF International Sepsis Forum


ISHEN International Society for Hepatic Encephalopathy and Nitrogen Metabolism


ISO International Organization for Standardization


ISS Injury Severity Score


IT information technology


ITAA Information Technology Association of America


ITBVI intrathoracic blood volume index


IV intravenous


IVC inferior vena cava


IVIg intravenous immunoglobulin


KIM-1 kidney injury molecular 1


LC liquid chromatography


LCD liquid crystal display


LDF laser Doppler flowmetry


LDH lactate dehydrogenase


LDUH low-dose unfractionated heparin


LGIB lower gastrointestinal bleeding


LGR lactate : glucose ratio


LIP lower inflection point


LMWH low molecular weight heparin


lp(a) lipoprotein (a)


LOC loss of consciousness


LOH Loop of Henle


LOI lactate oxygen index


LOS length of stay


LP lumbar puncture


LPR lactate : pyruvate ratio


LUS lung ultrasound


LV left ventricle


LVEDA left ventricular end-diastolic area


LVEDV left ventricular end-diastolic volume


MA maximum amplitude


MAC mid arm circumference (Chapter 14)


MAC minimum alveolar concentration (Chapter 9)


MAP mean arterial pressure


MAP2 microtubule-associate protein type 2


MB megabyte


MBP myelin basic protein


MBs microbubbles


MCA middle cerebral artery


MCHC mean corpuscular hemoglobin concentration


MCI mild cognitive impairment


MCMC Monte Carlo Markov Chain


MCS minimally conscious state


MCV mean corpuscular volume


MCVr reticulocyte volume


MD mean diffusion (Chapter 28)


MD microdialysis (Chapters 36, 48)


MDCT multidetector computed tomography


MDPnP Medical Device Plug and Play


MDS myelodysplastic syndrome


MEE measured energy expenditure


MEMS micro electro-mechanical system


MEP motor evoked potential


MES microembolic signal


MeSH medical subject heading


MFI microcirculatory flow index


mGy milli-Gray


MI Maastricht Index (Chapter 14)


MI myocardial infarction (Chapter 15)


MIB Medical Information Bus


MICU medical intensive care unit


MIPS maximum intensity projections


MMM multi modality monitor


MMP matrix metalloproteinases


MMPF multimodal pressure-flow


MMSE Mini-Mental Status Examination


MOANS Mayo’s Older Americans Normative Studies


MOCA Montreal Cognitive Assessment


MODS Multiple Organ Dysfunction Syndrome


MPAI Mayo Portland Adaptability Inventory


MPM Mortality Probability Model


MPV mean platelet volume


MR magnetic resonance


MRA magnetic resonance angiography


MRI magnetic resonance imaging


MRP magnetic resonance perfusion


MRS magnetic resonance spectroscopy


mRS modified Rankin Scale


MRSA methicillin resistant Staphylococcus aureus


MS mass spectrometry


mSv milli-Sieverts


MTT mean transit time


Mx autoregulation


NAA N-acetyl aspartate


NADH nicotinamide adenine dinucleotide


NAG N-acetyl-glucosaminidase


NBH normobaric hyperoxia


nCPPl noninvasive cerebral perfusion pressure, left


nCCPr noninvasive cerebral perfusion pressure, right


NCCU neurocritical care unit


NCS nonconvulsive seizures


NCSE nonconvulsive status epilepticus


NEMS nano electro-mechanical system


NFH neurofilament heavy chain


NFL neurofilament light chain


NFM neurofilament middle chain


NGAL neutrophil gelatinase-associated lipocalin


NHSN National Healthcare Safety Network


NIBP noninvasive blood pressure


NICE National Institute for Clinical Excellence


NiCO noninvasive cardiac output


NICU neurointensive care unit


NIH National Institutes of Health


NIHSS National Institutes of Health Stroke Scale


NINDS National Institute of Neurological Disease and Stroke


NIRS near infrared spectroscopy


NMDA N-methyl-D-aspartic


NNIS National Nosocomial Infections Surveillance


NO nitric oxide


NOS nitric oxide synthase


NOx nitric oxide metabolite


NPH normal pressure hydrocephalus


NPV negative predictive value


NRBC nucleated red blood cell


NRCPR National Registry of Cardiopulmonary Resuscitation


NRI Nutritional Risk Index


NSAID nonsteroidal anti-inflammatory drug


NSE neuron-specific enolase


NSF National Science Foundation (Chapter 38)


NSF nephrogenic systemic fibrosis (Chapter 22)


NTIS nonthyroidal illness syndrome


NTP Network Time Protocol


OAST Optimizing Analysis of Stroke Trials


OEF oxygen extraction fraction


OGR oxygen-glucose ratio


ONS optic nerve sheath


OPS orthogonal polarizing spectral


OR operating room


P4P pay-for-performance


PA pulmonary artery


PAC pulmonary artery catheter


PaCO2 arterial carbon dioxide tension


PACS picture archiving and communication system


PAD pulmonary artery diastolic


PAGE polyacrylamide gel electrophoresis


PAI plasminogen activator inhibitor


Palv alveolar pressure


PaO2 arterial oxygen tension


PAOP pulmonary artery occlusion pressure


PAP pulmonary pressures


PAR pressure autoregulation


PAS pulmonary artery systolic


PASL pulsed arterial spin labeling


PAV percent alpha variability


PAV+ proportional assist ventilation


Paw airway pressures


PbtO2 brain tissue oxygen tension


PCA posterior cerebral artery


pCAM-ICU Pediatric Confusion Assessment Method for Intensive Care Unit


PCI percutaneous coronary interventions


PCM pulse contour method


PCR polymerase chain reaction


PCT proximal convoluted tubule


PCWP pulmonary capillary wedge pressure


PDSA Plan-Do-Study-Act


PE pulmonary embolism


PED periodic epileptiform discharges


PEEP positive end-expiratory pressure


PEEPi intrinsic positive end-expiratory pressure


Pes esophageal pressure


PET positron emission tomography


PF4 platelet factor 4


PI pulsatility index


PICARD Program to Improve Care in Acute Renal Disease


PICC peripherally inserted central catheter


PID peri-infarct depolarizations


PICU pediatric intensive care unit


PILOT Pediatric Intensity Level of Therapy


PIM Pediatric Index of Mortality


Pip peak inspiratory pressure


Pl transpulmonary pressure


PLED periodic lateralized epileptiform discharge


Pleth-HR heart rate from oxygen saturation monitor


PMA premarket approval


PN parenteral nutrition


PO2 partial pressure of oxygen


POC point of care


PoCoA posterior communicating artery


POCT point of care testing


Pplat plateau pressure


PPV pulse pressure variation


PRAM pressure recording analytical method


PRBC packed red blood cell


PRESS posterior reversible leukoencephalopathy syndrome


PRx cerebrovascular pressure reactivity index


PSV pressure support ventilation


PT prothrombin time


PT/INR prothrombin time/international normative ratio


PTS Pediatric Trauma Score


PTSD post-traumatic stress disorder


PTT partial thromboplastin time


PVD patient-ventilator dyssynchrony


PVI pressure-volume index


PvO2 oxygen partial pressure in venous blood


PVS persistent vegetative state


PWI perfusion-weighted imaging


QFD Quality Functional Deployment


QI quality initiatives


qMRA quantitative magnetic resonance angiography


QODD quality of dying and death


QOL quality of life


QUASAR quantitative STAR labeling of arterial regions


RA right atrium


RAAS renin-angiotensin-II-aldosterone system


RAI relative adrenal insufficiency


RAIDs redundant arrays of independent disks


RALS remote automated laboratory system


RAP cerebrospinal compensatory reserve


RASS Richmond Agitation-Sedation Scale


RBC red blood cell


RBCT red blood cell transfusion


RC reticulocyte count


rCBF regional cerebral blood flow


RCM radiocontrast media


RCT randomized clinical trial


RDW red cell distribution width


REE resting energy expenditure


REG rheoencephalography


RF radio frequency


rhuEPO recombinant human erythropoietin


Ri inspiratory resistance


RN registered nurse


ROI regions of interest


ROSC return of spontaneous circulation


ROTEM rotational thromboelastometry


RPT robotic telepresence


RQ respiratory quotient


RR respiratory rate


RRT renal replacement therapy


RS Ramsay Sedation Scale


RSE refractory status epilepticus


rSO2 regional cerebral oxygen saturation


rSO2C regional cerebral tissue oxygenation


rSO2R regional renal tissue oxygenation


rSO2S regional splanchnic tissue oxygenation


rTEG rapid thromboelastography


rtPA recombinant tissue plasminogen activator


RTS Revised Trauma Score


RTV silicone room temperature vulcanization silicone


RV right ventricle


SAH subarachnoid hemorrhage


SaO2 arterial oxygen saturation


SAPS Simplified Acute Physiology Score


SAS Riker Sedation-Agitation Scale


SATs spontaneous awakening trial


SBDP spectrin breakdown degradation product


SBI secondary brain insults


SBIR Small Business Innovative Research


SBP systolic blood pressure


SBP 120 spectrin breakdown products


SBTs spontaneous breathing trials


SC serum creatinine


SCAT Standardized Concussion Assessment Tool


SCCM Society of Critical Care Medicine


SCI spinal cord injury


SCM sternocleidomastoid muscle


SCUF slow continuous ultrafiltration


ScVO2 oxygen saturation in superior vena cava (Chapters 19, 40)


ScvO2 mixed venous oxygen saturation (Chapter 23)


SDE subdural empyema


SDF sidestream dark field


SDH subdural hematoma


SE status epilepticus


SF short form


SIADH syndrome of inappropriate antidiuretic hormone


sICH spontaneous intracerebral hemorrhage


SIMV Synchronized Intermittent Mechanical Ventilation


SIP Sickness Impact Profile


SIRS systemic inflammatory response syndrome


SjvO2 jugular venous oxygen saturation


SLE systemic lupus erythematosus


SLT scanning laser tomography


SMBG self-monitoring blood glucose


SMR standardized mortality ratio


SNAP superlattice nano wire pattern transfer


SOFA Sequential Organ Failure Assessment


SPECT single photon emission computed tomography


SpO2 oxygen saturation


SR suppression ratio


SSC Surviving Sepsis Campaign


SSEP somatosensory evoked potential


STC shock trauma center


StcO2 transcranial oxygen saturation


StO2 tissue oxygen saturation


STTR Small Business Technology Transfer


SV stroke volume


SVC superior vena cava


SVM support vector machine


SVO2 venous oxygen saturation


SVV stroke volume variability


SWI susceptibility-weighted imaging


T body temperature (Chapters 45, 48)


T translational (Chapter 6)


T3 triiodothyronine


T4 thyroxine


TBI traumatic brain injury


Tc99m-ECD technetium-99m-ethylcysteinate dimer


Tc99m-HMPAO technetium-99m-hexamethylpropyleneamine oxide


TCCS transcranial color-coded duplex sonography


TCD transcranial Doppler


TcE transcranial electrical (stimulation)


TcEMEP transcranial electrical motor evoked potential


TcMMEP transcranial magnetic motor evoked potential


TDF thermal diffusion flowmetry


TDM time division multiplex


TEE transesophageal echocardiography


TEG thromboelastography


TF tissue factor


TH therapeutic hypothermia


THb total hemoglobin


THR transient hyperemic response


THx total hemoglobin reactivity


TI thermal index


TIBC total iron binding capacity


TIBI thrombolysis in brain ischemia


TIL Therapeutic Intensity Level


TLC total lymphocyte count


TNF tumor necrosis factor


TOI tissue oxygen index


TOR brain tissue oxygen response


tPA tissue plasminogen activator


TPL transplant


TR tricuspid regurgitation


TRALI transfusion-related acute lung injury


TRC tanned red cell


TRH thyrotropin-releasing hormone


TRICC transfusion requirements in critical care


TRISS Trauma Injury Severity Score


TS test standard


TSF triceps skinfold thickness


TSH thyroid stimulating hormone


T-tau total tau


TTE transthoracic echocardiography


TTP thrombotic thrombocytopenic purpura


TV tidal volume


UCH ubiquitin C-terminal hydrolase


UFH unfractionated heparin


UGIB upper gastrointestinal bleeding


UIP upper inflection point


UMLS Unified Medical Language System


UNa urinary sodium concentration


UO urine output


US ultrasound


UTI urinary tract infection


UUN urine urea nitrogen


VA vertebral artery


VALI ventilator-associated lung injury


VAP ventilator-associated pneumonia


VASO vascular space occupancy


VC venture capital (Chapter 38)


VC vital capacity (Chapter 20)


VCAM-1 vascular cell adhesion molecule-1


VE expired minute volume


vEEG video electroencephalography


VEGF vascular endothelial cell growth factor


VEP visual evoked potentials


V’I inspiratory flow


VILI ventilator-induced lung injury


VKA vitamin K antagonist


VMRr vasomotor reactivity


VO virtual organization


VO2 oxygen consumption


VPR volume-pressure response


VRE vancomycin-resistant enterococcus


VS vegetative state


VSP vasospasm


vT tidal volume


VTE venous thromboembolism


VTI velocity time integral


vWD von Willebrand’s disease


vWF von Willebrand multimers


WBC white blood cell


WDM wavelength division multiplex


WFNS World Federation of Neurological Societies


WHO World Health Organization


WNV West Nile virus


WNVE West Nile virus encephalitis


Xe-CT xenon-enhanced computed tomography
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Introduction


The brain’s survival and function depend on its ability to maintain a constant supply of oxygen and energy-rich substrate. To accomplish this feat the complex architecture of the brain that accounts for approximately 2% of total body mass demands approximately 20% of the total cardiac output, and consumes roughly one quarter of resting total body oxygen consumption.1,2









Cerebral Hemodynamics


An understanding of the complex cerebral circulation first requires an understanding of basic physical principles about flow. Ohm’s law predicts that flow (Q) is proportional to the pressure gradient between inflow and outflow (ΔP) divided by the resistance to flow (R).
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Analogously in the brain, cerebral perfusion pressure (CPP), the difference between arterial inflow and venous outflow pressure, represents the driving pressure for cerebral blood flow (CBF). CPP is the difference between mean arterial pressure (MAP) and the pressure in the thin-walled veins.1 Venous pressure changes with changes in intracranial pressure (ICP) and is typically 2 to 5 mm Hg higher than the central venous pressure. CPP, therefore, can be described as:





[image: image]





Poiseuille’s law demonstrates that in addition to CPP (ΔP), blood viscosity (η) and vessel radius (r) are key determinants of CBF (Q). Vessel length (L) is generally not measured in physiologic systems.
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Viscosity, the internal friction of blood flow, is frequently overlooked because direct measurement is difficult. Importantly, however, viscosity is felt to vary directly with changes in hematocrit and any other process that alters blood’s cellular composition. Blood viscosity also varies inversely with vessel diameter. This is a consequence of the increased velocity gradient of laminar flow as vessel size decreases, a parameter known as the shear rate.3 Thus for a given blood velocity, shear rates are greater in smaller vessels and apparent viscosity is consequently lower in the microcirculation. This effect is known as the Fahraeus-Lindquist effect.1,4


The most powerful factor in Poiseuille’s law that can influence CBF is vessel radius. For example, the maximum constriction that can be obtained by hyperventilation is approximately 20% from baseline. This, however, leads to a decrease in CBF of approximately 60%.5 From a practical standpoint, all of this diameter regulation takes place in the microcirculation.


With knowledge about how much blood flows to the brain and how much oxygen the brain extracts from this blood (arteriovenous difference in oxygen, AVDO2), one can calculate cerebral metabolic rate of oxygen (CMRO2) consumption.
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Physiology of Cerebral Blood Flow and Cerebral Blood Volume


Normal CBF is approximately 50 mL/100 g brain tissue/min.6 Flow is normally greater in gray matter than white matter. Under normal conditions there are critical thresholds for CBF in the brain to maintain tissue health and cellular integrity. When CBF is reduced to 25 mL/100 g/min there is electroencephalographic slowing, and at 20 mL/100 g/min loss of consciousness occurs. When CBF is less than 18 mL/100 g/min, cellular homeostasis becomes jeopardized and neurons convert to anaerobic metabolism.2,7,8 At a CBF of 10 mL/100 g/min, membrane integrity is compromised and irreversible brain damage is inevitable (Table 1.1). Tissue infarction, however, is related not only to CBF, but to time as well.7


Table 1.1 Cerebral Blood Flow Thresholds






	Cerebral Blood Flow (mL/100 g/min)

	Threshold

	Consequences






	40-60

	—

	Normal






	20-30

	Neurologic function

	Start of neurologic symptoms






	 

	 

	Altered mental status






	16-20

	Electrical failure

	Isoelectric electroencephalogram






	 

	 

	Loss of evoked potentials






	10-12

	Ionic pump failure

	Na+ and K+ pump failure






	 

	 

	Cytotoxic edema






	<10

	Metabolic failure

	Complete metabolic failure with gross disturbance of cellular energy homeostasis







From Doberstein C, Martin NA. Cerebral blood flow in clinical neurosurgery. In Youmans R, editor. Neurological surgery: a comprehensive reference guide to the diagnosis and management of neurosurgical problems. Philadelphia: WB Saunders; 1996. p. 521, Table 21-4.


Many different factors are postulated to maintain adequate CBF, but it is believed that local metabolic factors are of primary importance. Under normal circumstances, in areas of increased cerebral activity, vasoactive substances are released, which alters vascular tone and local perfusion. The compensatory increase in perfusion then creates a local washout effect, which leads to a reduction in perfusion. Key local metabolites include, but are not limited to, carbon dioxide (CO2), potassium, adenosine, nitric oxide, histamine, and prostaglandins.2


Cerebral blood volume (CBV) is determined by CBF and capacitance vessel diameter. CBV thus increases with vasodilation and decreases with vasoconstriction. The relationship between CBF and CBV, however, is complex and under both normal and pathologic situations these variables may be inversely related. Furthermore, blood volume is not equally distributed throughout the brain, with greater volume per unit weight in gray matter than white matter. The central volume principle relates the volume that intravascular blood occupies within the brain (CBV in mL) and the volume of blood, which moves through the brain per unit time (CBF in mL/min).9





[image: image]





This equation implies that a change in vascular diameter will directly affect CBV, but not necessarily CBF if mean transit time (τ) is simultaneously altered. Normally, increases in CBV are handled by the vasculature in two ways: (1) restricted inflow via constriction of the major feeding arteries and (2) increased venous outflow. On the other hand, dog studies have shown that within the autoregulatory range, increased CBV and mean transit time maintain CBF constancy.10 In healthy volunteers with intact autoregulation, transcranial Doppler studies suggest that a sudden steep decrease of arterial blood pressure results in an increase of intracranial blood volume,11 that is to say, vasodilatation may protect the brain from a decrease in CBF during a decrease in CPP. In pathologic states the relationship between CBV and CBF is more complex and may depend on the region affected, CO2 reactivity, autoregulation, and blood-brain barrier permeability.12,13









Cerebral Autoregulation


The normal cerebral vasculature is able to regulate its own blood flow through metabolic or pressure regulation. In metabolic autoregulation, CBF changes proportionally with changes in CMRO2 demand. In pressure autoregulation14 arterial diameter increases or decreases to actively control CBF and maintain constant flow over a range of perfusion pressures; that is to say, CBF remains constant despite altered CPP.


When CPP exceeds the limits of the autoregulatory plateau, cerebral resistance vessels respond passively to further changes in pressure. Thus once the limits of autoregulation are exceeded, CBF changes passively with increases or reductions in perfusion pressure (Fig. 1.1). In an attempt to compensate for reduced CBF, the oxygen extraction fraction (OEF) from the blood is increased in an attempt to maintain oxygen delivery (DO2) for metabolism and to prevent ischemia. When OEF is increased (oligemia), the brain may not be able to compensate for added reductions in DO2 and, if not corrected, infarction is likely. Clinical symptoms develop once the reduction in CPP exceeds the brain’s ability to extract enough oxygen to satisfy its metabolic demands. Breakthrough of the upper limits of autoregulation also is accompanied by segmental dilation of arterial vessels and breakdown of the blood-brain barrier (BBB) and vascular endothelium, which ultimately contributes to cerebral edema.
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Fig. 1.1 Relationship between extremes of cerebral perfusion pressure (CPP) and intracranial pressure (ICP) in states of normal (purple line) and reduced intracranial compliance (blue line). In the vasodilatory cascade zone, CPP insufficiency and intact pressure autoregulation lead to reflex cerebral vasodilation and increased ICP; the treatment is to raise CPP. In the autoregulation breakthrough zone, pressure and volume overload, which overwhelms the brains capacity to autoregulate, leads to increased cerebral blood volume and ICP; the treatment is to lower CPP.


(From Rose JA, Mayer SA. Optimizing blood pressure in neurological emergencies. Neurocrit Care 2004;1:289.)





The mechanisms responsible for CBF autoregulation are not yet clearly understood. Several mechanisms are proposed: (1) The myogenic hypothesis states that smooth muscle in resistance arteries responds directly to alterations in CPP;15 (2) The metabolic hypothesis states that reduced CBF stimulates the release of vasoactive substances from the brain that then stimulate the dilatation of cerebral vessels; (3) Autoregulation also may be modified by the sympathetic nervous system, which shifts both the upper and lower limits of autoregulation to higher perfusion pressures.1









Carbon Dioxide Reactivity


The cerebral vasculature is exquisitely sensitive to changes in CO2, a phenomenon known as CO2 reactivity (Fig. 1.2). With hyperventilation (and resultant hypocapnea) cerebral vasoconstriction ensues and CBF decreases, whereas with hypercapnea the reverse occurs.16 The effect can be profound with an increase or decrease in CBF of approximately 4% for a corresponding change in PaCO2 of 1 mm Hg.17 Autoregulation is fundamentally different from CO2 reactivity. In both metabolic and pressure autoregulation, vessel diameter changes are compensatory responses to maintain a constant AVDO2. In CO2 reactivity the diameter changes are primary and not related to metabolic needs such that CBF and AVDO2 follow passively.2
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Fig. 1.2 Comparison of the response of cerebral blood flow to mean arterial blood pressure, arterial oxygen tension (PaO2), and arterial carbon dioxide tension (PaCO2). ICP, Intracranial pressure.


(From Lee KR, Hoff JT. Intracranial pressure. In: Youmans JR, editor. Neurological surgery: a comprehensive reference guide to the diagnosis and management of neurosurgical problems. Philadelphia: WB Saunders; 1996. p. 510, Fig. 20-14.)












Cerebral Oxygen Tension


There are many factors that influence brain oxygen tension (PbtO2). Under physiologic conditions, PbtO2 has a close relationship with arterial oxygen tension (PaO2). In acute brain injury PbtO2 appears to depend on the interaction between plasma oxygen tension and CBF: PbtO2 = CBF × AVTO2.18 Because oxygen is consumed in the tissue, PbtO2 can be considered as a continuum that can vary from approximately 90 mm Hg close to the arteriolar side of capillaries to approximately 35 mm Hg in the more distal regions.19 Reductions of partial pressure of arterial PaO2 can alter CBF to compensate for reduced oxygen delivery. This may depend also in part on hemoglobin concentration among other factors but once PaO2 is less than 65 mm Hg the ability to perform complex tasks is impaired in humans. Loss of consciousness occurs when PaO2 is equal to or less than 30 mm Hg.20 Observational clinical studies and microdialysis studies suggest that cerebral infarction may occur in a time-dependent fashion when PbtO2 is less than 10 to 15 mm Hg.21-28









Intracranial Pressure and Cerebral Hemodynamics


The Monro-Kellie hypothesis states that the brain, its vascular network, and cerebrospinal fluid (CSF) are contained within a rigid bony skull and membranous dura mater with a fixed volume and so has a limited potential for expansion. ICP reflects the volume of the three compartments. Increases in any one component are compensated for by removal of an equivalent amount of another; if not ICP will increase. The adult intracranial space is composed of approximately 87% brain, 9% CSF, and 4% blood.29 These compartments allow fluid and chemical shifts under normal as well as pathologic conditions (Fig. 1.3). Normally, no net change occurs in brain water or sodium content because the influx into the brain from the blood vessels is matched closely by extracellular bulk flow into the CSF.30
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Fig. 1.3 Elastance curve showing the region of low intracranial pressure and low elastance (A), low intracranial pressure and high elastance (B), and high intracranial pressure and high elastance (C). Region A describes a state of normal intracranial pressure and a “safe” amount of volume buffering capacity. Region B includes patients with normal intracranial pressure with a dangerously low amount of volume reserve. Region C is clearly abnormal and readily diagnosed by the level of intracranial pressure.


(From Lee KR, Hoff JT. Intracranial pressure. In: Youmans JR, editor. Neurological surgery: a comprehensive reference guide to the diagnosis and management of neurosurgical problems. Philadelphia: WB Saunders; 1996. p. 503, Fig. 20-8.)





An increase in ICP can affect neurologic function through its effects on cerebral blood flow.31-33 However, there also are circumstances in which increased flow (hyperemia) can cause increased ICP. The pressures in arteries of the subarachnoid space are estimated to be about the same as the systemic arterial pressures.1 Normally cerebral venous pressure is approximately the same as ICP because the pressure is transmitted through the subarachnoid space to compliant veins. However, when the ICP is pathologically elevated, it can become dissociated from CVP. CBV is a consequence of arterial inflow, venous drainage, and cerebrovascular tone. Cerebral vasodilation increases cerebral blood volume, whereas vasoconstriction decreases blood volume. Manipulation of these factors can be taken advantage of to treat elevated ICP, but to be used correctly requires knowledge of autoregulation, and the effect may depend in part on the autoregulatory state.34


CBV can vary between 13 and 51 mL in the microcirculation.2 The pressure volume index (PVI) can be used to understand what these volume differences mean to ICP (see also Chapter 34). The PVI is defined as the fluid volume change (in mL) in the intracranial space that would produce a 10-fold increase in ICP [PVI = V/loge(Po/Pm)].35 Normal PVI is 20 to 25 mL and reflects intracranial elastance.36 Because maximal constriction can reduce blood volume by almost 40 mL, this equation helps explain how going from normocapnea to hypocapnea can reduce ICP.2,37 This may not, however, always be desired because the effect of vasoconstriction on blood vessel diameter is raised to the fourth power (Poiseuille’s equation) and so can diminish CBF.7









Cerebral Metabolism


The brain only comprises 2% to 3% of the total body weight, yet uses up to 20% of energy generated. Approximately 50% of the energy produced by the brain is for synaptic activity, 25% is used for restoring ionic gradients across the cell membrane, and the remaining energy is spent on biosynthesis.2 The majority of energy is consumed by neurons. Although glial cells account for almost half of the brain volume, they have a much lower metabolic rate and account for less than 10% of total cerebral energy consumption.38 The brain is metabolically unique in its use of fuel relative to other organs because it lacks the ability to store fuel and thus requires a constant supply of energy metabolites.39 Brain energy metabolism in humans with acute brain injury is complex.40-43 Although glucose is the major substrate, a large body of evidence suggests that endogenous lactate, produced by aerobic glycolysis, also can be an important substrate for neurons.44 Furthermore, there is a glucose lactate shuttle between astrocytes and neurons.









Cerebral Energy Production


High-energy phosphates, such as adenosine triphosphate (ATP), are the main energy substrates in the brain. Under normal physiologic conditions, a constant supply of these substrates is made possible through aerobic metabolism of glucose. In the cell, the complete oxidation of 1 mole of glucose is associated with the formation of 38 moles of ATP, according to the following equation:
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The above equation is a summary of many individual reactions. The first of these reactions, glycolysis, occurs in the cytoplasm. Glucose is initially phosphorylated to glucose-6-phosphate and then through a series of reactions is converted into pyruvate. Once pyruvate has been synthesized it can either be reversibly converted to lactate or in the presence of oxygen, enter the citric acid cycle. The citric acid or Krebs cycle represents a cyclic series of reactions that occur in the mitochondria and achieve the complete oxidation of pyruvate to carbon dioxide and water. The Krebs cycle is the common pathway for the oxidation of fuel molecules and also serves as a source of building blocks for biosynthesis. The electron transport chain is the final step in the production of ATP from the NADH and FADH2 formed during glycolysis, fatty acid oxidation, and the citric acid cycle. The electrons are donated to molecular oxygen, resulting in a large amount of free energy, which is used to generate ATP.45









Coupling of Cerebral Metabolism and Blood Flow


There is a relationship between cerebral metabolism and CBF; that is to say, blood flow is determined by regional energy demands. Strong evidence of tight coupling between local metabolism and flow has been obtained with in vivo radioactive deoxyglucose methods.46,47 Many local metabolites have been implicated in this coupling. Among them, adenosine appears to provide a consistent link between flow and metabolism.48 This substance is a potent cerebral vasodilator and a product of dephosphorylation of adenosine monophosphate that accumulates during increased neuronal activity. This “metabolic theory” of coupling has been challenged,49 and it is proposed that there is an intrinsic neural system capable of influencing CBF independent of changes in metabolism. Evidence for this hypothesis comes from examples of disproportionate increases in flow compared to metabolism during manipulation of cerebellar and brainstem centers.49,50 It seems reasonable that many neurotransmitters can overcome metabolic regulation and exert a primary effect on blood flow, or can directly influence metabolism and regulate blood flow in kind.49-51









Cerebral Hemodynamic and Metabolic Response to Neurologic Injury


Although a detailed discussion of the hemodynamic and metabolic responses of the brain in various pathologic conditions is beyond the scope of this introduction, a basic understanding will provide a contextual foundation upon which to understand the indications for, and potential benefits of, monitoring in neurocritical care.






Primary and Secondary Injury


The pathophysiology of brain injury can be thought of in terms of primary and secondary events. Primary brain injury is the physical brain injury sustained at the moment of impact in traumatic brain injury (TBI) or at the time of an insult, for example, aneurysm rupture or reduced flow with ischemic stroke, whereas secondary injury are events that occur at any later stage. Primary injuries generally are believed to be immediate and irreversible, but some mechanisms of cell death from primary injury may occur over hours, suggesting the possibility of reversibility.52,53 Secondary insults consist of a wide range of ischemic, metabolic, and immunologic insults often initiated by the primary event that can occur at a lower threshold in a susceptible brain and lead to further brain damage. The etiology of theses secondary events is diverse and can include systemic and intracranial phenomena such as hypotension, hypoxemia, intracranial hypertension, edema, or seizures.53-56 In addition, secondary events may be iatrogenic and cumulative. Secondary injuries of some form occur in nearly all patients treated in a neurointensive care unit. It is the goal of monitoring in neurocritical care to detect potentially harmful pathophysiologic events before they cause irreversible secondary brain damage, and so allow effective treatment and improved patient outcomes.53,57-59









Ischemia


Ischemia is defined as a decrease in blood flow below the level necessary to sustain normal cell structure and function. Ischemia can be global, as in cardiac arrest or severe oligemia as may be seen with intracranial hypertension, or focal as in occlusion of an intracranial vessel by embolism or thrombus. Focal ischemia does not necessarily lead to irreversible ischemic damage in the entire area of reduced perfusion because of collateral blood flow. The central pathophysiology of cerebral ischemia is energy failure; that is to say, when metabolic demands are not satisfied, there is a rapid decrease in high-energy intermediates, and anaerobic glycolysis is stimulated. The loss of an adequate energy supply impairs membrane-bound ionic pumps, causing a loss of ionic homeostasis and a dramatic rise in the intracellular concentration of calcium, an event of major pathophysiologic importance through its activation of several deleterious enzyme systems and intracellular signaling pathways.1,60


Conceptually there are two distinct areas of hemodynamic and metabolic functioning in focal ischemia: (1) a central densely ischemic core destined to die, and (2) a collateral area composed of viable cells at risk of ischemic damage, known as the penumbra.60,61 Blood flow within the penumbra lies in a range that is between the threshold for energy failure and complete infarction. The ultimate survival of penumbral cells depends on restoration of adequate blood flow, which leads to the concept of a flow-dependent therapeutic time window.1


Ischemia commonly impairs the normal regulatory responses of the cerebral circulation and can lead to a state of vasomotor paralysis, which is manifest by a completely passive blood flow response to changes in perfusion pressure. A major factor thought to impair autoregulatory mechanisms in ischemia is reduced tissue pH secondary to lactate accumulation. Positron emission tomography studies measure cerebral hemodynamics and have provided valuable information about the events that take place during ischemia. The first alteration is a decrease in the ratio of CBF to CBV secondary to maintenance of blood flow through autoregulatory vasodilation. When this mechanism is exhausted, oxygen extraction increases in hypoperfused areas. If this increased oxygen extraction cannot maintain an adequate oxygen supply, then CMRO2 declines and the threshold for an infarct will be reached.1,62 In part the goal of monitoring is to help define the penumbra or detect pathologic changes while they still are reversible.









Traumatic Brain Injury


TBI commonly is associated with disturbed cerebral hemodynamics, which is particularly detrimental given the vulnerability of injured brain to secondary insults.1,63,64 Secondary cerebral ischemia is very common after severe TBI, and can be associated with an unfavorable outcome.65,66 However, not all secondary injury after TBI is ischemic in nature. Following trauma, autoregulatory mechanisms can fail and lead to a detrimental uncoupling of CBF and CMRO2. Cerebral autoregulation can be impaired even in mild TBI, and in the setting of normal ICP and MAP values.67 It is unknown why autoregulatory mechanisms are so vulnerable to injury, but disturbed autoregulation may have a variable time course that various monitoring techniques may help detect.68-70 Although pressure autoregulation commonly is disturbed following TBI, CO2 vasoreactivity may be preserved. Disturbed CO2 reactivity, however, is usually seen in patients with poor neurologic status.1,68,71 Defective autoregulation is often associated with poor outcome, and in some studies focally altered autoregulation may have a greater impact on poor outcome than globally altered autoregulation.71,72


Xenon blood flow studies demonstrate that cerebral ischemia occurs early after TBI and often is more severe in patients with intracranial hematomas and those with diffuse edema.73 It has been proposed that focal ischemia may be due to increased ICP that compresses small parenchymal arteries or results from increased diffusion distance for oxygen from the microvasculature secondary to tissue swelling and cytotoxic edema.32 In these situations the brain may require higher tissue oxygen tensions to maintain sufficient tissue oxygenation.19 An early reduction in CBF often is followed by a period of hyperemia; that is to say, blood flow is in excess of cellular needs.69,74,75 Hyperemia then can be a significant contributor to increased ICP elevations following TBI in some patients, and can contribute to or aggravate diffuse cerebral edema (i.e., there can be two CBF patterns associated with ICP: oligemic or hyperemic).1









Aneurysmal Subarachnoid Hemorrhage


Immediately following aneurysm rupture, global reductions in CBF and even circulatory arrest can be observed, often proportional to the clinical severity of the SAH.76,77 Patients in poor neurologic condition frequently develop intracranial hypertension and vasospasm. The relationship between clinical grade and CBF generally remains even in the absence of increased ICP.1 It is possible that the initial flow reduction is related to direct metabolic depression from blood or its by-products.78,79 Associated with a decrease in CBF, many patients have a reduction in CMRO2 and CBV that can reduce cerebral perfusion.37,78,80-83 There often is a progressive decrease in CBF during the first 14 days after hemorrhage, after which it usually increases.84 Cerebral infarction is one of the principal causes of death and disability in patients who survive the initial hemorrhage and have their aneurysm secured.84,85 Arterial vasospasm is considered the most common cause of ischemia; particularly delayed cerebral ischemia following SAH and its severity is associated with the development of ischemic deficits. However, there are many other causes for delayed infarction including intracranial hypertension, cerebral edema, microthrombosis, and systemic hypotension among others. Both pressure and CO2 autoregulation are impaired after SAH, particularly in the acute period. Disturbances in autoregulation are worse with poor clinical grade and the occurrence of vasospasm.












Conclusion


A thorough understanding of the basic principles that govern cerebral blood flow and metabolism is essential for clinicians who care for patients with critical neurologic disease. It is only when equipped with this knowledge that we can fully take advantage of neuromonitoring to attenuate secondary processes leading to worse brain damage. It further stands to reason that information learned from multimodality neuromonitoring may alter and enhance our understanding of the fundamental mechanisms of cerebral hemodynamic and metabolic regulation.
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Introduction


The collective burden of critical neurologic illnesses is overwhelming. Stroke occurs in about 800,000 individuals each year in the United States, with case fatality rates from acute ischemic stroke (AIS) being close to 15% to 20%. Although primary intracerebral hemorrhage (ICH) and aneurysmal subarachnoid hemorrhage (SAH) are less common than ischemic stroke, their case fatality rates are nearly two to three times higher than AIS.1 Traumatic brain injury (TBI), according to the World Health Organization, will surpass many diseases as the major cause of death and disability worldwide by the year 2020.2 The number of patients with hypoxic-ischemic encephalopathy following resuscitation is between 100,000 and 200,000 per year in the United States.3 The mortality in this particular cohort of critically ill neurologic patients has been decreasing steadily, in part because of advances in scientific understanding of the clinical disorder but perhaps more so because of the impact of neurologically oriented critical care. In addition, patients with AIS have better outcomes when admitted to a dedicated stroke/neurocritical care unit rather than a general medical intensive care unit (ICU). In addition, studies have shown that admission of ICH patients to specialized neurocritical care units is associated with improved clinical outcome. The institution of such dedicated neurocritical care units has improved resource utilization, introduced more efficient patient care protocols, established neuroprotective measures, reduced the impact of comorbid illness, and allowed for prevention and management of poststroke complications.4









Principles of Neurocritical Care






A Brief History of Neurocritical Care


Historians date the beginning of neurocritical care back to the 16th century, at the time resuscitation practices and attempts at artificial ventilation first appeared. Modern neurocritical care probably started with the polio epidemics and evolved thereafter with the introduction of the iron lung in the early to mid-20th century. At that time neurologists were the primary treating physicians for these patients and probably laid the groundwork for the first large-scale use of mechanical ventilation. In 1923, a neurosurgeon, Dr. W.E. Dandy, created a three-bed unit for postoperative neurosurgical patients. World War II further expanded the field of intensive care with the designation of “shock wards.”


The advent of polio vaccines and few important developments in neurosurgical techniques led to a somewhat a nihilistic approach to critically ill neurologic and neurosurgical patients in the 1950s. By 1960, health care witnessed a rapid spread of resuscitation and surgical techniques, including the creation of recovery rooms. Toward the late 1960s almost 95% of all acute care hospitals in the United States had some sort of critical care unit. Advances in neuroanesthesia and the organization of critical care protocols allowed for a more comprehensive care model for the critically ill. In the 1960s, techniques to measure cerebral blood flow (CBF) and intracranial pressure (ICP) were introduced and evolved. During the 1970s, neurologists David Jackson and Alan Ropper, and an anesthesiologist, Sean Kennedy, spearheaded the concept of a “neuro-ICU” in North America. Later pioneers included Dr. Daniel Hanley and Dr. Thomas Bleck. In 2003, the Neurocritical Care Society was formed with Dr. Bleck as its first president.5,6 The scope of neurocritical care has further evolved with the advent of more sophisticated monitoring techniques and informatics and computer systems and guidelines for program requirements for neurocritical care training and a core curriculum and competencies for training.7,8












Scope of Practice of the Modern Neurointensivist


In day-to-day clinical practice, neurointensivists focus on subtle changes in the neurologic exam and physiologic or pathophysiologic interactions between the brain and other organ systems. The main argument in favor of staffing neuro-ICUs with full-time neurointensivists stems from the notion that these individuals are specially trained to recognize the specific interactions between the intracranial physiology and systemic derangements of the neurocritically ill patient.9 The members of a neurocritical care team are more likely to be aware of secondary physiologic insults to the brain that can include fever, hyperglycemia, anemia, hyponatremia, and delirium. A neurocritical care team typically will care for patients with AIS, ICH, SAH, intracranial neoplasms, TBI and spinal cord injury, status epilepticus, neuromuscular respiratory failure, postoperative neurosurgical care, hypoxic-ischemic brain injury after cardiac arrest, postprocedure neurovascular care, and acutely ill medical patients with neurologic injury requiring critical care, for example, hepatic encephalopathy. Neurointensivists have intimate knowledge of acute circulatory, respiratory, and metabolic disturbances and general skills required for advanced cardiac life support, cardioversion, and intubation and ventilator management, and for the insertion of invasive hemodynamic monitoring. In addition, given their knowledge with nervous system function, neurointensivists have significant experience in end-of-life questions, prognosis in severe brain injury, and defining brain death. Consequently neurointensivists lead the way at the interface for organ procurement and donation.






Impact of Specialized Neurocritical Care Team


Several observational studies suggest that the evolution of neurocritical care units (NCCUs) has led to improved outcomes and optimal utilization of resources for patients with severe acute brain injury (Table 2.1).9-17 Mortality after TBI has improved because of prehospital advanced life support and specialized neurointensivist-led teams.10 In patients with AIS and who are critically ill, admission to neurointensivist-led NCCU is associated with improved condition at discharge and shortened hospital length of stay.4,11 ICH traditionally has carried the highest mortality rate and been the most disabling form of stroke. Recent data suggest that those patients admitted to the NCCU have improved outcomes, shorter lengths of stay, and lower total cost of care compared with a national benchmark.12,13 In addition, studies show that mortality among patients who undergo surgery for ruptured intracranial aneurysms is significantly reduced in high-volume centers that provide access to specialized multidisciplinary care.14 In addition, aggressive treatment through specialized care is associated with improved outcome and proven to be cost effective in poor-grade subarachnoid hemorrhage patients.15,16 Hypoxic-ischemic brain injury after cardiac arrest is one of the most devastating conditions; historically only 15% of patients successfully resuscitated in the field have survived to hospital discharge. Studies have shown that induced therapeutic hypothermia after cardiac arrest is associated with improved survival and better functional outcomes.17,18 In many institutions neurointensivists have become the ideal practitioners to care for these critically ill patients. Studies also have shown that availability of neurointensivists is associated with improved documentation in the medical records and an increased rate of organ and tissue donation after brain death declarations.19,20




Table 2.1 Summary of Studies That Investigate the Impact of Specialized Neurocritical Care on Outcomes of Critically Ill Neurologic and Neurosurgical Patients.
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Physiologic Parameters in Neurocritical Care Patients


The adult brain (1200-1400 g) comprises 2% to 3% of total body weight and yet receives 15% to 20% of cardiac output. However, it has a high cerebral metabolic rate of oxygen (CMRO2) and uses glucose predominantly as a substrate for its energy needs. Normal CBF in humans averages 50 mL/100 g/min brain tissue per minute. Irreversible neuronal damage occurs when CBF is less than 10 mL/100 g/min. The brain has no significant storage capacity; hence cerebral metabolism, CBF, and oxygen extraction are tightly coupled. This relationship is expressed by the Fick’s equation: CMRO2 = CBF × AVDO2, in which AVDO2 represents arteriovenous difference of oxygen. Under normal conditions the brain maintains a constant AVDO2 by responding to changes in metabolism, cerebral perfusion pressure (CPP), and blood viscosity with changes in vessel caliber, a phenomenon referred to as autoregulation.21-23 Ischemia occurs if oxygen delivery is below the metabolic demand of the tissue (despite the increased AVDO2). Hyperemia, or “luxury perfusion,” occurs if oxygen delivery is greater than the metabolic demand. These various changes may not always manifest clinical features, and monitoring techniques can help detect and define these parameters before irreversible injury occurs.


CPP, defined as mean arterial pressure (MAP) minus ICP, is well maintained in healthy subjects. In pathologic states there can be initial compensatory changes to maintain CPP; for example, small increases in intracranial volume such as an intracranial mass lesion can be accommodated for by translocation of cerebrospinal fluid (CSF) into distensible spinal subarachnoid space with little effect on ICP. This is expressed as the Monro-Kellie doctrine. Exhaustion of this compensatory mechanism can result in large increases in ICP, and so decrease CPP or CBF. Uncorrected, this results in a vicious cycle of further increases in ICP and decreases in CBF. Various monitors can help define and detect this delicate balance.


A large body of evidence suggests that knowledge of normal CBF physiology and alterations caused by specific diseases is paramount in the treatment of critically ill patients with acute brain injury, although not all cellular dysfunction results from altered blood flow. CBF is equal to CPP divided by the cerebrovascular resistance (CVR) (CBF = CPP/CVR). Measurement of CBF in the critically ill can be technically difficult, so CPP (i.e., ICP and MAP) is monitored as a surrogate for the adequacy of CBF. Exactly what optimal CPP is remains debated,24 but adequate values for CPP generally are considered to be between 55 and 100 mm Hg. This is a wide range, and these values, however, may depend on the specific patient and pathology and so emphasize a need for monitoring. In addition, a normal CPP represents a normal CBF only if CVR is normal. If CVR is high, a normal CPP still may be accompanied by ischemia. Alternatively, if CVR is low, a normal CPP may be associated with hyperemia and increased ICP. Thus it is important to maintain CPP in acute neurologic disorders, preferably in a range that is targeted to the patient especially in situations in which autoregulation is impaired. Although subtle changes in serial neurologic examinations may suggest altered CBF, the sensitivity of these clinical findings can be enhanced by careful attention to other bedside indicators, such as CPP.












Neurocritical Care Delivery and Patient Outcome


The Senate and House of Representatives of the United States designated the decade beginning January 1, 1990, as the “Decade of the Brain.” The goal of this proclamation was to stimulate multidisciplinary efforts of scientists from diverse areas to better understand “the structure of the brain and how it affects our development, health and behavior.” An immediate consequence of this has been a significant increase in the number of new tools available to monitor the central nervous system.25 A multidisciplinary team comprised of neurologists, neurointensivists, neurosurgeons, and neuroradiologists is frequently seen in the NCCU of the academic medical center of today. The efficiency and core proficiency of any NCCU further depends on a central core of nurses with neurocritical care training.


There is ongoing debate about whether general ICUs require a dedicated, full-time team. Several studies have shown that admission to closed units is associated with a decrease in morbidity and mortality rates, average ventilation time, reduced length of stay, complications, resource utilization, and total hospital charges. For patients with ICH, TBI, and severe AIS, the introduction of a multidisciplinary NCCU team has been associated with decreased mortality, shortened the hospital length of stay, and lowered total cost of care, and has led to better disposition at discharge, that is to say, increased rate of home discharges and a concomitant decrease in nursing home discharges.16,26 Differences in care, including the use of more invasive intracranial monitoring, tracheotomy, and less use of intravenous (IV) sedation, may account for some of the observed better outcome in NCCUs.27 It remains to be seen whether true “closed” or “open” NCCUs provide better outcomes. However, it does appear that patients with neurologic disorders that require ICU admission are better in dedicated NCCUs than general ICUs.12 Although few studies have directly addressed the value of using information from a monitor in the NCCU, a recent meta-analysis of the TBI literature that included more than 100,000 patients suggests there is a value to using an ICP monitor and aggressive treatment in severe TBI.28 Similarly clinical studies suggest that use of a brain oxygen monitor and ICP monitor and management based on that may help improve outcome,29 whereas microdialysis studies suggest that changes in the brain can be observed before altered ICP occurs.30









Why Monitor Patients in the NCCU: Historical Perspective


Between the 1960s and 1980s monitoring in the ICU was restricted to clinical examination, heart and respiratory rate, blood pressure, oxygen saturation, body temperature, and central venous pressure. NCCUs at that time focused almost exclusively on the care of postoperative neurosurgical patients, and neuromonitoring was restricted primarily to serial neurologic examination and, in some units, ICP monitoring. This era can be thought of as the age of clinical neuromonitoring. Between 1980 and 2000, use of ICP monitoring became more widespread and the age of physiologic neuromonitoring was ushered in. The idea was to detect and treat increases in ICP before they led to obvious and often irreversible clinical deterioration. The current decade has focused on monitoring and management based on brain-derived physiologic information to detect secondary injury in its earliest phase. Monitoring techniques in the ICU can be divided into “whole-brain monitoring,” which includes ICP monitoring devices, jugular bulb catheters, electroencephalography (EEG), evoked potentials, and “regional brain monitoring,” which includes transcranial Doppler (TCD) ultrasonography, xenon-133 clearance, laser Doppler flowmetry, thermal diffusion flowmetry, microdialysis catheters, and brain-tissue oxygen probes. These various monitors can be supplemented with radiologic studies. The future of neurocritical care will see a further development of multimodality monitoring in large part because it now is realized that no one monitor can provide all the necessary information about what is happening in the brain. In addition, the evolution of computing power and informatics means that the information from various monitors can in the future be used for neurophysiologic decision support. Advanced monitoring techniques that can provide real-time information about the relative health or distress of the brain and specifically cellular health, such as brain tissue oxygen tension, signal-processed continuous EEG, and neurochemical analysis using microdialysis likely will be used to develop strategies to maintain an optimal physiologic environment for the comatose injured brain. This may be particularly important because most studies of single agents or neuroprotection, although successful in the laboratory, have not proven beneficial in clinical practice. This suggests that strategies that are based on understanding of physiology and pathophysiology (i.e., that are monitoring based) may be useful given the complex and heterogeneous consequences of any injury to the brain.









Primary and Secondary Brain Injury


It is now well established that any acute insult to the brain, whether it be trauma, ischemia, hemorrhage, edema, or infection among others, is associated with primary and secondary brain injury. The same is true for spinal cord injury. In large part the prevention and management of secondary injury through early detection with a variety of monitors has become the focus of modern NCCUs. Recognition of primary and secondary brain injury allows the NCCU team to organize the proper resources to influence clinical outcome in the critically ill patient. Secondary injury can be complex and represent an interaction between systemic and intracranial factors. Therefore knowledge of cellular mechanisms of injury through monitoring becomes important to allow early intervention. There are many biochemical and pathophysiologic processes that are activated. For example, when CPP and as a consequence, CBF are reduced, failure of aerobic metabolism and thus the electron transport system may result. This in turn leads to disruption of the mitochondrial membrane potential and depletion of adenosine triphosphate (ATP). During the process oxygen radicals are released and the ensuing anaerobic metabolism lowers the pH and can induce cellular edema; this prevents repolarization further and exacerbates ATP depletion. There is also release of excitatory amino acids, and CSF concentrations of glutamate, glycine, and aspartate can increase significantly.21 A change in the immune response triggers the production of excitatory cytokines (interleukin [IL]-6 and tumor necrosis factor) that contribute to dysfunction of the blood-brain barrier. These various intracranial processes generally are detected by indirect measures (e.g., ICP, glucose metabolism through microdialysis, EEG, brain oxygen), but newer techniques are evolving to allow more direct assessments. In addition it appears that processes considered to be “symptoms,” for example, seizures, are actually secondary insults. Many secondary injuries also result from systemic factors such as hypoxia, hypotension, hyperglycemia, hyperthermia, shivering anemia, coagulation disorders, and organ dysfunction.31-34 In addition secondary injury may result from treatment; for example, hyperventilation may reduce ICP but simultaneously decrease CBF. The ability to monitor for systemic dysfunction and the effects of treatment hence become important in caring for a patient in the NCCU.









Rationale for Systemic Monitoring


Patient monitoring is an integral part of the management of severely brain-injured patients in the NCCU and can be classified broadly into systemic monitoring and brain-specific techniques. Brain-specific techniques may be further classified into radiographic techniques or continuous methods. Secondary brain injury can result from systemic insults. Furthermore, efforts to treat the intracranial pathophysiology, although successful in reversing abnormalities in the brain, can aggravate function in other organ systems and so not improve outcome.35 Observational data suggest that efforts to correct systemic insults can help improve outcome in the NCCU.36 Systemic monitoring includes invasive arterial blood pressure recording, core body temperature, heart rate, systemic arterial oxygen saturation (SaO2), and central venous pressure. Invasive blood pressure monitoring may be indicated when excessive blood pressure elevations may lead to ICH or hematoma expansion such as in the post-thrombolysis patient or with primary ICH; in those with loss of cerebral autoregulation, for example, poor-grade SAH; or in patients with autonomic instability such as severe Guillain-Barré syndrome. In addition, invasive blood pressure monitoring can help guide therapy in those patients with neurologic injury with septic shock or those with critical vascular stenosis and fluctuations of blood pressure.


Monitoring central venous pressure (CVP) and in special circumstances the use of pulmonary artery catheterization that can provide an estimate of intravascular volume status in conditions such as pulmonary edema, cardiac failure, cerebral vasospasm, severe preeclampsia, and sepsis are useful. Heart rate, telemetry, respiratory rate, and oxygen saturation help alert the neurocritical care team to early signs of sepsis, pulmonary embolism, myocardial infarction, ventricular tachycardia, and pneumonia. Temperature monitoring in the NCCU is essential because hyperthermia is common and known to aggravate outcome in a variety of conditions admitted to the NCCU, whereas normothermia, perhaps through suppression of the immune response, can increase the likelihood of favorable outcome.37,38 Regular laboratory analysis of blood samples and chest x-rays supplement continuous monitoring.









Rationale for Neurologic Monitoring


The “ideal” neurologic monitor does not exist. Instead what has evolved in recent years in NCCUs is the concept of multimodality monitoring, that is, the use of more than one complementary method to monitor a single organ, when no one single method can provide complete information. This is particularly true for the brain, although more relevant than the monitor is what is done with the information. Current neuromonitoring techniques involve a range of tools that have evolved from the study of cerebral physiology and from advances in the understanding of the pathophysiology of acute brain injury. The following text presents a brief overview of several available techniques. A more detailed discussion on each technique is presented in other chapters in this book. Broadly these monitors provide either single measurements at a specific point in time (radiographic techniques) or continuous information.


An important advance in the management of critically ill patients has been the emergence of functional imaging and sophisticated magnetic resonance imaging (MRI) techniques. Consequently radiology has undergone a paradigm shift from simply providing an anatomic image to providing information about tissue metabolism. These techniques remain limited by fixed time windows despite the development of faster scanners and higher-resolution detectors.


Positron emission tomography (PET) may be considered the current gold-standard method to image brain metabolism. Although largely a research tool, it has been shown to be specific for changes in CBF, cerebral blood volume (CBV), and oxygen and glucose requirements (rCMRO2/rCMRGlu) including regional and relative changes. PET also can be used to identify some traumatic brain injuries not associated with overt anatomic abnormalities. For example, diffuse axonal injury (DAI) following TBI is associated with diffuse cortical hypometabolism and a decrease in CMRO2 in the visual cortex.39 Newer MRI techniques are largely replacing some of PET’s role. In addition PET is expensive and available in only a few major medical centers.


Single-photon emission computed tomography (SPECT) is available in most medical centers and shares similar basic principles to PET scanning but has less spatial resolution and provides qualitative rather than quantitative information. SPECT can be used to measure CBV and mean transit time (MTT). CBF is then calculated from the equation: CBF = CBV/MTT. Abnormalities detected using SPECT within 24 hours after TBI even with “negative” initial head computed tomography (CT) scans are associated with patient outcome.40 CT perfusion is a newer imaging modality that provides similar qualitative information as SPECT and is able to measure rCBF, rCBV and rMTT. In addition CT perfusion can be used to detect of the state of cerebral autoregulation. Even though a single examination in time, this information can have important clinical value because in patients with normal autoregulation, alterations of mean arterial pressure are unlikely to affect CPP, whereas in those with defective autoregulation, elevation of the MAP is more likely to result in elevated ICP rather than CPP.41


ICP monitoring is the central monitoring technique in much of NCCU care. Increased ICP (>20 mm Hg) is an important secondary insult and associated with mortality after TBI. Patients with an admission Glasgow Coma Scale (GCS) score between 3 and 8 and an abnormal CT scan are most likely to develop intracranial hypertension, and it is recommended that these patients receive an ICP monitor. Knowledge about ICP is necessary to calculate CPP that is a “surrogate” of CBF where direct CBF monitoring is not used. The use of an ICP monitor is described in detail in the Brain Trauma Foundation’s Guidelines for severe TBI. Despite nearly 50 years of use, there is only class II evidence literature that supports a role for ICP monitors,42-45 although meta-analysis of the literature suggests use of an ICP is associated with better outcome after TBI.28


Histopathologic evidence for ischemia is a common finding in autopsy studies in TBI and SAH, and it is likely that inadequate CBF contributes to the occurrence of post-traumatic secondary brain insults and increases the probability of a poor outcome. In addition CBF threshold values for infarction and the penumbra (which remains potentially salvageable) have been defined. The tissue with a CBF between these two thresholds will proceed to infarction if CBF is not restored within a limited time window. Therefore CBF monitoring offers a rational approach to detect and prevent secondary insults.46-48 Bedside CBF monitors can be characterized as quantitative or qualitative and use either direct or indirect methods. Jugular oximetry and TCD provide nonquantitative or “adequacy of CBF” data and are the methods used most often in the NCCU. Jugular venous oxygen saturation (SjvO2) provides information about the adequacy of global CBF in relation to metabolic demands. Reduction in SjvO2 to less than 50% after TBI is associated with poor outcome, and there is some evidence to suggest that therapies based on this information may help improve outcomes. However, SjvO2 is limited by its lack of sensitivity to regional changes.49,50 TCD was introduced to clinical practice in 1981 and is based on the Doppler principle. It is noninvasive and can be used repeatedly but its interpretation is operator dependent. TCD measures CBF velocity and not CBF. However, reasonable correlations have been reported between TCD and xenon CT or PET CBF measurements.


Invasive techniques to measure CBF continually include such techniques as laser Doppler flowmetry (LDF) and thermal diffusion flowmetry (TDF). Both are available as intraparenchymal probes placed through a small craniotomy or held in place by a skull bolt and offer the advantage of assessing tissue perfusion in the microcirculation rather than the major vessels. LDF measures erythrocyte flux and relative changes in CBF. In TDF the catheter contains a distal thermistor and a second, more proximal located temperature probe. The thermistor is heated to few degrees above tissue temperature, and the temperature probe samples temperature constantly. The temperature difference is thus a reflection of heat transfer and may be translated to a measure of CBF. Initial data suggest that TDF provides a sensitive real-time assessment of intraparenchymal CBF that agrees with the xenon CT CBF measurements.51 Monitors that provide a measure of the adequacy of CBF and insights into metabolism include direct brain oxygen tension measurement and cerebral microdialysis. Brain oxygen monitoring has demonstrated that many of the secondary processes that complicate primary brain injury—hypotension, hypoxia, intracranial hypertension—all can decrease brain oxygen tension.52,53 The result of oxygen deprivation is increased anaerobic metabolism, which in turn can lead to cell death and progressive inflammation.54 Cerebral microdialysis can be used to detect such metabolic changes before irreversible injury and may complement cerebral oximetry or ICP measurements. Severe hypoxia or ischemia is typically associated with marked increases in the lactate/pyruvate ratio that correlates with the PET-measured oxygen extraction fraction. An increase in the lactate-to-pyruvate ratio greater than what is considered normal (20 : 25) is associated with a poor outcome in severe TBI. Both brain oxygen monitors and cerebral microdialysis can be used in patients with epilepsy, stroke, SAH, and TBI, where their use often may detect pathology that is not detected by more conventional means.55-61


Seizures are a source of secondary insult to the injured brain. Recent data from continuous electroencephalography (cEEG) studies demonstrate that seizures, mostly not clinically manifest, occur in more than 20% of patients in the NCCU with a variety of pathologies including TBI, SAH, or ICH, among others. In addition EEG can be used to detect ischemia that may be particularly useful in patients with SAH who develop vasospasm. Other applications of cEEG include prognostication of outcome, for example, the use of alpha variability in cEEG recordings may help predict outcome after TBI.62-64









Conclusion


Neuromonitoring has evolved and become an integral part of the care of patients with neurocritical care diseases. The primary justification for monitoring is that detection of early neurologic worsening can prevent irreversible brain damage. Neuromonitoring may help to individualize patient care decisions, guide patient management, and monitor the therapeutic response of interventions and so avoid any potential adverse effects. In addition, monitoring may allow physicians and nurses to understand the pathophysiology of complex disorders, to design and implement management protocols based on real-time data, and to improve neurologic outcome and quality of life in survivors of severe brain injury. Traditional monitoring in the NCCU has been largely reactive, but with the introduction of more advanced neuromonitoring the information provided by newer monitoring techniques now allows trends to be defined and for the proactive treatment of patients. The application of clinical informatics and the use of multimodal monitoring are evolving and have become standard in some NCCUs; this is centered on patient-specific physiologic targets. Further evolution of monitoring and its integration is likely in the coming years such that decision support will become commonplace in the NCCU.
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Introduction


There is growing evidence that the physical design of clinical spaces affects the quality, efficiency, and experience of care in intensive care units (ICUs) and other settings.1-4 These effects are complex. In some cases the design directly leads to outcomes that might have clinical significance, for example, whether improved air filtering reduces airborne pathogens. In other cases the environment contributes to noise or lighting that can increase or decrease stress for patient, families, or staff. In yet other cases, the environment contributes to staff or patient behavior that may affect care. For instance, if staff see and encounter each other informally over the course of their day, they may better coordinate care,5 or if they see hand hygiene sinks or rubs, they may increase their compliance with handwashing.3


This chapter examines the effects of the ICU design and particularly the design of the neurocritical care unit (NCCU) on patient care. Addressed are the important areas within the ICU, key design considerations, main design guidelines, and emerging evidence on how ICU design influences patient care. The chapter ends with a case study in which the authors were involved, from the perspective of the medical director.









Evidence-Based Intensive Care Unit Design


Research in ICU environmental design is an emerging field of study, and therefore high-quality research articles are still limited in number. In addition, many confounding variables can influence the outcome of ICU design research. Therefore along with the findings of ICU design research, the authors also present expert opinions and findings of research studies in other health care settings that may be relevant to ICU design. This section reviews the primary functional and procedural issues associated with ICU design and addresses the key areas of the ICU.






Unit Layout


Unit layout defines the size and location of functional areas and their relationships within a unit. Major determinants of the layout include: (1) direct monitoring of patients by clinical staff, (2) an outside window for each patient room, and (3) reduction of cross-infection, traffic volume, and noise level, among other factors.






Monitoring


In NCCUs, patients need constant visual monitoring because their conditions may change quickly and unpredictably, and these changes need to be recognized early. NCCU patients also require frequent neurologic assessments or bedside procedures that may involve multiple members of a care team. A physical layout that supports effective face-to-face interaction in a patient’s room and within the unit is thus required. In a teaching hospital the rooms or corridors also need to support the large number of participants who make patient rounds.









Windows


U.S. law requires that ICU patients must have direct access to natural light. This same requirement also applies in several other countries (e.g., India, Saudi Arabia, and the United Arab Emirates). The number and arrangement of patient rooms consequently depend on the amount of perimeter wall available in the unit. Therefore a review of best practice examples shows that designers often select compact shapes with high area-to-perimeter ratios to accommodate the maximum number of patient rooms for any given area. They also put most support areas, including nurse work areas, in the core that do not require any outside window to reduce the walking distance between clinical support areas and patient rooms.6









Limiting Infection, Traffic, and Noise


Cross-infection, traffic volume, and noise level often may help shape unit configurations, and each of these factors is of greater significance in larger hospital units. Studies suggest that patients in larger units have greater risk of hospital-acquired infection.7,8 Larger units also have more traffic and noise sources. These noise sources commonly include noises of other patients (e.g., snoring, crying), monitor alarms, telephone rings and conversations, conversations among staff, staff entering or leaving, staff wandering, sudden voices, footsteps, falling objects, noises of respirators, doors closing, and visitors talking, among others.9 Breaking a larger unit into smaller units, pods, or clusters may reduce infection and noise. However, pods can break down the visual and social cohesiveness of a unit, and multiple pods may make movement of supplies difficult because they create more service stops. Thus the appropriate configuration for a large ICU remains a matter of striking the right balance among various contradictory factors.












Unit Size


According to the Society of Critical Care Medicine’s Guidelines for Intensive Care Unit Design (henceforth, the Guidelines), 8 to 12 beds per unit are considered best from a functional perspective.10-13 In one survey, a group of ICU experts also suggested that the ideal number of patient beds in an ICU should be 9 or 10, and no less than 6.14 An NCCU with fewer than 6 beds may be inefficient to operate and manage. In contrast, in a very large unit without proper unit design and a sufficiently large nursing staff, patient monitoring and care may become difficult.


The total gross area of a unit, another indicator for unit size, is somewhat related to the number of beds in the unit—the more beds the greater the ICU gross area per bed.6 The amount of circulation spaces, another determinant of the gross area of a unit, is an important indicator of the square footage efficiency of an ICU. Circulation spaces within an ICU consist of internal hallways, corridors, or aisles used by all ICU users—patients, ICU staff, and visitors. Like any other facility, an ICU may be inefficient with too much or too little circulation space. Circulation spaces are sociologically important because they determine the interconnectedness of people and functions within a facility. A narrow corridor within an ICU can impede transfer of knowledge as much as it can impede the flow of goods and people. Properly designed circulation spaces in ICUs may hold a great potential to enhance the transfer of tacit knowledge through face-to-face interactions.15


In the United States, the National Fire Protection Association’s Life Safety Code also affects ICU size and design. The Life Safety Code limits the size of any suite to 5000 square feet if it does not have intervening smoke partitions and fire-rated doors.16 The area per bed of a unit ranges from 650 to 1200 square feet or more depending on function on the unit, so most units require smoke partitions or “hold open” smoke doors. Hospitals and designers need to ensure that when any one part of an ICU larger than 5000 square feet becomes unavailable in the event of fire or smoke breakout, the other parts of the unit have the required components for patient and staff safety.









Unit Location


Important departmental relationships of the unit should be carefully considered during the site selection process. Convenient physical movement across departments may help reduce many safety risks associated with patient transfer. In general, patients are transferred from one place to another as often as three to six times during their hospital stay to receive the care that matches their level of acuity.17-19 This rate may be higher for NCCU patients. Delays, communication discontinuities, loss of information, and changes in computers and systems during patient transfer can contribute to increased medical errors and loss of staff time and productivity.18,20 Patients can get hurt, and most nurses’ back injuries occur during patient transfer (see the following text). Thus design interventions must include factors that help reduce the time and effort involved in patient transfer.









Patient Room Design


A patient’s room is the basic working unit of an ICU, and it affects patient care including safety, privacy, and comfort. For example, nurses can save multiple trips to nursing stations or storage rooms if a patient’s room includes a space for charting or storage space for supplies. A longer distance between the bed and the toilet can increase physical stress for a nurse who needs to help the patient to the toilet. If there is a well-defined area within the room for families, they can be present for patient comfort and help caregivers by providing information and assistance with care. Important design considerations of patient rooms in the NCCU, similar to other ICUs, include to: (1) create well-defined functional zones to eliminate conflicts, (2) provide enough space that is appropriate for patient care, (3) provide necessary life support systems, (4) balance visibility and privacy, (5) provide toilet facilities, (6) reduce hospital-acquired infections and psychosis among patients, and (7) reduce patient and staff injury.






Patient Room Layout


The patient room layout defines the size and location of functions and their relationships within the room. It affects how functions are performed and how patients and caregivers interface in the room. Jastremski and Harvey suggest that an ideal room should have three zones: a patient zone, a family zone, and a caregiver zone.21 Hamilton and Shepley22 defined four different zones within a patient’s room: (1) patient, (2) hygiene, (3) staff, and (4) family zones. The patient zone includes the bed, bedside, and overbed tables, and the immediate area occupied by clinicians when they provide care. The hygiene zone includes the patient’s toilet, sink, and activities associated with hygiene. The staff zone includes the area just inside or outside the entry to the patient’s room to support nursing and caregiver functions; this may include a writing surface, provisions for hand hygiene, patient information, medication, and supplies. The family zone may include seating or provisions for overnight stay, storage space, separate lighting, Internet access, and a writing surface, among others.


Defining patient room in terms of what is in a patient’s view and what is not can be important. Evidence suggests that patients lying on an ICU bed are stressed when they see medical equipment, accessories, and monitors.23 Therefore it is reasonable to keep these devices away from the patient’s view, and instead put family space within the patient’s view. Architectural treatment of areas within a patient’s view also can be important because it appears that “positive distractions” such as nature can reduce stress and pain3 and that natural light can reduce analgesic use.24 Soothing color and light, natural materials, and paintings of nature may be used in the area within the patient’s view to make his or her experience more comfortable.









Patient Room Size


The need for larger patient rooms is increasing in ICUs. Advocates of infection prevention recommend that each patient room should have dedicated patient care equipment to reduce cross-infection with more resistant microbial strains. Others also recommend that each room should have a dedicated family space, with amenities to improve family integration with patient care. As medical breakthroughs and advancements occur, more technology is brought into patient rooms, and this requires more space. The increasing multidisciplinary nature of patient care in the NCCU also requires patient rooms to accommodate larger medical teams. Additional space also may be needed in patient rooms to support research and the increasing number of procedural interventions that now are performed in ICUs, such as bronchoscopy, echocardiography, and placement of external ventricular drains.


The Guidelines stipulate, “Ward-type ICUs should allow at least 225 square feet of clear floor area per bed. ICUs with individual patient modules should allow at least 250 square feet per room [assuming one patient per room]. …”12 In a survey of the best-practice ICUs in the United States built between 1993 and 2003, the average size of a patient room was 250 square feet.6 However, since 2000, many best-practice ICUs have also used more than 250 square feet for patient rooms,25 suggesting that hospitals are aware of trends such as the demand for family spaces in patient rooms.









Privacy and Visibility in a Patient Room


Privacy is an important factor associated with individual satisfaction in many environments including hospitals and even in moments of extreme crisis, privacy may be required to preserve individual dignity. Patient and family surveys suggest hospitals with more private rooms tend to have higher patient satisfaction rates (www.pressganey.com). There are several advantages to private rooms. First, they provide dedicated space for individualized care without disturbing other patients and can help reduce noise, improve patient sleep quality, and support staff-patient communication.21,26 Second, hospital-acquired infection rates in ICUs with private rooms are less because of improved airflow, better ventilation, and more accessible handwashing facilities.1,27-30 Finally, the private room design allows for a patient care environment with more control over optimal environmental conditions.31 However, in private rooms patient visibility is often at a stake and patients are afraid of being left alone. From a clinical viewpoint it is easier to make a case for open patient rooms in ICUs; this permits easy visual monitoring of the patient by the clinical staff that can affect patient safety. ICU staff often prefer an open ICU to see everything that happens, to readily seek help from others in a crisis, and to act immediately in groups without the constraints of walls of a private patient room.32 In private patient rooms, where glass often is used for patient visibility, measures to ensure visual and acoustic privacy of patients and their families when needed also are necessary. Hospitals often prefer breakaway glass doors because they can be closed for privacy, noise reduction, and infection control and still maintain maximum visibility of patients and monitors. Breakaway glass doors also allow maximum clearance to move patients in and out of the room. In an emergency, breakaway glass doors allow the room to become more open than the other doors. However, with breakaway doors closed it may be difficult to hear patient alarms, for example, ventilator alarms.









Life Support Systems in a Patient Room


Easy access to the patient’s head and the ability to move a patient bed around during procedures are important in the NCCU. Traditional head wall systems that have been used since the 1970s to provide the life-support systems do not allow easy access to the patient’s head, nor do they allow clinicians to reorient the bed when needed. Headwall systems include power outlets and outlets for medical gases and vacuum on one or both sides of a patient bed. Some installations also include wall-mounted monitors and equipment for a patient’s vitals.


Power columns, whether rotating or static, are now used in many ICUs to provide life support systems. Equipped with medical utilities, power outlets, and monitors, these power columns allow easy access to the patient’s head and may allow clinicians to reorient the bed. Two, instead of one, power columns—one on each side of the bed—can be installed to help increase the symmetry of functions around the patient bed. However, it can be difficult to work around power columns during a procedure. Other innovations—the ceiling-mounted boom, ceiling columns, or the Draeger Ponta beam—help provide easy access and sufficient flexibility for proper patient care in NCCUs and in particular provide access to the patient’s entire body, especially to the head. These ceiling-mounted systems, however, add cost and often require additional structural support. These systems occasionally can conflict with a patient lift system in an NCCU patient room.









Toilets in a Patient Room


ICU patient rooms are not required to have toilets, but there are many good reasons to have a toilet in the room for both the patient and family. Toilets in patient rooms can be used to dump and clean bedpans, which can be a major source of aerosol contaminants and infectious organisms,33 and contained systems often are used to reduce aerosols. The location, use, and design of a toilet or of other devices to eliminate waste have a significant effect on ICU design. A review of current design practice shows that toilets are placed in many different locations in relation to a patient room. Inboard toilets are on the corridor side of patient rooms; outboard are on the window side. A third option is to place the toilets of two adjacent patient rooms next to each other in a wet zone. Each location has advantages and disadvantages.6









Hospital-Acquired Infections


In patient room design, air quality, single-bed patient rooms, lighting conditions, noise level, and handwashing sink are important because they can help reduce infections among patients. Most studies show that (1) private patient rooms can reduce cross-infection among ICU patients; (2) single-bed patient rooms with high-quality high-efficiency particulate air (HEPA) filters and with negative- or positive-pressure ventilation are more effective in preventing airborne pathogens; and (3) multibed rooms are more difficult to decontaminate and have more surfaces that act as a reservoir for pathogens.2,30,34 The 2006 American Institute of Architects Guidelines for Design and Construction of Healthcare Facilities therefore has adopted the single-bed room as the standard for all new construction in the United States.35


Infrequent handwashing by health care staff is associated with hospital-acquired infections.36 Several design factors may discourage handwashing, including: (1) poor sink location, (2) poor visibility, (3) uncomfortable sink height, and a (4) lack of redundancy and wide spatial separation of resources that are used sequentially in handwashing.36-39 There are conflicting results on how physical design influences handwashing compliance.40-43 There is, however, a consensus that a multi-strategy intervention that includes staff education, easy visual and physical access to sinks, standard sink locations in all patient rooms, comfortable sink heights, and alcohol-based dispensers can help increase handwashing compliance.36,37


A review of current design practice shows that handwashing sinks are placed at many different locations in a patient room, including: (1) locations directly outside the room entranceway, (2) immediately after the entranceway either on the footwall or on the head wall, (3) somewhere in the middle of the footwall, and (4) at the far end of the room walls. Designers and hospitals must consider the advantages and disadvantages of each of these locations.6 (For a discussion on this topic, see Rashid.6)









Psychosis Among Intensive Care Unit Patients


ICU patients who are confined to bed may suffer from delirium, also known as “ICU psychosis.”44 There is growing evidence from non-ICU settings that both natural light and outdoor views can help patients maintain sensory orientation and circadian rhythm.45-49 This in turn can reduce the likelihood of delirium. Consequently, the Guidelines recommend: “Windows are an important aspect of sensory orientation, and as many rooms as possible should have windows to reinforce day/night orientation. … If windows cannot be provided in each room, an alternate option is to allow a remote view of an outside window or skylight.”12 Artificial lighting conditions that mimic the variations in natural light also can help patients maintain sensory orientation and circadian rhythm. Looking at a ceiling or a wall painted in solid colors for a long period also may contribute to patient delirium. Warm colors and paintings of nature may improve the environment. Sometimes a calendar that shows the date or a digital clock that shows date and time may help patients adjust their internal physiologic rhythm. However, the monotonous clicking sound of an analog clock can cause distress in ICU patients.


ICU psychosis also may be associated with a high level of noise.50,51 Noise level in the ICU ranges from 50 to 75 dB, with peaks up to 85 dB.52 This is much higher than World Health Organization recommendations for noise levels in hospital patient rooms and units.53 Common sources of noise in hospitals include telephones, alarms, trolleys, ice machines, paging systems, nurse shift change, staff caring for other patients, doors, staff conversations, and patients crying out or coughing.54,55 Hospital noise can be improved if proper design and management measures are in place.









Reducing Patient Falls and Fall Severity


The physical environment can be a root cause for patient falls.56 Among specific interior design elements, flooring can contribute to the incidence of falls and the severity of injury from a fall.57 Patients may suffer more injuries when they fall on vinyl floors than carpeted floors.58 Subfloors also may influence the injury from falls; the risk of fracture is less for wooden than concrete subfloors.59 Several design factors can help reduce the incidence of falls including decentralized observation units next to patient rooms rather than a centralized nursing station,17 patient lifts and other transfer devices, and innovative acuity adaptable patient rooms.









Other Patient and Staff Injuries


Manual lifting of ICU patients poses a high risk of injury for patients, such as dislodgement of invasive tubes and lines, shoulder dislocation, fracture of fragile bones, or being dropped.60 Skin tears and abrasions also may occur when patients are pulled up or across beds, and manual patient handling can contribute to pain in critically ill patients. Pain experienced by these patients during turning or repositioning sometimes is greater than that experienced during tracheal suctioning, tube advancement, and wound dressing changes.60 Staff also are at risk for work-related injuries when moving patients. The use of ceiling lifts can help limit risks associated with manual moving to both patient and staff. If possible, lifts should extend into the toilet room.3 If patient volumes and staffing patterns allow, ICU rooms that can flex in acuity from super-acute to step-down also may reduce patient transfers and discontinuity in care.















Staff Work Areas and Support Spaces


ICUs can be stressful workplaces that can endanger the physical and mental health of the clinical staff. In the United States there is a shortage of critical care nursing staff, and the current staff is older and has a high turnover rate. Staff turnover rate in many institutions is greater in ICUs than other wards because of the stressful working conditions. ICU design, however, can help relieve staff stress by reducing unnecessary physical labor, by providing amenities, and by providing positive distractions for staff physical and mental recovery.






Staff Work and Support Area Location and Layout


There are three basic nursing unit configurations: (1) centralized nursing station, (2) nursing substation, and (3) nursing observation unit. In older hospital units a centralized nursing station is generally the main component of the staff work area. Along with the patients’ records room, the central monitoring station, and staff workstations for patient charting and medical recording, it serves as the hub of all unit functions. This type of nursing station usually has a centralized support and service area next to it that accommodates medical and supply storage, pharmacy, conference rooms, administrative offices, and other ancillary functions. In older units a centralized nursing station is where clinical management, staff interaction, mentoring, and socialization occur. However, centralized nursing stations may contribute to errors and inefficiency because of noise, crowding, and considerable walking distance from patient rooms.


In hospital units built in the 1990s and 2000s, the centralized nursing station often is replaced with several decentralized observation units with direct observation of one or two rooms and located either just outside or inside the patient room. Typical functions include a work surface for patient charting, a computer to record and access patient information, and telecommunication services. There may or may not be storage spaces for medication and supplies, handwashing facilities, and image retrieval systems. It is suggested that the decentralized observation units increase efficiency, but perhaps at the cost of staff “social life.” Team workstations, sometimes distributed throughout a unit, provide spaces for interdisciplinary teamwork, mentoring, clinical management, and social functions that may not be feasible in the totally decentralized observations units.


Hospitals may use different combinations of the basic nursing unit configurations in ICUs.6 The relation of the support or service areas to nursing units differs from unit to unit. In an exploratory study Zborowsky et al.61 investigated how nursing station design (i.e., centralized and decentralized nursing station layouts) affected nurses’ use of space, patient visibility, noise levels, and perceptions of the work environment. They concluded that the “hybrid” nursing design model in which decentralized nursing stations are coupled with centralized meeting rooms for consultation between staff members may strike a balance between the increase in computer duties and the ongoing need for communication and consultation that addresses the conflicting demands of technology and direct patient care. In another recent study, Hendrich et al. examined how nurses adopt distinct movement strategies based on features of unit topology and nurse assignments and observed that the spatial qualities of nurse assignments and unit layout affect nurse strategies for moving through units and affect how frequently nurses enter patient rooms and the nurse station.62 Therefore how various design features of nursing unit and support space configuration affect staff stress and effectiveness, staff communication, and task performance meets the needs of a particular ICU need to be considered.









Staff Stress and Effectiveness


The location of supplies and equipment and of electronic charting impact the time spent in patient care by nurses. Nurses spend a lot of time walking, which includes the time to locate and gather supplies and equipment and to find other staff members.63,64 Studies suggest that bringing staff and supplies physically and visually closer to the patient reduces the time nurses spend walking about the unit.65,66 Decentralized nurses’ stations and supplies’ servers next to patient rooms allows nurses to spend more time in direct patient care activities.25-27


Nurses may spend between 15% and 25% of their time in charting.67-69 Computers for charting may be found at the nursing observation units next to the patient room, in the patient room, on mobile carts, and/or at the central nursing stations away from the patient room. When charting is not done at or near the bedside nurses may spend more time away from the bedside to prepare and store charts at other locations or make more mistakes in charting because of memory lapses between the time of information collection at the bedside and putting it on the chart.


Several factors contribute to staff stress in the ICU. Among them is noise that can be associated with emotional exhaustion and burnout among ICU nurses.70,71 Excessively high noise levels in healthcare settings and frequent interruptions also can interfere with work.72 For example, in a recent time-and-motion study that included 40 doctors for more than 210 hours, Westbrook et al. observed that interruptions led doctors to spend less time on the tasks they were working on and, in nearly a fifth of cases, to give up on the task.73


Patients in NCCUs often have numerous monitoring and recording devices with alarms that may also contribute to staff stress and fatigue. Nurses may become insensitive to alarms, because every alarm may not need immediate attention. Therefore they can miss that important alarm which requires immediate attention. For example, an investigation by the Boston Globe suggested that 216 deaths from 2005 to 2010 nationwide were associated with monitor alarm problems.74 Device-related incidents may be underreported and it is possible that the number of adverse events associated with alarm problems is higher. According to the Globe’s investigation, the deaths listed in the U. S. Food and Drug Administration (FDA) data were linked to problems with alarms on patient monitors that track heart functions, breathing and other vital signs. The problem typically was not a broken device. Instead, most cases occurred because medical staff did not notice an alarm or react with urgency. This includes not hearing the alarm, ignoring an alarm, misprogramming complicated monitors or forgetting to turn them on.


The interface between technology and patients also can challenge NCCU staff and contribute to stress. Often, patient monitor and access lines are built up with multiple ports and, even with proper training and instructions it may difficult to sort out where to put this or that connector. ICU nurses also need to ensure that medications are compatible and so need to know how to control the stopcock. It is expected that technology innovations will help overcome some of the these interface related problems, e.g., each port can be made unique to help eliminate mixing up of lines, devices can be created to help identify incompatible drugs or integrated printers in every patient room for prescriptions may help eliminate medical errors. Together, several simple fail-safe devices may remove some of the cognitive load that contributes to stress among nurses.75 For example, Kobayashi et al. used simple human factors engineering principles to develop an experimental chart binder system with alternating color-based chart groupings, simple and prominent identifiers, and embedded visual cues.76 This was associated with a significant reduction in chart binder location problems, so contributing to safe patient care delivery. Similarly Blomkvist et al.,77 who examined the effects of changing the acoustic conditions (sound-absorbing versus sound-reflecting ceiling tiles) in a coronary ICU, observed that there were positive staff outcomes, including improved speech intelligibility and reduced perceived work demands, pressure and strain during the periods of improved acoustic conditions.









Staff Communication


Staff communication is a major variable in health care and ICU safety and several studies demonstrate that a high degree of involvement and interaction among caregivers can influence patient outcomes78 and length of stay.79 For example, Baggs et al.80 examined interdisciplinary collaboration and patient outcomes in a medical ICU and observed that patients had a 5% chance of death or readmission where nurses believed they had worked successfully with medical residents. The risk was tripled when the residents made decisions about patient care without adequate nurse consultation. The value of better communication is strongest in the very sick, complex patients.81 Research in “Magnet” hospitals also indicates that healthy collaborative relationships among caregivers are possible and appear linked to optimal patient outcome.82 A growing body of literature in several environmental design research areas including offices, laboratories, housing complexes, and acute care health facilities show that the physical design of an environment may affect communication, interaction, and/or or collaboration (For a review of the literature, see Ulrich et al.3; Rashid83; Elsbach and Pratt84; Rashid and Zimring.85) When designing staff areas in ICUs, the following should be considered: (1) Physical design can affect the quality and the quantity of interaction.86 (2) Location of people and activity and physical distance among workers may be linked to their informal communication.87 (3) Proximity of workspaces may predispose to the development of an informal group among compatible people as an outgrowth of the informal communication associated with proximity.87 (4) Spatial arrangement including the location of functions, walls, partitions, furnishings, and other barriers may affect cohesiveness and interaction among groups.88 (5) Visibility and accessibility play a powerful role in the way individuals perceive and use workplaces and communicate within.89 (6) Time spent in walking by staff may be related to time spent in patient care activities including nurse-physician interactions.17









Lighting Conditions and Task Performance


There are few studies on the effects of lighting conditions on task performance among ICU staff. Studies in other work settings show that staff may make more mistakes in inappropriate lighting conditions, and performance on visual tasks gets better as light levels increase.90 For example, medication dispensing errors among hospital workers are more frequent when daylight hours are fewer91; these errors can be reduced at an illumination level greater than the baseline level of 45 foot candles.92 Studies in offices also indicate the importance of appropriate lighting levels for complex tasks that require excellent vision.93












Spaces for Families


Many patients in the NCCU cannot communicate for themselves. Therefore family members have an important role as surrogate decision makers.94-96 Family members can also help patients (1) perform daily functions, (2) understand concerns about health, (3) foster a link to the environment, (4) reinforce self-esteem, and (5) enhance positive relationships by offering love and comfort.97 In addition, families can help busy nurses and physicians.98,99






Location of Family Space


The location of family waiting spaces in ICUs has both practical and symbolic importance. Having family members nearby often helps to shift an ICU’s culture and make families a greater part of decision making (though sometimes this also requires clinicians to create structured ways of dealing with stressed family members). Symbolically the presence of family spaces located outside the unit may suggest that families are not integrated with patient care, whereas those provided within the patient room may indicate that families are integrated with patient care. Depending on their accessibility and comfort, family spaces provided within the unit but not in the patient room can suggest the family role is in a state of flux in the unit. These impressions can, at times, be wrong. Some units may still not allow families to play an active role in patient care even with families present in the patient room. Hospitals should consider providing family spaces at several of these locations for different functions and amenities.6 (For a discussion on the possible sociologic implications of different locations of family spaces in ICUs, see Rashid, 2006.6)









Family Waiting Area Layout


Family waiting areas may be broken down into zones with varying degrees of privacy and control similar to a home. The number of ICU patient rooms, the availability of family space in the patient room, the average length of patient stay, and the types of amenities are some of the issues to consider to determine the size of a common waiting space. Waiting areas should be divided into sections to provide more intimate and quieter resting spaces and relatively busy and noisy activity spaces. Solid partitions, dividers, glass walls, or planters can separate each section according to the need of these spaces. Each section should contain comfortable chairs or sofas for the family, and resting and activity spaces should include private spaces or booths for telephone conversations. Activity spaces should include: (1) computers with Internet access that allow families to access these computers to stay up-to-date with patient status and the outside world and (2) study carrels with health care information for families. There should be a media room to separate the television from the rest of the waiting area, so families who wish to have quiet and solitude are not disturbed. Families with children should be given spaces separate from a “quiet zone” for adults only. A play area for children within the direct visual reach of the adult family members should be considered in the area designated for families with children. Some hospitals provide family sleep rooms with private bathrooms, kitchenettes, and laundry in their waiting areas for family members who must stay at the hospital for an extended period.









Family Space in Patient Rooms


When possible, each patient room should include a well-defined family area to allow families to be present for shift change report, teaching sessions, care-planning discussions, and daily medical rounds. A family space within a patient’s room provides families a more comfortable environment for activities, and being able to sleep in the patient’s room provides social support and reassurance for the patient and family members.









Furnishings and Finishes


Furnishings in family areas should include comfortable seating for the family and the option of a wall-mounted fold-down bed or foldout chair-bed. Flexible furniture arrangements that allow families to change furniture layout to meet their needs are preferable, because seating arrangements that cannot be changed or chairs that cannot be moved may cause frustration among families. Unnecessary sources of visual stimulation should be minimized and wall furnishings should not be of bold patterns or colors that can be misperceived as threatening objects (e.g., bugs, animals) by patients or their families. Wall coverings and colors should be soothing and relaxing. In general, the attractiveness of the physical environment in waiting areas has been shown to be significantly associated with higher perceived quality of care, less anxiety, and higher reported positive interaction with staff.100









Access to Patients and Caregivers


Family spaces should provide easy visual or physical access to patient rooms so family members can see the patient. Families also should have easy access to caregivers when needed and know when caregivers are available in the unit. For patient safety it is better for families to enter the unit through a separate entry other than the one used by service and clinical staff. Designers and hospitals need to ensure that such a system of entrances does not make interfaces among families and caregivers difficult. If the ICU design restricts family-caregiver interfaces, families may gather at places where they are likely to find caregivers.









Staff-Family Communication


In ICUs, staff-family communication can provide emotional, informational, and tangible supports to family members, and can facilitate family members’ involvement in patient care. Hospitals should consider the following to help improve family-staff interactions and communication. (1) Central nursing stations and glass partitions around the staff area can limit family access to staff. (2) Decentralized nursing stations may provide more opportunities for a nurse to spend time in patient rooms. These stations also can be used during medical rounds by medical teams to retrieve patients’ records. (3) Private patient rooms and well-designed consultation rooms may provide opportunities for confidential discussions. (4) Within hallways, alcoves can provide private spaces for confidential discussions. (5) Seating that is arranged side-by-side along family space walls can discourage social interaction. (6) Private and peaceful spaces can help improve communication. (7) In dim lighting conditions and in rooms with softer floor materials, people may interact longer.101-107









Noise Reduction in Family Space


Carpeting in corridors next to family waiting spaces can reduce the sound of footsteps, rolling carts, staff member conversations, and other common noises in ICUs, and high-performance sound-absorbing materials can be used to reduce reverberation time, sound propagation, and noise intensity levels. Storage areas, staff lounges, and utility rooms also can be located away from patient rooms and family spaces to reduce noise. Internal corridors between storage and utility rooms can help clinical and support staff members perform necessary tasks without disturbing patients or families.









Music in Family Space


Sometimes music can be used to mask distressing environmental noise that cannot otherwise be eliminated. Sounds of nature accompanied by soft music also can be used in family waiting areas to calm anxious families or visitors. However, not all music can produce a desired calming effect. Music often evokes emotions and feelings that are rooted in an individual’s past experiences and personal preferences.108 Thus it is essential to respect music preferences of family members and provide them choices.









Artwork in Family Space


Appropriate artwork can help reduce stress among patient families.109 The choice of artwork needs to be sensitive to culture, religion, the specific geographic area, and the interior design scheme. Hospitals should consider developing systems that allow artwork to be changed by the patient family as easily as changing television channels. Because art varies enormously in subject matter and style, not all artwork is suitable for high-stress health care spaces.









Lighting in Family Space


Appropriate lighting can influence mood or create a relaxed ambience. Therefore attention should be given to make natural light available in all family spaces in the unit. When the family space is within the patient room, it is necessary to make sure that the intensity of natural light is comfortable to patients. The use of slightly tinted or reflective glass can reduce glare and heat production from sunlight. Vertical blinds and other window treatments can be used to adjust light intensity as desired by the patient. For artificial light in family spaces, it is important to consider multiple lighting options that can be controlled by the family when appropriate. Where natural light is not an option (e.g., older ICUs), full-spectrum fluorescent lighting can be used for comparable benefits. A dynamic lighting solution that allows the color and temperature levels to be changed according to the time of day may be suitable for a patient room or family space.









Odors and Aromas


Pleasing aromas can help reduce blood pressure, slow the rate of respiration, lower pain perception levels, improve the immune system, and help increase a sense of well-being among family members who are under severe mental and physical stress. In contrast, odors (“negative smells”) may stimulate anxiety, fear, and stress.110 Hospitals, particularly ICUs, are well known for their unpleasant odors or chemical smells. If possible, strong-smelling cleaning agents should be avoided near family areas. Aroma should be used with caution in ICU family areas.









Nature, Spirituality, and Religion


Nature can have a positive effect on physical and emotional well-being; hence it is preferable to design family areas with windows to the outside. If possible these spaces need to be close to hospital gardens with plants, water, and other natural objects. When family spaces do not have a view of or access to nature, nature may be brought into the unit (e.g., potted plants, sound of nature, and nature-related artwork). Hospitals also should consider outdoor labyrinths in gardens as a focus for spirituality.111-113


A working knowledge of common cultural and religious needs of patients and families is required to design family spaces. Sometimes a focus group with local spiritual and ethnic leaders before ICU design or redesign may help identify common design concerns of these groups. It may help families to have a community room for tai chi, yoga, and other spiritual modalities and a chapel or a sanctuary close to the ICU where religious services can take place. Sometimes these places are the only quiet refuge for families from the chaos of the hospital. Hospitals should also provide religious books, inspirational texts, and texts on grief and coping written in multiple languages in the chapel or the community room, and consider having space for common religious items used by people of different faiths (e.g., rosaries, crucifixes, and holy water for Catholic users; clean clothing, prayer rugs, and compasses for Muslim users; Sabbath kits for Jewish users) in the chapel or the community room. When building a new unit, a tile marker could be inserted in all family spaces and patient rooms to signify the direction of prayer.












Case Study: Emory University Hospital Neuroscience Critical Care Unit


In 2005 an architecture firm that worked with the Emory Hospital in Atlanta, Georgia, presented a design to replace the NCCU. The unit’s medical director (senior author Owen Samuels, MD) was concerned that the intended design might not address some of the issues described earlier that could affect patient outcomes. Dr. Samuels approached Craig Zimring of Georgia Institute of Technology School of Architecture about published evidence on the effects of ICU design. Dr. Zimring agreed to have his graduate students, under the guidance of Dr. Rashid, search the literature and develop design concepts based on research findings. This exercise ultimately led to an interdisciplinary design charrette with the architectural firm and a revised NCCU design that included the design implications from the literature. This section reviews how the NCCU was designed primarily from the perspective of the medical director.






Evidence for a Better Way


Neurocritical care admissions at Emory increased from 587 patients in 1999 to more than 1400 patients in 2007. This rapid growth meant that in 2007 the existing NCCU was out of beds and patients with severe neurologic disorders were cared for in three geographically separated small units (two seven-bed units, and one nine-bed unit). This approach was inefficient and compromised patient safety and delivery of high-quality care. Consequently a larger NCCU was proposed, initially to appeal to the bottom line: if the unit had more beds and could attract more patients, it could generate more revenue and, most important, fulfill staff’s mission as the hospital of last resort for many of these patients with complex brain injury. In 2007 Emory Medical Center was in the early phase of planning a replacement hospital, and the administration did not want to spend a lot of money on a new ICU that would be demolished in 5 years when the new hospital opened. Early on, the new NCCU was described as the “throwaway” NCCU, and the hospital agreed to meet the state and federal requirements so that it could quickly open to meet the immediate ICU bed shortages.


The initial design was for a 24-bed ICU with a “track” around it; visitors would enter the patient rooms from the back so as not to disrupt the central area used by the doctors and nurses. The rooms measured 200 square feet, as required by the state of Georgia, with no dedicated space for family members. This design essentially duplicated the current ICUs at that time. In these units the typical patient room was so crowded with specialized equipment that it was difficult to get to the patient without tripping over cords or knocking out invasive lines Figure 3.1 shows a comparison of the ICU before and after construction. It took time to respond to an emergency and to maintain sterility was near impossible. During patient care rounds there was little room for the ICU team’s numerous members in crowded rooms and hallways. In the central areas, nurses were crowded around desks with charts spread all over tables; this increased the potential for mistakes in documentation, record keeping, and medication administration. Families were limited to dark, common spaces in the outside hall away from patients and were restricted to visiting during morning rounds. Discussions between doctor and families, including those about prognosis, brain death, organ donation, and end-of-life concerns took place either in the cluttered patient rooms or in public hallways with no privacy. The new proposed space promised little more than some new converter chairs.





[image: image]

Fig. 3.1 Top panel, Crowded initial conditions. Bottom panel, Completed project.




There was concern that the proposed design was not ideal. To convince the administration to pursue a completely new concept, designers focused on key people: the chief nursing officer for neurosciences and the chief executive officer of Emory Healthcare. The design team told them that current ICUs were uncomfortable for families, the space was inherently dangerous with a large potential for avoidable medical mistakes that was largely unrecognized, and staff burnout was common. Doctors and nurses make clinical decisions based in part on evidence from the literature. Shouldn’t such evidence also inform how hospitals and ICUs are designed? Although research in ICU design is an emerging field, there is a large body of scientific evidence on how the physical environment affects patient outcome, staff effectiveness, family well-being, and costs. The team therefore proposed a new design founded on an evidence-based approach for patient and family-centered care supported by a healing environment but flexible enough that it could continue to change in the future. Developers were confident that an improved design could reduce staff stress and enhance performance. As an academic institution, the team also wanted to study the effect of a new type of ICU.









Emphasis About Family Involvement


Many factors other than technologic advancement can contribute to patient outcome. When the ICU was designed, the team had several goals or “design drivers” (Table 3.1) in mind, with accompanying measurable outcome variables to be tracked. A primary driver for the new ICU was family support. It was proposed to eliminate signs that restricted family visitation, and the team was tempted to replace the sign “Physician Rounds in Progress” with “Physician Rounds in Progress, Family Presence Encouraged.” The plan included a family zone located within the patient’s room, as the “family studio,” a children’s area located immediately outside the ICU, family lockers and showers, clothing washers and dryers, and a quiet room for families and close friends. Outcome measures to be collected included patient and family satisfaction scores, hospital-acquired infections, nursing retention rates, ICU length of stay, organ donation success, and number of litigation filings. This family-centered approach was to be balanced with the ability to turn the patient ICU room into a “mini-operating room” to reduce patient transfers and support more procedures at the bedside. Other important design drivers were reduction of medical errors; increased patient safety, and staff satisfaction. Each goal had measurable outcomes to be tracked.




Table 3.1 Project Goals and Metrics for ICUD Design


[image: image]

ICU, Intensive care unit; MRSA, methicillin-resistant Staphylococcus aureus.









A Dynamic Design Process


To determine factors such as patient room size and configuration and the design of family spaces, the design team analyzed best practices of the prior 10 years’ winners of the ICU Design Citation Award. The Society of Critical Care Medicine, the American Association of Critical Care Nurses, and the American Institute of Architects jointly give this award. Next the team partnered with the division of health care design at Georgia Institute of Technology’s College of Architecture, led by an environmental psychologist who specializes in the use of architectural design as a healing tool. Several charrette sessions were held, which included key stakeholders from Emory, the architects (HKS, Inc.), and Georgia Tech.


A mock-up of the proposed ICU that included nurses’ station, patient rooms, wall-to-ceiling booms, and family areas was created. Several procedures, including resuscitation, intubation, intracranial monitor implantation, nursing shift-change, and interactions between families and staff were enacted through role-playing and recorded by videographers for later analysis. A mock-up of the family studio allowed analysis of functionality and family flow. Family members of patients who had recently been discharged from or were still in the ICU were involved with the unit’s design throughout the process. As developers learned from such experiences, the design of the ICU was altered even as construction was under way. It was originally planned to distribute the nurses’ stations throughout the unit, but later it was decided to keep a communal area as well, because the team realized that nurses and doctors at times need to be in the same area to better support one another.









Proposal Becomes Reality


The new NCCU opened February 2007. The rooms are between 345 and 450 square feet (Fig. 3.2) whereas the old rooms were 120 to 200 square feet. Pneumatic booms lift equipment off the floor. This limits clutter and allows rapid 360-degree access to the patient’s head in emergency situations. The beds and doors are configured so that patients who are awake have a direct line of sight to the nurses’ station or a bay window. Each room is a suite that consists of the patient room and a family area separated by a curved wall with large glass-block windows that lets in natural light (Fig. 3.3). The family studio has a table, chairs, comfortable sleeping arrangements, flat-screen television, wireless Internet access, music, and a white-noise system to blunt surrounding noises. The new unit allows staff to do things that could not be done before including hold a private conversation with a family member when visiting a patient. Family members can leave the room for some respite and still be just a stone’s throw away from their loved one.





[image: image]

Fig. 3.2 Illustration of two adjacent ICU patient rooms (shaded blue). The nurse’s station outside the patient rooms and the adjoining family areas (shaded green) also are visible. Room dimensions are provided.
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Fig. 3.3 Patient room, view from above.




The following case that bridged the transition between the old and new NCCU illustrates some of the advantages of the new family-centered unit. David was a 31-year-old computer programmer, the father of a 3-year-old girl, and about to be married. He was admitted to the NCCU with a grade IV subarachnoid hemorrhage and was in the old ICU for 4 days, and then moved to the new NCCU when it opened. David later developed neurogenic pulmonary edema, severe pneumonia, acute respiratory distress syndrome, and heart failure and required induced coma for intracranial hypertension. He subsequently had an aneurysm rebleed and progressed to brain death and his family decided to donate his organs.


His family, parents, and his fiancée kept a rotating vigil 24 hours a day. They always felt they were in the way in the old ICU, whereas they felt welcome in the new facility. The family often stood at David’s bedside as the team explained the purpose of the complex monitors and instruments and did not have to leave the bedside for discussions about brain death or organ donation. The mother said, “This was our home for a month, and it got so that the nurses could tell when we needed a hug.”114 David’s father said, “No one ever misled us or told us anything but the truth … and most importantly, we were there for everything.”115


Hospital staff did everything they could for David, and nothing could change his ultimate outcome. But the way someone dies is important. The circumstances of how David was treated probably helped allow the family to donate his organs and better come to terms with his death. They later generously donated their time to help the NCCU develop the family-centered approach by participating in many discussions about their experiences.















Family-Centered Units Pose Challenges


The concept of care around the patient and their family makes sense. However, there is resistance to it, even from the most dedicated health care workers. The team at Emory spent about a year and a half preparing for family-centered care; starting the process was the real challenge. In a unit that is designed for both patients and their families, how does one care for patients and their families simultaneously? There are several challenges:




[image: image] Team rounding: Doctors and nurses may be apprehensive about inviting families to rounds. Training doctors and nurses with families present is a real paradigm shift and raises many controversial issues.


[image: image] Nurses in view: Imagine a nurse operating six or seven intravenous pumps and trying to figure out medications while having a family member—or three or four members—continuously present.


[image: image] Urgent or frightening treatment: How does staff deal with resuscitation? What if the family is right by the bedside? Should they be asked to leave? What kind of support do they need?





The authors do not have all the answers to such problems but are currently studying them to figure out best practices.









Outcomes


Emory’s NCCU won the 2008 ICU Design Citation Award from the Society of Critical Care Medicine, the American Association of Critical Care Nurses, and the American Institute of Architects Academy on Architecture for Health. The authors have started to look at outcomes associated with the NCCU. Patient and staff satisfaction have increased, according to self-assessments. Most recent Press-Ganey Family Satisfaction scores indicate greater than 85% overall satisfaction. Other variables of quality care benchmarks include significant decrease in pneumonia rates and central venous line bloodstream infections, increased compliance with critical care pathways, increased nursing retention, and a trend toward decreased medical legal litigation.









Conclusion


This chapter has briefly discussed environmental design criteria for the ICU, the patient room, staff and support areas, and family areas of ICUs to help improve patient, staff, and family outcomes. These processes can influence patient outcomes and have an effect on how staff monitor individual patients and overall outcomes and quality in the ICU. Although some of these issues will likely persist for the foreseeable future, others are being addressed by technical and process changes. For example, as manufacturers of medical equipment and supplies continue to merge and consolidate and develop standardized protocols for integration of medical equipment and devices, many interface problems related to technology that we see in ICUs today may be eliminated.
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Introduction


S.P. is a 60-year-old female with a history of hypertension who presented comatose with a left thalamic intracerebral hemorrhage associated with intraventricular hemorrhage, midline shift, and localized mass effect. Emergently, an external ventricular drain was placed into the left frontal horn, and on day 5 an additional drain was placed into the left temporal horn for persistent left temporal dilation. Invasive multimodality monitoring including intracranial pressure (ICP), and brain tissue oxygen tension (PbtO2), and cerebral microdialysis was placed into the right frontal lobe. She received repeated doses of mannitol and hypertonic saline for persistent elevated ICP.


Managing patients with intracranial hypertension, like S.P., is a mainstay in neurocritical care and involves a structured treatment protocol1 to continually assess the effect of each intervention. Tracking and quantifying physiologic measures such as cerebral perfusion pressure (CPP) also is crucial and needs to be put into the context of sedation level, osmotherapies, ventilator settings, and temperature modulation among many other interventions. In a digital world clinical staff should be able to systematically, continually, and rapidly evaluate the effect of various treatments for increased ICP. For instance, when the impact of mannitol and hypertonic saline administration in S.P. is evaluated, the neurocritical care unit (NCCU) staff should have immediate access to basic variables such as osmolality and ICP at the bedside (Fig. 4.1). As fundamental as this is, a plot that contains these core elements is difficult to create in real time and even retrospectively at most institutions. But imagine being able to look at the patient’s display screen in the NCCU and to be able to answer the following questions easily:




1. When mannitol is administered, by how much (mm Hg) is ICP lowered; how quickly is ICP lowered, and how long until ICP again increases to greater than 20 mm Hg?


2. Are repeated administrations of mannitol equally effective or does repeated administration fail to lower ICP as much, as quickly, or as long?


3. Does adding hypertonic saline provide additional ICP reduction?


4. Do osmolar data suggest that additional osmotic therapy would be dangerous to the patient?








[image: image]

Fig. 4.1 Example of minimum integrated data display to support intracranial pressure management. ICP, Intracranial pressure.




Today clinicians generally are required to answer these questions in their heads, approximating when interventions were made by thumbing through the hourly recorded data, estimating each therapy’s impact on ICP, and manually checking laboratory data to estimate the osmolar gap. Ideally other aspects of ICP management protocols also should be evaluated, for example, end-tidal carbon dioxide (CO2) and temperature. Further, analysis tools at the bedside should exist to evaluate the patient’s physiologic status, such as cerebral autoregulation, which would indicate how ICP would respond to changes in blood pressure. This then may reduce the need to discuss how other invasive neuromonitoring data (e.g., cerebral blood flow, PbtO2, cerebral metabolism) may facilitate ICP management. Any attempt to understand these dynamic relationships among ICP, interventions, and other physiology is complicated, and yet this is only one aspect of patient care.


The promise of clinical information systems is to improve patient care, reduce medical errors, reduce documentation time, and improve efficiency.2,3 Paper-based hospital medical records are generally inefficient (e.g., illegible handwriting, manual data entry) and have been shown to contribute to medical errors.4,5 Billions of dollars are being devoted to the development and implementation of electronic health records (EHRs)6 and significant progress has been made to bring these data together for documentation purposes.4 Intensive care units (ICUs) have been migrating from paper-based to computerized charting systems for more than a decade.7


In the ICU, however, problems that face clinicians and nurses extend beyond the need for more efficient documentation. During rounds of critically ill patients each morning, a physician may be confronted with more than 200 variables,8,9 and some clinical information systems acquire and store physiologic variables and device parameters online at least every minute.10 People, however, are not able to judge the degree of relatedness between more than two variables.11 The ability to store high-dimensional data far exceeds the intellectual capacity to understand it unassisted12; this greatly contributes to conditions of constant “information overload” that can lead to preventable medical errors.11,13 A clinical informatics infrastructure in the NCCU that only supports documentation is simply not sufficient. Ideally NCCU staff should be able to use clinical decision support systems to help understand what a patient’s data is trying to tell them.14


Currently there is a paucity of clinical decision support systems in use in the ICU,12 but this is understandable because the data and infrastructure to support their development and use are generally not in place. When patient data is collected in digital form, it usually resides on isolated systems without a way to bring this data together in meaningful ways.4 The objective of this chapter is to provide a blueprint for work with hospital administration, information technology, biomedical engineering, industry vendors, and clinical staff to create an informatics infrastructure that provides decision support. Many hospitals already have data-collection systems in place for electronic documentation, laboratory results, and physician-order systems but need strategies to integrate these data with high-resolution bedside monitor data to support clinical decision support systems. First, clinicians need to be able to articulate a clear message as to why patient data must be stored at a high resolution and be accessible in real time to support clinical decision making.









The Justification: Why Clinical Data Is Needed


Data are a commodity that has many purposes but in health care enable hospitals to provide medical care and meet associated legal obligations. Patient data must be maintained securely over a long period of time and done so in a way that maintains patient privacy. Storing data digitally can be more efficient, help reduce medical errors, improve medical device management, and reduce health care costs.3,14,15 It is important for clinicians and nursing staff to voice how patient data can be used to improve patient care. In the absence of that, other more mundane administrative concerns usually take precedence. In the NCCU the clinical need for real-time access to patient data and clinical decision support systems falls into three categories. First, NCCU staff need tools to evaluate the effectiveness of treatment(s) meant to modify physiologic endpoints or improve clinical conditions such as cerebral vasospasm or sepsis. Second, patient data should provide understanding of the patient’s physiologic status (e.g., dysautonomia, cerebral autoregulation failure), and how such physiology impacts other metrics of brain health (see Chapter 40). Third, complex relationships within patient data should be automatically processed to enable better understanding of prognosis and earlier diagnosis of secondary events before clinical symptoms occur. This automatic processing of data further supports clinical decision making, and can enable computerized implementation of clinical protocols16 (see Chapter 45) or decision making on prognosis or outcome prediction if appropriate models are used.17,18









Clinical Computing Systems






The Blueprint


The goal is to create the informatics infrastructure necessary to enable health care providers to leverage data from database systems that contain physiologic, laboratory, pharmacy, and other clinical data for the continued development and implementation of better clinical support tools to provide patients the best care possible.3,4 There are many ways to accomplish these goals, but it is essential to work closely with the institution’s information technology (IT) department to devise the right solution for the ICU and institution because it is often difficult to tell what is needed before the project starts. Regardless of the specifics of the solution, each will contain the same basic elements: (1) collection and storage of different kinds of patient data to a database system; (2) creation of a data warehouse whereby patient data are integrated into a single database with copies of all databases to support real-time analytics; and (3) use of software to perform various methods of analysis that together create a clinical decision support system (Fig. 4.2). Chapters 40 and 45 describe some NCCU specific solutions that have been implemented.





[image: image]

Fig. 4.2 Theoretical data collection infrastructure for the neurocritical care unit.


A, Medical devices that monitor patient physiology can plug into the bedside patient monitor or be transmitted over the network using a serial-to-TCP/IP converter. B, A data server dedicated to collecting and storing physiologic data can receive data from the patient monitor mainframe or directly from a serial-to-TCP/IP converter that is installed on the server as a COM port. C, An IT-managed data warehouse receives all forms of patient data and makes it available for multiple purposes. D, Clinical decision support systems use the data warehouse to facilitate real-time clinical decision making in the intensive care unit. The data warehouse also supports retrospective analysis of a patient for quality assurance, clinical research, and other aspects of knowledge advancement. COM, Communication; EEG, electroencephalogram; EHR, electronic health record; IT, information technology; TCP/IP, transmission control protocol/Internet protocol.











Planning


Informatics is a rapidly changing in field, and therefore a department should not be locked in any one system at an infrastructure level. Data should be stored in an open nonproprietary format such as Structured Query Language (SQL) (Open Database Connectivity [ODBC] compliant) database that will allow any system to access the data. Many ICU directors strive to include an informatics infrastructure when building a new ICU. This is a great time to do this because there will be a capital budget, and essential items such as installing power and internet connectivity in patient rooms will be cheapest during the construction phase. An ICU construction project also will mean that health care providers will have the attention of hospital administrators and information technology personnel. It also is vital to create an operating budget to maintain the infrastructure over time and to upgrade equipment19 and to decide whether remote data viewing is important to put such a system in place. There are commercial products, such as Citrix MetaFrame, that securely enable this functionality and are gaining favor in ICU and emergency department (ED) settings.20 Decisions also should be made about whether to integrate the NCCU data with other ICUs, both in the same institution and other medical centers. Creation of such integrative databases may help facilitate syndrome surveillance, decision support, comparative effectiveness research, and outcome research.21,22 Data collection systems and the EHR, however, do not replace verbal communication for efficient interdisciplinary exchange of patient information in the NCCU but can be used to supplement this.23












Collecting Bedside Device Data






Overview


Current EHR systems generally are adequate to store clinical documentation and laboratory, pathology, and radiology information. However, most EHRs are not designed to capture and store high-frequency physiologic measurements obtained from patient monitoring equipment. In the NCCU, invasive and noninvasive monitoring techniques provide continuous measurement of physiologic parameters, and this high-frequency data can be vital to understand the course of critical illness and optimize treatment. Data documented in an EHR by the NCCU staff, typically on a hourly basis, are not sufficient to fully represent this physiologic data stream, and therefore it is desirable to establish a thoughtful strategy to collect and use data from bedside medical devices such as ventilators, patient monitors, infusion pumps, and other neurospecific monitors. Bedside medical device data are generally the most difficult data to obtain, whereas continuous electroencephalographic and associated patient video data create the greatest demands on network and storage capacity. The informatics infrastructure needed to collect and store continuous electroencephalographic data in the ICU environment is described in detail elsewhere.24









Collecting Bedside Patient Monitor Data Via a Network Portal


Many bedside medical devices are plugged into the standard patient monitor, which serves to display all the digital and waveform data on a single bedside display in real time. Most clinical information systems from patient monitor vendors store these data up to 72 hours for clinical review purposes before they are deleted forever. Some may transfer hourly values into an EHR for nurse verification. Networked patient monitors facilitate patient data display in areas other than the patient’s room, such as a central station or the nursing pod area, by allowing other systems to receive that data from a central server. Networked systems represent one potential strategy to collect all data on every bedside patient monitor from a single networked portal at a high temporal resolution.


Some medical device manufacturers, including Philips Healthcare (Andover, MA) and GE Healthcare (Chalfont St. Giles, UK), have developed their own proprietary solutions for automated data acquisition through this single portal. Customers rarely use these solutions because they tend to be expensive, do not provide adequate data frequency, and sometimes do not integrate easily with other clinical information systems. These systems do continue to improve, however, and it is sensible to investigate data collection and storage solutions from the institution’s patient monitor vendor. Third-party products such as DataCaptor (Capsule Technologie, Paris, France) are designed to convert the nonstandard output from bedside devices into HL7 format, which can then be sent to EHR systems such as Cerner Millennium (Cerner Corporation, Kansas City, MO) and Eclipsys Sunrise Clinical Manager (Eclipsys Corporation, Atlanta, GA). Open-source efforts to collect bedside device data for both research and clinical care purposes is described elsewhere.25,26 In the Columbia University Medical Center neurological ICU, Bedmaster XA (Excel Medical Electronics, Jupiter, FL) is used to collect all the bedside patient monitor data including parameter data at least every 5 seconds and all visible waveform data at a resolution of 240 Hz. This system works for both the General Electric and Philips patient monitors.









Collecting Data from Individual Bedside Patient Monitors or Devices


It may not always be possible to collect bedside device data through a network portal, and many medical devices do not plug into the patient monitor, or if a device does plug into the monitor, not all the data are transferred. Data then need to be collected from the individual medical device or sometimes even each individual patient monitor. Most bedside devices (including the patient monitor) are equipped with RS-232 (digital) and analog (waveform) data output ports for automatic data output capabilities. Specifications for data communication are generally available in the device’s technical manual or can be obtained from the device manufacturer.


Medical devices output data usually as a comma-delimited text string (e.g., 21, 15.6, 78.24, 12, 15) every few seconds. This text string must be converted into data that fill specific fields in a database, which requires knowledge about what each number in the text string represents and in what field in the database it should be stored. This translation is referred to as a device interface (a small bit of software that automatically converts data from the device into sensible data for a particular database). Provided it is known what data output is sent from the machine, what each number means, and where it goes in the database, actually writing a device interface is not complicated.


One limitation of RS-232 for bedside device communication is that there are many different ways to send data over the serial interface. Several different pin-out and connector styles exist, and there are multiple options for baud rate, parity, stop bits, handshaking, flow control, and signaling.27 For example, many bedside devices output the data string at a set time frequency without prompting, whereas with other devices, such as the patient bedside monitor, the software interface must send a coded request to receive data. Therefore the device interface must be written to accommodate the specifics of each device or patient monitor configuration. Some newer modes to output data from devices include Universal Serial Bus (USB), 802.3 (Ethernet), IEEE 11073, or even wireless (e.g., 802.11 b/g, Bluetooth) data communication capabilities. Because the life span for some medical devices is 10 to 15 years, it is unlikely that RS-232 ports will disappear in the near future.


At Columbia University it was decided to use Bedmaster XA to collect bedside data in the NCCU, because the company also wrote device interfaces for devices that did not connect to the bedside monitor, or did so incompletely. For example, it is possible to collect all 22 parameters outputted from the Arctic Sun cooling device (Medivance, Louisville, CO). This allows caregivers to automatically track the device’s water temperature, which decreases when the machine works harder to maintain body temperature (i.e., fever spike), and other parameters such as ICP and PbtO2. There also is a device interface for the Camino ICP monitor (Integra Neuroscience, Paramus, NJ), even though this monitor can plug into the patient bedside monitor. Many brain injury patients may have an external ventricular drain and a parenchymal ICP monitor. It is important to distinguish each ICP from the other. However, there are limited methods to maintain the same data label for each device regardless of where it was plugged in on the patient monitor. Instead the Camino is now to both the patient monitor and the secondary system, where plugged in the data label can be controlled. It is important to understand how the patient monitor handles different device scenarios when considering how to collect patient data.









Standards in Bedside Device Collection


Technical standards developed for medical device communication are available. These standards are supposed to simplify the problem of getting device data into multiple data systems, but often are not adopted by device manufacturers. Efforts to establish a medical device connectivity standard began in the 1980s with the Medical Information Bus (MIB). The MIB was developed by representatives from medical device manufacturers, health care institutions, and academic departments who advocated “plug-and-play” data sharing among bedside devices irrespective of device vendor.28,29 In 1996 the MIB specification was approved by the Institute of Electrical and Electronic Engineers (IEEE) Standards Board under the name “IEEE 1073 Standard for Medical Device Communications.”30-32 The IEEE 1073 standard continued to evolve, and in 2004 the International Organization for Standardization (ISO) formally ratified IEEE 1073 as “ISO 11073 Point-of-Care Medical Device Communication Standard. Despite this, the ISO/IEEE 11073 standard still is not widely used by the medical device industry. Consequently, most hospitals have limited or no integration of bedside device data with their EHR systems and other clinical information systems.


Regulatory concerns present another barrier to medical device connectivity at least in the United States. The U.S. Food and Drug Administration (FDA) requires a manufacturer of a data collection device to test the connections to each device from which it receives data rather than just test to ensure proper implementation of a standard (such as ISO/IEEE 11073). This presents an unnecessary burden on the manufacturer, similar to a computer manufacturer’s having to test the connection to every printer rather than just test to the USB standard. The FDA realizes the benefits of medical device connectivity and the regulatory issues are being addressed as part of the mission of the Medical Device Plug and Play (MDPnP) program.33









Transferring Data Over the Network


The simplest configuration to transfer data from a medical device to a computer is to plug a RS-232 cable purchased from the local computer store into the RS-232 output of the medical device and then plug the other end into the nine-pin communication (COM) port of a regular personal computer. A serial-to-TCP/IP converter enables one to send data from multiple bedside devices over the hospital or local network to a server located in another room or building. Placed in the patient’s room and “installed” on the server, it creates multiple COM ports that allow many devices to plug into it and transfer its data over the network using standard TCP/IP protocols. These converters are available in many configurations including virtual and wireless.


Special care is needed when wireless communication is used to acquire data from bedside medical devices. First, if mobile monitoring solutions rely on battery power, power consumption issues must be considered. Second, wireless communication devices are a cause of radio frequency (RF) electromagnetic interference (EMI) that may cause undesirable effects to medical equipment. It is recommended that testing be performed for EMI between mobile wireless communication and medical devices.34 Finally, with many devices and multiple wireless technologies competing to use the same frequency spectrum to transmit, crowding can occur that may decrease throughput and affect the reliability of data exchange. Device manufacturers that use RF communication should provide an analysis of data communication requirements, including estimated bandwidth utilization at periods of peak and normal usage.


Data overload is one of the greatest informatics challenges in the NCCU for both medical informaticians and intensive care clinicians.35-39 For example, at Columbia University NCCU bedside monitors store approximately 200 megabytes (MB) per day per bed, whereas continuous electroencephalograms (EEGs) can generate approximately 1 gigabyte (GB) per day for EEG alone, and 20 GB per day when there is video recording. When multiple systems in multiple patient rooms record simultaneously, network performance can slow down or data loss is possible. Modern Ethernet networks that use 1 GB per second or greater connections between switches and routers should be used throughout the network to help avoid this problem. It also is important to check for potential bottleneck areas where older systems that use 10 or 100 MB per second connections may exist (e.g., when networks span new and old buildings).24









Linking Patients to Their Data


Medical device connectivity is complex, and this extends beyond simply the physical connectors and communication protocols. Perhaps more important is to establish patient context and ensure that device(s) data are reliably associated with the correct patient. A wired infrastructure simplifies patient association because each device can be connected unambiguously to a particular location (i.e., room or bed number). Use of existing electronic admission/discharge/transfer (ADT) systems to map a specific patient to a location can link device data to a patient. However, mobile devices (e.g., infusion pumps) and wireless data communication introduce additional challenges for patient identification. Some devices allow a patient’s medical record number to be entered into the device interface, or provide bar code scanning capabilities to accomplish the same task.


It is essential to consider how data will be linked to a patient before device purchase. There may be an advantage to automatic data documentation directly to an electronic medical record (EMR) from devices such as ventilators and infusion pumps; several studies show this is more accurate and saves nursing time.33,40,41 In some ICUs ventilators are always connected to the bedside monitor and their data automatically transmitted to an EMR for verification. Infusion pumps should have the capability to send streaming data, but not all are able to do this; some that do, send anonymous drug and dose data to a server to help biomedical departments with asset management and device maintenance. Transmission of anonymous data bypasses the Health Insurance Portability and Accountability Act (HIPAA) and privacy concerns. This alleviates potential headaches for biomedical engineering and informatics departments; however, this does not help clinicians manage patients. These various issues need to be addressed before making purchase decisions. No matter the mechanism used to link device data to patients, local testing and periodic validation should be performed to ensure accuracy.









Time Synchronization


It is critical to synchronize data together from multiple devices for accurate bedside device data collection. Each device may maintain its own internal clock, and additional clocks may exist for the data acquisition system and the hospital clinical information system. When data that are used for time-sensitive analyses (e.g., when does an infused medication affects vital signs, when do alarms trigger, and what is the duration?) are recorded, it is important to know exactly the order and delay between events. The Network Time Protocol (NTP) is the most commonly used Internet time protocol and can be used if utilities for time synchronization are otherwise unavailable.









Other Data Collection Considerations


It is important to anticipate how the data may be used to prepare an effective strategy for physiologic data acquisition in the NCCU. Is the purpose of data collection to facilitate clinical care, research, or both? If the data are to be used to provide patient care and there is an existing EHR system in use, it is important to decide whether bedside device data will be automatically transferred to the EHR, and if so, how this will be accomplished. Undoubtedly there will be workflow changes for care providers associated with automatic data collection (e.g., documentation and data review processes). To help anticipate some of the sociotechnical challenges that may arise, both technologic and associated with personnel or workflow, the following questions should be addressed:




[image: image] How often will data be transferred to the existing EHR system?


[image: image] Will manual verification be required before the data are included in the patient’s record?


[image: image] For each data element that is currently documented in the patient’s record, does that element exist in the bedside device’s output stream?


[image: image] Will filters be applied to the data to reduce artifact (i.e., “noise” in the signal) or select representative measurements?


[image: image] Will the same type of measurement be obtained simultaneously from separate devices (e.g., respiratory rate collected from a patient monitor and a mechanical ventilator)? How will these measurements be dealt with?


[image: image] How will downtime procedures be created and enforced (for the EHR system as well as the data collection system)?





Some clinical information systems may not be capable of handling second-by-second or even minute-by-minute recording of physiologic variables. If data are to be stored in a secondary or research database instead of or in addition to an EHR system, several other questions should be considered:




[image: image] How will data be stored (e.g., flat files, relational database, XML database)?


[image: image] How will data backups be performed?


[image: image] How frequently can or should data be acquired and stored (e.g., 500 Hz, 1 sec, 5 sec, 1 min, 15 min, 1 hr)?















Data Warehouse Configurations


In this chapter the focus has been on how to get high-frequency data (i.e., parameter data every 5 seconds) from the patient monitor and other bedside medical devices to a “server.” Servers are simply a class of computers with large computational and storage capacities that manage, store, and retrieve data for other computers or devices.19 A data warehouse is a collection of decision support technologies to enable better and faster decisions42 that is composed of multiple servers and networked data storage to support clinical decision making and research.3,43


A data warehouse is where laboratory, imaging, intervention, physiologic, and all other patient databases reside. Traditional data warehouses are set up to bring several different kinds of data (e.g., laboratory and physiologic) together into a unified database to be used by clinical support software tools. Software programs translate data output from the device into an intelligent form to allow the data to be added into a database at medical device interfaces. Similarly to transfer data from one database to another database also requires a software interface. Database interfaces rely on standards such as HL7 to streamline the process. An interface engine is software that manages all the standardized “messages” being sent back and forth between databases.44 An alternative and more flexible strategy is to create a real-time replica of each database paired with software that supports real-time and ad hoc queries from decision support software.43 The exact strategy to be used in the NCCU will require discussion with the institutional IT department and vendors.


There are several important considerations to link databases. First, performance bottlenecks are not specific to the network and can occur at the server level. There needs to be adequate storage capacity for primary data collection of patient monitors and medical devices, a backup of these data in case of hardware failure, and replicas or integrated databases that will support clinical support applications to prevent bottlenecks. Second, the file server and associated disk systems need to be sufficiently robust to avoid performance slowdowns during data collection, data review, and other maintenance functions. Third, file servers used in critical care should be capable of operating without interruption, despite common, predictable component failures. Strategies such as redundant power supplies and redundant arrays of independent disks (RAIDs) rather than storing data on single hard drives may prevent this. Though there are many variations of a RAID drive, in its basic form data are divided and written across multiple devices simultaneously and redundantly. This can increase performance and provide fault tolerance.19,24









Clinical Decision Support


Research still is needed to determine what data should be collected at the bedside, and how information is best summarized and presented to health care providers in the NCCU. Innovative graphic displays show particular promise but have yet to be adopted on a large scale.37,45-49 Display of physiologic trends also is important in critical care, perhaps more so than simple numeric displays or threshold alarms. Adoption of automatic data acquisition from bedside devices will finally enable the research and patient care environment that Peters and Stacy anticipated almost a half-century ago:





“The ability to combine analogue and digital computation … moves the field of analysis of physiologic data to that point where mathematical postulates can be set up and tested in the real situation. The enhancement of this skill and propensity will permit us to take physiology out of the data-collecting-for-data’s-sake stage to the more imaginative methods now employed in physical sciences. This step will mean as much to the advancement of knowledge in physiology as it has meant in the physical sciences.”50





Chapters 40 and 45 address these issues in further detail. However, how the data will be used needs to be considered to collect it in a manner that enables proper use. Currently there is little regulatory guidance on clinical decision support systems despite reports that have surfaced about their potential for harm.51 Two independent organizations are addressing this52,53 and will hopefully provide some certification guidelines. Thus the regulatory issues ahead are certain to become more stringent, but the actual outcome remains unpredictable.









Conclusion


To create the infrastructure necessary for a successful neuromonitoring and clinical informatics program in the NCCU is feasible, and there are enough commercial resources available to help with this process. The key to success is to recognize that there are actually four problems to consider when the infrastructure is developed: data collection, data visualization, data analysis, and decision support. The first and most important step is data collection, because without the data nothing else is possible. It is critical to clearly articulate to hospital administrators and information technologists what data the NCCU needs, how it will be used, and what positive impact it should have on patient care, for example, better outcomes or reduced length of stay. Each hospital constituent group has different needs for the same data, and unless the NCCU needs are understood, the required data may turn out to be unavailable or inaccessible. Therefore NCCU staff should work with the information technology group to make sure that network and storage concerns are addressed up front and that there is an equipment maintenance plan. The data should be stored in a manner such that it can be automatically exported in a standard format to any number of viewing or analysis systems. In addition, communication between different health care providers (e.g., nurses, pharmacists, physicians) is necessary to ensure a synchronized and efficient system.54 These steps will ensure that the infrastructure will withstand the test of time and subsequently enable leverage of whatever technologies emerge in the years to come.
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Chapter 5 Nursing and Education
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Introduction


Nurses and physicians come from two distinctly different programs. In the neurocritical care unit (NCCU) they work side by side but may not have been provided with the opportunity to understand each other’s roles. The purpose of this chapter is to provide a common ground of understanding for nurses and physicians to help improve multimodal monitoring systems by exploring the role of nursing in patient monitoring and how nursing education influences that role.









Historical Perspective of Nursing and Monitoring


Almost a century ago George Santayana1 wrote, “Those who cannot remember the past are condemned to repeat it.” The history of nursing parallels the development of patient monitoring and equally affords an insight to predict some of the future directions in patient monitoring. Today nurses view the terms multitasking and multimodal monitoring not as new terms, but as evolving paradigms.2 In this chapter the historical influence of medicine on the current role of the nurse serves as a mechanism to understand how nursing can optimally contribute to emerging trends in neurologic monitoring.






Ancient Past


In ancient times nursing and medicine were intertwined, and there were healers who brewed medicinal teas and tended to injuries with a combination of mysticism, herbalism, and remedies handed down through oral history.3 After each cup of “medicine” and after each broken bone was set, the healers monitored their patients and observed their successes and failures that they shared with other healers. When human societies settled down and towns were established, medical care was regimented and evolved into a discipline.


As the base of medical knowledge expanded, humankind began to document the effect of various treatments. Oral history or direct observation no longer could adequately transfer medical knowledge that now was shared across time and distance in written form. Although physical evidence exists to support splinting of bones, herbal remedies, and even trepanation, much of known early medical history is attributed to Egyptian papyrus writings.3 Several key writings provide clues to the role of nursing in emerging societies. Except for midwifery, nursing was predominantly a male profession. Wreszinski4 translated the Ebbers papyrus such that future English versions report “wet nurse” as the figure who provides milk to a child. Historians find no female versions of a nurse’s role as an attendant or assistant to the physician. The nosocomii were men who were educated by physicians and taught how to run a hospital; the role of the nosocomii (from which we derive nosocomial) is not fully described but is thought to be the first ancestor of modern nursing.


More modern times provide a few clues to the emerging role of nursing. The physician’s role evolved over time and was symbolized through Asclepius, the god of medicine and healing. The rod of Asclepius often is shown with a coiled snake. Of the five daughters of Asclepius, it is Hygeia, goddess of health, from whom many believe the modern nurse descends (Fig. 5.1). Drawings and sculptures of Hygeia often depict her holding a snake, cup, or both. Further symbolism of the rod of Asclepius is the caduceus. This symbol, which has come to represent medicine, shows twin snakes (or a two-headed snake) coiled about the rod of Asclepius. The caduceus was adopted in the early 1900s to represent medicine and often is confused with the twin snakes and winged staff of Hermes (a symbol of commerce). Controversy exists whether the snake represents the twin battles of life and death, or more directly the practice of removing worms from open wounds by winding them about a small staff.





[image: image]

Fig. 5.1 Asclepius and Hygeia.











Immediate Past


During the middle ages the role of God in health care expanded and in times of plague, men and women devoted to God began to house and care for the sick. Most historical scholars believe that the nun’s habit of the 15th and 16th centuries is the forerunner to the nurses’ cap of the mid-20th century. Nursing care was a separated workforce, both by sex and time. Male nurses associated with religious brotherhoods and female nurses associated with sisterhoods often were separated by distances that were not easily crossed.5


The end of the Middle Ages marked the onset of modern history and a further evolution in the healing arts. In particular global commerce, increasing life span, growing population centers, and war created new opportunities and challenges for the medical team. During this time it was realized that a physician alone could not attend to the sick and wounded. Instead, nurses around the world took on this role. Florence Nightingale provides one of the earliest and most resilient personifications of the nursing profession and the role of nursing care in patient outcome. She had been educated in mathematics and through careful observation was able to demonstrate a significant change in outcomes by modifying the postoperative care and environment of soldiers during the Crimean War. By war’s end she had penned texts on care and conduct in both military and civilian hospitals and helped to establish a center for nursing training. After the war she wrote Notes on Nursing, which provided details on how nurses should care for and monitor patients in their wards.6 In this book her words provide a glimpse of the future:





“What you want are facts, not opinion—for what can have any opinion of any value as to whether the patient is better or worse, excepting the constant medical attendant, or the really observing nurse?” F. Nightingale (1860)





This insight forecasts two needs in the establishment of fact and a foundation of monitoring in neurocritical care. First, the phrase “constant medical attendant” implies a need to obtain data without gaps across time. Second is the use of the word “observing” as a method to obtain facts about the patient rather than provide opinions.









Recent History


In the last century nursing and medicine have witnessed an astounding evolution in the ability to acquire and store data. Although nothing has replaced the utility of direct observation, new tools have been developed to enhance observational skills and provide for continuous assessment. Feeling for the threadiness of a pulse was replaced with blood pressure auscultation, then noninvasive blood pressure cuffs and subsequently with continuous intra-arterial blood pressure monitoring and now an effort to use noninvasive blood flow monitoring.


Just as the tools to find facts have evolved, so have the methods to communicate and record these facts. Oral histories and verbal reports of facts were replaced with short notes. Notes become cumbersome and were placed in charts, which became disorganized and were replaced with tab-separated sections. Physicians wrote orders for nurses to follow (being careful to press down hard enough to ensure that their notes filtered through multiple layers of carbon-copy paper. Electronic medical records (EMRs) now dominate the field and provide the opportunity to think of data acquisition beyond traditional boundaries.


Changes in how we observe and record data have paralleled the changes in who records and observes data. After the U.S. Civil War, nursing became a primarily female occupation. The “Angels of the Battlefield” became famous leaders. Dorothea Dix became the first female superintendent of the Union Army, Mary Todd Lincoln advocated for nursing before and after her husband’s assassination, and Clara Barton became the founder of the American Red Cross. With each new war the face of nursing changed again. By the end of World War II, nearly 60,000 women joined the military nurse corps. With the advantage of rapid transport, medical evacuation, and mobile army surgical hospital (MASH) technology, men became trained as corpsmen in subsequent wars. Many of those corpsmen turned to nursing as a postwar profession.7


Education of nurses has evolved quickly to meet the growing demand for what Nightingale predicted: “a really observing nurse.” In 1873 Linda Richards became the first nurse to graduate as a Nurse with a Diploma in the United States. Thirty years later, North Carolina became the first state to require nursing licensure. By 1956 Columbia University became the first school to award a master’s degree in nursing, and in 1965, the University of Colorado established the first nurse practitioner position. Although nurse educators and nurse scientists began entering academia with doctoral degrees in affiliated areas (e.g., biology, education, psychology), the first PhD programs specifically in nursing were established in 1954.7


Currently nurses have a wide range of programs and career paths that include certification and specialization that range from the licensed practical nurse (LPN) to the doctorally prepared nurse. Table 5.1 provides a list of titles and descriptions for professional nurses with advanced education to give a general understanding of the primary role designated to each discipline.




Table 5.1 A Short Description of Common Nursing Titles


[image: image]

* There are a variety of subspecialties (i.e., family practice, acute care).


† Course requirements vary by state and university. The core requirements are provided here only as a sample of general requirements.


‡ May have prescriptive authority.


§ Full-time student.















Nursing Theory—Practice and Process


The discipline of nursing is a unique blend of art and science that evolved over many years even before nursing education became compulsory.8,9 The various views on epistemology in nursing are summarized by Walker and Avant.10 Empirical knowing is guided by practice and observation. In the empirical realm, knowledge is created from an extension of the senses; it arises from experiment.11 The need for nursing knowledge as a separate discipline was a major catalyst in the evolutionary process of nursing.12 As nurses became educated they contributed to the fundamental knowledge base of nursing; nursing theory emerged as the driving force to test and explain nursing practice.13


The advantages to this approach are well described.14,15 Nursing science provides the best evidence for nursing care of patients.16 Caring, although not solely in the domain of nursing, requires a theoretical basis, just as curing, not solely in the domain of medicine, requires a theoretical basis.17,18 Theory provides a foundation of knowledge about a problem or situation; what is known, what are the components, mediators, moderators, and co-variables. Importantly, theory provides the platform from which new hypotheses may be generated and tested. Nursing knowledge is not limited to academic research or rigid theories. Theories that are not supported by scientific testing give way to those that hold up to such scrutiny.


Nurses at all levels are responsible for generating and testing theories, and for participating in research. Most recently, the push for evidence-based practice (EBP) has emerged as a dominant paradigm in nursing care. Understanding the role of nursing theory in nursing education and bedside care provides insight for members of other disciplines that interact with nurses. One of the most widely explored theories in critical care setting is Benner’s Novice to Expert Theory.19









The Novice to Expert Theory


Benner’s Novice to Expert theory of nursing care is often cited in the critical care setting19 and describes five stages of professional development: (1) novice, (2) advanced beginner, (3) competent, (4) proficient, and (5) expert. At first appearance the NCCU is a chaotic environment filled with sights, sounds, and even smells that rarely are encountered in daily life. In the midst of this chaos, nurses are focused on the task of patient care. When nurses first come to the intensive care unit (ICU) they enter at the novice level.19 When novices, nurses often may be unsuccessful in recognizing and interpreting key data. The focus is on task completion, and novices are governed by rules (medical orders) such as “record B/P q1h, notify medical doctor if SBP<180 mm Hg.” The novice has yet to gain the experience required to understand how the context of one situation varies from another situation.


Through a carefully orchestrated orientation most novices are prepared to move to the stage of advanced beginner within 1 year.19 Advanced beginners have developed the ability to quickly and accurately interpret much of the data, most of the time. The competent nurse is one who has been working in the ICU for 3 to 5 years and has begun to link incoming data to long-term outcomes. This stage is embodied by the nurse who consciously plans a strategy to provide care but may lack the skills of more advanced professionals to quickly respond to change.


The nurse who can understand the holism of patient care and quickly recognize how to acquire and interpret needed data is considered proficient. Proficiency is not garnered by the number of years a nurse has worked or by his or her level of education. Proficiency is demonstrated in actions that move the patient forward along a continuum of care. The proficient nurse relies on years of experience to provide care guided by maxims with subtle nuances for patient-specific situations.


Critical thinking skills have been directly linked to nurses advancing from novice to expert.19,20 At the expert level nurses have accomplished performance aspects that have allowed them to progress to higher levels of professionalism. The expert nurse is one who has become an active participant in the care of ICU patients, relies on experience as a foundation for action, and is able to recognize the entirety of the situation.19 To accomplish these performance aspects, the nurse must possess critical thinking skills and have acquired new schema.21 The progress from novice nurse to expert nurse typically occurs over many years. As nurses gain experience they develop enhanced critical thinking skills, which leads to the development of new schema and they become more adept at recognizing and interpreting information.18,19


A clinical example provides additional meaning to these five stages. It is 2 PM and the nurse prepares to turn her patient in bed. The novice states, “It is 2 PM; we turn patients at 2 PM,” but does not recognize the implications of the patient’s heart rate. The advanced beginner recognizes the patient’s heart rate as she turns the patient, and then (having seen results in the past) administers analgesia. The competent nurse notes the heart rate before she turns her patient; she plans to administer analgesia and wait for a more normal heart rate before turning the patient. The proficient nurse accepts the holism of the situation noting that the patient was recently given a diuretic; she acquires additional data (blood pressure, oxygen saturation) and follows the maxim that “fluid is the answer” before seeking a new medical order. Finally, the expert nurse is one who can step out of maxims, rules, and guidelines. Intuitively, the expert talks soothingly to the patient, touching gently, planning her approach to turn the patient with assistance only after allowing family to visit and turning down the radio that inadvertently had been left playing.









Care Models


Nursing theory leads to the development of care models. An information-inclusive model of nursing knowledge is preferred to a model in which knowledge is limited by its point of origin. Jacobs-Kramer and Chinn22 modify Carper’s23 model of nursing knowledge only to the extent of suggesting that the model become an active template to synthesize groups of knowledge from multiple disciplines. Nursing models that embrace both empirical and nonempirical approaches to grow and develop the knowledge base provide the greatest potential to advance the contributions of nursing toward improving patient outcomes. The American Association of Critical-Care Nurses (AACN) embraces the synergy model for care of critically ill patients.24 Additionally, many hospitals and universities have adopted various evidence-based nursing practice (EBNP) models.25






Evidence-Based Practice


A sharp distinction exists between EBP and practice supported by evidence. As the term implies, EBP is that which is rooted in research.26 The implementation of EBP requires that the practitioner begin with a question and then evaluate all the available evidence that surrounds the clinical question; practice is thus driven from the results of this process.27 Practice supported by evidence is a significantly less rigorous process in which the practitioner has a practice pattern or paradigm and then seeks evidence to support that paradigm.27 Many health care systems have adopted the principles of EBP and created more individualized models. The Iowa model is one such example that has been successfully adopted by different health care systems.28,29









Synergy Model


The synergy model focuses on the needs of the patients but describes a dyadic relationship between nurses’ competencies and patients’ characteristics.30 The model identifies eight patient characteristics and eight dimensions of nursing practice. Levels for the characteristics and dimensions are described in detail elsewhere.31 The nursing competencies are clinical judgment, advocacy and moral agency, caring practices, collaboration, systems thinking, response to diversity, facilitator of learning, and clinical inquiry. The patient characteristics are resiliency, vulnerability, stability, complexity, resource availability, participation in care, participation in decision making, and predictability.31 The health care environment is a vital element in the synergy model and can either promote or hinder outcomes. For optimal synergy the environment needs to be one in which the nurse-patient dyad is supported.


In the neurocritical care setting, nursing provides an optimum contribution only through thoughtful collaborations. Nursing is a vital component of any care delivery model, and it is primarily tasked with bedside decision making within the context of primarily physician-derived parameters.32 Nurses benefit from an understanding of the history of the medical model, and physicians benefit from an understanding of the history and development of nursing theory and care delivery models.












Monitoring Tools


A wide variety of monitoring tools exist and are discussed throughout this textbook. Because the purpose of this chapter is to provide information about the role of the nurse in multimodal monitoring, noninvasive and invasive monitoring is only briefly discussed. More complete explanation of the many modes of monitoring, their benefits and limitations, are provided in other chapters.


Basic nursing education provides information about the use and interpretation of only a few of the monitoring tools used in critical care. For critical care nurses, the term monitor is often used interchangeably in both the verb and noun forms. Hence, a nurse may monitor the patient with a monitor! Most nurses adhere to hospital-specific or unit-specific protocols and policies. Within the United States these protocols are developed based on each state’s board of nursing scope of practice. Although most of the differences noted are small and seemingly insignificant, when nurses change position or relocate to a new NCCU, there is a need to review all of the policies and procedures for that new position. Likewise, the physician who relocates will benefit from understanding the nuances associated with monitoring in any given unit.






Noninvasive Monitoring


There are many types of monitors described throughout this book. Noninvasive monitors in general are those that do not require that you break the skin or invade the body to obtain data. Most nursing units allow that nurses with a registered nurse (RN) degree or higher (see Table 5.1) may place noninvasive monitors without a physician’s order.


The most basic and primary mode of noninvasive monitoring has been and will remain the physical examination. Tools have been developed to assist with this examination (e.g., Glasgow Coma Scale, National Institutes of Health [NIH] stroke score, etc.) with varying degrees of success. In the NCCU such tools are commonplace. Incumbent on the cadre of seasoned nurses and physicians is the responsibility to explore and understand the interrater reliability of each tool both across populations and within their individual units.


During their primary training most nurses receive only a few days of clinical experience in an ICU setting. Although most RNs likely will have been exposed to telemetry monitors, noninvasive blood pressure monitors, and pulse oximetry, it is very likely that an RN will graduate without ever being inside an NCCU. Most hospitals provide a significant orientation period during which an RN becomes familiar with the care paradigms and equipment in their new unit. The RN who initiates and maintains noninvasive neuromonitoring most likely will be exposed to that particular monitor for the first time during his or her unit-based orientation.









Invasive Monitoring


Beginning with the moment a decision is made to initiate invasive monitoring, the nurse and physician should collaborate to provide optimum success. The major portion of invasive monitoring falls within the category of physician-directed, nurse-driven care. Invasive monitoring takes many forms in the NCCU. Perhaps the most common example is intra-arterial blood pressure monitoring. In this example the nurse and physician must work together to initiate monitoring. Although most state boards of nursing permit RNs to insert intra-arterial catheters, it is most common that either an advanced practice nurse (APN) or physician perform this activity. While the physician or APN inserts the catheter, the RN must prepare the pressure line and tubing (Fig. 5.2) Often the nurse becomes the eyes and ears for the medical team during bedside procedures to monitor the patient and provide updates on the patient’s vital signs (Fig. 5.3).





[image: image]

Fig. 5.2 Nurse monitoring vital signs while the physician performs a procedure.
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Fig. 5.3 The nurse may become the eyes and ears for the medical team during a bedside procedure.




A single monitoring device may be used for multimodal monitoring. For example, an intra-arterial pressure line will provide a blood pressure reading, access to obtain blood to sample biomarkers and blood gases, and the ability to provide additional blood flow measurements such as cardiac output and stroke volume. However, with a single monitor actions or parameters can be mutually exclusive. For example, if an RN is directed to drain cerebrospinal fluid from an intraventricular catheter, the ability to monitor intracranial pressure (ICP) temporarily ceases. When this is the case, nurses often are tasked to coordinate the timing during each component of monitoring to calibrate monitors to maintain accuracy, record data from monitors, interpret the meaning of the data, and if necessary take action on those findings.32


Nurses employed as RNs do not have prescriptive authority, and it may be the case that the most appropriate course of action is to inform the physician or APN of their findings. When this is the case, the RN must decide if and when to leave the bedside, a course of action that may leave the patient unattended and unmonitored. Systems designed to reduce the period of time when patients are unattended are highly desirable; delegating to technology is one such system.33 The simplest example of this is setting alarm parameters. More complex methods are being developed and are discussed later in this text (see Chapters 4, 40, 43, 45, 48). These technologic developments and the ability to delegate the role of data acquisition to computers represent an evolution in the practice paradigm.34-36 Thus technology has allowed ICU nurses the ability to acquire more data points and to acquire data from more sources, but data are only useful if they are interpreted (correctly).












Nursing and Monitoring


In the NCCU, nurses monitor the monitors. Sandelowski11 writes of the link between nursing and technology that “as the primary machine tenders in health care, nurses often acquire an understanding of how to apply, operate, and interpret the products of devices that becomes an integral part of the tacit know-how of clinical practice.” In this statement she identifies several vital components: (1) that the nurses are indeed the primary machine tenders, (2) that there is a knowledge basis required for nursing care, and (3) that nurses have acquired a unique ability to interpret meaning from monitors.


Nurses can, and have, walked into a patient’s room and quickly gathered data on heart rate, systolic and diastolic blood pressure, oxygen saturation, intracranial and cerebral perfusion pressure, ventilatory status, and temperature all while noting an increase in the patient’s level of agitation, darker than normal urine, low volume of intravenous (IV) fluid remaining in the primary infusion, soft rattle with each respiratory cycle, and the conspicuously close proximity of the patient’s hand to his or her endotracheal tube. Nurses have indeed developed a unique skill set for multimodal monitoring. Nowhere is this more evident than in the NCCU. Just as there are significant accomplishments of nursing, it should be noted that since nurses are neither trained in, nor licensed as, diagnosticians, they are obligated to communicate their findings.37


Nurses have the luxury and obligation to make continual observations but have the tools to report only interval observations. When taking care of critically ill neuroscience patients, the nurse often spends long periods of time in one room with one patient. The nurse therefore may observe continual changes in a patient’s vital signs or neurologic status. However, current documentation systems allow for the recording of only finite amounts of data at discrete intervals. Because the continual observations are reported at intervals, there is a risk of ghosting or aliasing. Ghosting is the emergence of false frequencies and is related to sampling rate.38 In an example showing 1 hour of data (Fig. 5.4) the graph at top is based on HR and ICP sampled at 1-minute intervals and indicates that the patient’s heart rate steadily decreases with periods of wide fluctuation that appear to correspond to an increasing ICP. Yet in this same example, the HR and ICP were sampled and documented in the patient record at 15-minute intervals and indicate an increasing HR and stable ICP.
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Fig. 5.4 Trends.


The figure shows 1 hour of data. The graph (top) indicates trends noted from heart rate (HR) and intracranial pressure (ICP) sampled once per minute. The electronic medical record (EMR) data (bottom) indicate values that were sampled and documented at 15-minute intervals.




The purpose of the medical record (electronic or paper) is to provide an avenue of communication among health care providers39—literally, to tell the patient’s story. Each event in the patient’s time in the ICU has meaning. “The primary role of documentation should be to clearly describe and communicate what is going on with the patient.”39 Only by capturing and recording data from the many monitors can nurses provide physicians with the information they need. The duality of this obligation is noteworthy. Just as nurses are obligated to collect and present a comprehensive and complete dataset, physicians are obligated to ensure that they in turn evaluate each data element and if not, should not order that data to be collected.









Monitoring During Transport


The mantra of the nurse who monitors a patient during intrahospital transport is: “Plan for the worst—hope for the best—be ready for anything.” Intrahospital transport, defined as any time when a patient is moved from the primary area of care to another location within the same facility, requires that the patient receive the same level of care throughout the intrahospital transport as would have been received had he or she remained in the primary care area.40,41 The medical record should indicate that the patient was monitored throughout the transport and indicate the patient’s response during each phase of transport. With most current systems of data acquisition, a loss of some patient data is inevitable, and in particular this often may occur during patient transport.


The very nature of critical care drives the need for additional investigational and treatment options that exist only beyond the confines of the patient’s room. Nearly half of all patients admitted to critical care experience at least one intrahospital transport, and this most often occurs early during the critical care stay.42 It is well established that any decision to transport a patient must be made by balancing the potential risks and benefits (Box 5.1).41,43





Box 5.1 


Considerations During Intrahospital Transport







[image: image] Pretransport communication



[image: image] Is this transport necessary?



[image: image] Is the receiving area ready?
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[image: image] Do the transport personnel have coverage for other patients they may be caring for in the unit?


[image: image] Monitoring equipment



[image: image] The patient should receive the same minimum standard of care during transport as was prescribed in the critical care unit.
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[image: image] How long will the patient and nurse be involved in the intrahospital transport?



[image: image] What physical barriers exist between the critical care unit and the transport destination?


[image: image] Is the destination on a different floor?
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[image: image] Does the patient need to pass through high-access areas?
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[image: image] Must be able to competently deliver the standard of care
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For each episode of intrahospital transport there are three phases during which the patient is exposed to different risk factors. Phase I begins with the decision that transport will occur and ends when the patient reaches the intrahospital destination. Phase II is a maintenance phase that begins when the patient arrives at a new destination and persists throughout the patient’s stay at the new location. Phase III encompasses that period of time during which the patient is transported back to the ICU and concludes only when the patient is stable or has returned to pretransport status.44 Specialization and education along with highly prepared staff are associated with lower rates of adverse events during intrahospital transport.45






Phase I—From ICU to Destination


During phase I of the transport, most commonly it is the staff nurse or a combination of staff nurse and respiratory therapist who monitor the patient.45 The physician must clearly balance the need to travel against the risk of problems during travel. Having made the decision that intrahospital transport is indicated, there is a joint responsibility to determine monitoring needs. The frequency of intrahospital transport may be a factor in the purchase of new monitoring devices. Battery life, portability, data storage and transfer, and even the weight of a monitor will factor into the decision of which monitors are used during transport.


Loss of data during phase I of the transport may be associated with a combination of variables. Data may be lost if the signal quality is such that the data are uninterpretable; such is the case with artifact because patient movement is a common cause of artifact.46 Transport inevitably creates a variety of movement. Excessive artifact may result in data not being displayed or in displayed data that do not reflect the true patient condition. Few studies have explored data loss during physical transport.40,41









Phase II—Maintenance at the Intrahospital Destination


The degree of multimodal monitoring that takes place during phase II of intrahospital transport often is determined by temporal parameters. Expert level and experienced nursing staff know to expect that a noncontrasted head computed tomography (CT) scan typically is performed in only a few minutes. The decision to re-level transducers, reconnect monitors, or troubleshoot artifact is balanced against the risk of keeping the patient flat for a prolonged period of time.47 Several studies have begun to explore solutions to this conundrum.40,42,43 One such example is the development of a scoring system to grade the level of acuity and risk associated with the event.45 Higher-acuity patients require additional monitoring, resources, and staffing. Alternatively portable CT scanners in the ICU can help reduce the need for some intrahospital transport.









Phase III—Returning to the ICU


Phase III begins when the patient is transported back to the point of origin (the NCCU). The goals and concerns during this portion of phase III are the same as those during phase I. On return to the NCCU the staff must simultaneously tend the monitoring systems while assessing the patient. The nurse should perform a comprehensive patient assessment that includes ensuring that all access lines, drains, and life-support devices are secure, intact, and properly functioning. In addition, the nurse should evaluate the effects of any medications or interventions performed during the intrahospital transport and should report any patient condition changes.


The nurse must ensure that all monitoring devices function properly. Devices that were taken with the patient during transport may need to be recalibrated or re-leveled. Alarm parameters should be reviewed to ensure that any parameters that were reset during transport are now set to the desired level, and any device that requires electricity again is plugged into an outlet. Many NCCUs now use an EMR. Monitors may need to be synchronized to central hubs such that there is a transfer of data to the EMR. The final phase of an intrahospital transport is marked by a combination of two conditions: (1) the patient has been returned to the neurocritical care unit, and (2) the patient has returned to a stable condition.44












Collaboration


Collaboration is a key element in monitoring the patient with a neurologic injury. Nurses who take care of patients must collaborate on a variety of levels. The nurse-to-nurse collaboration takes place both within and between nursing shifts. Nurses collaborate with midlevel practitioners (APNs and physician assistants [PAs]) as well as with medical residents and attending physicians to modify the patient’s plan of care. Nurses also may collaborate with ancillary department personnel (e.g., pharmacy, respiratory care, physical therapy) to coordinate the timing of care delivery. Finally, the nurse will collaborate with the patient and family to determine the goals of care and provide education.






Nurse-to-Nurse Collaboration


The nurse-to-nurse collaboration takes place on two fronts and in particular during the nursing handover. The nursing handover (also called shift report, or handoff) occurs when one nurse ends her or his shift and hands over treatment of the patient to the next nurse. During this time, the two nurses communicate about the events and observations made during the previous shift.48 Handover typically lasts from 15 to 30 minutes but currently is not a standardized process.49 The oncoming nurse and the care nurse whose shift is ending work jointly to review the patient’s medical history and events of the day and develop a plan of care for the next shift.48,49


The second form of nurse-to-nurse collaboration occurs during and throughout the nursing shift. Throughout a nursing shift, the expert and proficient nurse provide informal education to the novice, advanced beginner, and competent nurses.19 It is not possible for any one nurse to be in more than one place at one time, and often nurses are assigned to provide care to multiple patients. Although most bedside monitors have the capacity to send and display some information from any one given patient to the room of another patient, few if any monitors provide a full spectrum of readily available data to be displayed outside of a single patient room. A nurse who cares for two patients must collaborate with her peers to provide continual monitoring. This action may be a simple request to listen for alarms or as complicated as the shift handover. If one nurse needs help she asks other nurses to come to the bedside—they collaborate when one nurse makes a new observation.









Nurse and Midlevel Practitioner


Technology has provided increased levels of information to obtain and monitor critically ill patients. To meet this need, the number of eyes and ears needed to run an ICU also has increased. Many NCCUs now employ a variety of midlevel practitioners (see Table 5.1). The APNs or PAs typically have a minimum of a master’s degree. During the past decade midlevel practitioners have begun to take more active roles in the daily functions of how an ICU runs. Because most midlevel practitioners have at least a limited prescriptive authority, they may be the first person the staff nurse (RN) approaches when seeking a new order or seeking to clarify an existing order.









Nurse and Physician


Without active collaboration between the nurse who provides direct care and the physician who directs care, the system can fall apart. Physicians must understand not only their own respective roles, but also must have an understanding of the role, abilities, and limitations of their counterpart (the nurse). Active collaboration on the part of the nurse means providing the physician with the products of monitoring. This exchange may be in a more formal or ritualized pattern; for example, during morning rounds the nurse may report the patient’s condition to the ICU team (Fig. 5.5). Other collaborations may occur in less formal exchanges, when the nurse calls or speaks with the physician or physician designee. Whether in oral or written form, the physician requires data from which to make vital decisions. Equally, the physician must work with the nursing staff to develop and continually refine the plan of care.
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Fig. 5.5 The neurocritical care team discussing patient care during rounds.











Continuous Education


Neurocritical care is a relatively new field. New treatment options or strategies, medications, and interventions continually are being developed. New methods and tools available to monitor patients also are being developed and introduced at an amazing pace. To maintain competence and provide the highest level of care, nurses (and physicians) must engage in a program that encourages and provides continuing education.









Nursing Education


A nurse officially becomes a nurse upon graduation from an accredited school of nursing. However, only after passing the licensure examination is a nurse registered with the state board of nursing and conferred the status of RN. RN status indicates that a nurse has met the minimum licensing standards and may begin professional practice. During nursing school, few nurses have adequate exposure to the NCCU to be considered competent enough to provide care independently. For this reason, the orientation period (discussed earlier) often is the first post-degree education that RNs receive.


Nationally, several programs have been developed that are geared to provide specific aspects of neuroscience knowledge and critical care knowledge to the novice and advanced beginner nurse. The Foundations of Neuroscience Nursing (FNN) program was developed by the American Association of Neuroscience Nurses.50 The Essentials of Critical Care Orientation (ECCO) was created by the AACN orientation program.51


The FNN program is an electronically distributed educational package. The course is composed of 21 modules that range between 30 and 150 minutes in length and covers a broad spectrum of topics related to the care of patients with neurologic and neurosurgical injuries. It is offered to individuals who wish to increase their knowledge and to institutions that wish to provide the content to one or more employees. An option to negotiate a multisite contract also exists. The target audience for the FNN course is nurses with less than 2 years of experience who provide care to neuroscience patients. The program is designed to be facilitated by an instructor (experienced nurse or nurse educator) from the institution that purchased the product.50


The most recent version of the ECCO program is a series of more than 40 lessons in 10 modules. ECCO is specifically targeted as an orientation package to nurses who enter a critical care unit and covers each of the major human biologic systems and the most common diseases found in the critical care setting. Completion of this Internet-based course provides the RN with 69 contact hours.51


In most states the board of nursing requires that nurses demonstrate that they have maintained their nursing competency by obtaining continuing education. Nurses obtain and maintain contact hours through a variety of venues. Local, regional, and national conferences offer a chance for nurses to obtain continuing education units (CEUs). Although these annual events are popular, time, travel, and money limit the ability of many to attend. Hospital-based inservices often provide a unique opportunity for low-cost education.


Hospital- and unit-based inservices are a nearly universal experience in the nursing lexicon. Nursing inservices offer the benefit of low production cost and ease of attendance. A hospital employee (e.g., nurse educator, APN, experienced nurse, or hospital administrator), a physician faculty member or invited guest, or an industry representative may present the inservice. The obvious advantages of inservicing should be balanced against the risk of bias. It is possible that a presentation could provide material that is out-of-date or be designed to provide only a single view of a topic. Repeated inservicing by a limited number of individuals may result in the same material being delivered again and again and so prevent the influx of new ideas.









Patient and Family Education


Another aspect of education about new monitoring is the need to educate patients and families. The concept of open-visiting, although not universally embraced, has become widespread. Gone are the days when family members visited patients twice each day in 10-minute intervals. Today loved ones are omnipresent and considered part of the care team (see Chapter 3).52 As members of the care team, patients and family members must be educated to understand the monitors. No two patients and no two families are alike, and educational needs must be tailored to the individual. Promoting patient and family education requires is a collaborative effort between physicians and nurses.53












Conclusion


As a distinct discipline, neurocritical care is continually expanding. New procedures and treatment options have provided patients with neurologic injury and illness the opportunity to lead full, productive lives long after their hospital discharge. A vast array of monitoring options already exist that can be used to observe for changes in patient conditions, and newer devices are in development. To be optimally effective, these current and future monitoring devices will require highly educated staff that specialize in the care and treatment of neurocritically ill patients. The role of multimodal monitoring in neurocritical care is expanding; the role of the nurse in critical care is equally expanding to meet this need.
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