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  Aux interfaces entre les disciplines fondamentales ou d’ingénierie comme au cœur des disciplines étudiant les systèmes dits complexes, les techniques de modélisation et de simulation ne cessent aujourd’hui de se diffuser et de se diversifier. Sous les effets des tournants computationnels successifs et toujours plus rapprochés – celui du calcul numérique programmé, celui de la simulation stochastique, celui de la programmation et de la simulation orientées objets, celui des simulations intégratives, multi-échelles et reconstructrices, celui des différents types de calcul massifs parallèles ou distribués –, les chercheurs et praticiens sont de plus en plus fréquemment tenus de remettre en question les méthodologies qu’ils ont héritées de leurs années de formation. Par voie de conséquence, ils sont de plus en plus souvent en demande d’une épistémologie informée du terrain et de ses pratiques, à savoir d’une épistémologie suffisamment innovante, proche des méthodes nouvelles, mais qui soit également discriminante et critique. C’est la raison pour laquelle, depuis les années 1990, on les voit multiplier pour eux-mêmes des travaux de méthodologie et d’épistémologie appliquée. Ces travaux sont précieux et contribuent au développement de schémas épistémologiques partagés dans certains domaines d’application des modèles et des simulations, par exemple ceux qui touchent à la modélisation multi-échelle en biologie, à l’émergence en sciences sociales computationnelles, à la simulation des systèmes spatiaux, aux ontologies en informatique de simulation ou encore aux simulations de systèmes industriels hétérogènes et composites. Leurs apports propres circulent cependant assez mal d’un domaine à l’autre. Ce qu’ils ont d’innovant – ou même parfois de redondant – risque ainsi d’échapper au regard des disciplines connexes qui pourraient le mieux et le plus rapidement en bénéficier.
 La collection « Modélisations, Simulations, Systèmes complexes » veut répondre à ce besoin d’une nouvelle scène intellectuelle et scientifique : elle entend accueillir des travaux de nature technique, méthodologique et/ou épistémologique dans le domaine interdisciplinaire de la modélisation et de la simulation des systèmes, que ces systèmes soient toujours considérés comme complexes ou non. Cette collection de méthodologie et d’épistémologie appliquée fait l’hypothèse que parmi les meilleurs innovateurs en termes d’épistémologie, il faut souvent mettre au premier rang les scientifiques et les ingénieurs eux-mêmes. La collection MS2C propose un espace où des interactions étroites et constantes peuvent avoir lieu entre les praticiens comme aussi avec ceux qui parmi les épistémologues contemporains font profession d’essayer de conceptualiser ou au moins de synthétiser les innovations méthodologiques les plus décisives.
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  Université Paris 1 Panthéon-Sorbonne




  Pourquoi choisir la géographie comme étude de cas dans un ouvrage sur la modélisation en sciences sociales ? Franck Varenne nous donne ses raisons pour avoir choisi ce cobaye dans son exploration épistémologique des pratiques de modélisation. Au risque de choquer le libre arbitre de l’auteur, je pense pour ma part que ce choix était pratiquement inévitable. La géographie est depuis quelques décennies en pointe de toutes les « révolutions », qu’elles aient été théoriques, quantitatives, ou computationnelles. La discipline s’est souvent trouvée prise à témoin de ces mouvements, par les institutions du financement de la recherche et de ses incitations. Et les « tournants » qui périodiquement réorientent les paradigmes de la recherche ne l’ont pas durablement détournée d’une pratique récurrente de la modélisation, sous une pluralité de formes. De jeunes géographes viennent même de publier un Dictionnaire passionnel de la modélisation urbaine2, dont l’un des grands mérites est aussi de sensibiliser aux multiples sources de doutes et de soucis qui accaparent l’esprit des modélisateurs, si souvent (trop) accusés de manquer de réflexion ! Alors, pourquoi une telle obstination ?




  Sans dévoiler d’emblée la très fine typologie des fonctions du modèle inventoriée avec brio par Franck Varenne, la motivation et la passion des géographes pour la modélisation peuvent sembler de prime abord paradoxales, puisqu’elle ne se satisfait pas de l’a priori d’une schématisation comportementale – l’homo geographicus n’existe pas au même titre que l’homo economicus – et conduit à des pratiques très éclectiques, pas toujours bien abritées par des parapluies théoriques très solides. Et pourtant en la matière, si nécessité fait loi, il faut comprendre pourquoi les géographes éprouvent ce besoin de résumer et de formaliser leurs connaissances dans des modèles, pour les résumer, pour en produire d’autres, et les accumuler.




  Une première explication possible pourrait être recherchée dans l’objet spécifique dont s’occupe la géographie. Une particularité de la géographie, parmi les sciences sociales, est d’être « science des lieux et non des hommes », pour reprendre la célèbre formule séminale de Paul Vidal de la Blache, fondant ainsi sa distinction d’avec la sociologie durkheimienne émergente. Plus que les autres sciences sociales, elle s’intéresse donc, non seulement au « fait social total », mais aussi à son insertion dans la totalité de l’interface terrestre accessible. Dans la mesure où elle garde de cette tradition d’intégration de la géographie physique et de la géographie humaine un intérêt pour les interactions des sociétés et de l’environnement, elle associe dans ses interprétations tout aussi bien la matérialité que l’idéalité des paysages, ou la spatialité et les conflictualités des configurations sociales et territoriales. En un mot, on pourrait prétendre que, de la même façon que les sciences sociales « ajoutent » un degré de complexité à celui des sciences biologiques et de la matière, en s’intéressant à des agents capables non seulement d’auto-organisation, mais aussi d’innovation, de conscience et de réflexivité dans leur historicité, l’objet de la géographie serait celui qui, parmi l’ensemble des sciences sociales, atteindrait un maximum de complexité !




  À grand défi, énergie plus importante mise en œuvre pour le relever ? Je ne crois guère à la fiction de la géographie comme science de carrefour ou de synthèse, entre sciences naturelles et sciences humaines, bien d’autres disciplines pouvant se définir de cette façon, lorsque les frontières qui ont permis de fortes constructions conceptuelles ont fait leur temps et font émerger de nouvelles disciplines à leurs interfaces. Il est vrai que les temporalités d’évolution des faits de « nature » et des faits sociaux, très disparates et souvent sans commune mesure, compliquent singulièrement la tâche des modélisateurs en géographie3. Mais il y a là peut-être plus de complication que de complexité. Ce qui identifie bien davantage la complexité du projet de la géographie, c’est la multiplicité de ses niveaux d’observation, improprement résumée sous la question de l’échelle, car les « lieux » dont elle s’occupe parcourent toutes les dimensions possibles, de l’individu à la Terre entière, pas seulement en nombre, mais aussi en superficie, en diversité de taille et de puissance et de processus d’organisation. Sans théorie unificatrice guidée par un comportement individuel typique, mais identifiant des régularités à divers niveaux de l’organisation des faits sociaux et spatiaux, tout au long de l’échelle des variations de milieux, de paysages et de territoires, la géographie invente nécessairement une grande variété de modèles pour traiter de ces multiples objets.




  Très révélatrice est ainsi la formule choisie par Waldo Tobler pour énoncer « la première loi de la géographie » : « Tout interagit avec tout, mais deux choses [thing] proches ont plus de chances d’interagir que deux choses éloignées. » En employant le mot « thing », Tobler sait préserver le caractère intrinsèquement multiscalaire des objets de la géographie dont les échanges, les interactions, relèvent d’une modélisation gravitaire. Le modèle ne traduit pas qu’un postulat psychologique de « loi du moindre effort », qui en serait le fondement individuel, il subsume aussi des quantités d’observations faites sur la configuration spatiale des échanges de personnes, de produits ou d’information, des flux qui passent entre des « lieux », ces « choses » d’étendue variable, quartiers ou villes, régions ou états du monde. Il attire ainsi l’attention sur la très forte probabilité des dynamiques centre-périphérie, à tous les niveaux d’observation de l’organisation spatiale des sociétés, du fait de leurs relations d’échange et d’interaction, en termes de proximité mais aussi de connexité.




  C’est en raison de leur conception de la complexité conduisant à la formation d’identités locales ou territoriales singulières, aux trajectoires irréversibles marquées d’enchaînement historique (ou « dépendance à la trajectoire ») que la plupart des géographes préfèrent considérer, non pas tant l’universalité de ce modèle gravitaire, mais sa trivialité, en faisant leur miel des résidus plutôt que du modèle lui-même, qui est alors employé comme filtre de ce qui reste à découvrir dans l’organisation des échanges, et qui est révélateur de ces idiosyncrasies locales, ou qui parfois fait apparaître de nouvelles régularités encore inconnues. Par exemple, c’est encore cette fonction de filtre dévolue à un autre modèle, cette fois dit des « lois d’échelle » (scaling laws), qui est retenue par Olivier Finance pour analyser les localisations des emplois créés par les firmes étrangères investissant en France, au niveau des établissements4. La modélisation lui permet d’identifier et de spécifier des facteurs d’attraction des territoires inattendus et de montrer que les effets de la mondialisation ne se limitent pas aux métropoles mais influencent de façon différenciée les trajectoires urbaines, selon la taille des villes, leur région d’appartenance et la nature de leurs activités. L’usage du modèle évite d’être hypnotisé par une prétendue « universalité » de ces « lois » qui permettraient de « résoudre la ville5 » comme certains modélisateurs américains se sont plu à le laisser entendre à des journalistes...




  Il faut invoquer en effet aussi une autre incitation à modéliser en géographie : la « demande sociale », abondante, pour les cartes, s’est vue renforcée et amplifiée dans les années 1990 par l’invention des systèmes d’information géographique, qui permettent de gérer et de croiser des informations de sources très différentes dans un même territoire. Peu à peu généralisés dans les collectivités territoriales et les entreprises, ces outils de gestion des informations localisées, d’abord utilisés surtout pour produire des cartes, sont devenus des instruments de modélisation, couplés à des automates cellulaires ou à des modèles de simulation6. L’accroissement de la puissance des matériels informatiques, la programmation d’algorithmes évolutionnaires et la distribution des calculs sur grille ont démultiplié la capacité des modèles à valider la représentation de scénarios et à mesurer leur probabilité. La plateforme OpenMOLE7 a ainsi permis de valider des hypothèses de la théorie évolutive des villes, et a donné l’occasion à des géographes de proposer une nouvelle méthode de construction progressive d’une série de modèles traitant du même problème, des plus simples aux plus riches en termes de mécanismes intégrés et de représentation de l’environnement8. Fort justement, Franck Varenne souligne l’intérêt des géographes à fouiller le simulat, terme qu’il propose d’adopter pour le résultat des calculs effectués, afin de hiérarchiser les mécanismes du modèle en fonction de l’évaluation de la qualité du calibrage.




  Si cet ouvrage passionnera les géographes c’est que son auteur ne s’est pas contenté d’instrumentaliser la géographie pour simplement tester ses propres modèles de classification de modèles, ou de processus d’histoire des sciences. Il témoigne d’un intérêt certain, voire d’une profonde empathie pour la discipline, qui l’a conduit entre autres à mener une enquête originale, particulièrement détaillée et instructive, sur la démarche empruntée par le géographe suédois Torsten Hägerstrand et sa réflexion épistémologique accompagnant sa création théorique autour de la diffusion spatiale des innovations. Franck Varenne réussit là un morceau d’anthologie dans la finesse de restitution d’un processus intellectuel d’observation et de modélisation conduisant à une théorisation.




  Certes, parler des théories et des modèles d’une discipline ne relève pas de la même intention, s’il s’agit de traiter de la curiosité pour l’objet, de l’intérieur, comme le ferait un géographe qui met en pratique des modèles et des théories pour répondre à cette forme de questions qui au fil du temps s’est appelée géographie, ou s’il s’agit de rendre compte de ce que font les géographes, de l’extérieur, comme peut le faire un philosophe ou un épistémologue. Les étiquettes d’ailleurs importent ici assez peu, puisqu’un géographe aussi peut être amené à interroger des pratiques de théorie et de modélisation, ou les siennes propres9.




  Franck Varenne tend aux géographes un miroir aux multiples facettes dans lequel ils ne se reconnaîtront peut-être pas toujours, tant est spécifique le langage de l’épistémologie contemporaine : ainsi me laisse un peu perplexe une catégorisation de mes premiers travaux sur la hiérarchie urbaine comme étant « la synthèse du positivisme et d’une épistémologie conceptualiste réformée sous la forme applicative d’une modélisation intégrative à analogie thermodynamique » ! Mais, en épistémologie comme dans la vie, l’histoire donne souvent raison au proverbe paradoxal « Le pire témoin est celui qui était là ». Pourtant, il est normal de faire quelquefois mentir le proverbe et ce n’est pas une critique que de relever une petite inexactitude dans la restitution de l’histoire proposée par cet ouvrage quant à la reconnaissance « tardive » de l’importance des travaux de Hägerstrand, dont les modèles furent pourtant enseignés aux étudiants de 2e année de l’Institut de géographie dans l’Université Paris 1 dans un cours construit par Denise Pumain dès... 1972 ! La connaissance de ces travaux m’avait été transmise, après quelques aperçus bibliographiques à l’Université de Montréal dès 1970, par les enseignements d’une géographe américaine, Wanda Herzog, invitée par Philippe Pinchemel à l’Université Paris 1 pendant l’année universitaire 1971-1972, dans un séminaire passionnant mais hélas peu fréquenté, auquel assistait également Marie-Claire Robic. Mon cours-TD de l’année suivante, dont il subsiste quelques traces, comportait déjà un exercice en forme de jeu de simulation d’une diffusion en tache d’huile, avec construction d’un champ moyen d’information et tirage aléatoire de nombres sur une grille de localisations. Par la suite, Thérèse Saint-Julien fut associée à ce cours, et elle apporta une application très originale de la théorie de Hägerstrand pour résumer la politique de décentralisation industrielle française comme processus de diffusion spatiale, dans l’ouest de la France notamment, différencié selon la nature des activités et la réceptivité des lieux. Il ne s’agit pas ici de chicaner Franck Varenne, dont il faut au contraire saluer la vigilance à l’égard des sources historiques, qui ne se laisse guère prendre en défaut dans l’ensemble de l’ouvrage, mais de profiter avec lui d’une occasion d’attirer l’attention sur un auteur que, par exemple, Antony Giddens (dans son ouvrage sur la structuration de la société) n’a pas hésité à intégrer à sa construction théorique en sociologie, autour du concept de « régionalisation ».




  Cette anecdote (dont on me pardonnera, je l’espère, le risque de donner dans la suffisance et l’autosatisfaction) nous parle aussi d’un temps où le souci de laisser des traces n’était pas aussi aigu qu’aujourd’hui, où l’importance d’être novateur n’était pas nécessairement chevillée au déclaratif des réponses aux programmes de recherche, dans cette course éperdue à l’innovation du publish or perish, devenue avec Internet le be visible or vanish, où les États-Unis avaient déjà bien des longueurs d’avance sur la vieille Europe. Cette manière de construire la science, parfois par trop destructive de ses mémoires, sera peut-être modifiée par l’innovation technologique, dont la modélisation numérique ne nous a pas encore livré toutes les conséquences épistémologiques. Les idées de science ouverte, d’expérience reproductible, de science partagée font peu à peu leur chemin devant le gaspillage d’énergie que représentent tellement de portes ouvertes enfoncées, de fausses nouveautés et d’oublis ravageurs – sans parler des déserts de bibliothèques emplis des ossements de modèles abandonnés, souvent jamais expérimentés ! Dans cette ouverture, les géographes se retrouvent encore en première ligne, car les nouvelles données des big data ont pratiquement toutes la propriété d’être « géolocalisées », et impliquent donc dans leur traitement l’emploi de modèles géographiques. Les simulations passent désormais par des « applications ». L’importance pratique et sociale de la « première loi de la géographie » n’est plus à démontrer, quand on la retrouve dans les « applis » de tous les « smartphones », dans les poches de milliards de personnes sur la planète qui se trouvent donc disposer en temps réel, au sens de Hägerstrand, d’un champ moyen d’information ainsi individualisé...




  Lisez l’ouvrage de Franck Varenne, qui nous aide à montrer comment la réflexion de cette science de la modélisation géographique s’est construite et à en tracer une mémoire organisée.




   




  Paris, le 19 octobre 2017.
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Introduction
Une épistémologie analytique, comparative et appliquée




  Cet ouvrage se présente en quatre grandes parties. La première est de philosophie des sciences au sens large. Elle introduit une classification des différents types de théories, de lois, de modèles et de simulations dans les sciences humaines en général, et en géographie en particulier. Cette première partie a vocation à servir pour d’autres sciences et dans d’autres contextes. Elle pourra intéresser tous les lecteurs versés dans les sciences humaines, mais aussi tous ceux qui se retrouvent autour d’un intérêt commun pour l’épistémologie et la philosophie des sciences contemporaines. Les trois autres parties sont plus spécifiques. Elles exposent et analysent le cas de la géographie avec une perspective d’histoire conceptuelle, épistémologique et comparative.




  L’histoire comparative des théories et des modèles engéographie n’est pas proposée ici par hasard. Elle l’est à la fois pour elle-même, nous y reviendrons, mais aussi comme terrain de mise à l’épreuve directe des concepts développés dans la première partie. Nous voulions que cette mise à l’épreuve se fasse très directement et, pour cela, dans le même ouvrage. Ce qui n’est pas commun. Nous voulions qu’on y trouve d’abord de la philosophie des sciences puis, immédiatement après, de l’histoire épistémologique mobilisant et sollicitant cette même philosophie des sciences. L’objectif principal de cet ouvrage est en effet de proposer la mise en œuvre,réellement en acte, d’une philosophie appliquée des sciences. C’est pourquoi il fait le pari de la mise à l’épreuve directe d’analyses conceptuelles préalables, ces analyses étant elle-même le fruit d’une synthèse de travaux empiriques, théoriques et classificatoires antérieurs effectués aussi bien par nous-même que par d’autres auteurs. Cet ouvrage entend par là expliciter et confirmer le constat partagé d’une grande diversité des pratiques de théorisation et de modélisation, tout en montrant qu’il est possible de les classer précisément et d’y trouver de grands principes unificateurs. Il entend aussi apporter la preuve que ces principes permettent en retour le déploiement d’une histoire conceptuelle à la fois approfondie et éclairante.




  Sur le cas de la géographie et de son recours contemporain à des théories et des modèles, cet ouvrage propose donc aussi bien une approche hypothético-analytique qu’empirico-conceptuelle. Au cours de son écriture, des allers et retours tantôt rectificatifs tantôt applicatifs entre la partie définitionnelle et les parties historiques ont été fréquents. Deux hypothèses sous-tendent cette approche unitaire inédite. La première fait remarquer que nous disposons déjà d’un grand nombre de travaux rendant compte, mais souvent de façon disparate, de la multiplicité des techniques et des pratiques de théorisation et de modélisation. La seconde fait observer que cette sensibilité à la diversité des types de formalismes et des types de fonctions épistémologiques qu’on leur assigne n’a pas encore véritablement pénétré le monde de l’histoire contemporaine des sciences, faute de travaux qui mobilisent d’une manière suffisamment unifiée des concepts épistémologiques suffisamment affinés et discriminants. Il est temps de s’y essayer, au risque bien sûr de ne pas y réussir parfaitement d’entrée de jeu. Mais il y a urgence pour de tels travaux à l’ère de la multiplication des types de modèles et de simulations. Cette ère, la nôtre, a quelque chose de désespérant tant elle innove rapidement dans ses instruments de formalisation, en particulier sous l’effet des tournants computationnels successifs : la tendance à l’amalgame conceptuel ou à la métaphore interprétative est plutôt la règle. Cette tendance guette toute analyste de la situation épistémologique contemporaine. Ainsi, c’est d’abord pour le développement même et la mise au point d’une philosophie réaliste – et si possible actualisée – des sciences qu’une philosophie doublement appliquée des sciences est demandée. Cette philosophie nécessite d’être appliquée à la fois sur le terrain méthodologique actuel – un pan de nos travaux de recherche en attestedéjà – et sur le terrain des études historiques et interprétatives, ce que nous proposons justement de faire ici.




  Par ailleurs, nous l’avons dit, nous n’avons pas choisi la géographie par hasard parmi les sciences humaines. Son cas se révèle instructif à deux titres au moins : pour la forme qu’elle prend d’abord, pour l’objet qui est le sien ensuite. Dans sa forme d’abord, la géographie décontenance et décourage souvent le philosophe des sciences de par l’aspect disparate de ses méthodes1. Or, ce que d’aucuns considèrent comme un défaut, nous avons trouvé que c’était une qualité pour l’objectif même qui était le nôtre. Considérée par beaucoup de géographes eux-mêmes comme une science carrefour, la géographie a constamment été à l’affût des méthodes. Elle a su emprunter à divers domaines, tant des sciences humaines que des sciences de la nature. Notre choix méthodologique a donc reposé sur cette considération : s’il devait exister un domaine scientifique suffisamment unifié dans ses problématiques mais suffisamment divers – voire le plus divers possible – dans ses méthodes, cela pour qu’il soit à même de tester notre thèse d’une grande diversité des techniques de modélisation en même temps que notre capacité à les classer malgré cela de manière compréhensive, c’est ce domaine que nous devions choisir. La géographie était a priori la science candidate la plus apte à satisfaire ce critère.




  Nous avons choisi enfin la géographie pour son objet. Nous reviendrons sur les débats qui portent sur la nature exacte de l’objet ou des objets de la géographie. Mais il est un fait que la dimension spatiale des phénomènes étudiés en est un aspect important. Or, parmi les hypothèses historiques que nous voulons également tester, il y a celle selon laquelle l’étude du développement et de l’évolution des techniques de modélisation en géographie montrera peut-être aussi l’importance croissante des simulations, au détriment des modèles mathématiques, du fait qu’elles se révéleraient en géographie, comme ce fut le cas des modèles de morphogenèse de plantes que nous avons étudiés, beaucoup plus aptes à prendre en compte les phénomènes complexes de dynamiques spatialisées.




  Il est certes périlleux de vouloir contribuer à l’épistémologie de la géographie sans être soi-même géographe, tant il est vrai que tout géographe se révèle souvent aussi un excellent historien et épistémologue de sa propre discipline. Dans ces conditions, comment un épistémologue, qui plus est un non-praticien de la géographie, peut-il espérer faire œuvre pertinente voire originale et quelque peu utile en ce domaine ? Sauf à supposer que sa problématique se définisse moins au regard d’une seule discipline, en l’occurrence la géographie, qu’au regard d’un ensemble de méthodes et de pratiques qui se trouvent particulièrement à l’œuvre dans cette discipline mais qui se trouvent aussi par ailleurs outrepasser les cadres disciplinaires traditionnels. C’est effectivement le cas de notre approche ici. Prolongeant notre enquête comparative sur les différentes significations de l’évolution des pratiques de théorisation, de modélisation et de simulation dans les sciences depuis l’émergence du « computeur »2, nous quittons donc ici l’horizon d’étude des sciences de la nature qui fut d’abord le nôtre dans la première décennie des années 2000, avec le cas des modèles et des simulations de plantes en biologie, botanique et agronomie3, pour étudier un cas d’évolution, également contrastée, des théorisations, des modèles et des simulations d’objets dont l’étude appartient, cette fois-ci nettement, au champ des sciences humaines et sociales, plus particulièrement à la géographie humaine.




  Les raisons d’un tel changement d’objet sont donc assez claires : il s’agit de prolonger notre analyse sur un cas riche mais délibérément très éloigné de celui qui nous préoccupa d’abord, ceci d’une part afin de nous livrer à des comparaisons plus larges et plus discriminantes encore, mais aussi de manière à tester plus finement et dans un tout autre contexte certaines hypothèses et certains diagnostics plus généraux auxquels nous ont déjà mené nos premières analyses comparatives, notamment au sujet des conséquences épistémologiques de l’informatisation des pratiques de formalisation d’objets et de systèmes reconnus, de part et d’autre, comme complexes.




  1] Le cas des plantes : historicité, spatialité et pluriformalisation des modèles




  Nos travaux d’histoire comparative des pratiques de formalisation des plantes avaient montré la part croissante de la prise en compte explicite de l’espace mais aussi, conjointement, d’une certaine forme d’historicité dans la formalisation des formes vivantes en croissance au cours des quatre dernières décennies. De ce point de vue, dès lors qu’elles étaient issues de mathématiques essentiellement développées pour la physique, la plupart des axiomatiques traditionnelles atteignaient en effet leurs limites. Dans les années 1970, il fallut donc passer du modèle mathématique à la simulation informatique, seule technique de formalisation et de représentation exploratoire ou prédictive alors capable d’intégrer une pluralité distribuée dans l’espace et le temps d’aspects, de mécanismes et de lois locales pour la modélisation d’un même organisme. La forme des plantes végétatives supérieures, comme celle des arbres par exemple, résulte d’un ensemble d’interactions entre les déterminants génétiques de la plante, son architecture actuelle, son métabolisme et son environnement proche. Elle manifeste par conséquent une très forte dépendance au chemin et, à ce titre, une forme d’historicité, au moins en un sens faible, i.e. avec présence de bifurcations dont l’issue est déterminée par des événements locaux externes et ponctuels (ensoleillement, ombrage, sécheresse, etc.). Même pour deux clones d’une même essence, l’architecture finale ne sera pas exactement la même : eu égard à toutes ces interactions qui ont lieu au cours de la vie de la plante, le phénotype n’y est en réalité déterminé que de manière statistique. Il n’appartient qu’àune enveloppe statistique d’architectures possibles : on parle de phénotype statistique. Davantage, on peut considérer que la forme d’une plante est le résultat du comportement de pousse, de dormance ou de ramification d’une population d’individus, à savoir celle des bourgeons. Le fait que la forme d’une plante ne pouvait clairement pas faire l’objet d’une monoformalisation, i. e. d’une formalisation en un langage mathématique unique, expliquait l’échec des nombreuses tentatives antérieures de théorisation mathématique de la morphogenèse végétale. Il fallait reconnaître au contraire la nécessité de ce que nous avons proposé d’appeler une modélisation fragmentée – procédant aspect par aspect – doublée d’une simulation à base de systèmes de modèles pluriformalisés.




  Cette focalisation sur l’individu-bourgeon et sur l’hétérogénéité irréductible des différentes lois de développement à l’œuvre dans un seul et même organisme montrait une parenté certaine entre cette évolution des pratiques de modélisation et celle, contemporaine, en modélisation pour l’écologie. Plus encore même que pour les modèles d’écologie, centrés eux aussi de plus en plus sur les individus et sur leurs interactions à partir des années 1970, les modèles de genèse dynamique de formes de plantes affirmaient l’importance de la représentation explicite et expressive de l’espace. C’est peut-être un point commun méthodologique avec les formalisations adaptées à la géographie. Toutefois, il est évident que l’analogie s’arrête en réalité très tôt. Il n’y a là nulle pseudo-analogie inspiratrice, signe d’une supposée unité sous-jacente à toutes choses ou à tout processus morphogénétique censé les affecter. Pour couper court à toute ambition théorico-spéculative concernant les processus morphogénétiques en général ou bien à toute velléité réductionniste et naïve en ce sens, on peut d’entrée de jeu objecter que les plantes n’ont le choix qu’entre vingt-quatre modèles architecturaux pour leur croissance. Ce sont les modèles recensés par les botanistes Francis Hallé et Roelof O. Oldeman. Et cela tient justement au caractère relativement stable entre générations – anhistorique en ce sens – de leurs déterminants génétiques. Ce qui n’est nullement le cas des systèmes sociaux et spatiaux complexes comme une ville par exemple. Les villes n’ont pas l’équivalent d’un génome. Pour prédire la forme d’une ville en croissance, on ne peut pas a priori s’appuyer sur un nombre restreint, définitivement fixé et connu d’« espèces » de villes, ni donc sur l’invocation d’une enveloppe architecturale statistique spécifique pour telle ou telle ville. Les objets sociaux sont des objets historiques dont le développement même dépend étroitement du système technique disponible, chaque fois différent à telle ou telle époque : non seulement les mécanismes de croissance sont hétérogènes dans le temps et l’espace, mais ils évoluent dans le temps long, dans l’histoire, et ils sont différents dans des contextes socio-économiques différents, alors qu’une plante tropicale importée poussera peut-être moins rapidement en pays tempéré mais rejoindra tout de même l’enveloppe statistique de son architecture finale qu’on lui connaissait dans son pays d’origine. Ainsi, sauf pour les cas manifestes de planification autoritaire, les systèmes sociaux ne sont nullement contraints par une forme statistique globale dont la réalisation finale serait attendue et préprogrammée dans les individus qui y contribuent, à leur échelle, fût-ce de manière même seulement statistique.




  2] Qu’en est-il de la géographie ?




  Dans les sciences humaines et, en particulier en géographie, on peut certes s’attendre à des parentés de questionnement. Dans les deux cas, en effet, on cherche souvent à modéliser des phénomènes hétérogènes, spatialisés et où les interactions individuelles ont un poids fort. Ainsi, le cas des modèles de géographie pourra servir effectivement à tester plus largement l’interprétation qui fut la nôtre de l’un des apports récents et décisifs de la simulation sur computeur : la prise en compte renouvelée et plus efficace de l’espace, des interactions spatiales et des phénomènes spatialisés par les formalismes. Mais on ne doit jamais oublier que l’analogie n’a pas valeur de preuve en elle-même, car elle ne fournit aucunement ni systématiquement les schémas causaux plausibles4: une ville, nous l’avons dit, ne possède pas quelque chose comme un déterminisme génétique strict qui puisse être comparé à celui des plantes. À ce titre, même si elle prend elle aussi la forme d’un phénomène spatial aux causalités multiples, hétérogènes et déclenchés diversement au cours de son histoire individuelle, une plante constitue un système spatial complexe probablement plus simple, parce que plus invariablement contraint, qu’une ville. Et, a posteriori, on peut même le dire : c’est sans doute essentiellement pour cette raison toute pragmatique, du point de vue de l’instrumentation et de la détermination stabilisée des modèles de données, qu’il a été historiquement plus facile de calibrer un modèle de simulation pluriformalisé de croissance de plantes que ce n’est le cas encore aujourd’hui pour un modèle de croissance de villes. D’où peut se comprendre l’avance relative des modèles de simulation de plantes.




  Un des fils rouges de notre enquête prendra ici la forme de la question suivante et de ses déclinaisons :comment, à quelles conditions, avec quels nouveaux outils, avec quelles modifications des pratiques cognitives et des usages des instruments tant matériels (capteurs, dispositifs de relevé, de sondage, de cartographie, de computation, etc.) que symboliques (notations, formalismes, lois, modèles, etc.) s’effectue la prise en compte de plus en plus fine et de moins en moins grossière du rôle de l’espace dans lesactions et interactions humaines ? Jadis Ilya Prigogine et Isabelle Stengers avaient annoncé une Nouvelle Alliance, celle qui verrait la prise en compte véritable du temps dans les systèmes complexes, à savoir de l’historicité, au moins sous la forme de l’irréversibilité. Sommes-nous en situation de pouvoir annoncer une « nouvelle » Nouvelle Alliance, celle qui verrait enfin une meilleure prise en compte de l’espace ? Sans céder à la grandiloquence en la matière, qui confinerait en fait à l’insignifiance du fait de cette simple symétrie d’annonce, mais sans dévoiler non plus ici tous les résultats de notre enquête, on peut déjà noter deux points essentiels. D’une part, avec l’avènement du computeur et de certaines nouvelles techniques associées de symbolisation et de simulation des systèmes, la formalisation n’est plus systématiquement à opposer à la finesse de la représentation géographique ou à sa fidélité. D’autre part, opérabilité (calculabilité pratique) et fidélité de la formalisation peuvent aller de plus en plus de pair : pour qu’un modèle soit utilisable, opérable, il n’est pas nécessaire de le maintenir exclusivement dans l’espace aseptisé d’une mathématique généralisante où l’on chercherait avant tout des théorèmes abréviateurs et résolutoires.




  Mais tout d’abord, qu’est-ce que la géographie ? La définition de la géographie ne rencontre pas l’unanimité. Les épistémologues et historiens s’accordent cependant àdire que la géographie contemporaine reconnaît ses ancêtres dans les pratiques de mesure de la terre, comme son étymologie l’atteste, puis dans les pratiques d’exploration du globe terrestre5. Lorsque cette exploration se concentre sur les phénomènes humains, on peut y voir l’ancêtre de la géographie humaine. Lorsqu’elle se concentre sur les phénomènes physiques (géologiques, hydrologiques), on y voit l’ancêtre de la géographie physique. Mais selon Hartshorne, par exemple, la géographie doit toujours joindre les deux. Dans son ouvrage de 1990, Haggett reprend à son compte cette demande. Il reformule et s’approprie en ces termes la caractérisation d’Hartshorne : « [La géographie] s’attache à fournir une description et une interprétation précises, ordonnées et rationnelles des caractères variables de la surface de la Terre6. » Plus brièvement, pour Haggett, elle est « l’étude de la surface de la Terre comme espace dans lequel la population humaine vit7 ». Chez certains autres auteurs, la présence de l’homme est considérée de manière encore moins dérivée par rapport à l’objet « espace » : chez eux, la géographie est souvent définie comme « science de l’organisation de l’espace et des pratiques spatiales humaines8 », façon d’indiquer que la population humaine participe toujours déjà de la définition même des espaces et de la spatialité dont il doit être question en géographie. Dans les deux membres de cette définition, on reconnaît cependant encore ce qui concerne plutôt, d’une part, la géographie physique et, d’autre part, la géographie humaine.




  Après la Seconde Guerre mondiale, dans son versant de « géographie humaine », la géographie se reconnaît de plus en plus comme une science sociale à part entière, aux côtés de l’économie, de la sociologie et de la démographie. Quand elle cherche principalement à mettre au jour des théories formalisées, des lois ou des modèles, qu’elle soit physique ou humaine, on peut qualifier la géographie de « géographie quantitative et théorique ». C’est évidemment cette approche quantitative et théorique de la géographie humaine qui nous concernera de manière privilégiée ici. Nous y reviendrons.




  Mais il nous faut rappeler qu’avant même d’être confrontée à son tournant quantitativiste et théorique, qui interviendra quant à lui à partir des années 1950, la géographie humaine a été et reste traversée d’interrogations fondamentales qui contribuent à questionner périodiquement sa nature et son objet, cela essentiellement dans ses liens avec la géographie physique et, notamment à travers elle, mais pas seulement, dans ses rapports plus larges avec les sciences de la nature que l’on dit parfois « dures ». Même si ces questions récurrentes appartiennent à la longue durée et relèvent davantage de la métaphysique des sciences (expression récemment introduite par les philosophes pour désigner le versant ontologique de la traditionnelle philosophie de la nature), nous les rencontrerons çà et là comme arguments ponctuels dans les débats au sujet de la légitimité de telle ou telle méthode de conceptualisation ou de modélisation en géographie humaine. Dans les discours d’épistémologie appliquée que produisent les chercheurs en géographie eux-mêmes, la méthode d’approche est en effet souvent légitimée au nom de la connaissance supposée préalable que l’on aurait de la nature de l’objet. Aujourd’hui encore, aux yeux de beaucoup, la métaphysique des sciences continue à faire fond sur cette hypothèse traditionnelle (que nous croyons fausse en grande partie, ainsi que nous le verrons) que son étude doit venir avant celle de la méthodologie et de l’épistémologie appliquée et qu’elle doit donc les déterminer. C’est la raison pour laquelle ces types de questions et d’arguments – d’apparence préliminaire mais en fait souvent circulaires – sur la nature des objets interviennent très souvent dans les travaux de terrain eux-mêmes, ici donc en géographie. Il nous faut pouvoir les repérer. En réalité, comme l’a rappelé David Harvey dans ce même contexte d’épistémologie de la géographie, la méthodologie n’est jamais logiquement ni strictement ni uniformément imposée par une conception philosophique ou ontologique de l’objet que l’on étudie. Ainsi, par exemple, la conception déterministe de Laplace ne l’a nullement déterminé à refuser le développement de modèles probabilistes9. Nous tombons d’accord avec Harvey sur le fait qu’il y a matière à nettement distinguer d’une part les déterminants de l’ontologie d’une science et, d’autre part, les déterminants de la méthodologie de cette science. Or, notre ouvrage propose une analyse historique et comparative des méthodes de terrain comme des développements méthodologiques réflexifs produits par les scientifiques eux-mêmes en matière de théories, de lois, de modèles et de simulation. Cette analyse comparative peut à bon droit entrer dans le domaine non de la métaphysique des sciences, mais d’une épistémologie appliquée et comparative des méthodes des sciences.




  Nous croyons ici en l’existence possible, en la vertu comme en la certaine autonomie d’une épistémologie des méthodes par rapport à ce qui se présenterait comme une métaphysique des sciences, dès lors que, précisément, avec l’avènement et l’expansion tous azimuts des méthodes des modèles au XXe siècle, aucun profil ontologique n’impose plus systématiquement ni univoquement un profil épistémologique ou méthodologique, contrairement à ce que supposaient encore les belles analyses de Bachelard, par exemple, mais bien d’autres aussi avant et après les siennes10. L’inverse est également vrai : aucune méthode à elle seule ne dicte ni n’impose avec évidence ce que l’on doit penser de l’ontologie des objets ou des systèmes à l’étude. L’autonomie entre métaphysique et méthode s’est donc accentuée avec l’essor des modèles, même si l’invocation d’une ontologie préférée dans tel ou tel contexte, pour telle ou telle raison, continue souvent de servir à la légitimation de certaines méthodes. Ainsi, quand nous lirons les textes, nous reconnaîtrons bien sûr encore la présence forte de cette forme argumentative de légitimation de la méthode et de l’épistémologie par l’ontologie mais en lui refusant toute nécessité de fait, tout pouvoir absolu de détermination effective et en apprenant chaque fois – au contraire – à en discerner la portée limitée, en son lieu.




  Certes, nous savons bien que la croyance excessive en une telle autonomie est pour certains justement la marque d’une idéologie naïve car platement positiviste. Elle restera d’ailleurs vivement contestée chez les géographes marxistes (dont plus tard Harvey lui-même), ou chez les géographes humanistes qui, pour cela, rejetteront parfois en bloc les approches modélistiques. Nos analyses n’oublieront pas cet enjeu qui, on le voit donc dès maintenant, est lui-même philosophique s’il n’est certes pas directement métaphysique : une analyse fine des méthodes et de leurs justifications (fussent-elles, elles-mêmes, parfois métaphysiques) produit donc non pas seulement de la méthodologie comparée, comme le croit en revanche trop exclusivement Harvey en 1969, mais aussi de la philosophie des sciences au plein sens du terme, qui n’est donc ni de la méthodologie ni de la métaphysique, mais de celle qu’on ne peut écrire à l’avance ni anticiper, de celle qui ne peut être constituée qu’au cours d’une analyse et d’une conceptualisation du terrain historique et évolutif des pratiques, de leurs interactions et de leurs légitimations. Nous revendiquons par là le droit à la constitution d’une pratique de philosophie des sciences qui prendrait la forme d’une épistémologie active : une épistémologie ni seulement théorique – c’est-à-dire qui serait inféodée aux seules définitions conceptuelles préalables puis à la recherche de légitimations ponctuelles et a posteriori, sélectionnées pour les besoins de l’argument dans l’immense éventail des productions scientifiques –, ni seulement appliquée et pragmatique – c’est-à-dire qui serait motivée par une exposition seulement descriptive des méthodes n’ayant qu’une visée utilitaire dans les sciences.




  Pour l’heure, et simplement donc afin de disposer de critères de reconnaissance pour ce genre de débats que l’on a déjà dit biaisés car liés souvent à des rationalisations de circonstance, brossons ici à gros traits un tableau des trois alternatives métaphysiques majeures et récurrentes au sujet du fondement de la géographie humaine. En effet, ces alternatives classiques serviront souvent à mettre en place des points de repère ou au contraire des repoussoirs lorsqu’il s’agira, pour les géographes, de développer ou soutenir un instrument, une technique ou une pratique nouvelle de théorisation de modélisation ou de simulation. Il nous faut donc savoir les repérer et les interpréter dans leurs grandes lignes11.




  3] Déterminisme ou possibilisme




  La première alternative consiste à catégoriser le géographe selon qu’il semble être un tenant du déterminisme environnemental ou, au contraire, du volontarisme culturel et social. Le déterminisme naturaliste – ou déterminisme environnemental selon l’expression anglo-saxonne12 – propre aux conceptions géographiques de Alexander von Humboldt, Karl Ritter13 ou Friedrich Ratzel (1844-1904) par exemple a une de ses origines principales dans les philosophies de la nature post-kantiennes. Elle reçoit un écho renouvelé aux États-Unis notamment du fait de sa certaine parenté avec l’environnementalisme nord-américain dont on trouve la trace chez des penseurs et poètes comme Walt Whitman14. D’après l’historien de la géographie Johnston, il faut aussi y voir une conséquence de la diffusion du darwinisme dans la mesure où l’Origine des espèces (1859) de Darwin illustre cette hypothèse forte de l’influence – ne serait-ce qu’indirecte car opérant par sélection ex post – de l’environnement sur les formes de vie et donc aussi probablement sur les sociétés15. En géographie, ce déterminisme naturaliste considère les productions humaines et sociales comme étant fortement ou majoritairement déterminées, et cela de manière essentiellement unidirectionnelle16, par les conditions naturelles du lieu dans lesquelles elles apparaissent (climat, topographie, type de sol, hydrologie, etc.).




  Dès lors, dans cette perspective, et même s’il nous faudrait fortement nuancer selon les auteurs, notamment pour Ratzel, tout exposé géographique commence le plus souvent par un exposé de géographie physique qui, par là, circonscrit les déterminismes et les contraintes qui pèsent sur l’aire ou la région étudiée17. Selon ses opposants ou critiques, un tel déterminisme se reconnaîtrait à ce qu’il néglige les interactions et les effets de rétroaction des choix humains et sociaux sur l’environnement physique18. Au contraire, le volontarisme culturel considère que les formes culturelles et les phénomènes sociaux associés sont largement indépendants des lieux dans lesquels ils apparaissent et s’épanouissent : dans cette perspective, il y a donc une priorité ontologique et une autonomie fortes qui sont données aux formes sociales et aux volontés humaines qu’elles manifestent. Une troisième voie19, représentée par certains textes de Vidal de la Blache, et nommée plus tard « possibilisme » par Lucien Febvre, considère que les caractéristiques physiques d’un lieu géographique donnent seulement un cadre, des contraintes limitatives qui ne font que rendre possibles mais nullement nécessaires certains phénomènes sociaux spatialisés. Il y a donc une marge de manœuvre, une place pour une initiative, une inventivité ou un calcul proprement humain ou social. Il est significatif que Peter Haggett et David Harvey20 considèrent, quant à eux, que le possibilisme français constitue non pas une troisième voie mais bien le pendant extrême du déterminisme naturaliste germanique puis anglo-saxon, comme l’équivalent même de ce que nous avons appelé provisoirement le volontarisme culturel et social21.




  Pour leur part, Haggett et Harvey, suivis bientôt par Stoddart22, considèrent que, du point de vue de la question des déterminations réciproques, c’est plutôt à la conception écologique « homme-environnement » qu’il faut attribuer le statut de troisième voie, dès lors qu’elle conçoit l’homme à l’image d’un animal dans son milieu, milieu dont il dépend, qu’il utilise mais aussi qu’il transforme et modèle parfois à sa guise. Dans cette perspective, la géographie aurait pour objet « l’écosystème humain » et, en tant que discipline, on pourrait la qualifier d’« écologie humaine23 ».




  4] Science idiographique ou science nomothétique




  La deuxième alternative majeure et récurrente, lorsqu’on débat sur la nature de la géographie humaine, est celle qui voit l’opposition entre une conception idiographique et une conception nomothétique des faits géographiques. La conception idiographique (idios signifiant singulier en grec) est celle qui commande à la géographie de se focaliser sur les aspects singuliers24 des phénomènes géographiques. La région devient alors le lieu privilégié dans lequel un croisement unique de traits ou d’aspects typiques forme une singularité. Le géographe se mue en connaisseur érudit des régions d’un territoire. Lorsqu’on évoque des formes contemporaines d’écriture géographique apparentées à ce style, on parle encore souvent de « géographie régionale ». Cette approche, sensible à la « différenciation spatiale » est notamment consacrée par Richard Hartshorne aux États-Unis qui avait adapté lui-même en partie les vues méthodologiques principales du géographe allemand Alfred Hettner sur la question, mais on la trouve déjà aussi dans l’épistémologie française de la géographie s’inscrivant dans la lignée des approches par les « pays » de Vidal de la Blache et de ceux qui l’ont suivi. Le géographe y pratique la description au niveau local plutôt que la recherche de lois25. Sa méthode ne semble pas pouvoir se distinguer de sa personne ni de son vécu propre. Car il porte un savoir approprié, personnel, difficile à transmettre : ce savoir est celui qui, acquis à force de pérégrinations et d’imprégnations, permet de lire à travers leurs manifestations les singularités de ces régions. La production scientifique est alors narrative et même volontiers littéraire26. Elle ne laisse pas la place à la recherche de lois générales et s’oppose à l’approche nomothétique (nomos signifiant loi en grec). Cette dernière se propose, quant à elle, de rechercher des lois géographiques transcendant les particularismes régionaux.




  Par l’effet d’un glissement sémantique, l’approche idiographique est également appelée « exceptionnalisme » en référence à l’article influent et souvent cité de Fred K. Schaefer sur cette question27. Quand on le lit cependant, on s’aperçoit que Schaefer entend par « exceptionnalisme » cette thèse selon laquelle la géographie ferait exceptionau sens où elle ne serait pas une science comme les autres dans le paysage des autres sciences28. Sa méthode différerait de celles des autres sciences. Et il est vrai que le caractère majoritaire à l’époque29 de l’approche idiographique participe de la différence spécifique que les exceptionnalistes veulent voir entre la géographie et les autres sciences. Par proximité et confusion sémantiques, on a parfois assimilé directement exceptionnalisme et approche idiographique car on a pu considérer que l’approche idiographique était l’étude de ce qui se présentait toujours comme une forme exceptionnelle, parce que singulière, et qu’elle récusait par là d’entrée de jeu toute recherche de loi en géographie humaine30. Un certain nombre de concepts seront forgés pour échapper à ce qui peut apparaître comme une alternative réductrice. Denise Pumain et Thérèse Saint-Julien rappellent ainsi combien ce débat installe une fausse alternative dont le caractère erroné n’apparaît jamais mieux que lorsque l’on refuse de confondre position géographique et situation géographique :




  La situation géographique, c’est l’ensemble des propriétés qui caractérisent à un moment donné la position d’un territoire, dans sa dimension et dans ses relations aux entités territoriales qui fonctionnent à la même échelle, c’est-à-dire au même niveau territorial d’organisation : les communautés de voisinage, les régions, les États fonctionnent à des échelles différentes. [...] L’exploitation d’une situation géographique par les sociétés tend à perpétuer les avantages, à les maintenir ou à les renforcer. C’est en ce sens que l’on peut parler pour la France d’une « rente de situation » faite de l’accumulation sur le temps long des effets de plusieurs éléments de situation successivement avantageux. Mais une situation géographique n’est jamais donnée une fois pour toutes, que cette situation soit évaluée en termes de milieu physique, de position ou de dimension. Le milieu physique est lié à la situation en latitude et en longitude et aux grandes unités du relief et de l’hydrographie. On pourrait le croire immuable : les mers et les montagnes, les plaines et les grands fleuves sont pratiquement fixes depuis le début de l’histoire des sociétés politiquement organisées. Mais ces éléments fixes n’ont pas de valeur dans l’absolu. Dans leur compétition pour l’appropriation et la mise en valeur des ressources, et selon le contexte technique et économique du moment, les sociétés révisent constamment leur évaluation des avantages de chaque territoire31.




  Alors qu’une position géographique – parfois appelée site – est absolue, une situation relève d’une double relativité : relativité en quelque sorte « interne », car interne au système technique et économique du moment pour une société qui occupe une position, mais aussi relativité « externe » car liée aux systèmes d’interactions (interactions elles-mêmes plus ou moins fortes ou faibles) entre les sociétés32. C’est un concept relationnel qui a d’ailleurs pris son essor dans le contexte de l’analyse spatiale, c’est-à-dire dans le contexte de cette approche de la géographie qui la conçoit avant tout comme la « science des interactions spatiales33 ». Avec cette perspective conceptuelle assouplie, la singularité comme la généricité sont le produit d’interactions comme d’opportunités historiques variables. La singularité d’un territoire peut prendre une valeur générique. Ou bien, au contraire, un espace aux propriétés physiques communes et répandues peut devenir le théâtre singulier de ruptures économiques et sociales majeures. Par ailleurs, être sensible aux caractères de « situation » des aires géographiques, c’est éventuellement aussi faire sa place aux représentations des acteurs sociaux et à leur variabilité, tant temporelle que spatiale, pour l’explicitation même de certains moteurs des dynamiques spatiales.




  5] Science spécifique ou science de synthèse




  La troisième alternative majeure et récurrente porte sur la question de savoir si la géographie possède un objet d’étude qui lui est spécifique ou bien si la géographie doit se penser comme une science intégrative, comme une science de synthèse, c’est-à-dire ayant pour objectif de synthétiser des savoirs acquis ailleurs dans d’autres sciences : physique, géologie, histoire, économie, sociologie, etc. Une sous-question, dépendant elle-même de cette alternative principale, porte sur la nature de son éventuel objet particulier : la géographie étudie-t-elle des phénomènes sociaux ou des phénomènes naturels ? Est-elle une science sociale ou une science de la nature ? Si l’on veut d’abord répondre à cette première sous-question, on peut imaginer que la géographie physique se range plutôt du côté des sciences de la nature, éventuellement même dans les sciences partiellement descriptives et historiques de la nature, alors que la géographie humaine se rangerait clairement du côté des sciences sociales. Mais certaines conceptions néo-environnementalistes peuvent aujourd’hui continuer à niveler cette fracture en concevant la géographie humaine elle-même à l’image d’une écologie humaine. Comme nous le verrons, certaines approches de théorisation ou de modélisation analogiques peuvent sembler aller précisément dans ce sens.




  Si l’on revient maintenant à la question principale (science de synthèse versus science à objet spécifique), le moins que l’on puisse dire est que le débat a été nourri, notamment en France34. Dans son article de 1953, Fred K. Schaefer niait pour sa part que la géographie soit davantage une science intégrative que les autres sciences sociales comme l’économie ou la sociologie par exemple35. C’était d’ailleurs surtout dans ce sens direct qu’il fallait comprendre sa critique de ce qu’il baptisait l’« exceptionnalisme » : la géographie humaine n’a pas à mettre en œuvre une méthode exceptionnelle, qui lui serait propre, au motif qu’elle serait la seule science intégrative des sciences sociales. Car ce n’est pas le cas selon Schaefer. En France, les successeurs de la géographie vidalienne ont pourtant souvent considéré qu’« il fallait sauvegarder l’unité de la géographie36 » et cela au prix du maintien ou du renouvellement de l’idée selon laquelle la géographie serait une science de synthèse. Ainsi de Philippe Pinchemel, ou encore de Jacqueline Beaujeu-Garnier qui écrit :




  Ce qui fait la particularité du géographe, c’est que le fait qui lui sert de départ n’est à peu près jamais simple. [...] Il est le spécialiste de l’ensemble, du complexe. La géographie est la recherche des rapports entre des phénomènes de natures différentes, le cadre naturel et les sociétés établies. [...] La géographie est l’étude de leurs interrelations, de leurs combinaisons associant inéluctablement phénomènes physiques – donc sciences de la Terre – et faits humains – donc sciences sociales et économiques. Elle se trouve être une discipline carrefour37.




  Comme les phénomènes étudiés sont de natures différentes, il faut tour à tour utiliser les savoirs acquis dans d’autres sciences. C’est en cela au minimum que consisterait la « synthèse » : avec l’image du carrefour, elle prend la forme d’une rencontre, plus exactement d’une intersection entre savoirs constitués complets sur des phénomènes différents mais reliés en situation géographique. Lorsque Jacques Scheibling invoquera plus tard lui aussi cette idée d’une science de synthèse, ce sera en précisant qu’il s’agit d’une synthèse spatiale à partir d’analyses multiples issues elles-mêmes de l’intérieur de la géographie. Il ne s’agirait donc pas tant de superpositions que de réelles compositions :




  La géographie est le seul savoir scientifique susceptible de réaliser une synthèse spatiale à partir d’analyses multiples. Autant, nous l’avons dit et répété, la synthèse entre géographie physique et géographie humaine n’a pas de sens, autant on peut admettre que l’espace social étant par définition composite, la science qui s’en préoccupe est forcément, elle-même, composite. [...] La synthèse est la capacité de la géographie d’utiliser toutes les approches de la géographie et si besoin est, de toutes les sciences connexes, de leurs résultats et, parfois de leurs démarches propres pour rendre compte d’un espace [...] Si les causes des phénomènes spatiaux ne sont pas toutes linéaires, les interactions ne sont pas toutes en boucle. Il y a bien une hiérarchie des causes et c’est peut-être la grande question de la géographie, non pour prouver la cause première ou la « dernière instance » mais pour comprendre quelles sont les caractéristiques essentielles des structures et du fonctionnement ou des dysfonctionnements de l’espace ou du territoire38.




  Dans cette perspective, c’est l’objet que se donne à étudier la géographie qui est lui-même composite. Et c’est prioritairement dans l’analyse de sa dimension spatiale que se reconnaît l’unité de la méthode géographique. Venus d’autres perspectives, d’autres chercheurs en appellent également aujourd’hui à la reconnaissance de ce caractère composite de l’objet géographique, dès lors que, pour un même système à l’étude, ce caractère composite ne manifeste justement pas une frontière bien nette ni toujours la même entre les aspects de géographie physique, humaine, économique, sociale, culturelle ou encore environnementale, ce qui semble constituer un point d’achoppement majeur pour les méthodes de modélisation. Haggett – et Hartshorne avant lui – ont bien fait remarquer que les associations de facteurs causaux typiques en géographie n’étaient pas elles-mêmes typiques : chaque région présente donc non pas tant des facteurs singuliers qu’une forme singulière d’association de facteurs39. Ce qui en rend l’étude difficile. La systématicité est de nouveau battue en brèche à ce niveau-là. Comme le suggère Nicole Mathieu, par exemple, il faut donc peut-être développer des clés médiatrices distinctes entre systèmes naturels et systèmes sociaux, clés fonctionnant diversement, à l’aide de concepts ad hoc plus ou moins applicables dans différentes situations mais toutefois rigoureusement classés et éprouvés à partir du terrain (comme le concept de mode d’habiter ou le couple de concepts représentation/pratique)40.




  Comme on a déjà pu en prendre la mesure avec le rappel de ces trois grandes alternatives épistémologiques, la géographie reste encore traversée de questions fondamentales tournant autour de ses objets, de ses méthodes et de sa portée propre. En brossant ce rapide tableau, notre objectif était seulement d’outiller conceptuellement notre lecture historique et comparative qui, pour sa part, se focalisera non sur ces débats eux-mêmes mais, comme nous l’avons annoncé, sur quelques-unes des principales pratiques de théorisation, de modélisation et de simulation en géographie humaine avant et depuis l’émergence de l’ordinateur.




  Pour prévenir tout jugement prématuré en la matière, on peut déjà signaler par avance quelques résultatsdéroutants de notre enquête historique et méthodologique : à l’analyse, on observe que l’adoption du computeur et l’évolution corrélative des formalismes usuels en géographie de théorisation et de modélisation n’impliquent pas systématiquement que leurs tenants tranchent par le fait même en faveur du déterminisme naturaliste. L’essor et la diversification des techniques de modélisation n’imposent pas non plus toujours que les chercheurs concernés perçoivent la géographie comme une science principalement nomothétique. Davantage, ces nouvelles techniques permettent de poser à nouveaux frais, et avec une vision parfois enrichie, la question du caractère synthétique ou composite de la géographie. Mais, elles ne proposent pas par là non plus de réponse toute faite ou valable universellement à ce sujet. Le tableau que l’on peut aujourd’hui dresser des premiers effets de l’informatisation en géographie de modélisation se révélerait donc plus surprenant et contre-intuitif qu’on ne peut l’imaginer à partir des idées que l’on se fait communément au sujet de ce qu’est ou fait un computeur ou de ce que sont les mathématiques. C’est justement l’objectif de cette étude de donner l’idée de cette complexité, de fournir des concepts opératoires afin de la penser précisément et d’en analyser les raisons, les facteurs comme aussi la dynamique historique propre.




  Dès lors qu’il se concentre sur les méthodes de formalisation et sur leur évolution comparative, cet ouvrage ne traitera pas frontalement ni essentiellement les objets d’étude qui font en revanche l’ordinaire de ce qu’il est donc convenu d’appeler aujourd’hui la métaphysique de la science. On ne trouvera pas ici un règlement supposé définitif de la question de l’existence ou non de causes, de fonctions, de lois ou de mécanismes sociaux, ni non plus celle de la question de leur réduction à d’autres causes, lois ou mécanismes. En revanche, l’évolution des pratiques de formalisation, qui quant à elles ont une historicité réellement tirée par l’évolution des instruments matériels ou formels et des techniques, rencontre périodiquement ces questions comme elles rencontrent aussi bien sûr, et plus fréquemment encore, les trois grandes alternatives présentées plus haut et auxquelles on réduit d’ailleurs souvent à l’excès l’épistémologie de la géographie. Notre hypothèse ici est que ces questions ontologiques ne sont pas de poids négligeable mais qu’elles font simplement partie, à côté d’autres, des instruments de rationalisation et de légitimation produits ou reproduits de façon circonstancielle et souvent après coup, et que c’est plutôt l’évolution des techniques et des instrumentalités tant matérielles que symboliques qui les entraîne dans son sillage et en renouvelle chaque fois la portée ou la signification. Si on admet que c’est principalement la science qui impose une rectification de l’épistémologie, il faut bien que cette rectification lui soit imposée par une certaine avance des instruments et des méthodes scientifiques – plutôt que des seules théories – sur l’épistémologie d’origine philosophique qui essaie sinon de les penser, mais toujours avec retard donc.




  6] Méthode et choix du corpus




  Eu égard aux termes mêmes de notre problématique, le traitement que nous avons choisi suit un plan dont les têtes de chapitres ne sont pas prioritairement centrées sur des objets géographiques (tels que : migrations, diffusion, transport, croissance urbaine, etc.), mais plutôt sur des types de formalisation et de construits symboliques appliqués eux-mêmes chaque fois à des types d’objets géographiques qui peuvent être soit similaires, soit distincts. Ce plan se concentre en effet sur des catégories de lois, de théories, de modèles et de simulations qu’il distingue en s’appuyant sur des analyses de textes méthodologiques comme sur des analyses d’exemples. En elles-mêmes, les parties II à IV, plus proprement historiques, proposent une première confirmation des classifications raisonnées exposées dans la première partie. Leur séquence ne présente cependant pas une simple juxtaposition. Car elle est aussi pour l’essentiel – quoique pas toujours strictement du fait de la naissance simultanée de diverses techniques de modélisation41 – chronologique, dès lors qu’elle part du principe qu’on ne peut utiliser une instrumentalité matérielle ou symbolique servant à la formalisation – et servant ensuite par là sur le terrain à rectifier ou déplacer éventuellement les ontologies ou les épistémologies consacrées – avant qu’elle soit à disposition et qu’elle soit diffusée dans la communauté.




  En présentant ce qui a rendu possible le développement de tel type de formalisation dans le contexte particulier de la géographie, d’ailleurs souvent hostile, en analysant chaque fois l’origine éventuellement extra-disciplinaire, mais pas toujours, de cette formalisation (on pense bien sûr à la physique, à l’économie, mais aussi à la biologie et à la théorie des systèmes), en exposant les innovations techniques et technologiques qui ont permis ce développement (essentiellement, pour ces cinquante dernières années l’émergence du computeur et de l’ensemble des caractéristiques qu’il possède, et ce dans des dimensions toujours plus importantes : mémoire, sorties graphiques, expressivité croissante et plus souple des langages de programmation), enfin en explicitant les motivations méthodologiques et épistémologiques des chercheurs qui ont particulièrement permis ce développement à un moment donné plutôt qu’à un autre, elle montre au total que cette séquence a un certain sens et une certaine logique : à tout le moins, elle peut se comprendre.




  Dans les grandes lignes, par exemple, elle montre que, à la faveur de l’évolution des formalismes simplement disponibles sur le papier ou devenant effectivement traitables, la recherche de lois ou de théories, qui fut la première forme visible que prit la « révolution » quantitative en géographie, a progressivement laissé la place à la recherche de modèles mathématiques, puis celle de modèles mathématiques à celle de modèles de simulation plus complexes, à support informatique. Elle montre par là que, même si elle est finalement loin d’avoir réussi à échafauder des théories universelles ou incontestées comme elle a d’abord cru qu’elle devait le faire (mais le doit-elle finalement ?), la géographie de formalisation tend à parvenir toujours mieux, en tous les cas toujours moins mal, à prendre en compte le rôle de l’espace dans les actions et interactions humaines spatiales, y compris – et c’est peut-être ce qui surprendra le plus – lorsqu’il lui faut prendre en compte la relativité même de ce que les hommes s’accordent, dans une culture donnée, à percevoir, à reconnaître ou encore à construire comme un « espace » ou une « dimension spatiale ».




  Le travail érudit d’Olivier Orain42 a bien mis en évidence cette structurante tension et le basculement récent – en particulier dans la géographie française – entre réalisme et constructivisme concernant la dimension spatiale des phénomènes sociaux. En un sens, notre travail peut être également vu comme une enquête parallèle en même temps que comme une ramification vers un questionnement proche, quoique distinct car centré sur les construits de facto que sont les théories, les modèles et les simulations. Non sans lien avec la problématique d’Olivier Orain, nous voudrions – entre autres choses – nous préparer ici à tester l’hypothèse que l’entrée massive dans l’ère des modèles de simulation, à partir des années 1990, donc surtout à partir d’une époque postérieure à celles qu’il a patiemment étudiées, n’impose plus au géographe de choisir de manière tranchée entre réalisme et constructivisme. Sans permettre encore d’entrer dans le détail des méthodes des travaux les plus récents, notre ouvrage tâche de montrer que certains nouveaux formalismes – en germe en fait dès les années 1950 avec le travail d’Hägerstrand en particulier – liés à la pratique mi-matérielle/mi-formelle du computeur rendent ces épistémologies nouvellement compatibles en un sens qu’il nous sera déjà possible de déterminer.




  Le corpus étudié ici dépend bien sûr étroitement de la problématique qui est la nôtre. Devant la multiplicité et le très grand nombre de travaux disponibles, nous avons inévitablement dû procéder à des choix. Ainsi, nous avons choisi de mettre en lumière et d’analyser en profondeur des publications de géographes qui sont de nature avant tout méthodologique, cela relativement indépendamment de leur impact effectif dans la discipline géographique tout entière, impact qui peut être révélé par ailleurs au moyen d’analyses bibliométriques. La plupart de ces publications sont déjà connues et relayées par les historiens de la géographie contemporaine. Il ne s’agissait pas pour nous de faire un travail inédit d’histoire de la géographie ni même de produire une nouvelle histoire des écoles de géographie quantitative et théorique. Ce travail a lui-même été en grande partie accompli par d’autres auteurs. Il ne s’agissait pas non plus de travailler à reconstituer ni à donner à comprendre la diffusion spatiale objective de la géographie de modélisation, travail important et admirablement entrepris par Sylvain Cuyala pour le cas français par exemple43. Quand cela était possible, notre travail s’est lui-même nourri de tels travaux historiques. Mais, comme il s’agissait pour nous de mettre avant tout en lumière et d’analyser les innovations méthodologiques et épistémologiques en même temps que les distinctions épistémologiques fines entre diverses approches de théorisation et de modélisation, cela parmi les publications canoniques souvent citées, ou reconnues comme relativement significatives ou influentes, nous avons privilégié celles qui marquaientvéritablement – ou semblaient marquer – une avancée, une différence voire une rupture en termes de méthodologie et d’épistémologie appliquée de la géographie de formalisation.




  7] Organisation de l’ouvrage




  Notre première partie fait d’abord le point sur les concepts de théorie, de loi, de modèle et de simulation, en particulier dans le domaine des sciences humaines et de la géographie, mais pas seulement. Elle s’abreuve aussi bien aux sources épistémologiques et méthodologiques des années 1950 à 1970 qu’à des sources plus récentes de philosophie des sciences. Il s’agit par là de rendre compte de l’état actuel des concepts mais aussi de mettre en perspective la manière dont la méthodologie et l’épistémologie de la géographie des époques antérieures se proposaient déjà de penser, en les accompagnant parfois explicitement, les premières méthodes de formalisation.




  Cette partie propose de distinguer 21 fonctions épistémiques différentes pour les modèles et trois types de simulation sur computeur. Elle propose également de distinguer entre simulation de système, simulation de modèle et modèle de simulation. Les fonctions des modèles sont donc explicitées comme étant en nombre fini, certaines étant incompatibles avec d’autres, mais non toujours ni avec toutes. En réalité, la plupart du temps, un modèle assure simultanément deux, trois, voire un plus grand nombre de ces fonctions épistémiques. De façon générale, la fonction épistémique d’un modèle relève d’une combinatoire de fonctions épistémiques élémentaires. Cette combinatoire d’un nombre fini de fonctions épistémiques élémentaires produit elle-même un nombre certes plus grand mais également fini de combinaisons possibles : cette propriété de finitude est importante. Car elle nous fait aboutir à un pluralisme des fonctions des modèles, mais aussi et surtout à un pluralisme que l’on peut dire à la foisfinitiste et raisonné: il devient possible de ne pas rapporter toute la justification de la fonction épistémique d’un modèle à la seule singularité de la problématique pour laquelle il a été conçu ni aux seules particularités du terrain sur lequel il a été développé.




  Ainsi, à l’heure de la multiplication des types de modèles et de simulations, il apparaît bien que c’est seulement à ce niveau que l’analyse épistémologique redevient possible et féconde car, tout en proposant une normativité renouvelée et informée, elle tâche de ne pas céder aux généralisations hâtives ni aux amalgames interprétatifs. Ce sont ensuite ces distinctions conceptuelles et ces caractérisations systématiques qui seront constamment mobilisées dans les trois parties suivantes, cela pour mettre en œuvre ces concepts comme aussi pour servir à une relecture et à une nouvelle mise en perspective analytique et distinctive de certains moments clés de l’histoire conceptuelle de la géographie de formalisation avant, pendant et après l’émergence du computeur.




  La deuxième partie de l’ouvrage présente d’abord un tableau rapide des facteurs qui ont pu jouer en faveur de la naissance et du développement de la géographie de théorisation et de modélisation à partir des années 1950. Ces facteurs sont multiples et de multiples natures. Beaucoup d’auteurs l’ont déjà montré. Mais il est bon de rappeler la complexité de ce contexte de manière liminaire. Ainsi, lorsque la suite de cette partie entreprend une analyse approfondie, à l’aide de nos concepts cette fois-ci, des articles fondateurs ou emblématiques de cette période, l’analyse internaliste est bien sûr privilégiée, mais elle n’est pas excessivement déformante car elle ne fait jamais abstraction du contexte interdisciplinaire, technique et instrumental qui a permis aussi l’énonciation et l’exploration des nouvelles méthodes exposées et vantées dans ces publications. Par voie de conséquence, dans cette partie, la question importante du rapport et de la différence entre géographie quantitative et géographie théorique peut être reprise à nouveaux frais. Les premières approches systématiques d’analyse de données quantitatives assistées par computeur sont comparées avec précision aux ambitions théoriques de certains géographes théoriciens. La différence entre géographie théorique et géographie de modélisation est également traitée de manière approfondie. La fin de cette deuxième partie analyse ensuite successivement trois sources différentes d’innovation : les nouveaux objets d’étude auxquels une partie de la géographie se consacre dans l’après-guerre, puis les innovations disponibles en termes d’axiomatiques et de formalismes mathématiques, enfin les nouveaux emprunts de concepts et de pratiques de formalisation issus de la géophysique et de la physique. La signification épistémologique de la théorie des systèmes est également mise en perspective. À chaque fois, ces types de migrations conceptuelles ou d’emprunts sont rapportés à des fonctions épistémiques spécifiques en géographie, comme aussi concurremment ou par contraste dans des sciences sociales et humaines voisines. Il n’est pas rare, par exemple, qu’un type de formalisme qui possédait habituellement une fonction épistémique donnée en physique en possède une tout autre dès lors qu’il a migré en géographie théorique et de modélisation. On comprend alors mieux pourquoi certaines formalisations passent encore pour de la physique sociale aux yeux de quelques-uns alors que pour d’autres, elles relèvent seulement d’une approche descriptive. Ce qui confirme l’idée déjà exposée et exemplifiée dans la première partie selon laquelle la nature d’un modèle – ce dont il est fait – ne détermine pas univoquement ni sa fonction ni le principe qui lui fait assurer cette fonction. Et, malgré cela, ce n’est pas non plus le seul contexte qui en décide.




  Pour les besoins de l’exemplification et de l’analyse discriminante, la troisième partie de cet ouvrage fait le choix de se concentrer sur les deux domaines reconnus comme étant des pionniers en termes de théorisation et de modélisation des phénomènes intéressant la géographie humaine. Il s’agit de l’économie spatiale et de la géographie urbaine. Dans un premier temps, cette partie montre que la mise à disposition des computeurs et des premiers langages de programmation évoluée permet, au cours des années 1960, une désagrégation des modèles mathématiques gravitaires, modèles jusque-là assez présents et traditionnels en économie spatiale et en géographie du commerce. Le passage de formalisations mathématiques issues de la physique (la physique sociale de l’étape antérieure) à des algorithmes rendant compte davantage d’une logique de l’action permet l’insertion d’une approche plus adaptée aux sciences humaines et sociales, et en particulier à la géographie humaine, car procédant à l’échelle des individus situés. Cette nouvelle approche formelle devient particulièrement sensible aux comportements motivés des acteurs sociaux dans l’espace. Comme le perçoivent déjà Isard, Garrison ou Berry dès la fin des années 1950, il en ressort que la recherche d’explication prend, avec ces nouveaux outils formels, une autre signification. Le simple plaquage de l’épistémologie positiviste de l’explication, issue principalement au départ de la philosophie de la physique, trouve là une de ses premières limites. Pourtant, très significativement, ce nouvel appel à l’interprétabilité et à la compréhension des modèles – et par les modèles – en sciences humaines, cela face à des théories et des lois formelles au départ trop vagues ou indécises, ne fait nullement entrer la géographie dans une nouvelle et énième querelle des méthodes, où l’on opposerait de nouveau platement expliquer et comprendre par exemple, querelle du type de celle que la sociologie connut à la fin du XIXe siècle. C’est notamment là qu’on perçoit combien une innovation matérielle, instrumentale et formelle (le computeur et les nouveaux formalismes qu’il favorise) peut occasionner une véritable innovation méthodologique et épistémologique ne serait-ce qu’en dispensant une discipline scientifique de se laisser enfermer une fois de plus dans des cycles polémiques et des alternances méthodologiques à la fois récurrentes et paralysantes, dès lors que ces alternatives ne se révèlent plus de fait comme contraignantes.




  Le deuxième temps de notre troisième partie porte le témoignage de cet élargissement et de cet affinement méthodologiques pour le cas de la géographie urbaine de théorisation et de modélisation. Il se consacre pour cela en détail à certains cas méthodologiquement exemplaires. Partant d’abord d’une analyse de la justification et de la portée épistémologiques de quelques-unes des grandes propositions théoriques originelles en matière de distribution des villes (Christaller, Lösch), cette section rend compte ensuite du passage progressif des théories aux modèles en ce domaine, notamment à la faveur de la mise à disposition plus large du computeur dans l’après-guerre. En s’appuyant sur une revue systématique originellement proposée par Denise Pumain, cette section propose une analyse comparative approfondie des différentes fonctions épistémiques des principaux modèles alternatifs qui ont été proposés, entre les années 1950 et 1970, pour la distribution des villes. Pour donner encore plus de profondeur à cette présentation analytique détaillée et pour la compléter par un regard extérieur contemporain des travaux évoqués, cette partie se termine par l’analyse des attendus philosophiques et épistémologiques d’un des discours critiques des modèles en géographie parmi les plus relayés en France, en l’espèce celui de Pierre George. Nous verrons en quoi ce genre de critique touche certes en partie ses cibles mais nous verrons aussi en quoi il ne dispose pas d’outils conceptuels suffisamment différenciés pour prendre la mesure des réels apports de la géographie de modélisation.




  La quatrième et dernière partie entend analyser plus étroitement et de manière plus ciblée un aspect fondamental de la révolution de la géographie quantitative, théorique et de modélisation telle qu’elle est intervenue à partir des années 1950 en géographie : son aspect de révolution computationnelle. En s’appuyant là aussi sur des exemples choisis et sur des analyses comparatives des fonctions épistémiques des modèles concernés, cette partie montre que la révolution computationnelle a pris trois formes principales, à la fois successives, mais aussi pour partie contemporaine et intercalées. L’essor du computeur a d’abord prioritairement favorisé le développement considérable des analyses quantitatives et statistiques, le traitement de masses importantes de données. C’est rendre justice à cette première forme, décisive, de révolution computationnelle que d’analyser et discerner les fonctions épistémiques mobilisées par les différentes techniques d’analyse statistique dont la plupart sont bien entendu toujours en usage aujourd’hui. Dans cette première phase, le computeur analyse les données. On peut à bon droit le nommer un « ordinateur ». Et on peut parler de l’apport de « l’informatique » aux sciences humaines. Dans une deuxième phase, en ce qui concerne plus particulièrement la géographie, la révolution computationnelle a eu pour effet de favoriser non plus seulement l’analyse de données mais aussi la présentation de données, à savoir la collecte de données hétérogènes, la mise en matrices (la matrice géographique de Berry par exemple), puis la visualisation et la cartographie assistées par computeur. On peut parler alors de modèles de présentation de données comme le sont les modèles numériques de terrain ou les systèmes d’informationgéographique. Ces modèles renvoient à des fonctions épistémiques tout à fait distinctes de celles dévolues aux modèles statistiques. Il ne s’agit pas simplement, nous le montrerons, de traitement de l’information. Dans une troisième phase – ou troisième forme de révolution computationnelle –, le computeur promeut une pratique de formalisation que l’on montre inédite et particulièrement puissante : unepratique d’analyse par synthèse assistée par computeur. Ce sont les différents types de simulations computationnelles qui sont alors concernés. La dernière section de cette partie se consacre à l’exposé comparatif de ces différents types, du plus simple au plus complexe, tels qu’ils ont été développés en particulier en dynamique urbaine, en aménagement urbain puis dans des problématiques de diffusion spatiale.




  Pour finir sur une analyse de la forme la plus complexe de simulation et pour ouvrir aussi par là à des travaux épistémologiques ultérieurs – qui restent à faire – sur la simulation en géographie toute contemporaine, cette dernière section revient de manière approfondie sur les décisions épistémologiques précoces et fondatrices du géographe suédois Torsten Hägerstrand. Elle suggère que ces décisions fondent encore aujourd’hui une grande partie des approches de simulation en géographie, en particulier celles qui recourent à des systèmes multi-agents. Alors que la deuxième phase de la révolution computationnelle permettait la présentation conjointe de données hétérogènes, la troisième phase, anticipée en grande partie, bien que pas complètement, par Hägerstrand, favorise la computation conjointe de modèles hétérogènes d’interactions, de comportements d’acteurs et de processus environnementaux. L’aspect intégratif n’y est plus seulement statique. Il y devient dynamique. Les concepts épistémologiques que nous avons forgés et utilisés tout au long de ce travail se montreront particulièrement utiles lorsqu’il s’agira de penser précisément cette innovation méthodologique et épistémologique que nous jugeons majeure. D’une manière que l’on pourra alors mieux s’expliquer, il apparaîtra sans doute que c’est la géographie qui, parmi les sciences humaines, a été à l’avant-garde de ces techniques aujourd’hui en plein essor. L’hypothèse de la meilleure prise en compte de l’espace et des dimensions spatiales des phénomènes humains au moyen de ces techniques et de l’épistémologie innovante qui l’accompagne pourra être alors, elle aussi, plus précisément interrogée et instruite.
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Partie I
Théories, lois, modèles et simulations : caractérisations




  Cette partie conceptuelle préliminaire n’a pas pour objectif une exhaustivité définitive. Elle ne vise pas à proposer d’entrée de jeu une conception spéculative générale et close sur l’ensemble des productions scientifiques dont il va être question dans l’enquête historique et méthodologique qui suivra. Elle a pour but de présenter un ensemble de définitions et de distinctions conceptuelles effectivement opératoires inspirées de résultats d’analyses déjà mises en œuvre dans d’autres contextes similaires1. Ces définitions de concepts opératoires ne seront pas complètement figées dans la suite de nos analyses. Mais leurs premières formulations seront des points de départ et des points de repère qui permettront la précision de nos propos ultérieurs, cela d’autant plus que les géographes eux-mêmes, se muant périodiquement en épistémologues de leur discipline, mobilisent souvent ces mêmes concepts pour justifier leurs pratiques, quoique justement dans des sens contextuellement et historiquement très variables.




  1] Le concept de théorie




  En première approche, en ce qui concerne les sciences empiriques en général, et en s’appuyant sur une partie de l’immense littérature ayant trait à cette question, on peut proposer de caractériser une théorie de la manière suivante :




  Une théorie est un système de connaissance2 procédant par concepts (i. e. par idées générales bien définies) et ayant pour fonction de coordonner et de combiner dans un langage formel ou non des concepts de phénomènes jugés élémentaires ou fondamentaux appartenant à un champ donné du réel empirique, cela de manière à permettre ensuite de comprendre et/ou d’expliquer, par raisonnement verbal, par déduction, ou par calcul, l’ensemble – ou tout un secteur – des phénomènes se manifestant dans ce champ donné3.




  Souvent, ce qui est principalement attendu d’une théorie, c’est le pouvoir d’explication ou de compréhension qu’elle nous donne. C’est pour cela que le raisonnement, la déduction ou le calcul y sont prioritairement recherchés. Et ils sont reconnus valables dans la mesure même où la dynamique verbale ou formelle que ces trois pratiques permettent est supposée rendre compte, quasi identiquement, d’une dynamique causale effectivement à l’œuvre dans le domaine d’application de la théorie. La théorie est par ailleurs fondamentale au sens où ses éléments explicatifs ou interprétatifs sont, en un certain sens, ultimes et ne nécessitent, voire n’autorisent pas d’analyse plus explicite ou plus approfondie.




  1.1] Une structure formelle




  Dans la tradition de l’empirisme logique (Carnap, Hempel, Nagel4), reprise notamment par l’important ouvrage du géographe David Harvey5 (appartenant à sa première période intellectuelle), une théorie est définie d’abord essentiellement dans sa forme et non, comme précédemment, dans sa fonction épistémique, bien qu’on lui reconnaisse secondairement une fonction d’explication. Elle est donc plus sobrement définie comme un ensemble d’énoncés exprimés dans un vocabulaire spécifique, doté de termes primitifs, d’axiomes et de règles de transformation permettant des déductions6. À ce titre, une théorie est déjà l’équivalent de ce qu’on appelle un système formel : c’est un système doté d’un alphabet (lettres insécables ou termes primitifs), de règles de formation d’expression bien formées (règles de syntaxe), d’axiomes (énoncés de base postulés vrais), de règles de transformation autorisées pour les expressions bien formées. Les règles de bonne formation des énoncés relèvent de ce que l’on peut appeler une statique formelle, alors que les règles de transformation relèvent d’une dynamique formelle : c’est cette dynamique qui est principalement recherchée lorsqu’on élabore une théorie. Comme on peut le comprendre, afin que la théorie porte effectivement sur le monde, ce côté purement terminologique et combinatoire doit être complété par un système d’interprétation des termes primitifs7 : ce que Hempel et Nagel appellent des « règles de correspondance » et que le géographe Harvey préfère, avec quelques autres, nommer « texte ». De ce point de vue, une théorie scientifique bien fondée permet de produire un ensemble de dérivations d’énoncés d’observation. Ces énoncés sont dits « d’observation » car ils sont eux-mêmes traduisibles en termes de concepts dits « expérimentaux » susceptibles de dénoter des données empiriques (comme des résultats de mesure).




  Harvey reconnaît qu’en géographie « toutes les théories scientifiques ne montrent pas une telle structure formelle8 » et, même, que les idéalisations de la plupart des sciences sociales ne peuvent entrer dans une telle structure théorique rigoureusement définie. Harvey rappelle ainsi cette critique forte de Hempel contre les idéalisations de l’économie, notamment celle développées par la théorie de l’acteur rationnel : 1° elles ne semblent pas pouvoir être déduites comme des cas particuliers de cas théoriques plus généraux ; 2° les économistes ne donnent pas de spécification claire et distincte du domaine empirique pour lequel elles sont valables. C’est-à-dire que leur « texte » nécessaire n’est ni clair ni stabilisé9. D’autre part, Harvey rappelle que les énoncés que l’on qualifie de « lois » et qui servent plus précisément à l’explication (voir section 2.6 pour une évocation du lien entre théorie et lois) ne peuvent être montrés mutuellement cohérents que s’il est possible de construire une telle structure théorique permettant de les déduire. Ce qui est donc rarement le cas.




  1.2] Les types de théories en géographie




  Adaptant enfin certaines des analyses de Hempel portant sur les cas d’explications théoriques incomplètes10, Harvey propose de considérer que l’on peut rencontrer, dans les sciences, quatre grands types de théories, des plus spécifiées au moins spécifiées, des mieux formalisées aux moins formalisées11 :




  

    	Une théorie de Type 1 est déductivement complète. Elle possède une structure complètement formelle. Ses axiomes ainsi que toutes ses règles de déduction sont complètement spécifiés. Un manuel de géométrie euclidienne présente un tel type de théorie. Il n’en existe pas en sciences sociales.




    	Une théorie de Type 2 est déductivement complète mais ses présuppositions – ou postulats fondamentaux (voir section suivante) – ne sont pas explicitement spécifiés. Soit on évoque un résultat connu, dont on a la preuve dans une théorie disponible (par exemple : un théorème de géométrie) mais dont on ne fournit pas de nouveau la preuve. Soit on fonde ces présuppositions sur du « sens commun », i. e. sur des hypothèses courantes et indiscutées. Et dans ce cas, on ne dispose pas des moyens d’expliciter, même si on le voulait, toutes les autres hypothèses sous-jacentes à cette présupposition (même des hypothèses propres à d’autres théories). Des références inexplicites à des conclusions supposées venir d’autres domaines scientifiques eux-mêmes incomplètement théorisés sont malheureusement fréquentes en sciences sociales. La formalisation, dans ce dernier cas, ne peut pas être considérée comme complète même si l’on dispose de l’apparence irréprochable d’un système formel déductif.




    	Une théorie de Type 3 est seulement quasi déductive :



    

      	Dans le cas où ses déductions opèrent seulement en probabilité.




      	Dans le cas où certaines déductions sont trop complexes et demandent à être effectuées dans les grandes lignes ou par approximations successives (ainsi des simulations numériques ou Monte-Carlo pour des équations différentielles non analytiquement solubles).




      	Dans le cas où la théorie utilise soit des concepts premiers incomplètement car seulement relativement définis, soit des concepts dont on ne sait même pas s’ils sont premiers ou seulement dérivés. La formation de certains concepts y est donc obscure et pose problème si on ne sait pas dire quels sont ceux qui sont réellement indigènes au domaine en question.


    






    	Une théorie de Type 4 n’est pas formalisée. C’est un ensemble d’énoncés que l’on rapproche dans un but théorique. Mais aucun langage formel ne peut néanmoins les faire dériver les uns des autres. 



    

      	Ce peut être des explications verbales qu’il est possible de présenter comme structure formelle12. Harvey donne comme exemple la théorie des interactions sociales de George Homans telle qu’elle a été formalisée par Herbert Simon.




      	Ce peut être des explications verbales non formalisables (ainsi des explications en histoire mais aussi des événements concrets13).


    




  




  On doit ajouter aux considérations explicites de Harvey l’importante propriété de hiérarchie interne à la théorie. Si l’on réfléchit sur le statut des axiomes ou énoncés de base, on peut en effet les considérer comme des « suppositions fondamentales » ou « postulats fondamentaux14 » alors qu’existent bien souvent, à leurs côtés, des postulats spécifiques. Qu’en est-il ?




  1.3] La question des postulats fondamentaux




  L’entrée « Supposition générale d’une théorie » du Vocabulaire d’épistémologie de Robert Nadeau précise les caractéristiques principales des postulats fondamentaux15. Nous les résumons :




  

    	Les postulats fondamentaux d’une théorie T forment une classe d’énoncés de T apparaissant comme prémisses dans toutes les déductions de T ;




    	Dans une certaine axiomatisation de T, ces postulats ne sont pas eux-mêmes dérivables d’autres postulats fondamentaux ou spécifiques ;




    	Ils introduisent de fait une hiérarchie car ils possèdent le plus fort degré d’universalité par rapport aux postulats spécifiques.


  




  Il donne cet exemple : soit T la théorie cinétique des gaz. Les postulats fondamentaux de cette théorie sont les postulats newtoniens du mouvement. À savoir :




  

    	Le principe d’inertie ;




    	Le principe fondamental de la dynamique (F = m. a : la force égale la masse multipliée par l’accélération) ;




    	Le principe d’action/réaction.


  




  On voit que ces postulats sont fondamentaux dans la mesure où ils ont un champ d’application plus large que la seule cinétique des gaz. Parmi les postulats spécifiques de la théorie cinétique des gaz, on peut par exemple ranger :




  

    	Le postulat que les gaz sont des systèmes de molécules parfaitement élastiques ;




    	Le postulat que ces molécules sont cependant à dimensions négligeables (hypothèse spécifique de négligeabilité).


  




  De nombreux débats épistémologiques ont porté sur le statut épistémique des postulats fondamentaux. Nagel se concentre sur leur forme. Il considère que ce ne sont pas réellement des énoncés mais des formes générales d’énoncés de la théorie16 dans la mesure où ils ne renvoient pas à un ensemble d’entités ou d’états possibles, même hautement idéalisés, du monde. Mais on a également interrogé leur statut à partir de leur origine : s’agit-il de généralisations empiriques ? D’énoncés analytiques ? D’énoncés définitionnels ? S’il s’agit de généralisations empiriques, par exemple, comment les distinguer des lois ? À l’inverse, s’il s’agit d’énoncés définitionnels, comment asseoir en retour leur vérité ou, à tout le moins, leur réalisme ?17




  Or, face à cette réalité de l’existence de certains postulats fondamentaux dans les branches les mieux formalisées des sciences, les sciences sociales sont également à la peine. Non seulement, il est souvent impossible d’y repérer un postulat réellement fondamental, mais dès qu’on décèle finalement un candidat plausible, une foule d’autres candidats se presse bientôt à ses côtés. Par là, une des autres valeurs épistémiques des théories n’est pas non plus souvent satisfaite en sciences sociales : la parcimonie des postulats fondamentaux. On trouve souvent une pléthore de postulats fondamentaux alors que l’intérêt de tels postulats est justement leur faible nombre : plus leur nombre est faible, plus la théorie pourra être dite puissante18. Même dans cette branche de la sociologie issue de l’individualisme méthodologique19, la recherche de postulats fondamentaux conduit en fait à l’élaboration d’une liste assez longue. On en veut pour preuve ce texte de Raymond Boudon dans lequel il s’agit pour lui de présenter de manière synthétique les avantages comparatifs de sa théorie de la rationalité ordinaire (TRO) par rapport à la théorie classique du choix rationnel (TCR)20 :




  La théorie du choix rationnel (TCR) n’a pas grand-chose à nous dire sur les sentiments moraux ni généralement sur les phénomènes d’opinion. [...]
La TCR accepte à juste titre le postulat individualiste [1° tout phénomène social résulte de comportements individuels], le postulat de la compréhension [2° l’individu donne du sens à son action] et le postulat de la rationalité [3° l’individu a des raisons d’agir ainsi].
Mais elle fait fausse route en prétendant accorder un statut général au postulat du conséquentialisme [4° le sens de son action pour un individu réside toujours dans ses conséquences connues ou imaginées par lui], au postulat de l’égoïsme [5° parmi ces conséquences seules l’intéressent celles qui le concernent personnellement] et au postulat du calcul coûts-avantages [6° au vu de ces conséquences probables, l’individu minimise toujours ses coûts personnels et maximise toujours ses avantages personnels], car ils ne sont pertinents que dans des cas particuliers.




  Si l’on comprend bien Boudon, cela signifie que la TCR qui sert aujourd’hui encore de soubassement théorique dans bien des domaines des sciences sociales se dote de pas moins de six postulats fondamentaux et indépendants. Ce qui peut sembler beaucoup. De ce point de vue, selon Boudon, sa TRO semble plus puissante car plus frugale en principes et donc plus générique que la TCR : elle n’impose que les trois premiers postulats. Et, à cet égard, les trois autres doivent être considérés comme des postulats spécifiques.




  1.4] Le spectre de la réduction




  Il est enfin une autre question souvent évoquée au sujet des termes primitifs et des postulats fondamentaux en sciences sociales21 : celle de la possibilité et peut-être même de la nécessité de réduire les termes primitifs et les postulats fondamentaux d’une science sociale aux termes primitifs et aux postulats fondamentaux de sciences de portée plus large, comme la psychologie par exemple, ou comme la physique ainsi que le prônait radicalement le premier Carnap. Une telle réduction pourrait prendre (entre autres possibilités que nous n’évoquerons pas ici22) la forme d’une traduction des termes de l’une dans les termes de l’autre. La physique est souvent présentée comme la science cible finale pour toute réduction d’une science à une autre dès lors qu’elle présente la propriété dite de clôture causale : tout phénomène physique peut être rapporté à des causes uniquement physiques donc uniquement internes à la science physique elle-même. Alors qu’un phénomène qui peut être à signification et à portée sociale peut, au moins théoriquement, toujours être rapporté à des causes physiques fondamentales, au sens d’ultimes. Par exemple, la décimation d’un gouvernement ou d’un état-major due au crash d’un avion est un phénomène physique où la loi de la gravitation a un rôle de premier plan mais qui a aussi une dimension sociale et politique. L’aspect physique de ce phénomène peut complètement être expliqué par des théories et des lois physiques. Harvey rappelle qu’à un autre niveau moins fondamental, mais plus immédiatement crédible et plus opératoire, beaucoup pensent que les postulats de l’économie peuvent être théoriquement réduits à un sous-ensemble de postulats de la psychologie humaine, puisque ce sont toujours au final des hommes qui peuvent être dits des agents économiques. On peut alors parler de « spectre de la réduction » au sens où une forme de crainte réitérée à chaque apparente avancée de la science réductrice – donc une hantise – peut s’exprimer chez ceux qui voudraient inconditionnellement rester attachés à l’autonomie propre de leur science sociale. De son côté, Harvey pose prudemment la question de la réalité de l’autonomie des postulats de la géographie, sans donner de réponse franche.




  Remarquons pour finir sur ce sujet, qui a fait couler beaucoup d’encre depuis, que Harvey n’évoque pas la possibilité qu’une réduction intervienne de manière transversale plutôt que longitudinale, sans qu’elle procède donc de manière méréologique, de par un rapport contenu/contenant ou parties/tout, mais plutôt par la similitude reconnue de structures d’interaction et de comportement, structures pouvant indifféremment intervenir à des niveaux de réalité différents ou sous la forme de rapport entre niveaux installés eux-mêmes à des niveaux très différents (cas d’émergence de patterns semblables pour des entités en interaction très différentes et sans rapport d’inclusion réciproque). Ainsi, la physique statistique contemporaine appliquée en particulier aux phénomènes sociaux agrégatifs – dite parfois physique statistique exotique23, la théorie des systèmes ou encore la synergétique semblent chacune poser la question de la réduction en des termes différents de ceux de la physique sociale du XVIIIe siècle ou même de ceux de la physique sociale du milieu du XXe siècle, que nous évoquerons plus particulièrement dans la section 3.3 de la partie II.




  2] Le concept de loi




  Une loi n’est pas à confondre avec une théorie24. À première vue, c’est un énoncé universel reliant systématiquement deux ordres de réalité. En tant qu’énoncé universel, il fait intervenir au moins un quantificateur universel, comme le petit mot « tous » dans l’énoncé générique «tous les X sont Y ». Nadeau définit plus précisément une loi comme étant un « énoncé de forme universelle affirmant l’existence d’une connexion régulière (sans exception) entre deux ordres de conditions (disons F et G) et qu’on prétend vrai ». Il ajoute que « symboliquement, on écrira par exemple (∀x) : (Fx ⊃ Gx) ; c’est-à-dire : pour tout individu x, si x a la propriété F, alors x a la propriété G)25». C’est ce concept de loi qui, après la Seconde Guerre mondiale, a souvent servi à définir une explication, notamment dans le cadre du modèle déductif-nomologique de l’explication initialement proposé dans ces termes par Hempel : un phénomène est expliqué à la fois par une loi et les conditions initiales qui ont permis son instanciation précise dans le cas du phénomène à expliquer26.




  Il faut noter que, pour qu’un énoncé universel soit une loi, il ne doit pas être uniquement déductible de vérités logiques ou mathématiques à partir d’une infrastructure théorique, sinon ce ne serait pas une loi de la nature ou une loi du monde social27. On tombe ici sur les limites de l’exigence de l’universalité pour une loi. Le cas limite d’universalité serait en effet l’analyticité : quand un énoncé est analytique (i. e. que sa validité provient de la simple analyse logique des concepts qui le composent), c’est en fait un théorème qui est valide pour des raisons logico-mathématiques. Et, par conséquent, il n’a pas de contenu empirique. C’est ce qui fait dire à Harvey, après d’autres, qu’en géographie, on doit en fait assouplir le critère d’universalité et, ce qui va avec, l’interdiction des noms propres28 :




  Dans la mesure où tous les énoncés formels d’une théorie scientifique impliquent des énoncés analytiques abstraits, tous les énoncés théoriques sont universellement vrais. Mais c’est seulement quand ces théorèmes déduits ont été traduits en énoncés empiriques qui peuvent être vérifiés que l’on peut soulever le problème de l’universalité de l’énoncé empirique29.




  La question de l’universalité doit donc être adressée à l’énoncé empirique lui-même (ici la loi expérimentale) supposé traduire l’énoncé théorique (ici la loi théorique déduite dans la théorie) et non à l’énoncé théorique.




  En d’autres mots, le critère d’universalité peut être appliqué seulement en référence à un domaine d’objets et d’événements. Dans la plupart des cas, cependant, on ne peut pas définir ce domaine avec précision et on doit donc arguer du fait que l’universalité n’a pas de sens absolu30.




  Cette distinction entre l’universalité d’une loi valant par principe, en interne et du fait de sa déductibilité formelle à l’intérieur d’une infrastructure théorique (sa validité), et l’universalité de terrain (sa vérité) qu’on cherche à tester pour cette même loi a contribué à mettre en scène la notion médiatrice si importante de « modèle » sur laquelle nous reviendrons.




  2.1] Loi et généralisation accidentelle




  Une loi est dite universelle au sens large : c’est-à-dire qu’elle vaut en tout temps (elle est constante) et en tout lieu (elle est « universelle » en ce sens spatial plus restrictif du mot « universel »). Une loi scientifique doit aussi être autre chose qu’une régularité accidentelle. Un exemple de régularité accidentelle est l’énoncé « Toutes les voitures garées dans cette impasse sont rouges ». On dit qu’une loi doit être nécessaire ou nécessitante : on parle aussi de son caractère modal au sens où elle doit se réaliser si les conditions sont réunies. Finalement, une loi de la nature ou du monde social doit donc être l’énoncé d’une relation 1) nécessaire, i. e. dont la violation impliquerait contradiction avec les faits déjà reconnus ou avec des lois déjà corroborées (un principe de conservation, etc.), 2) constante, i. e. valable tout le temps, et 3) universelle, i. e. valable partout. En abrégé, une loi stricte peut donc être qualifiée de relation NCU: relation nécessaire, constante et universelle.




  Dans la pratique, il est extrêmement difficile – et peut-être impossible – de distinguer une relation universelle accidentelle d’une relation NCU. Le critère souvent retenu pour la « nécessité » consiste dans la capacité, pour une loi, à corroborer des propositions conditionnelles contraires aux faits empiriques, dites encore propositions contrefactuelles : « Si l’individu A avait la propriété F, alors il aurait la propriété G31. » On constate que cette propriété a des liens étroits avec la notion de causalité32. Pour reprendre notre contre-exemple, on voit que si une nouvelle voiture venait se garer dans l’impasse, aucun processus causal ne lui imposerait d’être ou de devenir elle aussi rouge comme celles qui y sont déjà. Le critère est violé. Notre énoncé général n’est donc pas une loi ; c’est l’énoncé d’une régularité accidentelle.




  Toutefois, la propriété de régularité accidentelle n’est pas toujours aussi facile à discerner. C’est pourquoi, symétriquement, les lois sont elles aussi difficiles à discerner comme telles. La temporalité intervient comme une dimension permettant une certaine discrimination, mais de manière complexe et discutée. En suivant la proposition des géographes Reginald Golledge et Douglas Amedeo33 qui adapte elle-même scrupuleusement celle du manuel de philosophie des sciences de Gustav Bergmann alors prisé par bien des géographes anglo-saxons34, on peut considérer que, s’il existe des lois en géographie, elles peuvent être de cinq grands types différents :




  1) Les lois de section. « Section » est à comprendre ici au sens de section temporelle instantanée dans un processus35. Pour Golledge et Amedeo, ce sont ces lois qui décrivent des relations fonctionnelles entre les différentes valeurs que plusieurs variables ont au même moment dans un système, i. e. pour un état précis du système36, mais qui n’exhibent pas de connexion causale. « Fonctionnelle » ici signifie seulement que ces relations peuvent être représentées sous forme de fonctions mathématiques et non pas que l’on y dénote un fonctionnement. Bergmann y rangeait les lois de géométrie, par exemple : tout triangle a chaque côté inférieur à la somme de ses deux autres côtés. Ron J. Johnston suggère qu’une loi de ce type est aperçue en géographie, par exemple, quand on repère des relations entre deux cartes37. Golledge et Amedeo donnaient comme exemple les lois christallériennes38 de co-occurrence d’une certaine taille et d’une certaine série de fonctions pour une ville donnée : où que se situe une ville de taille A, il lui est associée une série définie de fonctions urbaines (loi taille/fonction). De façon générale, en géographie, les lois d’association spatiale sont de ce type39. Golledge et Amedeo avertissent que même si de telles relations fonctionnelles – ou lois de section – peuvent être les mêmes à plusieurs moments du temps, on ne devrait pas s’en servir pour prédire le cours des événements car ce sont des lois éminemment statiques40. Bergmann ajoutait que certaines lois de section ne sont pas déductibles de lois de processus (ainsi en géométrie) et que, de ce point de vue, la science ne doit pas toujours espérer trouver des lois de processus mais qu’elle doit parfois se contenter de formuler des lois de section41. Une épistémologie pragmatiste (John Dewey) ou opérationnaliste (Percy Bridgman), du type constamment décrié par Bergmann, pourrait objecter que de tels énoncés ne sont même pas des lois mais des définitions. Bergmann répondait que traiter ainsi de telles lois comme des tautologies ferait perdre de vue la connexion structurelle qu’elle dénote et que cela les empêcherait de mener à des implications, ce qu’elles font pourtant, en science42.




  2) Les lois d’équilibre. Ces lois énoncent qu’un changement d’état va se produire dans le temps si la connexion énoncée par la formule d’équilibre n’est pas vérifiée. Une telle loi est également statique, non dynamique. Elle annonce certes un changement, mais à partir d’une formule de non-changement, précisément une formule d’équilibre. En effet, connaître les conditions de l’équilibre auquel mène un processus n’est pas encore connaître la loi du processus, quand bien même il en est une43. Une telle loi dit qu’il va se passer quelque chose si la connexion n’est pas vérifiée, mais elle ne dit pas quoi exactement, sinon elle serait aussi une loi de processus : elle ne fournit donc pas une connaissance complète. Cependant, une loi d’équilibre d’un système peut toujours être déduite des lois de processus de ce système44. Alors que, comme nous l’avons vu, certaines lois de section ne sont déductibles d’aucune loi de processus. Là est la différence essentielle entre lois de section et lois d’équilibre. La loi du levier45 en statique et la loi de l’offre et de la demande en économie sont considérées par Golledge et Amedeo comme des exemples de lois d’équilibre. En géographie, on peut citer comme exemple la loi qui énonce la limite linéaire sur laquelle la force d’attraction d’un centre urbain égale la force d’attraction d’un autre centre urbain (limite d’indifférence). Les lois de Reilly, de Fetter et plus généralement les lois de localisation de zones de marché – ou de zones de chalandise – sont de cet ordre-là également46.




  3) Les lois dynamiques dites aussi à changement temporel. Ces lois énoncent que si un système exemplifie à un moment donné un certain caractère, alors il exemplifie à un moment ultérieur un certain autre caractère. En mécanique, l’énoncé inverse est également vrai. Dans ce cas, on peut rétrodire à partir de la loi. Cette possibilité d’inversion, dans les cas où elle est avérée, rend la loi dynamique à la fois suffisante et nécessaire : comme telle, elle semble vraiment s’identifier à une loi causale, bien que cela puisse encore se discuter. Ainsi en est-il, en tout cas, en dynamique rationnelle, avec les lois de Newton. Il s’agit dans ce cas précis, pour Bergmann d’une loi dynamique particulière : une loi de processus47. Au contraire, une loi dynamique décrivant des conditions seulement suffisantes soulève un fort doute sur le caractère réellement causal du processus qu’elle décrit. Ainsi, savoir que « lorsqu’une usine se mécanise, elle accroît ses profits » ne nous permet pas de conclure, à l’observation d’une usine qui a accru ses profits, que cette usine particulière est passée par une phase de mécanisation48.




  

    	
Les lois historiques. C’est un type de loi dynamique qui prédit le futur non à partir du présent seul mais à partir du présent en conjonction avec certaines informations sur le passé49. Son schéma est donc le suivant : « Si (B maintenant et A plus tôt) alors (C plus tard)50. » Selon Golledge et Amedeo, les phénomènes de croissance de population, de succession de caractéristiques physiques en géomorphologie ou de succession d’attributs culturels ou technologiques de populations sont de cet ordre-là. Ces lois relèvent d’une extrapolation non nécessairement explicative51 d’une dynamique future à partir du repérage d’une tendance dynamique entre le passé et le présent. Le pouvoir prédictif de telles lois repose sur des conditions annexes comme celle que les économistes énoncent souvent et qui dit que « toute chose est égale par ailleurs »52. Si tel n’est pas le cas, Golledge et Amedeo ajoutent qu’il faut soit ajouter chaque fois à l’énoncé de la loi ses conditions spécifiques d’application, soit tâcher d’inclure la prise en compte de ces conditions dans la loi pour éviter qu’elle ne soit réfutée53.




    	
Les lois développementales. Ces lois dynamiques présentent le genre de schéma suivant : « Si (B maintenant) alors (A plus tôt et successivement C et D plus tard). » Ces lois sont plus fortes en termes de connaissance que les lois historiques car elles permettent de rétrodire et de prédire à partir de la seule connaissance de l’état présent. Une loi développementale porte sur des séquences d’états (on parle de lois à 3 stades, à 4 stades, comme en embryologie54) sans donner à voir pour autant le fonctionnement causal du processus. En géographie des populations, par exemple, une loi de transition démographique pourrait ainsi prendre la forme suivante : « Si un pays Z a au temps t0 les caractéristiques démographiques d’un fort taux de naissance et d’un fort taux de mortalité, alors, dans des conditions “normales”, au temps t1 et t2 respectivement, il aura des caractéristiques de fort taux de naissance et de bas taux de mortalité puis de faible taux de naissance et de faible taux de mortalité55. » Selon Golledge et Amedeo, les modèles de diffusion de l’innovation de Torsten Hägerstrand56 font partie de ce genre de lois, ainsi que certaines lois de géomorphologie ou d’évolution urbaine. Pour Bergmann, une telle loi est encore incomplète et n’est qu’une ébauche ou une anticipation d’une loi de processus57, sachant que toute science doit s’efforcer de mettre au jour des lois de processus. Dans les lois développementales, il y a donc l’ébauche de la compréhension d’une dynamique vraie au sens où on peut se représenter une série assez longue d’états successifs et donc approcher ce faisant la forme entière du processus dans son fonctionnement causal.


  




  4) Les lois statistiques. Une loi statistique énonce que « si chaque membre d’une classe d’objets a le caractère A, alors une certaine proportion p (où 0 < p < 1) de ces objets a le caractère B58 ». Toute loi statistique (i. e. portant sur des proportions) a comme antécédent au moins une loi mathématique probabiliste (i. e. faisant intervenir une probabilité d’occurrence). La connaissance obtenue par une telle loi est imparfaite en ce qu’elle ne permet pas de statuer sur un seul objet. Des lois probabilistes interviennent en géographie à grande ou à petite échelle, comme dans les travaux sur la migration de Hägerstrand ou sur la localisation des places centrales de Dacey et Berry59. Golledge et Amedeo font remarquer que l’on peut approcher par des moyens statistiques tous les types de lois précédemment présentés. Une approche statistique de lois de section peut être utilisée, par exemple : ce n’est pas transformer cette loi de section en loi statistique. Évoquer ce point, c’est poser la difficile question de savoir où se situe le caractère intrinsèque de la probabilité : dans notre ignorance, dans notre mode d’approche imparfait, dans notre choix d’échelle, dans notre moyen de mesure ou dans le caractère réellement probabiliste du phénomène observé ?60




  5) Les lois de composition. Ce sont ces règles de composition de lois qui deviennent elles-mêmes des lois par l’effet de cette composition : elles permettent de composer les lois s’exerçant sur les éléments d’un système de manière à exprimer la loi globale du système. De telles lois élargissent le champ de validité des lois déjà connues61. Mais cela suppose 1° que le système est décomposable, 2° qu’on connaisse les lois de ses éléments et 3° qu’on connaisse la règle de composition de ces lois. En mécanique rationnelle, c’est précisément la disponibilité d’une telle règle de composition (le principe de superposition) qui permet de formuler la loi du mouvement du système résultant à partir de la somme des lois de mouvement affectant les éléments infinitésimaux du système. Une loi de composition de ce type, quand elle n’est jamais mise en défaut, même au-delà d’un certain niveau de complexité, s’identifie alors à une loi de processus. Golledge et Amedeo doutent qu’il y en ait des exemples en géographie. Bergmann parle lui-même de niveau de complexité en termes de nombre de parties ou d’éléments d’un système. Si la composition n’est valable que jusqu’à un certain nombre d’éléments (ou de degré de complexité) du système, on ne possède pas de véritable loi de processus. C’est souvent et peut-être même toujours le cas en géographie. Et, si le système nécessite, pour être mis en loi dynamique à ce niveau de complexité, la prise en compte de nouvelles variables, on parle d’émergence62. Mais Bergmann ne s’étend pas sur ce point : il donne un rôle plutôt restrictif et négatif à cette caractérisation.




  Même si Golledge et Amedeo ne reprennent pas ces dernières considérations de Bergmann, on peut imaginer que certains phénomènes émergents puissent donc intervenir en géographie comme les travaux en théorie des systèmes complexes tendront à le suggérer. En fait, nous aurons l’occasion de voir que très tôt, Hägerstrand lui-même a considéré le résultat de ces simulations comme manifestant des aspects émergents. Il restera toutefois à se demander si ce que ce genre de simulation met au jour peut à bon droit être appelé une « loi ».




  2.3] Le problème des termes singuliers dans les lois géographiques




  Revenons maintenant à la caractérisation générale des lois et à son applicabilité en géographie. De son côté, en s’appuyant là encore sur Nagel et Hempel mais aussi sur Popper et Braithwaite, Harvey caractérise une loi avant tout comme un « énoncé universel de portée non limitée63 », c’est-à-dire qui est toujours vérifié sans exception. En suivant une remarque antérieure du géographe Edwin N. Thomas64, Harvey constate que si l’on prend le terme « universel » dans toute sa rigueur et son étendue, il nous est nécessaire d’évacuer tout nom propre de tout énoncé susceptible d’être une loi. Ainsi, comme le faisait remarquer Thomas lui-même, l’énoncé typiquement géographique « les villes de taille similaire se trouvent séparées d’une distance similaire » ne peut même être candidat au statut de loi car le nom commun « ville » est en fait un nom propre déguisé. En effet, le terme de « ville » réfère lui-même à l’organisation sociale uniquement humaine, donc singulière, et par là, in fine, au nom propre « Terre », avec l’hypothèse qu’il n’y a d’hommes (au sens où l’on parle d’hommes en géographie en tout cas) que sur Terre. Une géographie, même la plus nomothétique qui soit, semble donc supposer toujours qu’elle n’a affaire qu’à la Terre ou, si l’on veut qu’au système singulier Terre-Lune, dès lors que l’homme a conquis la Lune aussi65. Elle est obligée de recourir à des noms propres et donc aucun énoncé ayant la forme d’une loi au sens strict ne semble pouvoir y être formulé. Dès lors son objectif semble hors d’atteinte.




  2.4] Lois au sens strict versus lois ceteris paribus





  En épistémologie des sciences sociales, il est d’usage de considérer que l’on doit assouplir (relâcher ou relaxer dit-on parfois) les contraintes épistémologiques qui président au statut de loi. La question de savoir s’il existe des lois au sens strict en sciences sociales, ou seulement des lois valables « toutes choses étant égales par ailleurs », i. e. valables uniquement selon la clause ceteris paribus, est aujourd’hui encore une des plus controversées de l’épistémologie des sciences sociales. Un débat récent a opposé John T. Roberts et Harold Kincaid sur cette question66.




  Dans cette section et la suivante, c’est ce débat qui va nous intéresser. Nous en extrairons les principaux acquis conceptuels. Même si nous les rencontrerons de nouveau soulevées çà et là, nous ne reviendrons pas systématiquement, en revanche, sur les questions récurrentes moins techniques et plus philosophiques qui se posent encore parfois au sujet de la mise en loi des phénomènes humains et sociaux. Elles se sont surtout historiquement posées au début des sciences sociales, avant l’émergence des méthodes quantitatives de l’économie puis de la sociologie, bien qu’elles connaissent périodiquement depuis lors des moments de réaffirmation, de reformulation et donc de récurrence. À leur sujet, nous nous permettons de renvoyer aux premiers chapitres de notre Modéliser le social. Méthodes fondatrices et évolutions récentes67. Pour mémoire, rappelons ici simplement les grands types d’objection que l’on peut opposer au projet de mise en loi de l’humain ou du social : 1° la différence de nature des entités concernées (hommes, êtres vivants, êtres inertes) ; 2° la différence de propriétés de leur comportement (tour à tour les actes humains ont été vus comme signes de Dieu, actes libres ou aléatoires ou encore éminemment créatifs et promoteurs d’inédit) ; 3° les différences supposées irréductibles entre quantité et qualité, entre cause et raison, entre faits et valeurs ; 4° la nécessité supposée de la prise en compte prioritaire de la dimension compréhensive, interprétative ou herméneutique, des comportements humains ; 5° le caractère d’obstacle jugé définitif de l’historicité – perpétuelle promotrice de singularités – des phénomènes sociaux.




  Concentrons-nous seulement ici sur les discussions conceptuelles plus étroites portant sur la question des lois ceteris paribus dans la mesure où elles sont plus actuelles en s’accordant a minima au départ sur le fait qu’il existe bien des lois ou disons des pseudo-lois empiriques ou des régularités au moins statistiques – dont la vérification empirique est au moins fréquente si ce n’est systématique – propres à certains phénomènes sociaux. Dans son article de 2004, John Roberts considère en un premier temps que s’il y a des lois en sciences sociales, ce ne peut être que des lois ceteris paribus. Il préfère les nommer « lois sous condition » ou sous « couvert » : hedged laws68. Le schéma d’une telle loi serait selon lui le suivant : « Quand A se produit, B se produit, à moins qu’il y ait une interférence. » Ensuite, il fait remarquer que pour qu’une loi soit une loi propre au domaine d’étude des sciences sociales, et non une loi de la physique ou de la biologie qui se trouverait accessoirement valoir aussi pour des entités reconnues également comme sociales (nous pouvons penser à l’exemple de la chute de l’avion donné plus haut), elle doit être une loi qui s’applique à ces sortes de choses qui sont étudiées par les sciences sociales en raison des propriétés ou de la nature qu’elles acquièrent du fait même qu’elles sont des entités sociales69. En vertu de cette condition, on ne peut compter que sur le savoir de ces sciences sociales elles-mêmes et non sur celui d’autres sciences pour donner la liste des conditions pouvant interférer. Or, cette liste se révèle très probablement infinie et surtout comme extrêmement hétérogène, donc non anticipable, car non engendrable ni accessible a priori. Roberts donne par exemple un échantillon des conditions socialement hétéroclites qui peuvent mener à la violation de « la loi de l’offre et de la demande » en économie : interventionnisme d’État, ignorance des taux de change de la part des acteurs du marché, baisse brutale des revenus des acheteurs, etc. Ainsi, on ne peut connaître ni généralement, ni conceptuellement, ni précisément les conditions d’interférences qui feront que la loi sera inapplicable, ni donc, par symétrie, les conditions qui feront qu’elle le sera.




  D’autre part, Roberts rappelle que les phénomènes sociaux sont sujets à la réalisabilité multiple : il y a une classe hétéroclite d’entités physiques qui peuvent faire office d’éléments contribuant identiquement à un même phénomène social donné. Ce phénomène de réalisabilité multiple peut en théorie mener à des discordances sur les types de conditions interférantes en vertu du caractère directement hétérogène des éléments qui y contribuent : ainsi la monnaie peut être matérialisée de manières très différentes (argent, or, coquillages, assignats, etc.) et des catastrophes différentes peuvent avoir des conséquences sociales tout en ayant une origine physique différente et, par là peut-être des origines premières certes aussi sociales concèdera-t-on, mais des origines sociales au total hétérogènes elles aussi (pénurie de coquillages, choix du papier périssables, abandon de l’étalon or, changement de système technique, passage au numérique, etc.) et ne relevant donc pas du tout des mêmes conditions d’interférences70.




  Comme conséquence de cette difficulté – que Harvey percevait déjà pour la géographie mais sans être aussi précis conceptuellement –, on doit remarquer que, dès lors que l’on ne connaît pas les conditions d’applicabilité ou, respectivement, d’inapplicabilité des concepts théoriques à telle ou telle situation, une théorie géographique de la diffusion ou de la migration, par exemple, même la plus abstraite et la plus universelle d’un point de vue formelle, devra être formulée avec l’énoncé des bornes de son application, bornes qui ne peuvent être connues de manière théorique mais seulement de manière empirique71. Du coup, la portée proprement théorique de cette formulation est réduite à néant puisqu’elle exige que s’y ajoute la liste complète des situations observées jusqu’à présent et que c’est cette liste qui finalement fait autorité au sujet des bornes de validité du discours « théorique » énoncé. On dira par exemple « Cette théorie géographique de la diffusion est valable ici et là, et seulement à telles et à telles époques ». Or le problème réside bien dans le fait que ces bornes n’auront pu être qu’empiriquement constatées. Elles n’auront pas pu être conceptuellement définies, abrégées ni donc anticipées à partir d’une idéalisation contrôlée, comme c’est en revanche le cas en physique. Même si cet énoncé parle de théorie, il ne fait donc que rendre compte, certes d’une manière abrégée, d’une liste d’observations déjà faites : son apport épistémique est donc purement empirique.




  2.5] Loi, force et cause




  Un article de synthèse de Harold Kincaid72 vise à montrer qu’au contraire, il existe bel et bien des lois en sciences sociales et même qu’il n’y a pas de différences essentielles entre les lois des sciences de la nature et les lois des sciences sociales. Le pivot de son argument consiste en une contestation du concept positiviste traditionnel de loi. Que veut-on dire quand on parle de loi ? D’après Kincaid, et selon un diagnostic que nous partagerons en grande partie ici, au lieu de se livrer d’entrée de jeu à une métaphysique de la science imposant des contraintesa priori au concept de loi, il faut partir de ce qu’il signifie aux yeux des scientifiques et cela dans le cadre d’une pratique vérifiée qui leur est d’abord propre :




  Les sortes de contraintes métaphysiques qu’une représentation explicative des lois [account of laws] doit satisfaire ne peuvent pas être déterminées a priori et indépendamment d’une représentation explicative de la manière dont la science elle-même travaille. Si l’idéal métaphysique d’un philosophe entre en conflit avec une pratique de la science couronnée de succès, j’abandonnerai plutôt le premier que la dernière73.




  Fort de ce point de vue, Kincaid s’éloigne des canons conceptuels de l’empirisme logique. Il affirme avec insistance que, vue du terrain de la pratique, une loi n’apparaît pas essentiellement ni avant tout comme un énoncé affirmant l’existence d’un lien régulier entre des événements. C’est seulement de manière secondaire que l’on peut considérer qu’une loi énonce parfois aussi une telle régularité. Pour donner de la substance à son propos qui, formulé ainsi, peut prêter à contestation, Kincaid part du cas paradigmatique de la loi newtonienne de la gravitation et il en analyse le contenu :




  Un exemple quintessentiel de loi de la nature est la loi de la gravitation universelle de Newton : entre deux corps quelconques, il y a une force attractive proportionnelle à l’inverse du carré de la distance entre eux. Quelle sorte de choses dans le monde la loi de Newton choisit-elle [pick out] ? La réponse la plus naturelle est qu’elle identifie une force. Qu’est-ce qu’une force ? C’est un facteur causal. Une force est causale en ce qu’elle influence quelque chose. Elle est un facteur en ce qu’elle n’a pas besoin d’être la seule influence présente. La physique moderne, par exemple, identifie les forces électromagnétique et nucléaire qui peuvent être présentes en même temps que la gravité. Ainsi, un cas paradigmatique de loi est une force ou un facteur causal74.




  En réhabilitant ainsi les notions controversées de force et de facteur causal, Kincaid reconnaît qu’il ne fournit pas une définition du concept de loi en bonne et due forme. En fait, il conteste l’idée même qu’il puisse en exister une définition75. Ce qui compte pour son approche épistémologique, c’est de donner à voir comment cette notion de loi fonctionne réellement dans la science76. Or, l’énoncé d’une loi a la fonction de prédire et, selon lui, la prédiction effectuée grâce à cette loi n’est rendue possible que si l’énoncé affirme l’existence d’un facteur causal. Une loi n’est en effet opérationnalisable au cas par cas que si elle affirme l’existence d’une force effectivement à l’œuvre et non d’une régularité universelle supposée valoir in fine. On ne peut donc décider qu’il existe des lois en sciences sociales que si l’on peut trancher la question de savoir s’il y a effectivement des facteurs causaux influençant les phénomènes sociaux77.




  Une loi n’étantpas prioritairement un énoncé portant sur des relations supposées valoir universellement, la question de ses exceptions ou du ceteris paribus se trouve logiquement reléguée au second plan. Kincaid s’accorde sur ce point avec les arguments influents de Nancy Cartwright qu’il cite pour l’occasion. Cartwright considère que les lois fondamentales (qu’elle assimile aux théories) « mentent » car 1° les lois expérimentales (assimilables aux modèles qu’elle juge plus vrais ou plus vérifiables que les lois fondamentales) ne sont en réalité pas déductibles des lois fondamentales dont on dispose à une époque donnée et que l’on met donc toujours une part de fiction dans ces lois fondamentales, et 2° parce que, à les prendre à la rigueur, les hypothèses théoriques qui fondent ces lois sont même fausses le plus souvent. En conséquence de cela, Cartwright réhabilite elle aussi la notion de cause78.




  Kincaid applique alors sa rectification de la notion de loi au cas paradigmatique de la « loi de l’offre et de la demande » en économie. Traditionnellement, on considère qu’un graphique représentant des courbes d’offre et de demande représente le nombre de produits offerts ou demandés en fonction du prix à l’unité de ce produit. Le point d’intersection des deux courbes indique le prix qui convient à la fois au niveau d’offre et au niveau de demande d’un certain marché : c’est donc le prix adopté par le marché. Mais Kincaid considère qu’un tel graphique ne représente pas en première intention une covariation régulière, c’est-à-dire obéissant à une règle indéfectible, de certaines quantités (nombre de produits offerts et nombre de produits demandés) en fonction d’une certaine autre quantité (le prix). Il représente plutôt, de manière synthétique il est vrai, mais plus directement « combien les individus sont disposés à produire ou à acheter à un prix donné79 ». Un tel graphe de courbes rend compte avant tout de l’existence de certaines dispositions de l’acteur plutôt que de l’existence de covariation entre quantités agrégées. Ainsi, même une telle loi extrait et met en avant (picks out) avant tout un facteur causal. Kincaid précise qu’elle ne décrit pas une régularité qui existerait effectivement entre différents événements pour la bonne raison que l’offre et la demande ne sont pas le plus souvent les seuls facteurs causaux en présence. Cela explique que dans les cas où les individus subissent une baisse importante de leurs revenus, la quantité demandée baisse alors même que les prix baissent aussi. Le croisement des courbes ne permet plus alors de prédire. Mais ce que la loi de l’offre et de la demande affirme, c’est uniquement « qu’il existe une certaine force causale80 ». Pour ce cas d’apparente violation de la « loi », Kincaid précise que l’on peut considérer qu’une forme – modifiée – de la relation « universelle » d’offre et de demande peut encore valoir si on considère non plus les prix absolus, comme dans la « loi » originelle, mais les prix relatifs, c’est-à-dire rapportés aux revenus des acheteurs potentiels81.




  Après cette analyse, il reste que l’on ne sait pas encore d’où vient la plus grande capacité que possèdent les sciences de la nature à tirer des anticipations valides de leurs connaissances causales. Kincaid admet que la différence entre les lois des sciences de la nature et les lois des sciences sociales est bien là. Le véritable problème est le suivant : contrairement à ce que l’on croit trop souvent, ce n’est pas parce que l’on dispose d’une connaissance causale que l’on dispose des moyens de généraliser cette connaissance causale et donc de l’appliquer facilement à l’élaboration de nos dérivations ou de nos prédictions. Or la généralisabilité de la connaissance causale repose elle-même sur les procédés qui ont permis la formulation des lois et donc l’extraction des facteurs causaux. Ces procédés à la fois intellectuels et pratiques sont de deux types : l’idéalisation et l’abstraction. On idéalise un atome, par exemple, lorsque l’on considère qu’il a le comportement d’un corps solide analogue à celui d’une boule de billard. L’idéalisation est une rectification d’une forme ou d’une propriété pour la faire coïncider avec une forme ou une propriété dite « idéalisée » au sens où ses interactions avec l’environnement sont plus simples ou plus aisément anticipables. On abstrait un facteur causal, en revanche, quand on considère qu’il est le seul à intervenir, comme c’est le cas, par exemple, de la force de gravitation dans les représentations théoriques de Galilée et Newton. Abstraire, c’est penser séparément ce qui ne peut exister séparément. Idéaliser, c’est fixer à des valeurs limites ou asymptotiques certaines variables ou propriétés des objets d’étude. Idéalisation et abstraction sont donc deux procédés de simplification de natures différentes. On voit ainsi qu’une idéalisation peut être approximativement vraie car elle parle tout de même encore du système cible (déformé ou transformé) alors qu’une abstraction reste radicalement fausse puisqu’il n’est pas nécessaire qu’elle représente l’objet, même sous une forme standardisée. Ainsi, à la différence d’une idéalisation, se faire une représentation abstraite des propriétés d’un système cible ne nécessite pas de se faire des idées, même abstraites, de toutes les autres propriétés pourtant nécessaires à ce système cible pour qu’ils soient effectivement un système.




  À partir de ces distinctions préalables, la question commune qui se pose et que précise Kincaid est la suivante : « Comment les sciences de la nature réussissent-elles à produire une connaissance des processus causaux de base alors même qu’elles utilisent des idéalisations et des abstractions ?82 » Il se trouve que dans les sciences de la nature, les conditions de validité des procédures d’idéalisation ou d’abstraction peuvent être elles-mêmes théoriquement mesurées ou, à tout le moins anticipées et estimées dans leur tendance. Ainsi Galilée, en imaginant une chute dans le vide, procède-t-il à une expérience de pensée que l’on peut à la fois visualiser et conceptualiser et qui prolonge une tendance qu’il observe déjà empiriquement dans les différentes chutes libres ayant lieu dans des milieux de densités toujours plus faibles. L’anticipation théorique correcte des effets de l’idéalisation y est donc possible puisque l’on peut tester correctement – bien qu’en pensée – l’effet (plus ou moins limité) qu’aurait le passage à la limite s’il avait effectivement lieu. Tout en étant aussi dans la nécessité d’idéaliser, comme les sciences sociales, les sciences de la nature réussissent mieux car elles peuvent plus souvent voir et mesurer par avance les effets réels de leurs idéalisations. Elles savent donc dans quelle situation et dans quelle mesure exacte faire intervenir tel ou tel facteur causal possible.




  Concernant ensuite le problème de la fécondité variable de l’abstraction selon qu’il s’agit de science de la nature ou de science de l’homme, c’est-à-dire le problème de la fécondité de cette pratique qui consiste au fond à ne considérer que quelques propriétés jouant le rôle de facteurs causaux majeurs plutôt que le système cible lui-même – fût-il idéalisé ou standardisé –, on peut renvoyer ici aux analyses toujours pénétrantes – mais significatives aussi de par les idées métaphysiques implicites sur lesquelles elles s’appuient – de John Stuart Mill sur la différence entre causes majeures ou principales et causes accidentelles ou secondaires, ces dernières étant selon lui à l’origine de perturbations qu’une science des causes principales ne peut pas à elle seule encore anticiper :




  L’astronomie était déjà une science avant d’être une science exacte. Elle n’a pu devenir exacte avant qu’on eût expliqué et rapporté à leurs causes, non seulement la direction générale des mouvements planétaires, mais encore leurs perturbations. Elle l’est devenue parce que ses phénomènes ont été ramenés à des lois embrassant toutes les causes qui ont une influence considérable ou minime, constante ou accidentelle, sur les phénomènes, et assignant à chacune la part qui lui appartient réellement dans l’effet total. Mais dans la théorie des marées, les seules lois jusqu’ici constatées sont celles des causes qui affectent le phénomène d’une façon constante et à un haut degré ; quant aux autres, qui ne l’affectent que dans certains cas, ou dans tous les cas mais à un faible degré, elles n’ont pas encore été déterminées ni étudiées avec assez de précision pour pouvoir en fixer les lois, et encore moins déduire la loi complète du phénomène en combinant les effets dus aux causes principales et ceux dus aux causes secondaires. La science des marées n’est donc pas encore une science exacte, non par une impossibilité radicale tenant à sa nature, mais parce qu’il est très difficile de constater avec précision les uniformités dérivées. Cependant, en combinant les lois des causes principales et des causes accessoires qui sont suffisamment connues avec des lois empiriques, ou généralisations approximatives constatables par une observation spécifique, on peut établir des propositions générales qui seront vraies en grande partie, et sur lesquelles nous pourrons, en faisant la part de leur degré d’inexactitude probable, fonder avec sécurité nos prévisions et régler notre conduite.
§2. La science de la nature humaine est du même genre. Elle est bien loin de l’exactitude de notre Astronomie actuelle ; mais il n’y a aucune raison pour qu’elle ne soit pas une science comme l’est celle des marées, ou même comme l’était l’Astronomie lorsque ses calculs n’embrassaient encore que les phénomènes principaux, et non les perturbations83.




  Il est significatif que Mill commence le chapitre consacré aux sciences humaines et sociales par un parallèle avec les sciences de la nature et même par un parallèle avec un rapport interne entre deux sciences de la nature (astronomie et théorie des marées) : c’est bien cette représentation à la fois analogique et continuiste qui lui permet de former un solide espoir méthodologique pour le développement futur des sciences humaines et sociales. Dans les lignes qui suivent immédiatement ce passage, cependant, Mill objecte à cet espoir cette observation selon laquelle les événements moraux d’un esprit humain sont innombrables et cumulatifs, donc pratiquement impossibles à prendre tous en compte, ce qu’il faudrait pourtant84. Car le vécu et donc tout le passé de chaque homme influent sur son caractère et sur ses logiques de comportement. Leur prise en compte intégrale paraît nettement impossible. Malgré cette objection forte, Mill maintient que l’on peut le plus souvent faire le tri : c’est-à-dire qu’il existe selon lui effectivement, constamment et réellement, dans les phénomènes humains et sociaux, des causes que l’on peut considérer comme générales, à impact majoritaire et que les vicissitudes du caractère humain doivent être considérées par rapport à celles-là comme des causes accessoires ou partielles, donc de plus faible poids :




  Cependant, beaucoup des effets qu’il importe le plus pour les hommes de rendre susceptibles d’être prévus et contrôlés étant, comme, les marées, déterminés dans une bien plus large mesure par les causes générales que par toutes les causes partielles prises ensemble, et dépendant principalement des circonstances et des qualités communes à tout le genre humain, ou du moins à de grandes classes, et à un faible degré seulement des idiosyncrasies d’organisation et de l’histoire particulière des individus, il est évidemment possible, pour tous les effets de ce genre, de faire des prédictions qui se vérifieront presque toujours, et d’établir des propositions générales qui seront presque toujours vraies. Toutes les fois qu’il ne s’agira que de savoir comment agira, sentira et pensera la grande majorité de la race humaine ou de quelque nation ou classe de personnes, ces propositions équivaudront à des propositions universelles. Or, c’est là tout ce qu’il faut pour le but des sciences politiques et sociales85.




  Lorsqu’on lit ce texte aujourd’hui, on se demande s’il est réellement évident – « évidemment possible » se risque à écrire Mill – que les phénomènes humains et sociaux de grande ampleur ne dépendent que de causes opérant de manière majoritaire, voire – ce qui est une hypothèse plus audacieuse encore – constamment majoritaire86. La reconnaissance de l’existence probable de cas de dynamique d’« événements rares » (i. e. dues à des causes précisément minimes ou accessoires mais à impact social majeur)87 ou d’effets d’amplification sociale de type chaotique nous a conduits ces dernières décennies à plus de prudence concernant cette affirmation existentielle d’ordre métaphysique au sujet des causes majeures. L’engagement ontologique en faveur de l’existence de causes sociales majeures de la part du méthodologiste Mill pose donc ici question. Existe-t-il même réellement quelque chose comme des causes majeures dans le monde social ? Et même si elles n’existent pas au sens strict, est-il réellement de bonne méthode de supposer,même tout à fait fictivement, qu’il en existe ? En réalité, le texte même de Mill reste prudent car il admet que la prise en compte sous forme donc abstractive de telles causes supposées majeures mènera seulement « presque toujours » à des prédictions vérifiées. Mais même là, une objection peut être soulevée : comment sait-ona priori que cette hypothèse des causes majeures sera féconde dans la plupart des cas? C’est là supposer – sans preuve solide – que la hiérarchie des causes – et donc avec elle l’abstraction – est un procédé méthodologique qui continuera certainement à fonctionner dans le monde social pour y faire des prédictions, comme il fonctionne déjà dans le monde naturel, même si l’on postule et concède, sans davantage de raisons claires, qu’il ne fonctionnera là seulement que « le plus souvent ».




  En tout état de cause, on peut considérer qu’il n’est guère prouvé que la fécondité de l’abstraction sera toujours assurée pour les sciences sociales, même si l’on peut maintenant comprendre pourquoi (i. e. pour quelles raisons méthodologiques et pragmatiques) l’on est souvent tenté de le supposer. Fort de cette analyse préalable et rétrospective, on peut revenir à la séquence argumentative de Kincaid et comprendre comment elle s’adosse elle-même à cette hypothèse implicite de l’existence de causes le plus souvent majeures au moins dans certains phénomènes sociaux. C’est le cas en l’espèce, pour Kincaid, des phénomènes économiques. En effet, si la fécondité des idéalisations ou des abstractions tient au fait que l’on peut comprendre et maîtriser l’impact qu’elles ont sur les prédictions qu’elles nous permettent de faire en les utilisant, Kincaid se demande s’il n’en existe pas de ce genre dans les sciences sociales et qui soient elles aussi correctement fondées. Or, il trouve que la loi économique de l’offre et de la demande entre bien dans cette catégorie. Comme nous l’avons dit, selon lui, elle n’exprime pas prioritairement une régularité, mais l’existence d’une « force causale ». Cette force dispose mais ne détermine pas les acheteurs à acheter dans certaines conditions de prix. Or, cette abstraction qui mène à concevoir la loi de l’offre et de la demande – à savoir ici le fait de ne considérer que la disposition à acheter ou à vendre eu égard au prix sans se représenter toutes les propriétés psychologiques de l’acteur ni non plus celles de son environnement même idéalisées –peut être fondée elle-même de manière solide et cela de deux manières, selon Kincaid : par déduction et par induction. Par déduction d’abord : si on suppose de manière extrêmement générale que chacun cherche à maximiser ce qu’il a88, on voit immédiatement qu’il paraît logique et rationnel qu’il ait une disposition à acheter à un prix moindre89. La loi de comportement en question est donc dans ce cas une dérivation théorique qui provient de manière déductive de l’axiome du calcul coûts-avantages. Par induction ensuite : Kincaid cite un grand nombre de travaux empiriques, dont certains très récents, qui montrent cette tendance majeure ou principale qu’ont les prix – quels que soient les types de biens considérés (agricoles, manufacturés, éducatifs, managériaux, etc.) – à être déterminés en fonction de l’offre et de la demande. Kincaid insiste alors pour finir sur le fait qu’une telle loi n’a jamais prétendu identifier toutes les forces qui influencent le prix90. Mais, de même, précise-t-il, la loi de la gravitation universelle (qui dit aussi qu’il existe une force, la force de gravité, et non d’abord une relation régulière) est silencieuse sur la question de savoir comment d’autres forces pourraient également intervenir et se combiner avec elles91.
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