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Questo libro (saggistica in campo matematico) è dedicato…










A Prometeo


Come leggiamo in Robert Graves, Prometeo (il suo nome significherebbe “preveggente”), eroe indoeuropeo, creatore del genere umano, da alcuni pure incluso nel numero dei Titani, aveva assistito alla nascita di Atena dalla testa di Zeus, e la dea stessa gli insegnò l'architettura, l'astronomia, la medicina, l'arte di lavorare i metalli, l'arte della navigazione, e, e... i Numeri e la Matematica, di cui fece dono agli uomini.














 A tutti i lettori del presente libro.






















































































Perchè tutti i caratteri degli alfabeti siano visualizzati correttamente occorre che la stringa seguente non presenti spazi vuoti tra le lettere
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   Questo libro non presenta immagini in copertina, però il lettore può immaginare di trovarvi l'immagine di un mare azzurro fino all'orizzonte, con una stretta striscia quale spiaggia solitaria, vuota e soleggiata (senza bagnanti sdraiati soltanto a prendere il sole), in primo piano recante tracciata a mano sulla sabbia l'equazione: 






eiπ+1=e(elevato iπ)+1=e(elev iπ)+1=0 






ossia l'equazione “simbolo” dell'intera matematica (in questo testo tutti gli elevamenti a potenza saranno scritti come nell'ultima forma ossia x(elev y)), come abbiamo riportato nel libro, e come pure ritengono molti autori e molti matematici (ovviamente sono quei matematici i quali se non la dicono non sono contenti, ed allora giustamente abbiamo dato una mano anche noi). 


“Ora qui sulla sabbia, al limitare della spiaggia, cosa scriverò contro il calare della notte?”, e questa domanda è significativa e valida sia in Occidente (secondo alcuni Terra del tramonto) che in Oriente (secondo alcuni Terra dell'aurora); iniziamo anche noi con qualche bella stupidaggine matematica.


Oppure immagini il lettore di visualizzare in copertina la riproduzione fotografica dell'incisione di Albrecht Durer dal titolo “Malinconia”. Bulino (capolavori incisi). Melencolia I, Durer. Anno 1514. Vi ammiriamo l'uomo attivo creativamente, con impronte neoplatoniche sopra la figura femminile alata, seduta riflessiva su un gradino con un compasso in mano. Ella è circondata dagli attributi della Malinconia (considerata dagli umanisti del XV-XVI sec. e dai neoplatonici come una vera forza dello spirito) attinenti ad attività manuali, riproduzione di figure geometriche, nonché in alto da un quadrato magico. Il quadrato magico è una disposizione a matrice quadrata di numeri interi, in modo tale da dare risultati uguali le somme di essi per righe, per colonne e per diagonali, come nei due noti quadrati magici seguenti (rispettivamente di ordine 4 e somma 34, e di ordine 3 e somma 15), ossia:






primo quadrato magico (ordine 4 e somma 34)


riga1: 16, 3, 2, 13


riga2: 5, 10, 11, 8


riga3: 9, 6, 7, 12


riga4: 4, 15, 14, 1






secondo quadrato magico (ordine 3 e somma 15) 


riga1: 4, 9, 2


riga2: 3, 5, 7


riga3: 8, 1, 6.






Ma, meglio ancora, come riportato pure entro il libro, la giusta immagine di copertina di questo libro immagini il lettore essere la sovrapposizione della tavoletta Plimpton 322 e di una moderna scheda madre di un attuale PC (con processore multi-core a frequenza d 2-3 GHz e memoria di lavoro RAM di 4-8-16-32-64 GB) ovvero due forme e tecniche di Abaco (tecniche abc, quali strumenti-macchine di calcolo) distanti nel tempo tra loro di 3850 anni circa per collegare simbolicamente due lontanissime tecniche di calcolo, laddove i loro supporti materiali sarebbero argilla-sabbia l'una e sabbia-silicio purificato e drogato l'altra, dato che questo libro non è altro che un nuovo Liber abaci non più antico-medioevale ma più moderno ed attuale; la sabbia è solo sabbia (composto granulare (2-0.05 mm) derivato dall'erosione di rocce specialmente silicee-silicatiche formando allora sabbia silicea) o serve come materiale da costruzione (soprattutto sabbia calcarea, qui lo vediamo pure in molti esempi), però la sabbia (sabbia silicea pura o silice pura, diossido di silicio SiO2) con l'uso del pensiero matematico PM più spiegare meglio il mondo e pure realizzarlo o “realizzarlo” (al tempo storico in cui ci troviamo, diciamo pure “digitalizzarlo”)... sempre sperando di non sprofondare nelle sabbie mobili. 






Ma infine si è poi allegata una semplice copertina per tale “antico-medioevale-rinascimentale-moderno-contemporaneo” e-book di storia della matematica; una copertina fatta dall'autore e non da un grafico quindi una copertina non professionale (proprio come è venuta perché ovviamente si poteva fare ben meglio); poi la si è pure cambiata utilizzando una bella immagine di Uomo vitruviano con autore-titolo-edizione in rilievo “uscenti” dallo scritto leonardesco. 






















“La Matematica è la Teoria delle teorie più Coerente e Perfetta del Pensiero elaborato da mente umana, vestita pure della suprema Bellezza che irraggia dal freddo cristallo del mattino di azzurro metallo...” 


Riguardo i lettori, questo libro, nonostante la mole, in verità traccia una rapida panoramica, ma percorre un lungo cammino, dalle prime speculazioni sui numeri e sui triangoli numerici in terra egiziana fino alle più moderne teorie matematiche astratte ed assiomatiche, oltre che di matematica applicata in particolare riguardo i personal computer, l'informatica e l'ingegneria hardware e software, la telefonia mobile e la multimedialità. Sarà interessante leggerlo, con comodo dello specifico lettore, seguendo l'ordine dei capitoli (per scelta iniziale non suddivisi in paragrafi), ma per necessità si potrebbe pure usare efficientemente la casella di ricerca di parole-frasi per entrare nel testo scrivendovi nomi di matematici, fisici, ingegneri e pensatori vari, tipi di equazioni, di funzioni e di tecniche matematiche, nonché nomi di Aziende, società ed organizzazioni note in campo matematico-fisico-ingegneristico; piuttosto sarà utile creare qualche centinaio di voci di segnalibro dopo aver cercato gli argomenti di interesse inserendo parole opportune nella casella di ricerca (dico solo per esempio e soltanto in questa sinossi in ordine casuale: Metodo di esaustione; Vita di Gauss; Teoria delle reti elettriche 1; Analisi dei nodi modificata ANM; Apollo 11 e lo sbarco lunare 1; Apollo 11 2; Elon Musk; DSP 1; DSP 2; Apple I, Apple II; Reattori nucleari veloci; Teoria delle particelle elementari 1; Archimede 1; Archimede 2; Equazioni differenziali alle derivate parziali EDDP 1; EDDP 2; Transfiniti; Cantor; Sistemi lagrangiani 1; Meccanica ondulatoria; von Braun; Teoremi di incompletezza 1; Teoremi di incompletezza 2; Nell'anno 2016; Nell'anno 2017; Nell'anno 2018; Nell'anno 2019; Nell'anno 2020; Nell'anno 2021; Nell'anno 2022; Nell'anno 2023; Nell'anno 2024; Teorema di Rolle; Harvard; Princeton; Pentodo PL504; Apollo 13; Pentium IV; Vostok 1; Rolling Stones; Tarski; Equazioni diff di tipo iperbolico; WWII; Bourbaki; 2N3055 caratteristiche; 2N3055 2; 2N3442 caratteristiche; Fibonacci; Luca Pacioli; Equazione di Klein-Gordon K-G; Vangelo di Giovanni; Vita di Russell; Classe di tutte le classi 1; Oscillatori a quarzo XTal 1; Texas Instruments 1; von Neumann; Arduino 1; Arduino 2; Tommaso d'Aquino; Formalizzazione; Logicismo 1; Logicismo 2; NE555; Lorentz; Einstein; General Motors; Lorenz SZ; ENIAC; Summit IBM; Relatività generale RG 1; RG 2; Poincarè e la relatività; Heisenberg; Chernobyl; Rouchè-Capelli; Tetto fotovoltaico; Little Boy; Falcon Heavy; Ars Magna; Notre-Dame de Paris; Duomo di Milano; SARS-CoV-2 e Covid-19; Diario breve della pandemia Covid-19; Teorema di Pitagora TP; Ultimo teorema di Fermat UTF 1; Enrico Fermi ed i neutroni termici; Guglielmo Marconi 1; Isaac Barrow; Space Shuttle; Manhattan Project 1; Trinity Test TT; Fat Man; Al-jabr; e centinaia e centinaia di altri). Inoltre il manoscritto non ha subito il processo di editing, sia per ragioni economiche che per non ottenere la solita polpetta stilistica, per cui alcuni lettori potrebbero criticare la formazione delle frasi, la loro lunghezza, il loro incapsulamento, la scarsa leggibilità del testo, ecc., ma si chiede ai lettori solo una maggior attenzione per l'acquisizione delle informazioni e del contenuto di questo “poema di matematica pura ed applicata”. 


Un libro, nonostante tutto, da leggere fin dall'inizio, ed anche fino alla fine, salvo ragioni di pazienza e sopravvivenza.... ma se è sopravvissuto colui che lo ha scritto, sopravvivranno anche coloro che lo leggeranno. 


Dopo averlo scaricato, chiunque può utilizzarlo per soli fini propri privati, didattici e di lavoro (ovviamente se dovesse ritenerlo utile, anche se il testo non è stato espressamente pensato per questi scopi) sotto la sua responsabilità riguardo il tipo di uso che ne farà. 


Buona lettura.














   =========================














































































   Il presente libro, più divulgativo, segue però passo passo il cammino di un precedente libro del medesimo autore “Storia del pensiero matematico dall'antichità al nostro tempo, con un breve sguardo da un lato alla filosofia della matematica e dall'altro alla tecnica matematica con qualche accenno ad alcune tra le innumerevoli applicazioni” (di natura un poco più tecnica, e non pubblicato, o meglio pubblicato tardivamente), a parte l'aggiunta di alcune integrazioni al testo, il cui indice (piuttosto esaustivo) qui pure riportiamo per mostrare meglio il contenuto del presente libro.






Introduzione






Capitolo 1   Nella notte dei tempi ed all'ombra delle piramidi.


Notazione e numerazione geroglifica. Il papiro di Rhind dello anche di Ahmes. Notazione e numerazione ieratica. Le frazioni. Le operazioni aritmetiche. Equazioni algebriche di 1° grado. Aree di semplici figure geometriche. Rudimenti di trigonometria ed il “seqt”. Il papiro di Mosca. Volume della piramide e del tronco di piramide. Area della superficie di un semicilindro.  






Capitolo 2  I numeri in cuneiforme.


Testi di epoca “pre” e “postletteraria”, protoelamiti e protosumerici. La tavoletta di Larsa. Le unità di misura. Notazione e numerazione cuneiforme, notazione posizionale non assoluta per numeri interi e frazioni, base sessagesimale. Operazioni aritmetiche. Equazioni algebriche di 1° grado. I 3 tipi di equazioni di 2° grado, ed alcuni tipi di equazioni di 3° grado. Tavoletta Plimpton contenente le terne pitagoriche. Somma di successioni di potenze e progressioni geometriche. Aree di figure poligonali. Nozioni sul teorema di Talete e sul teorema di Pitagora. 






Capitolo 3  La nascita della matematica greca.


L'alfabeto greco. Talete di Mileto ed i teoremi a lui attribuiti. Pitagora di Samo, le scoperte a lui attribuite e la sua scuola. La dottrina, la teologia, la mistica e la teoria dei numeri. Il teorema di Pitagora. Il sistema di numerazione attico o erodianico. Il sistema di numerazione ionico o alfabetico. Frazioni. Arte logistica ed uso dell'abaco.  






Capitolo 4  L'audacia dei matematici pionieri.


Le origini del triangolo numerico. Le terne pitagoriche, le terne platoniche ed alcune proprietà dei numeri triangolari. I matematici pionieri. La quadratura del cerchio. La duplicazione del cubo. La trisezione dell'angolo. Le lunule e la loro quadratura. Le 4 arti del quadrivio, le 3 arti del trivio: le 7 arti liberali. La dimostrazione dell'incommensurabilità tra grandezze. I 4 paradossi di Zenone. Cenni sulle grandezze discrete e continue. Introduzione dell'algebra geometrica. Cenni sui metodi infinitesimali in terra greca.






Capitolo 5  Il periodo classico.


Socrate. Platone e la sua aritmetica e geometria. Le grandezze commensurabili ed incommensurabili. La dimostrazione matematica, la teoria della dimostrazione e la nozione di teorema. La definizione di rapporto di Eudosso. L'assioma di Archimede. Cenno all'assioma di continuità nella matematica greca. Il metodo di esaustione. I due tipi di curve greche ed i due modi per costruirle. Le sezioni di cono o coniche. Duplicazione del cubo di Menecmo e quadratura del cerchio di Dinostrato. Cenni sull'indivisibile, sull'infinito e sull'”infinitesimo attuale”. La fondazione del Museo di Alessandria. Le opere di Euclide. Gli Elementi, l'analisi dei 13 libri e dei 2 apocrifi. Archimede, la sua fisica, statica ed idraulica. Assioma e metodo di esaustione in Archimede. Le sue opere. Aree e volumi. Solidi semiregolari. Apollonio di Perga, le sue opere e le due sole pervenuteci. Le Coniche e la loro analisi. Le 3 categorie di curve presso i greci: i luoghi piani (o rette e cerchi), i luoghi solidi (o sezioni coniche) ed i luoghi lineari.






Capitolo 6  Tolomeo e la nascita della trigonometria.


Due astronomi: Aristarco ed Eratostene. Il padre della trigonometria. L'Almagesto (Mathematikè syntaxis), le formule e le tavole di Claudio Tolomeo. Il sistema geocentrico. Le altre opere di Tolomeo. La matematica, la geometria e le macchine elementari di Erone.






Capitolo 7  Ultimi bagliori della matematica greca.


La scarsa propensione della cultura romana per il pensiero matematico. Diofanto e la sua Arithmetica. Le 3 fasi dell'evoluzione dell'algebra. Pappo e la sua Collezione. Gli ultimi matematici occidentali dell'antichità.






Capitolo 8  La matematica dell'Oriente.


Le origini del pensiero cinese e del pensiero matematico cinese. Il Chiu-chang suan-shu ed alcuni dei suoi 246 problemi. Il primo esempio storico di quadrato magico. I 2 originali sistemi di numerazione decimali. L'abaco. Le frazioni comuni e l'applicazione del sistema decimale alle frazioni ed alle misure. La migliore determinazione di π rispetto al valore archimedeo. Le tecnologie e le invenzioni cinesi. Il periodo più importante della matematica cinese. Il Ssu-yuan yu-chien ed il culmine dell'algebra cinese. Il Shu-shu chiu-chang ed il massimo livello dell'analisi indeterminata cinese. Il triangolo aritmetico. Gli aspetti del pensiero matematico cinese dal '600 al nostro tempo. L'antichità indiana, la matematica del Sulvasutra e l'astronomia del Surya Siddhanta. La nascita del concetto anticipatore della funzione seno. La matematica approssimata dell'Aryabhatiya.  I sistemi di numerazione indiani e la notazione posizionale decimale. La nascita dello zero. Le più antiche tavole dei seni e la trigonometria indiana. Le operazioni aritmetiche e le tecniche di calcolo. Equazioni determinate ed equazioni indeterminate. La matematica di Bakshali e di Brahmagupta (aritmetica, calcolo di aree, algebra, analisi indeterminata ed equazione diofantea lineare). Bhaskara, la sua aritmetica, algebra e la soluzione generale dell'equazione di Pell. L'eredità della matematica indiana nei confronti della matematica moderna: il sistema di numerazione indo-arabo e la funzione trigonometrica seno.






Capitolo 9  La Casa del Sapere di Baghdad e l'Al-jabr.


L'avvento del mondo e della cultura araba. La fondazione della Casa del Sapere. Al-Khuwarizmi, il padre dell'algebra e l'Al-jabr wa'l muqabalah, brevemente analizzata. Il traduttore e commentatore Thabit ibn-Qurra, le sue dimostrazioni alternative del teorema di Pitagora e la sua generalizzazione. Al-Karkhi, Abu'l-Wafa. L'astronomia di al-Battani. La trigonometria araba con le sue 6 funzioni, le tavole dei seni e delle tangenti. Ibn-Sina, al-Biruni, ibn-al-Haithan. Le 4 sezioni-parti della matematica araba: aritmetica, algebra, trigonometria, geometria. Il matematico ibn-Yunus e le formule di prostaferesi. Omar Khayyam, scienziato, algebrista (equazioni di 2° e 3° grado), geometra e poeta. Gli ultimi splendori della matematica araba: Nasir Eddin al-Tusi astronomo ed autore del primo trattato di trigonometria circolare e sferica come disciplina indipendente; al-Kashi ed il suo prodigioso valore di π. L'anonimo maestro, e Abu Giafar, e al-Khazin ed i triangoli numerici presso gli arabi. L'astronomia islamica. I problemi di trigonometria sferica posti da esigenze religiose. L'astrolabio. Il sistema tolemaico criticato e modificato: da Abd al-Rahman a Ibn al-Shatir.






Capitolo 10  Dal VI al XIV secolo, e dal Liber abaci alla “latitudo formarum”.


La matematica dell'alto medioevo ed il livello di trattazione più basso raggiunto nella sua storia. La matematica dei bizantini e degli occidentali. L'introduzione della numerazione indo-araba. Le traduzioni dall'arabo ed i commenti. Leonardo Pisano detto Fibonacci, ed il Liber abaci. Practica geometriae e Liber quadratorum. Il problema del congruo ed i triangoli numerici in Leonardo. I fisici di Parigi ed i logici di Oxford. La critica delle leggi del moto aristoteliche e la regola mertoniana. Nicola Oresme, la “latitudo formarum” e la rappresentazione delle forme uniformemente difformi. Verso la legge del moto uniformemente accelerato dei gravi in caduta libera di Galileo Galilei e la sua verifica.






Capitolo 11  La matematica del periodo rinascimentale e del primo periodo di transizione: dalla Summa di Luca Pacioli all'Ars Magna di Cardano, dall'algebra letterale di Viète al metodo galileano.


Nicola Cusano, il Regiomontano e le opere astronomiche e trigonometriche. Le vecchie algebre. La Summa de arithmetica, geometria, proportioni et proportionalità di frà Luca Pacioli. Leonardo da Vinci, il suo mondo e la sua matematica. Opere d'algebra del '500 e cossisti-cosisti. Niccolò Tartaglia, Scipione del Ferro, Ludovico Ferrari, Gerolamo Cardano e la sua Ars Magna con la soluzione delle equazioni di 3° e 4° grado. La necessità dei numeri complessi, complessi coniugati, ed il loro ruolo. Copernico ed il nuovo sistema astronomico. I pittori rinascimentali e la nascita della teoria della prospettiva. Viete, l'origine dell'algebra letterale e la sua soluzione delle equazioni di 3° grado. Le relazioni tra radici e coefficienti. Il numero di radici di un'equazione algebrica di grado n. Dall'algebra geometrica, attraverso l'arte analitica, verso la geometria analitica. La nascita della trigonometria analitica. Le formule di prostaferesi, di duplicazione e moltiplicazione degli angoli. La nascita dei logaritmi: John Napier, Henry Briggs e Jobst Burgi. Promozione del sistema decimale nella numerazione, nei pesi e nelle misure. Gli inizi dell'attività di Galileo. Ludolph van Ceulen, Viète ed i nuovi calcoli di π. Il calcolo del tempo e la riforma del calendario. Viete ed il 10° problema di Apollonio. Stevino e la sua statica. La teoria delle coniche, il calcolo di aree e di volumi, e le leggi planetarie di Keplero. L'esordio di Galileo Galilei, il moto uniformemente accelerato e la traiettoria parabolica del moto balistico. Le sue teorie dell'infinitamente piccolo e dell'infinito. La filosofia naturale del rinascimento come fonte prossima della successiva nascita della scienza matematica: dall'animazione-animismo al meccanicismo-meccanismo; finalità, esperienza, causa, anima, forza ed accelerazione. Leonardo da Vinci (colui che spiana la strada), precursore del metodo sperimentale. L'ideale conoscitivo di Keplero (alla soglia dell'origine della scienza matematica) e la teoria dell'armonia. Le fondamenta gettate della futura astronomia scientifica. Vengono ricavate le prime due leggi planetarie. Carteggio tra Keplero e Galileo. Il ruolo della matematica nel metodo scientifico. Il nuovo concetto di materia e la sua conservazione. Il concetto di corpo, la gravità, il concetto di movimento e la meccanica galileana. Dialogo sopra i due massimi sistemi del mondo tolemaico e copernicano di Galileo. Le opinioni astronomiche alla fine del '500. L'accusa, il processo, la sentenza, l'abiura e la successiva riabilitazione di Galileo. Lo sviluppo congiunto della matematica e della nuova fisica. La grandezza continua, indefinitamente divisibile e composta di elementi. Bonaventura Cavalieri, la Geometria indivisibilibus continuorum nova quadam ratione promota ed il suo concetto di infinitesimale. Verso il concetto unificato ed universale di curve e di figure che maturerà nella geometria analitica. La nascita del nuovo concetto di dimensione e di misurazione in geometria ed in meccanica. La definizione formale e tecnica di aritmetica e la teoria dei numeri: naturali, interi, congruenze, razionali, reali, il postulato di continuità, complessi, cardinali ed ordinali.






Capitolo 12  La Geometria analitica ed il secondo periodo di transizione.


Renè Descartes, la sua vita, il suo mondo. La filosofia e la fisica dei Principia philosophiae, la loro costruzione e la loro coerenza. La gèomètrie e la sua breve analisi. Rapporto tra algebra e geometria, costruzioni geometriche, l'uso sistematico delle lettere, la non omogeneità formale. Traduzione di un problema geometrico in un'equazione algebrica e sua soluzione con minimi mezzi geometrici. Passi avanti di Cartesio nel problema di Pappo. La definizione de luoghi geometrici: curve geometriche e curve meccaniche. L'uso ancora particolare delle coordinate. Il principio fondamentale della geometria analitica debolmente enunciato. La teoria elementare delle equazioni. Le opere di Cartesio. Discours de la mèthode e la sua applicazione alla realtà fisica. La statica e la dinamica cartesiana. Fermat, la sua geometria analitica ed il principio fondamentale. Il metodo dei massimi e dei minimi ed il metodo della tangente; il metodo di differenziazione e di integrazione di Fermat. I primi casi in cui appare la natura inversa dei problemi della tangente e dell'area. Fermat e la teoria dei numeri. I teoremi di Fermat ed il 3° o grande od ultimo teorema dimostrato nel XX sec. da Andrew Wiles. L'induzione matematica. Roberval e Torricelli: tangente ed area della cicloide e volume di rotazione; tangenti alle coniche. Girard Desargues, la teoria proiettiva e la trattazione unitaria delle coniche. La geometria di Pascal. Pascal-Fermat e la nascita della moderna teoria della probabilità. Il triangolo aritmetico. La cicloide generalizzata. Philippe de la Hire e la sua geometria. Mohr, Mascheroni e Mengoli. La geometria analitica di F. van Schooten e di de Witt. Il teorema di Hudde e la regola di Sluse. Christiaan Huygens, il pendolo cicloidale, evolute ed evolventi. John Wallis, la sua geometria delle coniche, l'algebra e l'aritmetizzazione del metodo degli indivisibili. James Gregory e N. Mercatore.  Isaac Barrow, maestro di Newton ed il suo metodo per le tangenti, il più prossimo all'imminente invenzione del calcolo infinitesimale.






Capitolo 13  L'avvento del nuovo calcolo.


La nascita di Newton. La sua prodigiosa primavera. La formula del binomio. Il De analysi per aequationes numero terminorum infinitas, l'analisi infinita, le serie infinite ed il metodo delle flussioni. I Philosophiae naturalis principia mathematica PNPM.  G.W. Leibniz; il triangolo armonico, il calculus differentialis ed il calculus integralis. La sua logica e la sua filosofia. Primi sviluppi in serie di funzioni trascendenti. Cenni del contenuto dei Principia, e della teoria della gravitazione universale. Metodo di Newton per la soluzione approssimata delle equazioni. L'Arithmetica universalis. La rivoluzione newtoniana, la sua filosofia e la sua scienza matematica. Il concetto e la definizione di forza. Henry More, l'origine della metafisica e della filosofia dello spazio assoluto e del tempo assoluto di Newton: la teoria dello spazio. Leibniz, lo spazio ed il tempo intellegibili. I passi della scoperta della legge di gravitazione. Il concetto di materia e di punto materiale. Il concetto di movimento. La causalità. La dinamica razionale come parte della matematica pura. Le leggi del moto newtoniano e la loro critica. La fisica di Leibniz. L'algebra come computazio di Newton. La polemica Leibniz-Newton sull'invenzione del calcolo infinitesimale.






Capitolo 14  I Bernoulli, d'Alembert, Eulero, e l'analisi prende la sua forma.


I Bernoulli matematici. Jacques e Jean, le serie, l'isocrona e la brachistocrona. L'equazione differenziale di Bernoulli. Il calcolo delle variazioni: la linea di lunghezza minima ed il problema della brachistocrona. La lemniscata di Bernoulli, la spirale logaritmica. Nuovi tipi di coordinate. Cenni sugli integrali abeliani, gli integrali ellittici ed iperellittici. De ludo alee e l'Ars conjectandi. Teorema di Bernoulli o legge dei grandi numeri (e teorema di De Moivre-Laplace); legge forte dei grandi numeri o legge di Borel: esempio. La regola di De l'Hospital per le forme indeterminate, ed il primo manuale di successo sul calcolo infinitesimale. L'origine dell'analisi matematica. Il concetto di limite finito, infinito; definizione topologica di limite. Massimo e minimo limite. Definizione generale di limite. La definizione di derivata. La derivata seconda ed n-esima. Le derivate di uso corrente. Il calcolo integrale finito ed indefinito. La definizione di integrale indefinito. Proprietà dell'integrale. Integrazioni immediate. Integrazione per parti. Integrale improprio o generalizzato. La teoria filosofica del calcolo infinitesimale: la teoria di Leibniz e la teoria di Newton. Definizione della continuità di f(x) secondo Dini. Condizione precisa per l'esistenza di un limite: classe di limiti. Nelle operazioni infinitesimali non sono implicati né l'infinitesimale né l'infinito. L'applicabilità del calcolo differenziale ed integrale alla geometria ed alla meccanica razionale. La sola vera nozione di infinitesimale ed infinito improprio tra numeri, classi, divisibilità e misure. Ordini d'infinito e d'infinitesimale. Gli errori dell'approccio filosofico all'infinitesimale, e loro critica. Le serie spaziali e temporali. L'opera di Jean e Daniel Bernoulli. Il paradosso di Pietroburgo. La teoria della probabilità: teoria assiomatica; definizione basata sul concetto d frequenza relativa; definizione classica (casi favorevoli/casi equiprobabili); definizione come misura di un'opinione (teoria soggettiva). Bernoulli e De Moivre in teoria della probabilità. Il teorema di De Moivre. Formule trigonometriche. Cots ed il suo teorema, calcoli infinitesimali e la periodicità delle funzioni trigonometriche. Colin MacLaurin, le sue opere. La formula di Lagrange, di Taylor e di MacLaurin.  Taylor e le sue opere. Berkeley e la sua critica del calcolo infinitesimale. Gabriel Cramer e la sua regola. Teoria dei sistemi di m equazioni lineari in n incognite, omogenei e completi. La teoria delle matrici e la teoria dei determinanti. Cenni degli spazi complessi e degli spazi vettoriali a n dimensioni. Cenni di trasformazioni lineari. La regola di Cramer  ed il teorema di Rouchè-Capelli. Le trasformazioni di Tschirnhaus per la risoluzione delle equazioni di 3° e 4° grado. Hermann e la sua geometria. Fondamenti di geometria dello spazio 3-dimensionale: equazioni di rette, piani, curve e superfici. Trasformazioni di coordinate. Rolle ed il suo teorema. Il teorema di Ceva. L'equazione differenziale di Jacopo Riccati. La teoria delle equazioni differenziali ordinarie EDO. Genesi delle equazioni differenziali. Sistemi di equazioni differenziali ordinarie. L'equazione lineare del 1° ordine. Equazioni differenziali esatte. Equazioni omogenee integrate da Manfredi. Equazioni differenziali non esatte. Il metodo di Cauchy-Lipschitz e di Runge-Kutta. Il metodo di Peano-Picard e di Goursat. Il metodo degli sviluppi in serie di Taylor. La teoria delle equazioni differenziali ordinarie lineari di ordine n, omogenee e complete; i sistemi lineari. Equazioni differenziali lineari a coefficienti costanti. Esempio applicativo con equazione lineare a coefficienti costanti del 2° ordine: circuito RLC parallelo. Equazione di Eulero. L'equazione di Bessel. L'equazione di Legendre. L'equazione di Gauss. Condizioni iniziali ed al contorno; principio dell'alternativa; teoremi di unicità e di risolvibilità. La teoria delle coniche: ellisse, parabola, iperbole, cerchio. I tentativi di dimostrare il 5° postulato di Euclide: Nasir Eddin e G. Saccheri. La serie a termini uguali a segni alterni. Leonardo Eulero, il suo mondo e la sua vita. L'incarnazione dell'analisi. La relazione simbolica della matematica. La simbologia euleriana. L'Introductio in analysin infinitorum, ed il concetto di funzione. L'odierna definizione di funzione matematica e di analisi matematica. Lo sviluppo in serie di potenze di alcune funzioni logaritmiche, esponenziali, trigonometriche circolari ed iperboliche dirette ed inverse. Identità o formule di Eulero, forme esponenziali e relazioni circolari-iperboliche. Risultati ottenuti con le serie. D'Alembert, la sua vita. Il progetto dell'Encyclopèdie. La relazione e l'equazione simboliche della dinamica razionale: principio di d'Alembert. Le equazioni cardinali della dinamica. La 1° e 2° forma delle equazioni di Lagrange. Le equazioni della meccanica analitica. Sistema canonico o sistema hamiltoniano. Il metodo di integrazione e l'equazione di Jacobi. Aspetto ondulatorio dei fenomeni meccanici nella meccanica classica. Cenni di meccanica ondulatoria quantistica, precisiamo in ambito classico; la corrispondenza tra onde e corpuscoli. Logaritmi di numeri reali (positivi e negativi) e complessi. La teoria delle funzioni analitiche. Equazione di Cauchy-Riemann. Prolungamento dal reale al complesso. Serie multiple. Congettura di Girard. D'Alembert ed il concetto di limite, infinitesimale ed infinito. Equazione d'onda della corda vibrante di d'Alembert. Dinamica dei fili e piccole vibrazione trasversali. Equazione della corda finita fissata ai suoi estremi (Daniel Bernoulli). Equazione della linea di trasmissione elettrica ideale. Le 4 equazioni di Maxwell in forma differenziale MD ed in forma integrale MI. Equazione delle onde elettromagnetiche. I due fratelli Clairaut: Claude e la geometria solida. La teoria delle funzioni di più variabili: limiti, derivate parziali, sviluppi in serie. Studio delle superfici. Equazione di Laplace e laplaciano; equazione di Poisson: metodi di risoluzione. Metodo di rilassamento grafico e numerico. Le Institutiones di Eulero. Integrali abeliani ed integrali ellittici. Integrali euleriani; funzioni beta e gamma. L'integrale di Cebysev. Cenni di statistica avente carattere deduttivo. Buffon. La teoria dei numeri al tempo di Eulero. La teoria delle serie. Teoremi e criteri di convergenza. Serie di funzioni e serie di matrici. Le opere d'algebra del '700. Sviluppi della geometria analitica. Intorno al 5° postulato delle parallele. Lambert dimostra l'irrazionalità di π.






Capitolo 15 L'Ecole Normale e l'Ecole Polytechnique.


La matematica ed i matematici del periodo immediatamente precedente la Rivoluzione Francese. Il passaggio dall'alchimia alla chimica. Il problema del concetto matematico nella teoria della materia. Dal flogisto alla moderna teoria della combustione chimica. Lavoisier e la nascita della chimica scientifica. Laplace e la teoria della probabilità. Teorema di De Moivre-Laplace. La teoria fondamentale della meccanica celeste. Moto centrale kepleriano e moto dei pianeti perturbato. Teorema di Laplace. Il sistema decimale; il sistema dei pesi e delle misure. L'istruzione delle scuole: Carnot e Monge. La fondazione dell'Ecole Polytechnique. La geometria analitica 3-dim e la geometria descrittiva. La nascita dell'Ecole Normale. Fondamenti di geometria differenziale. La rivoluzione dei testi e dei manuali.  L. Carnot, il calcolo infinitesimale e la geometria di posizione.  S. Carnot il fisico. Il teorema di Carnot (versione trigonometrica di un vecchio teorema di Euclide nel piano e nello spazio). Il teorema di Carnot (generalizzazione del teorema di Menelao). Il grande manuale di matematica di successo americano. I contributi di Legendre e gli integrali ellittici. L'equazione del pendolo semplice. La lunghezza dell'arco d'ellisse ed in generale delle coniche. La teoria dei numeri al tempo di Legendre. Thèorie des fonction analytiques di Legandre. Il calcolo delle variazioni come nascita-inizio dell'analisi funzionale. L'equazione di Eulero-Lagrange ed altri problemi variazionali. I principi variazionali della dinamica: principio di Gauss o della minima costrizione dei vincoli; principio di Hertz o della direttissima; principio di Hamilton; principio dell'azione stazionaria o di Holder; principio dell'azione minima di Maupertuis e di Eulero. Parallelo tra ottica geometrica OG e meccanica corpuscolare MC: ottica ondulatoria OO e meccanica ondulatoria ES. Metodo della variazione dei parametri. Metodo dei moltiplicatori di Lagrange. Polinomi trigonometrici e serie di Fourier: loro proprietà. La teoria ed il metodo dei minimi quadrati. Disuguaglianza di Parseval. L'integrale e la trasformata di Fourier FT. La formula di inversione. Teorema di Plancherel. Le applicazioni della serie di Fourier. Esempi applicativi: equazione della conduzione del calore in mezzi omogenei ed isotropi; la temperatura all'interno della Terra; la cantina a 4.5 metri di profondità. La teoria del campionamento dei segnali ed il relativo teorema del campionamento (nel dominio del tempo e nel dominio delle frequenze). La teoria dell'integrale e della trasformata di Laplace; la formula di inversione di Riemann-Fourier. Applicazione alla risoluzione di un circuito RLC serie. Teoria dei circuiti e delle reti elettriche. Analisi dei nodi, analisi degli anelli, analisi delle maglie fondamentali, analisi degli insiemi di taglio fondamentali: equazioni risolutive. Applicazione della trasformata di Laplace. I teoremi di rete: teorema di sostituzione, teorema di sovrapposizione, teorema di rete equivalente di Leòn Thèvenin e di Norton, teorema di reciprocità. Cenni di teoria delle distribuzioni. Teoria dell'origine del sistema solare di Laplace. Teoria dei campi (scalari, vettoriali, tensoriali). Campi fisici e campi matematici. Costruzione matematica di un campo. Costruzione e definizione di gradiente. La circolazione. Costruzione e definizione di rotore. Teorema di Stokes o del rotore. Formule di Green. Campi lamellari ed irrotazionali. Il flusso. Costruzione e definizione di divergenza. Teorema di Gauss o della divergenza. Campi solenoidali. Curvatura, curvatura totale di una superficie e “theorema egregium” di Gauss. Geodetiche. Campi armonici. 






Capitolo 16  L'avvento del rigore matematico.


Gauss, la sua vita. Il metodo di rappresentazione geometrico dei numeri immaginari e dei numeri complessi. Contributi al teorema fondamentale dell'algebra con dimostrazioni geometrica ed algebriche. La Disquisitiones arithmeticae e l'algebra delle congruenze (classi di equivalenza). Il “theorema aureum”. Numeri interi gaussiani. Teoria fondamentale dell'aritmetica di Gauss. La distribuzione dei numeri primi nella serie degli interi. Congettura o postulato di Bertrand e dimostrazione di Cebysev. Il teorema si Dirichlet. Oggetto generale di teoria dei numeri. Poligoni regolari con n dispari. L'astronomia al tempo di Gauss. L'invenzione della teoria delle funzioni analitiche. L'invenzione delle funzioni ellittiche.  N.H. Abel, la sua vita. Potenza reale del binomio. Leonardo Eulero, Paolo Ruffini, ed infine N. Abel, e la dimostrazione dell'impossibilità della soluzione algebrica dell'equazione di 5° grado. Abel, Jacobi: la doppia periodicità delle funzioni ellittiche, le funzioni abeliane, e le funzioni teta. La teoria dei gruppi abeliani. Criterio e teorema di convergenza di Abel. Lo sviluppo dei determinanti ed il contributo di Cauchy. Cauchy, la sua vita. Jacobi ed i determinanti funzionali jacobiani. Il Journal, gli Annales, il Journal di Crelle ed il Journal di Liouville. La Mathematical Society di Londra ed i Proceedings; l'American Mathematical Society e la Mathematical Reviews. Lo sviluppo della teoria delle funzioni analitiche: generazione delle funzioni analitiche; serie di potenze; differenza tra il piano complesso ed il piano proiettivo reale; cerchio di convergenza; sfera di Neumann; integrale di funzione analitica; teorema fondamentale di Cauchy; 1° e 2° forma integrale di Cauchy; esistenza, unicità ed armonicità delle funzioni analitiche; sviluppo in serie di Taylor ed in serie di Laurent; singolarità isolate al finito e caratteristiche; olomorfismo e singolarità all'infinito e caratteristiche; il teorema di Casorati; teorema di Picard; teorema di Liouville ed il conseguente teorema fondamentale dell'algebra; residui; i due criteri o teoremi di identità; indicatore logaritmico e relativo integrale; calcolo del numero delle radici di un'equazione algebrica di grado n; massimo e minimo modulo; rappresentazione conforme. Il metodo di Weierstrass; funzioni polidrome; serie di Puiseux; funzioni algebriche e superfici di Riemann. Funzione gamma e funzione beta. Maggior rigore nei procedimenti matematici: Cours d'analyse de l'Ecole Polytechnique, Rèsumè des lecons sur le calcul infinitèsimal, Lecons sur le calcul diffèrentiel. Le definizioni di Cauchy di limite, derivata ed integrale. Teorema di Rolle e teorema del valor medio di Cauchy. Bolzano precursore dell'aritmetizzazione e della teoria dell'infinito. La definizione in matematica e gli indefinibili. La definizione di numero cardinale. Classi finite e classi infinite. La serie dei numeri interi o induttivi: principio di induzione. Tutto (aggregato ed unità) e parte secondo Russell. L'analisi di un tutto come falsificazione. Implicazione formale. L'addizione logica. Aggregati ed unità infiniti: loro costituzione e grandezze di divisibilità. La necessità dei tutti-insiemi infiniti in geometria ed in dinamica. Cenni ai 3 problemi dell'infinità, dell'infinitesimale e della continuità. L'infinità. L'”assioma di finitezza”. La continuità. La serie spaziale e la serie temporale come continui cantoriani. I 4 paradossi di Zenone di Elea. Regressi infiniti. La dicotomia; Achille e la tartaruga; la freccia. La costante ed il concetto di variabile x in matematica. La misura. Il continuo infinitamente divisibile e gli elementi. La 2° antinomia di Kant e la 1° antinomia. Il paradosso di Zenone AT ed il paradosso di Cantor TS. Cardinali ed ordinali trasfiniti. La 1° classe degli ordinali trasfiniti. Teorema di Bolzano. Teorema di Bolzano-Weierstrass. Cenni sulle proprietà topologiche degli insiemi infiniti. Criteri di convergenza di serie: criterio di Cauchy, criterio del rapporto (o di d'Alembert), criterio della radice, criterio del confronto, criterio di convergenza assoluta. Criterio di convergenza interna. Teorema di Cauchy-Hadamard. Criterio di convergenza uniforme. Disuguaglianza di Cauchy. Il più bel teorema di Fermat con dimostrazione generale di Cauchy. Disquisitiones circa superficies curvas e la geometria differenziale di Gauss. La distribuzione normale o gaussiana. Quètelet e la distribuzione normale in statistica. Teorema del limite centrale. Metodo Gauss-Seidel. I contributi di Gauss alla fisica ed all'elettromagnetismo. I contributi di Cauchy alla meccanica dei corpi elastici ed alla meccanica celeste. Poisson e la meccanica celeste, l'elettromagnetismo, la teoria dell'elasticità, la teoria e l'integrale del potenziale e la teoria della probabilità. La distribuzione di Poisson. Coefficiente di Poisson ed il suo ruolo in teoria dei materiali elastici. Derivata logaritmica o elasticità. Derivata debole o di Gateaux, Derivata forte o di Frèchet. La teoria del differenziale o applicazione lineare tangente. La teoria dell'integrazione e l'integrale di Riemann. Teorema di Lebesgue-Vitali. Integrali multipli, curvilinei, di superficie ed impropri. L'integrale di Stieltjs-Riemann. Teoria della misura: concetto di misura nell'antichità, poi misura secondo Peano-Jordan, misura secondo Lebesgue. Spazio misurabile e σ-algebra. La fondazione assiomatica della teoria dell'integrazione. L'integrale secondo Lebesgue. Spazi L1, L2, Lp (indici come apici). Cenni sugli spazi di Banach.






Capitolo 17  La continuità, la matematica dell'infinito e la nuova geometria.


Una nuova fioritura della geometria. I due teoremi duali sull'esagono inscritto-circoscritto ad una conica, di Pascal-Brianchon, Poncelet e la fondazione della geometria proiettiva. Il teorema della circonferenza dei 9 punti. Steiner e la geometria sintetica. Il teorema di Steiner. La geometria d'inversione come trasformazione conforme. Il teorema di Liouville sulle trasformazioni d'inversione, di similitudine e di congruenza. Kelvin e la trasformazione d'inversione. Luigi Cremona e le geometrie cremoniane. Omografia, omologia, omotetia, similitudine, congruenza od uguaglianza, traslazione. La teoria dell'omologia come parte della topologia algebrica. Omotopia. Equivalenza. Spazi topologici. Omografie ed il gruppo della geometria proiettiva. La definizione di vettore e l'algebra vettoriale. L'analisi vettoriale: gradiente, limite, derivata, sviluppi in serie, integrale. Gli spazi vettoriali. Esempi. La base di rappresentazione, forma pitagorica del prodotto scalare e norma. Teoria generale dei sistemi di n equazioni algebriche lineari in q incognite completo ed omogeneo in formulazione vettoriale. Regola di Cramer e teorema di Rouchè. Spazi topologici normati e matrici. Spazi di Banach, di pre-Hilbert, di Hilbert. Definizione e teoria dei tensori. Tensori doppi, tripli, n-upli. Levi Civita e Ricci Curbastro. Tensore di Ricci. La metrica dello spazio. Sistemi covarianti e controvarianti. Algebra ed analisi tensoriale: gradiente, simboli di Christoffel, derivata tensoriale, divergenze, rotori, operatore di Laplace. Omografia degli sforzi: tensore degli sforzi ed equazioni di equilibrio; quadrica indicatrice degli sforzi. Calcolo tensoriale superficiale; metrica, derivazione. Il tensore di Riemann. Omografia, dilatazione, omografia assiale, rotore. “Principio di permanenza delle relazioni matematiche”. Punti impropri, immaginari e ciclici. Plucker, primo geometra analitico moderno. Coordinate cartesiane non omogenee, omogenee e pluckeriane. La spiegazione di Plucker del paradosso di Cramer-Eulero. Le formule di Plucker. Lamè, Bobillier, Mobius. Il principio di dualità in versione analitica. La fondazione di Analytical Society di Cambridge e del Cambridge Mathematical Journal. Green, Kelvin, Ostrogradskij.  A. Cayley e la geometria pluridimensionale. Il teorema di Cayley. La teoria dei gruppi: definizione di gruppo, gruppi finiti ed infiniti, sottogruppi, gruppo quoziente, rappresentazione omomorfa, monomorfismo,  epimorfismo, isomorfismo, endomorfismo, automorfismo. La teoria generale della geometria: insieme S e gruppo fondamentale G. Gruppo delle proiettività, gruppo delle affinità, gruppo delle similitudini. La geometria proiettiva. Involuzione, omografia, reciprocità, polarità, sistemi nulli, equivalenze, similitudini, inversioni, movimenti. Stuadt e la geometria proiettiva sintetica. Elementi di geometria proiettiva: coniche, fascio di coniche, superfici di ordine n, quadriche, intersezioni col piano, proiezioni di coniche. Retta proiettiva reale e complessa. Birapporto. Teoremi del quadrangolo e del quadrilatero. Proiettività tra forme di 1° specie. Prospettività. Teorema di Pappo-Pascal e teorema duale. Involuzione. Polo e polare rispetto a coniche ed a curve algebriche. Triangolo autopolare. Coniche a centro. Polo ed antipolare. Coniche associate. Fascio di coniche. Nascita della geometria non euclidea. Lobacevskij e la sua geometria. Bolyai. Riemann e le geometrie non euclidee. Sistemi di riferimento inerziali. La teoria della relatività ristretta RR. Le trasformazioni di Lorentz. Equazioni di Maxwell in CGS. Esperimento di Michelson-Morley. La legge d'inerzia, la legge fondamentale, il teorema dell'energia cinetica. Equivalenza massa-energia. La contrazione delle lunghezze e la dilatazione dei tempi: pendolo e paradosso dei gemelli.  C. Oersted ed il famoso esperimento corrente-ago magnetico: le radici della relatività ristretta. La vita di Einstein. Trasformazioni di vettor E e vettor B ed onde elettromagnetiche. Le trasformazioni di vettor quantità di moto Q e vettor forza F. Spazio di Minkowscki. La teoria della relatività generale RG. La legge d'inerzia. Le leggi generali del moto. Metrica riemanniana. Esempio di cronotopo della relatività generale. Tensore fondamentale della metrica, tensore gravitazionale e tensore energetico. Equazione tensoriale (e le 10 equazioni scalari) della relatività generale RG. Alcune soluzioni e misurazioni sperimentali. Problema cosmologico: soluzione statica e soluzione dinamica o Big-bang. Un cenno alla teoria geometrica dei campi unificati. Dirichlet ed i suoi contributi. Beltrami ed il primo modello di geometrie non euclidee a curvatura costante. Klein, il programma di Erlanger e la sua teoria dei gruppi. I gruppi definenti geometrie: gruppo delle similitudini, delle affinità, delle proiettività. Introduzione all'aritmetizzazione della matematica. Fourier e Thèorie analytique de la chaleur. Il problema del trasporto del calore: legge di Fourier; legge della diffusione di Fick. La serie di Fourier. Teoria delle serie e teoria dei numeri. Numeri razionali, algebrici, irrazionali di Liouville, irrazionali trascendenti, reali. Il teorema di Hermite. La sua soluzione dell'equazione di 5° grado; i poligoni e gli operatori di Hermite. Contributi di Liouville. La dimostrazione di Lindemann della trascendenza di π. Tentativo di Ohm di costruire un sistema totalmente coerente della matematica. I pionieri dell'aritmetizzazione. Il teorema di Weierstrass. Il teorema di Bolzano-Weierstrass. Bolzano, Hankel, Hamilton. La concezione di Weierstrass sull'aritmetizzazione. La teoria di Dedekind dei numeri reali. Le definizioni di continuità: continuità, continuità uniforme, semicontinuità, continuità assoluta, equicontinuità. Postulato di continuità della retta. La definizione di limite di Heine. Weierstrass, la sua vita. Gudermann. Derivazione ed integrazione per serie. Stokes. Dedekind, la sua vita. Teoria dei rapporti e delle funzioni. Grandezze di divisibilità. La teoria di Dedekind. La generalizzazione del principio d'induzione di Dedekind. La teoria degli ordinali e dei cardinali, e la loro critica logicista. Cantor, la sua vita. La storia, il concetto e la teoria dell'infinito. La polemica Cantor-Kronecker. La nascita della nuova teoria dell'infinito e degli insiemi trasfiniti. La teoria degli ordinali e dei cardinali trasfiniti. L'ipotesi del continuo di Cantor. L'insieme di Cantor. Il paradosso di Russell. La teoria intuitiva e la teoria assiomatica degli insiemi. La densità dei razionali e la continuità degli irrazionali trascendenti. Densità, compattezze, continuità, potenza e dimensionalità. Segmenti di razionali e numeri reali. Limiti e classi derivate. La teoria aritmetica degli irrazionali. L'assioma di Dedekind e la sua critica. Esistenza del limite irrazionale? (secondo Dedekind, Weierstrass, Cantor). Concetto e teoria della continuità, Serie compatte, coesive, complete, perfette. Un assioma di continuità ancora più irreprensibile di quello di Dedekind? Definizione puramente ordinale di continuità. I cardinali αo e 2(elev αo). Tipi di relazioni d'ordine. La fine della vita di Cantor e l'avvenuto riconoscimento della matematica dell'infinito. 






Capitolo 18  Verso le vette dell'astrazione.


Stato della matematica e dell'algebra all'inizio dell'800 e suo prossimo sviluppo. La fondazione dell'Analytical Society, del Trinity College, dell'Astronomical Society, della Philosophical Society, della British Association for the Advancement of Sciences. Peacock annunciatore dell'algebra simbolica e la “Trinity on Algebra”. De Morgan il profeta dell'algebra astratta, la sua vita. Le leggi di De Morgan. Hamilton, astronomo e fisico, e la sua algebra astratta. Algebra lineare dei quaternioni. Il teorema di Frobenius. Grassmann, Gibbs, e l'algebra vettoriale. Cayley e la teoria delle matrici. Il concetto di struttura: strutture algebriche, strutture d'ordine e strutture topologiche. La definizione di algebra; algebra classica ed algebra moderna. Tipi di strutture algebriche: gruppi, anelli, corpi, campi, domini di integrità, reticoli, algebre di Boole, spazi vettoriali. Definizione di algebra lineare. Algebra delle matrici e sottoalgebre delle matrici. Algebre di Banach. Operatori lineari, funzionali e funzionali lineari. Teorema di rappresentazione di Riesz. Topologia forte e topologia debole. Dalla teoria delle trasformazioni alla teoria delle matrici. Peirce. Relazioni e classi di equivalenza. Dalla relazione alla funzione. Sylvester, la sua vita. Il metodo dialitico. Teoria delle forme o delle quantiche. Il teorema di Hamilton-Cayley. Concezione generale della matematica. Introduzione alla logica formale; connettivi e quantificatori. Calcolo dei predicati del 1° ordine e del 2° ordine. Calcolo delle proposizioni. Concetto di enunciato. Teoria della verità. Funzioni di verità. Tavole di verità. Negazione, implicazione, implicazione bicondizionale, congiunzione, disgiunzione, “se non-P allora, se P allora Q”, tautologia. Tarski e la semantica per linguaggi formalizzati. Il problema della decisione. Linguaggi formali e naturali, metalinguaggi. Gentzen. La deduzione totale o “totale” della matematica da 10 principi e 10 premesse logiche. La natura della matematica pura e le matematiche applicate. La natura della variabile e la natura della costante. Definizione di logica e di matematica. La logica simbolica: algebra o calcolo delle proposizioni, calcolo degli insiemi o classi e calcolo delle relazioni. Implicazione materiale ed implicazione formale. I 6 principi della deduzione: semplificazione, sillogismo, importazione, esportazione, composizione, riduzione. La legge della contraddizione, del terzo escluso, della doppia negazione, ecc. Calcolo delle classi. Equivalenza tra calcolo degli insiemi e calcolo delle proposizioni. I connettivi logici. Sistemi adeguati di connettivi logici binari. Shannon e la teoria dell'informazione. Nyquist e Hartley, Contenuto d'informazione dei messaggi: quantità di informazione. Codificazione. Esempio di codificazione. I 2 teoremi di Shannon. Le radici storiche della logica ed il suo sviluppo. George Boole e Indagine sulle leggi del pensiero su cui sono fondate le teorie matematiche della logica e della probabilità. Hamilton e Whately, gli ultimi aristotelici. Polemica Hamilton-De Morgan-Boole. L'analisi di Boole delle leggi della mente: le 3 leggi del pensiero. Definizione di algebra di Boole come struttura algebrica astratta. Subalgebre. Espressioni booleane, Teorema della forma disgiuntiva normale dell'algebra booleana. Isomorfismo. Forma normale disgiuntiva e forma normale congiuntiva. Circuiti logici. Sistemi combinatori e sistemi sequenziali. Algebra di commutazione e su proprietà. Funzioni logiche; funzione mintermine, funzione maxtermine. La 1° forma canonica e la 2° forma canonica: somma di prodotti sdp e prodotto di somme pds. Teorema di espansione di Shannon. Ottimizzazione e minimizzazione delle forme canoniche. Metodo  di Quine-McCluskey QMC. Metodo delle mappe di Karnaugh KM. Sistemi di numerazione e aritmetica binaria. Basi numeriche: 2, 4, 8, 16. Circuiti per funzioni standard MSI: decodificatori, selettori. ROM, PLA. Teoria dei sistemi sequenziali. Tabelle degli stati. Bistabili. Registri a scorrimento. Contatori. Reti sincrone. Sistemi a “logica programmata”. Teoria degli automi. Robotica. Turing e la nozione di procedura od algoritmo calcolabile. Ricorsività. La cibernetica: la sua base matematica e le sue applicazioni. La teoria della macchina di Turing TM. La computabilità degli algoritmi. Radici storiche del calcolo automatico. La nascita dell'elaboratore elettronico, l'informatica, i linguaggi e le reti di calcolatori. L'intelligenza artificiale AI: la base teorica e le applicazioni. Le trasformate DFT e FFT. Trasformata Z. Processamento ed elaborazione dei segnali analogici e numerici. Segnale telefonico. Elaborazione e trasmissione delle immagini. Caratteristiche dei sistemi televisivi. Esempio applicativo di trasmissione di segnale televisivo e confronto fra telefonia multipla e trasmissione tv. Generalità dell'elaborazione dei segnali visivi. Teoria dei sistemi. Il concetto e la definizione di sistema: sistema proprio, improprio, dinamico, a stati finiti, a stati discreti, lineare, non lineare, a parametri concentrati, a parametri distribuiti, stocastico, ecc. Concetto di ingresso, uscita, stato, movimento, traiettoria, equilibrio. Nascita del concetto di stabilità di soluzioni di algoritmi e stabilità di sistemi. Stabilità del movimento, della traiettoria e del sistema. Criteri di stabilità dei sistemi lineari invarianti. Stabilità dei sistemi interconnessi: cascata, parallelo e retroazione. Stabilità in grande; la teoria di Liapunov. Controllabilità, Raggiungibilità. Le forme canoniche di Kalman, di Jordan, di controllo. La legge di controllo. Osservabilità. Ricostruibilità. La stima dello stato in sistemi deterministici e stocastici. Teoria dei processi stocastici. Esempi di processi stocastici. Processo di Poisson, rumore granulare, segnale telegrafico semicasuale. Passeggiata a caso. Processo Wiener-Lèvy. Trasmissione binaria casuale. Processi indipendenti, stazionari, ecc. Processo stocastico come sistema. Derivazione ed integrazione di processi stocastici. Equazioni differenziali ordinarie stocastiche. Integrale stocastico. Medie temporali. Ergodicità. Spettri di potenza, spettri incrociati, correlazione ed autocorrelazione. La trasformata di Hilbert. Filtro di quadratura, rumore granulare e rumore termico. Processi limitati in banda. Stima lineare di variabili aleatorie nel senso dei minimi quadrati. Teoria di Wiener e Kolmogorov. Problema di predizione, filtraggio, stima integrale, interpolazione. Stima lineare. Processi, successioni e catene di Markov. Teoria del filtraggio recursivo di Kalman. Trasformata di Fourier 2D e trasformata generalizzata. Processi normali. Processi di rivelazione. Problemi di attraversamento di una linea. Storia e teoria del moto browniano. Robert Brown ed A. Einstein. L'equazione di Langevin. Moto di particella libera; soggetta a forze di tipo armonico. Teoria delle fluttuazioni e processi stocastici di diffusione. Teoria matematica del moto browniano di Wiener. Analogia tra meccanica statistica e meccanica quantistica: i due tipi di indeterminazione e le due ragioni per introdurvi la teoria della probabilità. Wiener e la misura di Wiener, Feynman e la “misura complessa”. La teoria termodinamica statistica e la teoria della termodinamica classica. I 3 principi della termodinamica. Entropia. Variabili estensive  ed intensive. Equazioni di stato. I potenziali termodinamici. Le equazioni di Maxwell. Le trasformazioni termodinamiche. Minimo d'energia e massimo d'entropia. Il 1° principio della termodinamica. Effetto Joule ed equivalenza tra calore e lavoro. Macchine trasformatrici. Ciclo e principio di Carnot. Il 2° principio della termodinamica. Cicli termodinamici. Transizioni di fase. La termodinamica dei sistemi irreversibili. Teorema di Onsager. Sistemi fisici markoffiani-markoviani lineari. Il 1° principio della termodinamica. Il 2° principio della termodinamica e la sua universalità. Irrealtà dei moti perpetui di 1° e 2° specie. Il 3° principio della termodinamica. Il principio Zero. Entropia, irreversibilità, disordine e probabilità termodinamica. Meccanica statistica classica e meccanica statistica quantistica. Statistica di Bose-Einstein. Statistica di Fermi-Dirac. Meccanica statistica dei sistemi non stazionari. Natura dell'indeterminazione quantistica. Meccanica quantistica stocastica: moto browniano come un'”interpretazione fisica” della teoria quantistica tradizionale. Successioni di Markov-1, …, Markov-k. Processo di Poisson e processo di Yule-Furry. Decomposizione canonica dei sistemi. Matrici di raggiungibilità e di osservabilità. Problemi della sintesi del regolatore, della legge di controllo e della stima dello stato. Le matrici delle risposte all'impulso e di ingresso-uscita. Il teorema di Sylvester ed il teorema di Cayley-Hamilton. Stabilità esterna. Matrice e funzione di trasferimento, sue caratteristiche, poli e zeri. Risposte canoniche. I 3 teoremi dei sistemi interconnessi; tecnica degli schemi a blocchi e degli schemi di flusso. Risposta in frequenza e sua rappresentazione grafica cartesiana e polare. Identificazione. Realizzazione. Realizzazione minima: 3 esempi, sistema in forma canonica di controllo, in forma canonica di ricostruzione od osservazione, in forma canonica di Jordan; sistemi multipli: realizzazione per righe e per colonne, metodo di Kalman, metodo di Mac Millan-Smith, algoritmo di B.L. Ho. Problemi matematici di analisi, identificazione ed ottimizzazione: possibili applicazioni. Modelli fisici e modelli matematici. Esempio di costruzione storica di un modello fisico (e matematico) che non ha avuto successo: il modello dell'etere. Esempio applicativo: modello semplificato dell'inquinamento di un bacino idrico e scelta degli impianti di depurazione. Esempio applicativo di sistema discreto (in omaggio ad algebra-analisi): allevamento di conigli con uscita data dalla serie di Fibonacci. Teoria degli automi. Macchina di Moore e macchina di Mealy. La teoria delle reti sequenziali come teoria degli automi. Automa riconoscitore. Reti iterative. Reti sequenziali sincrone ed asincrone. Reti lineari. Addizionatori di tipo seriale e parallelo. Confrontatori. Unità aritmetico-logica ALU. Convertitori A/D e D/A. L'unità di controllo UC. Progettazione in logica programmata. Sistemi sequenziali programmati, a struttura via via più generale: controllori a permanenza ed avanzamento; controllori ad avanzamento e salto; controllori a permanenza, avanzamento e salto; sistemi basati su microprocessore. Storia della logica. Contributi di Boole alla matematica. Reticolo. Atomi. Definizione di anello ed omomorfismo in matematica. Algebre booleane in termini di anelli. Varie assiomatizzazioni di algebre booleane, tra cui l'algebra di Byrne. Gruppoide; semigruppo; moduli; corpi; campi; sottocampi. Ideali. La moderna teoria dell'algebra booleana. Il lemma di Zorn. L'assioma di scelte. Teorema della rappresentazione di Stone. Legge generale di De Morgan. Principio di dualità e sue estensioni. Distributività infinita. M-Completezza, σ-algebre e σ-campo. L'eredità di Bolle ai logici: il vecchio ruscello greco è divenuto fiume. Il ponte tra la logica e la matematica. La sistemazione assiomatica di Whitehead.  B. Peirce e l'Algebra lineare associativa.  C.S. Peirce.  Clifford, le algebre non commutative e gli spazi di Clifford. Lewis Carroll ed Alice nel paese delle Meraviglie. Il paradosso di Dodgson-Carroll. Evariste Galois, la sua vita. Inizio dello studio della teoria delle equazioni algebriche. Le formule risolutive già trovate delle equazioni di 3° e 4° grado. Proprietà delle radici. La teoria dei gruppi. Gruppo di Galois e gruppo delle permutazioni risolubile: condizioni generali di risolubilità con mezzi algebrici di un'equazione di grado n. Coinvolgimento di Galois nella vita politica e nella vita sentimentale. Criterio di Kummer e di Raabe. Campo di Galois. I numeri interi algebrici di Dedekind. Dominio di integrità ed ideale. Scomposizione in fattori di interi generalizzati e di ideali. Riassunto sulla generalizzazione dei numeri. I numeri cardinali in Frege.  G. Peano ed il suo programma di assiomatizzazione dell'aritmetica. Arithmetices principia nova methodo exposita e il Formulario matematico. Le 3 nozioni fondamentali ed i 5 assiomi. La teoria di Peano e la sua critica. Breve storia riassuntiva dei numeri interi, delle frazioni e dei sistemi di numerazioni. La teoria dei numeri primi. La congettura di Goldbach. Vinogradov, Chen Jing-run. Euclide. Fattorizzazione e crittografia: Rivest, Shamir e Adleman. Fermat ed il suo piccolo teorema. Aritmetica modulare e congruenze. I matematici cinesi, Leibniz, Surras, Carmichael, Bohman, Selfridge, Wagstaff, Lehmer, Solovay, Strassen. Il metodo Monte Carlo contrapposto alla vera natura della dimostrazione matematica. Lucas, Mersenne, Brillhart, Williams, Adleman, Rumely, Cohen, Lenstra. Alcuni numeri di Mersenne. Esempi di tempi richiesti dal test di primalità. Cenni di teoria della complessità. Limiti fisici del calcolo (in energia, tempo, ed in dimensioni dei dispositivi di calcolo). Sistemi fisici (informatici di calcolo) reversibili ed irreversibili; entropia, informazione e distribuzione dell'informazione. Porte logiche irreversibili. La porta Fredkin. La “macchina di Turing browniana”: l'RNA-polimerasi naturale. Tempo minimo e massimo e dispositivo minimo. Considerazioni finali sulla produzione secolare del pensiero matematico.






Capitolo 19  Il nostro tempo.


L'algebra astratta; la definizione di algebra. Il processo storico di generalizzazione ed astrazione. La verità della logica. Concetto e stato della matematica alla fine dell'800. L'annuncio del programma di Frege, Whitehead e Russell. I paradossi e le antinomie. L'indirizzo filosofico del neopositivismo. Wittgenstein. Feuerbach, Marx e Freud. Il Circolo di Vienna: Schlick, Carnap, Neurath, Godel, Reichenbach. La concezione della realtà del neopositivismo. Mach, Moore. Il linguaggio e la logica simbolica. Il principio di verificazione e le proposizioni matematiche. Il sistema di costituzione di Carnap. Popper e La  logica della scoperta scientifica: brevemente il suo contenuto. Il linguaggio della fisica, l'intersoggettività e gli oggetti fisici. Il convenzionalismo. Filosofia analitica e filosofia del linguaggio. Fenomenologia, neorealismo, neocriticismo, neomarxismo, esistenzialismo. Contingentismo. Spinta alla massima astrazione e crisi dei fondamenti. Concezione di Einstein della realtà. Il programma logicista, e l'attacco-inizio dei Principi della Matematica di Russell. Intuizionismo. Le concezioni della matematica: dalla concezione pura ed assiomatica fino al servizio della natura e della tecnologia (un esempio intermedio, Maxwell ed il problema della corrente di spostamento derivataD).  B. Russell, la sua vita ed alcuni suoi brani epigrammatici. Scrissero così di Russell. Le opere principali di Russell. Contenuto dei Principia. Antinomia e teoria dei tipi. La logica e la matematica. E Russell fu... gli aspetti della sua ricerca. Poincarè, la sua vita. La teoria delle funzioni automorfe. Le funzioni fuchsiane zeta. La concezione intuizionista: esempio illustrativo concernente spazio e tempo. La nascita della topologia e l'Analysis situs. Generalizzazione della formula di Cartesio-Eulero. Numeri di Betti. La topologia: spazio topologico; strutture topologiche; continuità; filtro. Assiomi di separazione. Spazio di Hausdorff. Convergenza e continuità: successioni e funzioni. Continuità e continuità sequenziale. Compattezza: Bolzano-Weierstrass A compattezza, Bolzano-Weierstrass B compattezza numerabile, compattezza sequenziale, Heine-Borel-Lebesgue compattezza; one-point compactification, connessione, decomposizione, connessione per curve e per archi. Struttura metrica. Teorema di Tychonoff. Omeomorfismo ed isometria: invarianti topologici ed invarianti metrici. Omeomorfismo uniforme ed invarianti uniformi. Topologia generale; topologia algebrica; topologia combinatoria. Complesso simpliciale. Triangolazione di spazio topologico. Topologia differenziale. Le varietà topologiche. Le bivarietà e le trivarietà. I 3 tipi di geometria localmente omogenea delle 2-varietà; le 8 delle 3-varietà. La cosmologia. L'astronomia: brevissima storia. L'astrofisica. Modelli spazio-temporali a 4 o 5 dimensioni. Einstein e Kaluza, Intensità della forza gravitazionale e della forza elettromagnetica: costante di Newton e costante di struttura fine. Intensità massime dei campi elettrici e magnetici microscopici e macroscopici. Limiti di validità delle equazioni di Maxwell e delle equazioni dell'elettrodinamica quantistica. Nordstrom, Kaluza e la sua teoria. La relatività generare RG e la supergravità. Inquadramento generale della fisica quantistica. Criterio quantistico: velocità della luce e costante d'azione elementare h di Planck. Enti e variabili classiche, indeterminazione e misurazione. Storia della costante di Planck, ossia il problema della legge della radiazione del corpo nero, dell'effetto fotoelettrico e delle dimensioni e stabilità degli atomi. Le costanti fondamentali note alla fine dell'800. La teoria dei quanti. La meccanica delle matrici, la meccanica ondulatoria e la meccanica quantistica. La teoria di Sommerfeld e di Dirac e l'elettrodinamica quantistica. Le funzioni d'onda; De Broglie ed il dualismo generale onda-corpuscolo. Equazione di De Broglie ed onde materiali. Ottica ondulatoria OO ed ottica geometrica OG. Esperimenti con doppia fenditura. Equazione di Klein-Gordon KG. Ampiezze di probabilità e variabili dinamiche. Equazione di Klein-Gordon e di Maxwell. Equazione di Schrodinger SH non relativistica. Interpretazione data da Max Born. Equazione di Schrodinger di una particella in un campo di forze esterne tradotto da un potenziale. Spettacolare successo nell'applicazione agli spettri atomici e molecolari. Approssimazione  di Born-Oppenheimer. La meccanica delle matrici di Heisenberg. Lo spazio astratto vettoriale complesso (lineare) delle funzioni d'onda. Variabili quantomeccaniche e variabili classiche. Teorema di Ehrenfest. La meccanica quantistica e l'equazione di P.A.M. Dirac. Spazi di Hilbert ed evoluzione del sistema quantistico secondo Schrodinger e secondo Heisenberg. Origine dell'indeterminazione. Variabili “nascoste”. Interazione di onde di De Broglie ed onde elettromagnetiche: equazioni d'onde. Teoria di campo classica non relativistica e teoria relativistica. Una teoria dei campi quantistici; metodo di 2° quantizzazione; i campi d'onda. Elettrodinamica quantistica QED. Gli operatori di campo; quantizzazione dei campi liberi; modellistica; stati delle particelle. La teoria elettrodebole. Enrico Fermi; la teoria di Yukawa e la massa del pione. Weinberg, Salam, Glashow. Bosone di Higss. La classe delle particelle elementari: loro caratteristiche. Il pionieristico esperimento di Rutherford. Leptoni e quark; adroni (barioni e mesoni). Protone; il protone decade? Neutrone. Le 4 forze (gravitazionale, elettromagnetica, nucleare debole, nucleare forte) e le loro intensità. Particelle-antiparticelle. Diagrammi delle particelle e schema dei termini: ottetti e multipletti. Leggi di conservazione e di simmetria. I fermioni e la statistica di Fermi-Dirac. I bosoni e la statistica di Bose-Einstein. Alcune particelle. Isobosoni ed isofermioni. Stranezza. Interazione come scambio di bosoni. Particelle virtuali. QED ed U(1). Forza debole e SU(2). Forza nucleare, cromodinamica quantistica QCD e SU(3). I quark, i gluoni, i campi di colore. Teorie di gauge. Le 3 famiglie di leptoni-quark. Le caratteristiche dell'interazione di colore. Le caratteristiche dell'interazione debole. La simmetria SU(2)xU(1). La simmetria: meccanismo della rottura di simmetria. La teoria unificata SU(5): la matrice quark-leptoni; famiglie e generazioni di particelle. Le scale di unificazione. Il campo e il bosone od i bosoni di Higgs. La supersimmetria. Le teorie di Yang-Mills. I modelli compositi. Klein e la teoria 5-dim di Kaluza-Klein.  H. Weyl; l'invarianza di gauge; le teorie di campo di gauge; le teorie di gauge non abeliane e la generalizzazione delle equazioni di Maxwell. Le teorie di grande unificazione di Kaluza-Klein. Le teorie supersimmetriche della gravità: la teoria della supergravità a 11-dim. Le teoria della corda: la supercorda. La teoria della gravità quantistica. Campi liberi classici e campi quantomeccanici. Il vuoto classico ed il vuoto quantomeccanico. L'esperimento di Einstein in versione quantistica. Rivelatore di Unruh. Effetto Casimir. La produzione quantistica di particelle: Zel'dovich e Hawking. Radiazione di Hawking. L'incompletezza della relatività generale RG e della meccanica quantistica MQ. Gravitone. Distanza di Planck. Il campo gravitazionale quantistico; lo spazio-tempo quantizzato. Teoria quantistica e teoria di campo non lineare. Conservazione o meno del numero barionico: dissimmetria materia-antimateria. Perchè l'Universo era simmetrico? Origine dell'universo e massima instabilità del “Nulla”. Massa, tempi, evoluzione dell'universo. Vita, coscienza, intelligenza, realtà quantistica, realtà. Principio antropico e principio “anti-antropico”. Modello di geometria lobacevskijana. David Hilbert. I fondamenti della geometria. Il programma di Hilbert di riduzione, formalizzazione e coerenza. La metamatematica o teoria della dimostrazione. La scoperta di Godel. Il formalismo. I 23 problemi di Hilbert: il continuo ed i numeri reali. Assioma di Zermelo. Godel e la completezza semantica della logica dei predicati, teorema d'incompletezza e la non decidibilità della non contraddittorietà di un sistema formale. Cohen e la tecnica forcing. La compatibilità degli assiomi dell'aritmetica. Kreisel. Gentzen. Induzione empirica e logica induttiva; induzione matematica; induzione trasfinita. Gli irrazionali trascendenti ed il teorema di Gelfond. Congettura di Riemann. Esiste una legge sul miglioramento della cifra di merito del sistema del pensiero matematico? Gli assiomi della geometria di Hilbert. Definizione di assioma e di postulato. L'origine del concetto di spazio astratto vettoriale: Peano, Hamilton e Grassmann. Gli spazi di Hilbert. Banach e gli spazi astratti vettoriali di Banach. Le successioni fondamentali o di Cauchy. Applicabilità degli spazi hilbertiani. Sierpinski. La curva patologica di Koch. I vari indirizzi della matematica e dei matematici: formalisti, intuizionisti, logicisti. Brouwer e la sua scuola intuizionista. Il paradosso di Russell e l'impossibilità del cardinale massimo. La contraddizione in termini di concetti classe, di classi e di proposizioni. La soluzione data da Russell: la teoria dei tipi logici e la loro progressione. Frege, le leggi fondamentali dell'aritmetica e la sua teoria. Nuove concezioni della matematica. Lebesgue. Borel. Teorema di Heine. Pincherle. Teorema di Borel. Teorema di Heine-Borel. Teorema di Heine-Cantor. La misura di Borel. La definizione delle funzioni L-integrabili. La teoria della misura: breve sua storia. La misura secondo Peano-Jordan. La misura secondo Lebesgue. La misura ponderata secondo Lebesgue-Stieltjs. La teoria astratta della misura e la base per una teoria assiomatica dell'integrazione. Altre definizioni di integrale. Frèchet e l'analisi generale. Generalizzazione dei concetti di limite e derivata. La dimostrazione di Peano-Picard e l'equazione integrale di Volterra. Ruolo delle equazioni integrali. Le equazioni integrali di 1° e 2° specie di Fredholm. Le equazioni di 1° e 2° specie di Volterra. Dalle equazioni integrali agli spazi astratti ad infinite dimensioni. Dal calcolo delle variazioni al calcolo funzionale. L'analisi funzionale. Il funzionale e le sue proprietà. L'operatore lineare e le sue proprietà. Derivata e differenziale di Frèchet. Derivata di Gateaux. Gradiente. La definizione di spazio topologico di Hausdorff. Le varietà topologiche. Varietà algebriche. Breve riassunto del processo storico di generalizzazione del concetto di numero come incognita in algebra. I gruppi, i gruppi semplici e la loro classificazione. L'enorme teorema di classificazione dei gruppi finiti (18 famiglie infinite regolari e 26 gruppi sporadici). Lo sviluppo della teoria della probabilità: Gibbs, Pearson, Galton. Borel, Cebysev, Markov, Kolmogorov. Le 3 definizioni della teoria della probabilità. La statistica. Le statistiche fisiche: meccanica statistica.  L. Schwartz. La teoria delle distribuzioni; derivazione, integrazione, trasformata di Fourier. Teoria delle equazioni differenziali alle derivate parziali di ordine n; integrale generale. Lo studio di fenomeni fisici come studio di equazioni differenziali a derivate parziali EDDP: la fisica-matematica. Equazioni del 1° ordine. Il problema ben posto secondo Hadamard. Teorema di Cauchy-Kowalewski. Classificazione delle equazioni differenziali alle derivate parziali. Sistema quasi lineare. Classificazione delle equazioni differenziali alle derivate parziali del 2° ordine in 2 variabili: iperboliche (di fenomeni e processi evolutivi di propagazione), paraboliche (di fenomeni evolutivi di diffusione), ellittiche (di fenomeni stazionari). Metodi risolutivi. Le soluzioni generalizzate ed i teoremi di esistenza in grande. Soluzioni negli spazi di Hilbert. Le equazioni agli operatori. Proprietà di operatori e di funzionali. Gradiente, potenziale. L'equazione di stato in analisi funzionale. Spazi vettoriali, norme ed operatori utili. Esempio applicativo: rete elettrica resistiva, passiva, non lineare di solo bipoli: operatori F, Z, Z', Y, potenziale, potenza e contenuto di rete. Metodi per la ricerca ed il calcolo (anche calcolo numerico con programmi software automatici) della soluzione. L'introduzione dei calcolatori elettronici. Storia delle macchine calcolatrici (Pascal. Leibniz, Babbage). Calcolatore elettromeccanico, Mark 1, ENIAC, UNIVAC 1. I 3 tipi di calcolatori elettronici: analogici, numerici, ibridi. Hardware e software. Architettura e struttura di un calcolatore. Il microelaboratore-elaboratore considerato astrattamente: moduli; bus standard; microprocessore e registri generalizzati. Modulo microprocessore. Esempio applicativo. Schema logico di un piccolo calcolatore-computer didattico. Tecniche di realizzazione di UC e di CPU. Sistemi multiprocessore. Livelli gerarchici di memoria. Topologie di reti di calcolatori: tra cui il modello ISO-OSI ed il modello INTERNET. Lo sviluppo dell'informatica: hardware, firmware, software. Traduttori, compilatori, collegatori, interpreti; linguaggi di programmazione. Linguaggio macchina ed Assemblatore. I linguaggi simbolici: FORTRAN, ALGOL, COBOL, PL1, PL2, PASCAL, SIMULA 67, ALGOL 68, MODULA-2. PROLOG, FORMAC, LISP, SNOBOL, ATP, STRESS, CLOS, C, C++, EIFFEL, OPSV, FP, ADA, GPSS, SIMSCRIPT, SIMULA, APL, BASIC, ecc. Diffusione ed applicazioni degli elaboratori elettronici. Automazione ed informatizzazione. CAD, CAM; PERT. Inserzione-integrazione di una lunga sezione sui PC e sulla multimedialità insieme ad alcuni richiami di molti argomenti matematici. Errore nei calcoli numerici. Calcolo numerico.  R. Thom e Stabilità strutturale e morfogenesi; la teoria delle catastrofi. Catastrofi generalizzate nello spazio-tempo 4-dim e le 7 catastrofi elementari. Struttura algebrica e topologica, creodo. La bellezza di una teoria che spiega ma calcola poco: suoi ammiratori e detrattori. La produttività di un calcolatore. Von Neumann. O. Morgenstern e la Teoria dei giochi e comportamento economico. Definizione di scienza e di metodo scientifico. L'epistemologia. Il ruolo della metafisica. Certezza, coerenza; riduzionismo. Assolutezza ed oggettività. Alcuni compiti della filosofia della scienza. Gli indirizzi epistemologici. Dialettica; materialismo storico; materialismo dialettico; la scienza e la tecnica; patrimonio scientifico-tecnico.  L. Geymonat. L'empirismo logico ed il falsificazionismo.  K. Popper. Indirizzo operazionista-operazionalista. Mach, Poincarè, Duhem.  N.R. Hanson, T. Kuhn, P.K. Feyerabend. La nuova filosofia della scienza. Ricerca operativa. La sua origine. I suoi obiettivi. Teoria e problemi di ottimizzazione. Teoria dei grafi; esempi di applicazione: teoria dei circuiti elettrici, problemi di ricerca operativa, modelli di traffico, problemi di cammino minimo. Problemi di topologia e di cartografia. Teorie delle code: tipologie, caratteristiche, topologie. Teorema di J.R. Jackson. Programmazione matematica. Programmazione lineare, non lineare, combinatoria, programmazione dinamica. Ottimizzazione. Teoria dei giochi e teoria delle decisioni. Strategia; gioco a somma zero; teorema del minmax; giochi a somma non nulla. Turing pioniere nella concezione dei calcolatori numerici; il test di Turing. Vita artificiale, principi del calcolo neurale, connessionismo. Ipercalcolo. Macchine intelligenti. Rosenblatt. Reti neurali. Il concetto di macchina di Turing TM e computabilità di algoritmi. Russell e Godel. Dalla verità alla dimostrabilità. Il lambda calcolo. Problemi P, NP; il problema P-NP. Ipercalcolatori ed ipercalcoli. Macchina O. Wiener e l'introduzione alla cibernetica. Contenuto della cibernetica. Teoria dei controlli automatici: sistemi dinamici e processi. Definizione e descrizione. Controllore e sistema di controllo. Anello aperto ed anello chiuso (reazione). Le 4 topologie dei sistemi amplificatori reazionati. La teoria del controllo automatico ed il suo carattere e legame interdisciplinare con altre realtà. La teoria classica del controllo. La teoria assiomatica moderna: teoria dei sistemi. Contenuto di teoria dei controlli. Algebra e teoria omologica. Funtore. Adeguatezza della matematica astratta moderna per la fisica moderna. Una teoria consequenzialista dei condizionali: Stalnaker, Lewis, Kripke, Goodman, Hempel. Semantica della logica modale. Il matematico policefalo Nicolas Bourbaki e gli Elèments de matèmatiques. Il bourbakismo: struttura logica, assiomatizzazione, formalizzazione, astrazione. Esempio di rapporto tra matematica applicata (e scienza applicata) e matematica pura. La promessa e l'auspicio di Hilbert. Le condizioni della conoscenza di Turing. La dimora del mito. Pensiero matematico. Fine.
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  Presentazione del libro






	Le ragioni per le quali è stato scritto ciò che segue, sono essenzialmente due, ovvero perché la matematica è bella ed elegante ed il suo Ragionamento (come pure il suo sviluppo storico) tende alla continua perfezione, e perché essa svolge un ruolo fondamentale e generalmente più importante di quanto comunemente si pensi o creda il pubblico. Questo libro è steso per i curiosi, per gli interessati, per il vasto pubblico i quali, in un solo volume, desiderino avere una rapida panoramica generale della matematica “pura” con degli accenni ad alcune delle sue innumerevoli applicazioni, senza incontrare però un mare di formule e di equazioni matematiche se non le più “semplici” ed utili. Tale scritto rappresenta una riduzione, una esposizione più elementare e divulgativa, di uno scritto precedente del medesimo autore, dal titolo “Storia del pensiero matematico dall'antichità al nostro tempo, con un rapido sguardo da un lato alla filosofia della matematica e dall'altro alla tecnica matematica con un qualche accenno ad alcune tra le innumerevoli applicazioni”, ottenuto ciò tralasciando tutta la parte più strettamente tecnica e buona parte di quella filosofica e storica. In questo libro inizieremo il nostro viaggio dalla terra dei Faraoni per giungere alle moderne teorie astratte ed assiomatiche, e pure dagli antichi tenditori di corde fino alle macchine sequenziali, ai microprocessori CPU-MCU-PLC ed alle reti neurali ANN, seguendo un invisibile ma “fatale” filo rosso (con alcune inevitabili lacerazioni) che collega ed annoda il nostro attuale pensiero matematico con le prime speculazioni sui triangoli numerici.








  Introduzione






	La Matematica (scienza di teorie deduttive, od ipotetico-deduttive, che si prefigge lo studio di enti astratti, o massimamente astratti, definiti assiomaticamente, e le loro implicazioni-relazioni), etimologicamente deriva dal latino (ars) “mathematica”, a sua volta derivante dal greco “mathematike” (tekne), ed il suo significato è “arte o tecnica dell'insegnare”. Sappiamo come il Numero, nelle antiche tradizioni babilonesi, indù e pitagoriche, costituisse il principio fondamentale da cui scaturiva l'intera realtà oggettiva, il Mondo, il Cosmo; ovvero come il numero fosse l'origine di tutte le cose, nonché la fonte dell'armonia dell'universo. I numeri possedevano le loro qualità magiche e mistiche, proprietà qualitative discrete, caratteristiche simboliche, idee-forze-potenze, e particolarmente i numeri della tetraktys (1+2+3+4=10). Per noi moderni invece i numeri sono principalmente ed essenzialmente gli elementi di una progressione o di una serie (la serie numerica di infiniti elementi), come scriveremo. Tra le sentenze e le frasi divenute celebri, giunteci soprattutto dall'antichità, attinenti al nostro argomento, iniziamo citando quella (polirematica) con la quale si concludevano i ragionamenti contenuti negli elementi di Euclide (opera “eterna” con innumerevoli edizioni nel corso dei secoli e molto diffusa in epoca medioevale) ma pure contenuta in Archimede: “come volevasi dimostrare c.v.d” o “come dovevasi dimostrare c.d.d” (in greco “hoper édei déixai”) e tuttora assai usata (CVD) dopo le proposizioni quali teoremi e teoremi d'esistenza, in latino “quod erat demonstrandum Q.E.D” più diffusa questa internazionalmente (insieme a “come dovevasi fare, c.v.f” riportata per i problemi). Conosciamo poi l'assunto aristotelico: “il discorso falso trae le mosse da una falsa premessa ” (da Analitica priora od Analitici primi). Se in un ragionamento è intervenuto un errore logico che ha fatto sì che tra le premesse e la conclusione mancasse la necessaria consequenzialità, possiamo incontrare il passo “non ne consegue” (in inglese "doesn't it follow"). Si trova spesso nella dimostrazione matematica l'espressione (già usata da Euclide): “riconduzione o riduzione all'assurdità” (in latino “reductio ad absurdum”), quando si porta a termine un ragionamento fino alle sue estreme conseguenze, assurde o contraddittorie, tale che risulti dimostrata la falsità della premessa (dimostrazione per assurdo che fa uso del principio del terzo escluso PTE, oggi però principio pure contestato). Già in Aristotele troviamo l'espressione: “circolo vizioso” (in inglese “in a vicious circle”, ed opposto di “circolo virtuoso”), la quale indica l'errore logico consistente nel far coincidere premesse e conclusioni, procedendo quindi ad una dimostrazione nella quale la conclusione sia già inclusa nell'ipotesi di partenza (una sorta di retroazione!). Attestata in Aristotele, ma già presente in Publilio Siro, è l'espressione della logica aristotelica, per indicare una proposizione che necessariamente deve essere o vera o falsa (escludendo quindi una terza possibilità): “una terza possibilità non è data” (in latino “tertium non datur”) quale PTE che è una tautologia (X o non X=V=vero sempre) nell'algebra della logica moderna accettante PTE. Possiamo affermare che tra le varie forme del Pensiero Umano, quella offerta dal Pensiero Matematico era allora, ed a maggior ragione è oggi, ritenuta la più coerente e soddisfacente per molti in tutti i sensi. Del filosofo Democrito di Abdera riecheggiamo un passo il quale afferma che niente esiste al mondo tranne gli atomi ed il vuoto (in realtà operante ed evolvente per il tramite di Amore ed Odio, la cui miglior rappresentazione e spiegazione è oggi data proprio tramite il pensiero matematico e dalle sue equazioni), tutto il resto essendo opinione, “noia”, algebra di rimorsi e rimpianti, nonché algebra di “nostalgie”. La matematica, correttamente intesa, non solo possiede la verità delle sue affermazioni e delle conclusioni (o meglio la verità delle conclusioni tratte correttamente dalle specificate premesse), ma possiede anche una suprema Bellezza, una bellezza fredda ed austera, come la bellezza della scultura, che non esibisce orpelli-fronzoli-volute, l'apparenza ingannevole ed incantatrice magari della pittura e della musica barocche, ma è come la bellezza del freddo cristallo del mattino, o la bellezza del diamante del dolce occhio triangolare e multicolore del cielo occidentale e dei tramonti di zaffiro camaleonte (da cui notiamo come in generale si “colleghi” la scienza matematica al “duro-freddo cristallo del diamante” piuttosto che al molle-caldo brodo contenuto nelle pozioni magiche di Merlino o nella biologia delle cellule, al mattino piuttosto che al tramonto e più all'Occidente che all'Oriente, questo magari ispirato dall'inesorabile rigoroso processo di dimostrazione matematica). Lo studio, la conoscenza e l'uso della matematica, producono la sensazione del privilegio, del senso della necessità e dello stupore d'eterno od atemporale, più di qualsivoglia altra disciplina (dica il lettore se vi è più necessità-privilegio-stupore nelle equazioni cardinali della dinamica oppure ad esempio nelle sinfonie di Mozart). I frutti della matematica, anche i più maturi, si colgono nel giardino delle delizie e dell'eterna giovinezza, in quanto, per esempio, il teorema del triangolo rettangolo di Pitagora, come un teorema di Sobolev od un teorema di Cauchy, oppure come il grande teorema di Fermat recentemente dimostrato, è ugualmente “giovane” (sotto le condizioni con le quali è stato ricavato e dimostrato), non potendo per necessità “invecchiare” mai. Oltre a ciò rimane pure il piacere estetico nell'ammirazione di una formula (E=mc(elev 2) o E=hf?), o nell'esibizione di un ragionamento logico matematico (anche se a volte per ottenere la soluzione di un problema occorre percorrere vie che non sembrano esteticamente molto belle!), ma non diamo troppo spago ai matematici puri poiché piuttosto l'applicazione della matematica sia nella produzione industriale che nella progettazione di nuovi sistemi ha cambiato il mondo e lo cambierà molti di più nel futuro prossimo-remoto fino a mutare la stessa biologia e genetica della specie umana. Oggi la matematica, infatti, è necessaria in molti settori dello scibile, ed è indispensabile per la comprensione dell'Universo-Multiverso al punto che non potremmo nemmeno immaginare la nostra fisica senza lo strumento matematico (sappiamo che tale interesse iniziò coi pitagorici) anzi anche solo pensarla separata dalla matematica (per la comprensione matematica del mondo, ossia per la sua intelligibilità, sono indispensabili le proprietà di linearità, località, la connessione locale-globale (diremmo differenziale-integrale), un limitato numero di generatori di simmetrie cui sono legate le leggi di conservazione: ciò permette allora di trovare una legge matematica della realtà laddove sarebbe invece un irriducibile gran caos, ma in questo libro ciò lo si assume come una specie di assioma) e non potremmo neppure pensare la nostra ingegneria senza le equazioni matematiche dei processi. Nelle varie epoche il mondo è stato pensato e descritto, in modo e con metodo più o meno lontani dalla matematica (ricorrendo ad altre nature e forme di pensiero, come quello religioso, quello magico, ecc.), ma gli attuali modelli matematici della realtà originano a partire da Galileo Galilei che sviluppò il metodo scientifico (come sappiamo saggia ed opportuna combinazione di analisi e sintesi, di induzione e deduzione), e da Newton col suo meccanismo che ha definitivamente fatto tramontare l'animismo universale. Scriveremo in seguito delle varie correnti epistemologiche che sorreggono ed in cui si articola il pensiero matematico: l'operazionalismo, il realismo, il formalismo, il costruttivismo, l'intuizionismo, ecc. (seppure sostanzialmente oggi meno filosoficamente-epistemologicamente i matematici-(fisici-ingegneri) creano piuttosto modelli matematici e risolvono equazioni). Ci potremmo chiedere perché il mondo ha bisogno della matematica, ovvero e meglio perché esso sia di natura matematica, quando invece nella vita quotidiana non sembrerebbe che la matematica svolga un ruolo preminente, ma questo sono soprattutto i “liceali” a chiederselo ed a crederlo. Di sfuggita accenniamo  che nelle teorie di grande unificazione della realtà fisica, la descrizione o l'interpretazione coi modelli matematici non sembra essere completa senza l'apporto della descrizione o dell'interpretazione poetica (!): una teoria di grande o “massima” unificazione sarebbe allora “infinita” ma “limitata”, se così vogliamo esprimerci. La scienza matematica è particolarmente adatta ad affrontare problemi facilmente formalizzabili (tramite un modello adeguato od una successione di modelli adeguati), ossia equivalentemente a costruire funzioni ed a risolvere algoritmi (secondo, ad esempio, Alan Turing), ma non a trattare fenomeni né elencabili né calcolabili (per i quali occorrerebbe invece inventiva e creatività, ossia occorrerebbe attuare passi o “salti” irrazionali), fenomeni quali la bellezza, la bontà, la semplicità e... la verità o Verità. Ci chiediamo ora in senso tecnico, che cosa è la matematica? Risposta: la matematica è la disciplina che studia i sistemi ipotetico-deduttivi concernenti enti della massima generalità, basati su un insieme compatibile e coerente di assiomi, ma dopo questa “bella definizione” sarebbe meglio leggere il presente libro per farsi una qualche idea un poco migliore di cosa essa sia (naturalmente si potranno leggere anche tanti altri libri sull'argomento). Vi identifichiamo rapidamente e sommariamente il settore che studia i numeri e le operazioni effettuate su di essi (aritmetica o teoria dei numeri), i settori degli insiemi e delle operazioni sugli insiemi (algebra), dello studio delle funzioni di variabile reale o di variabile complessa con la nozione topologica di limite (analisi matematica un tempo detta analisi infinitesimale), dello studio degli spazi funzionali e degli operatori su di essi definiti (analisi funzionale), dello studio delle proprietà delle figure piane, spaziali, e degli spazi astratti (geometria, trigonometria, topologia), dello studio dei problemi della determinazione degli estremanti o dei problemi di ottimizzazione (calcolo delle variazioni, programmazione matematica, teoria dei giochi), dello studio degli insiemi finiti (analisi combinatoria, teoria dei grafi), del calcolo numerico (analisi e calcolo numerico), oltre allo studio della matematica attuariale e finanziaria (qui solo accennate). Nei suoi sviluppi storici, a partire dai primi risultati aritmetici e geometrici in Egitto ed in Mesopotamia essenzialmente legati ad usi pratici, la matematica (aritmetica, geometria piana e spaziale, e trigonometria delle corde), trova le primissime caratterizzazioni assiomatiche e formali in terra greca. Mentre il corso del medioevo non vi apporta contributi, la traduzione delle opere di scuola araba (aritmetica ed algebra) imprime un nuovo impulso allo sviluppo del pensiero matematico. Nel '600 e nel '700 assistiamo alla fondazione del nuovo calcolo infinitesimale, della meccanica fisica e meccanica razionale e della geometria analitica. Nell'800 si affronta il problema della sistemazione e della coerente fondazione dell'insieme della matematica, la quale si sviluppa pure verso la massima assiomatizzazione ed astrazione, mentre si allargano notevolmente i confini dello scibile a cui applicare proficuamente i risultati del pensiero matematico e ciò accadrà ancor più nel '900 e nel futuro. 








   Capitolo 1


La matematica nell'antichità.






	Sappiamo, e vedremo, come i concetti più importanti che nel nostro tempo entrano nella trattazione matematica sono le nozioni di insiemi, classi, tipi, gruppi, sono i funzionali, sono le trasformazioni, le equazioni, le funzioni, ecc., ma le fondamenta del pensiero matematico si possono trovare e far risalire ai tempi più antichi in cui visse la nostra specie umana. Persino certi animali uccelli e mammiferi superiori sanno qualcosa di semplice aritmetica e sono in grado di distinguere il numero, la dimensione geometrica, l'ordine e la forma di oggetti vari e di fenomeni naturali (ad esempio, i corvi effettuano distinzioni fra insiemi contenenti fino a 4 elementi-oggetti). Anche nell'uomo, ai primordi della sua lunga evoluzione (circa 300 mila anni fa, diciamo epoca della scoperta del fuoco) tali distinzioni erano effettuate per via di differenze o per via di contrasti piuttosto che essere basate su uguaglianze o somiglianze: infatti la differenza tra un lupo e molti lupi, tra un albero e molti alberi, tra un granello di sabbia e moltissimi granelli di sabbia, dovette essere notata prima della somiglianza tra un lupo ed un branco di lupi, tra un albero ed una foresta, tra un granello di sabbia ed una spiaggia, tra una pecora ed un gregge di pecore, ecc. Quegli uomini avranno pure osservato che certi insiemi o gruppi di oggetti simili per aspetto, come ad esempio i gruppi di 2 elementi o coppie, possono essere posti in corrispondenza biunivoca tra loro (si sarà osservato, ad esempio, che esistono le coppie di mani e di piedi e di occhi, e la coppia di mani sarà stata collegata alla coppia di piedi); analogamente ciò sarà accaduto per i gruppi di 3 oggetti o triplette e poi per ogni n-pla pensabile. Inizialmente sembra che l'uomo sapesse contare solo fino a 2, distinguendo infatti gli oggetti in 1, 2, e molti oggetti (infatti, alcune lingue moderne portano ancora le tracce di questa antica tripartizione numerica uno-due-molti, invece della successiva e più semplice bipartizione singolare-plurale), e possiamo sostenere in generale che fisiologicamente-visivamente le immagini dei numeri senza operazioni di conteggio siano 1, 2, 3, 4, non oltre il 4, testimoniato in alcuni linguaggi della capacità di declinazione delle forme al singolare, duale, triale, quattriale e poi plurale, e ad esempio pure in latino solo i primi quattro numeri (unus (1), duo (2), tres (3), quatuor (4)) sono declinabili, ed in tal senso questa capacità di distinguere fino a 4 oggetti ed attribuirvi un'immagine, come detto, sarebbe comune a corvi-cornacchie-ecc. Ma poi le 5 dita della mano poterono essere associate agli oggetti e servirono per contare fino a 5 (mentre l'1 non era ancora considerato come un numero). Più in là si inventarono mucchi di pietre, spesso numericamente multipli di 5, ed i riferimenti umani permisero di contare fino a 10, o 17, o 33, o 41 (ed in certe situazioni anche 42 almeno i maschi, considerando tutti i punti di riferimento o di rimando; quasi tutti gli autori hanno sotto stimato il massimo numero di oggetti contabili, senza usare alcuna operazione di calcolo e nessun metodo di conteggio (per millenni completamente inesistenti) a 41 invece che a 42), ma con le incisioni-tacche su alberi-strumenti si poterono contare molti più oggetti (è chiaro che senza possedere alcuna idea di numero ed idea di conteggio, ad esempio pure le dita (delle mani e de piedi) non possono essere utilizzate per contare 1-2-3-... (idea-concetto-nozione del tutto insistente) ma solo per associare oggetti in rapporto uguale e simmetrico 1 a 1...). I primi concetti dell'aritmetica si svilupparono in tutte le più antiche popolazione senza sostanziali influenze reciproche segno che nascevano da obiettive comuni necessità di sopravvivenza (si trovano testimoniante in Africa, Francia, ecc., riguardo il calcolo elementare e le prime quantificazioni del tempo delle stagioni). I sistemi maggiormente utilizzati nell'antichità (in epoche ben anteriori allo sviluppo della scrittura) erano i sistemi decimali, i sistemi quinari (legati all'uso di una mano), i sistemi quinariodecimali, e potremmo dire che rari erano i sistemi ternari e binari (questi ultimi diverranno molto utili millenni dopo). Indubbiamente il linguaggio già evoluto fu necessario per lo sviluppo più astratto dell'aritmetica, del calcolo aritmetico ed ovviamente della matematica, ma probabilmente il segno indicante il numero precedette la parola indicante il numero (al tempo in cui la base di conteggio predominante era già decimale b=10). Dalla diversa designazione per “due pecore”, “due pesci”, “due alberi”, ecc., si derivò lentamente il concetto assai più astratto di “due” o di “coppia” di qualsiasi oggetto. L'origine di tali nozioni di astrazione è forse dovuta più ad utilità pratiche della vita quotidiana che non ad usi od a pratiche religiose-rituali. La numerazione geroglifica egiziana risale almeno al periodo delle prime piramidi ossia al 2700 a.C., su base b=10, e facendo uso di un semplice metodo o schema iterativo nonché di simboli distinti (anche ripetuti) per ciascuna delle 6 potenze di 10 (laddove i trattini verticali rappresentavano le unità), gli antichi egizi potevano scrivere numeri superiori al valore di 1 milione. L'accurato dimensionamento geometrico e l'esatta orientazione con le stelle delle piramidi dimostrano che gli egizi raggiunsero nel calcolo e nella misurazione un elevato grado di precisione (aggiungendo, inoltre, che immaginari ed artificiosi rapporti numerici tra alcune dimensioni della piramide di Cheope-Khufu (da cui alcuni dedurrebbero la conoscenza in Egitto del valore 2π) sono invece in contraddizione con le nostre informazioni sulla conoscenza della geometria nell'antica valle del Nilo). Interessandosi di astronomia soprattutto per necessità religiose ed agricole, essi inventarono un soddisfacente calendario solare composto di 365 giorni, di 12 mesi di 30 giorni ciascuno più 5 giorni festivi, il quale slittava rispetto al Sole di 1/4=0.25 di giorni/anno=6 ore/anno. Il papiro di Rhind (risalente al 2000-1800 a.C., quale manuale di istruzione di aritmetica e geometria), trascritto successivamente nel 1650 a.C. dallo scriba Ahmes, contiene alcune utili informazioni matematiche egiziane in scrittura ieratica. Vi appare che, su base ancora decimale, venissero però introdotti speciali segni per rappresentare le cifre da 1 a 9, e le potenze di 10. Gli egizi facevano uso delle frazioni che utilizzavano per rappresentare i numeri razionali; le frazioni proprie (ossia con 1 al numeratore, 1/n, dette frazioni egiziane) venivano usate fin dal 1700 a.C., ma dobbiamo dire che rimasero sempre un mistero per essi. Particolare uso essi facevano della frazione 2/3, e delle frazioni del tipo n/(n+1) ossia dei complementi delle frazioni proprie 1/n, ed è con la somma di tali frazioni (specialmente le proprie) che esprimevano i numeri razionali (ad esempio il razionale 2/15 veniva rappresentato come 1/10+1/30). Quindi, a parte 2/3, gli egiziani consideravano le frazioni improprie m/n come un “processo di sviluppo inconcluso” di somme di frazioni proprie 1/n fino al raggiungimento di un valore soddisfacente od esatto. Nel papiro di Rhind rinveniamo formule per il calcolo di aree, metodi di moltiplicazione, divisione, tali operazioni con frazioni 1/n, nozioni matematiche come numero primo (2n+1), media aritmetica, media geometrica, media armonica e nozioni su numeri perfetti, poi una spiegazione primitiva del crivello di Eratostene greco, oltre al metodo per la soluzione di un'equazione lineare di 1° grado. Quindi dopo le tabelle per 2/n e 10/n, il papiro elenca 84 problemi di vario genere: per esempio, dividere 1. 2, 6, 7, 8 e 9 pagnotte tra 10 uomini, ed altri problemi. L'operazione matematica fondamentale degli egiziani era l'addizione, mentre le altre operazioni di moltiplicazione e di divisione erano effettuate con addizioni e sottrazioni ripetute successivamente, in base al valore del moltiplicatore e del sottraendo rispettivamente. Il problema 72 chiede di trovare il numero di pagnotte di “forza” 45 che siano equivalenti a 100 pagnotte di “forza” 10. In questa tavoletta si trovano numerosi problemi relativi a pane e birra. Altri problemi di natura algebrica più astratti, quindi meno associati ad oggetti concreti, sono l'equivalente delle equazioni di 1° grado x+ax=b, x+ax+bx=c, dove a, b, c sono noti, mentre x è l'incognita indicata come mucchio ossia “aha”. Per esempio quale è il valore del mucchio, se il mucchio più 1/7 del mucchio è uguale a 19; e la soluzione è ottenuta con la regola della “falsa posizione” o “regola del falso” (attribuendo inizialmente un valore arbitrario a x ed effettuando le operazioni a sinistra dell'uguale per confrontare il risultato col valore del membro di destra, per poi dalla differenza e rapporto calcolare un nuovo valore di x), come anche ad esempio il problema 26 dice “Una quantità, il suo quarto (aggiunto) su di essa fa 15” ovvero in termini più moderni x+x/4=15 da cui si ricava l'incognita x col metodo di falsa posizione ad esempio ponendo inizialmente x1=x=4 da cui il primo membro vale 5, ma 15/5=3 ed allora anche il valore del rapporto x/4=3 onde la soluzione sarà x=4x3=12 che soddisfa appunto l'equazione. Molto probabilmente gli egizi non conoscevano il teorema di Pitagora (e Pitagora dunque non può averlo portato da qui), e calcolavano l'area del triangolo isoscele notando che esso aveva metà area rispetto al rettangolo di pari base ed altezza. Riguardo il trapezio isoscele prendevano il prodotto della semisomma della basi per la loro distanza. La regola egiziana del calcolo delle aree attribuiva a π il valore di 3 e 1/6 (ossia 3.16666..., con errore intorno a 0.798 %), oppure 4(8/9)(elev 2)=3.16049... (con errore intorno a 0.6 %) . Nella costruzione delle piramidi era essenziale dare alle facce oblique (piane) un'inclinazione costante ed allora introdussero l'equivalente della nostra cotangente di un angolo (cotα=cosα/senα) senza intenderla come tale. Mentre noi daremmo il rapporto tra “elevazione” (dagli egizi misurata in cubiti) e “profondità” (dagli egizi misurata in mani, con 1 cubito=7 mani, 1 mano=1/7 cubito) ossia la tangente (tanα=senα/cosα), essi prendevano il rapporto inverso, chiamato “seqt” (seqt=profondità/elevazione=1/tanα) che indicava la distanza sul piano orizzontale di una linea obliqua dall'asse verticale per variazione unitaria di altezza (ovvero la “rastremazione”); il seqt è dunque il rapporto tra la profondità (mani) alla base e l'elevazione (cubiti): la piramide di Cheope ha seqt=5e1/2=5.5 mani/cubiti. Le nostre informazioni sulla matematica nella terra dei Faraoni provengono sostanzialmente dai papiri di Rhind, di Berlino (soprattutto frazioni 1/n) e di Mosca (del 1890 a.C. circa, scritto quasi a scopo ricreativo contenente, tra l'altro, un metodo corretto per calcolare il volume di un tronco di piramide scomponendo il tronco in parallelepipedi e prismi e poi sommando i volumi). Dunque essi sapevano calcolare il volume V del tronco di piramide a basi quadrate di lati a e b rispettivamente similmente a V=h(a(elev 2)+ab+b(elev 2))/3 dove h è l'altezza, ed il volume della piramide V=(area base per h)/3, giungendovi forse per via di considerazioni e misurazioni empiriche tramite scomposizione in parallelepipedi. Calcolavano, inoltre, l'area di un cesto ovvero di un tetto semicilindrico di capanna. Tentarono anche la quadratura del cerchio, quale primo esempio di mancata soluzione di questo problema millenario come il lettore leggerà. I papiri dimostrano che il calcolo pratico costituiva la caratteristica e scopo principali della matematica egizia, e qualche debole concetto teorico serviva unicamente a facilitare il calcolo e mai la comprensione concettuale del problema ossia non serviva ad effettuare astrazioni e generalizzazioni. Poi nel periodo ellenistico la matematica egiziana iniziò ad essere scritta in greco e da allora rientrò nel fiume della cultura ellenistica. 


Anche nella valle dei fiumi Tigri ed Eufrate si sviluppò una importante civiltà dove la scrittura ideografica col tempo cedette il posto a quella cuneiforme più “astratta” e stilizzata. Tra i primi documenti scritti delle antiche civiltà di cui abbiamo notizia, vi sono le iscrizioni su tavolette d'argilla (per lo più conti e ricevute di vario genere, stilati nel tardo IV millennio a.C.) venute alla luce a centinaia di migliaia in Iraq ed in Iran, nella città antico-sumera di Uruk (la sumerica Unug, la biblica Erech, la greca Orchoe, l'odierna città di Warka; riguardo la storia della mitica Uruk (in cui, per molte circostanze favorevoli e felici, avvenne uno dei primi passaggi dalla società del neolitico ad una società meglio organizzata con uno Stato, una politica, un'amministrazione, un'economia, ed una primitiva forma di scrittura più avanzata però di quella egiziana) è possibile leggere molti libri in merito come ad esempio “Uruk la prima città “ di Mario Liverani) ed antico-elamita di Susa (in antico persiano Cusa, in persiano Sus, in ebraico Shushan, in greco Susa, in siriaco Shush, l'odierna Shush) di cui circa 400 tavolette (tra cui la famosa Plimpton 322) di grande interesse matematico (in particolare di algebra, equazioni di 2° grado e terne pitagoriche insieme a molte tavole numeriche). Ivi erano in uso gli antecedenti del più recente sistema sessagesimale sumero-babilonese (che usava la base b=10 e la base bs=60 (sossos)) e del sistema decimale (facente uso della sola base b=10). Dalla tavoletta di Larsa (la moderna città Tell as-Senkereh e la probabile città biblica di Ellasar già in Genesi, collocata a circa 24 Km a sud-est di Uruk) trovata nel 1855 d.C. (quale parte finale di una tabella di radici quadrate, riguardo le quali ad esempio nella tavoletta YBC 7289 troviamo la radice quadrata di 2 accurata fino alla quinta cifra decimale) apprendiamo che i babilonesi operavano con una numerazione sessagesimale di natura quasi-posizionale (senza simbolo per lo 0, per cui ad esempio i numeri 55 e 550 erano indistinguibili se non dal solo contesto). Anche il nostro sistema  decimale dell'800 ed attuale sistema incorpora ancora residui dell'antico sistema sessagesimale (infatti l'anno si misura in 12 mesi, il giorno in 12+12 ore o 24 h, le ore in 60 minuti, i minuti in 60 secondi; il cerchio od angolo piano si misura in 360 gradi sessagesimali, i gradi in 60 primi ed i primi in 60 secondi). Su questa tavoletta troviamo una serie di unità di misura lineari: lo “she” (“grano”), lo “shi-si” (“dito”), il “kush” (“cubito”), fino al “beru” pari a 30x60x12=21600 cubiti (ovvero 6x60(elev 2)). A Nipput sono state trovate decine di migliaia di tavolette contenenti anche problemi di geometria tridimensionale risolti con l'uso di equazioni cubiche e di estrazione di radici cubiche. Del periodo di Jemdet Nasr esiste un testo relativo a “pane e birra” contenente calcoli con grandi numeri e piccole frazioni, ossia un testo scolastico per esercitazioni di matematica e metrologia. Oggi sappiamo che nella Mesopotamia, dal IX alla fine del IV millennio senza interruzione, fu utilizzato un gran numero di gettoni d'argilla per indicare i numeri, le misure e forse anche categorie di oggetti, e sappiamo pure che l'uso di tali gettoni fu perfezionato nel tardo IV millennio mediante l'accorgimento di racchiudere dei simboli prescelti in involucri protetti di argilla, molti dei quali recavano sulla loro superficie le immagini di tutti i gettoni ivi contenuti; ed allora sembra che successivamente gli involucri ispirarono l'invenzione delle tavolette d'argilla incise od impresse con segni di sigilli cilindrici mancanti però di significato astratto. La numerazione sumerica e babilonese seguiva dunque il medesimo principio della numerazione geroglifica egiziana, basato sulla ripetizione dei simboli indicanti le unità e le decine (cunei grandi e cunei piccoli). Il sistema era posizionale non assoluto (solo dal contesto si poteva individuare il valore assoluto delle potenze di 60), ed a base bs=60, sia per la parte intera che per quella frazionaria. Il loro numero cuneiforme sessagesimale 1;24;51;10 (ossia 1.414213 decimale) rappresentava (radice quadrata di 2) con un errore minore di 0.000008 rispetto al miglior valore attuale. Sapevano estrarre le radici quadrate con un metodo a volte attribuito ad Archita di Taranto, od a Erone di Alessandria, ed a volte persino detto algoritmo di Newton. Facevano costantemente uso delle tavole, ad esempio le tavole dei reciproci sessagesimali (come: 2  30, 4  15, ecc.). La divisione veniva effettuata con la moltiplicazione del dividendo per il reciproco del divisore, a differenza che col laborioso metodo egizio. Ci sono tavolette risalenti al periodo babilonese antico contenenti le potenze successive di un dato numero (a(elev n), analoghe alle nostre tavole degli antilogaritmi in uso fino a qualche decennio fa prima della realizzazione delle calcolatrici elettroniche), e tavole con le prime 10 potenze di base 9, 16, 1;40, 3;45 (potenze quelle che sono tutti quadrati perfetti). Conoscevano l'equivalente della formula per l'interesse composto (ossia “quanto tempo (n anni) occorre perchè una data somma di denaro (S) raddoppi se l'interesse è i% l'anno?”, sapendo che dopo n anni il valore dell'investimento della somma inizia S sarà Sn=S(1+i)(elev n) dove ad esempio i=0.08 se i%=8%). Facevano uso della tabulazione di n(elev 3)+n(elev 2) per n interi, di grande interesse-importanza per la loro algebra. Già nel periodo antico i Sumeri erano in grado di risolvere , oltre all'equazione di 1° grado come gli egizi, le 3 forme in cui si può presentare l'equazione di 2° grado completa a 3 termini, x(elev 2)+px=q, x(elev 2)=px+q, x(elev 2)+q=px (suddivisione necessaria fino a tutto il medioevo e rinascimento almeno fino ad Ars Magna). Sapevano portare termini da un membro all'altro, rimuovere frazioni, eliminare fattori moltiplicando entrambi i membri per termini uguali (inversi del fattore da togliere) e sapevano sostituire l'incognita x con un'incognita fittizia y=ax/b, ed inoltre indicavano l'incognita, non certo x come noi, ma coi nomi di lunghezza, larghezza, area, volume, sia in senso geometrico che in senso più astratto riconoscendovi un barlume di valore simbolico. Risolvevano un sistema di 2 equazioni in 2 incognite x,y (problema detto del “primo anello d'argento” e del “secondo anello d'argento”). Mentre nessun documento egiziano ci attesta la loro conoscenza delle equazioni di 3° grado o cubiche, i babilonesi sapevano risolvere equazioni come x(elev 3)=0;7,30 ricorrendo alle loro tavole, oppure x(elev 3)+x(elev 2)=a disponendo della tabulazione di n(elev 3)+n(elev 2) e qui non si trattava solamente di estrarre una “semplice” radice cubica. Riducendole a forma normale trovavano la soluzione anche di ax(elev 3)+bx(elev 2)=c, e, ma non lo sappiamo con certezza, forse sapevano trovare la soluzione anche dell'equazione di 3° grado generale ax(elev 3)+bx(elev 2)+cx=d. La tavoletta Plimpton 322 databile nel periodo 1822-1784 a.C. (ossia scritta intorno al 1800 a.C.) il cui scopo principale era la misura delle aree, contiene 4 colonne di 5 righe, e se i numeri della 2° e 3° colonna vengono interpretati come lati a e c (ossia cateto minore ed ipotenusa) di un triangolo rettangolo, allora la 1° colonna contiene il quadrato del rapporto tra l'ipotenusa c ed il cateto maggiore b, ossia il quadrato di c/b, cioè contiene i valori della funzione trigonometrica che noi chiameremmo secante (ossia quadrato di secA dove A è l'angolo compreso tra c e b). Evidentemente fu costruita partendo da due numeri interi p e q, e formando la terna di tre numeri (terna o triade pitagorica a,b,c) fatta come p(elev 2)-q(elev 2), 2pq, p(elev 2)+q(elev 2) rispettivamente a,b,c, in cui il quadrato del più grande c è uguale alla somma dei quadrati dei più piccoli a e b come può verificare il lettore. Dalla Plimpton pare che molti studiosi abbiano dedotto che la trigonometria sia nata piuttosto in Mesopotamia prima che in Grecia. In Mesopotamia l'area del cerchio era data da 3R(elev 2), ma in alcune tavolette, dal rapporto tra il perimetro dell'esagono regolare e la circonferenza del cerchio inscritto, deduciamo che essi attribuivano a π il valore approssimato di 3;7,30 (ossia 3 e 1/8=3.125, buono quanto quello egizio). Il teorema di Pitagora, diversamente dagli egizi, era da loro conosciuto e largamente utilizzato. Tutta la matematica pre-ellenica, fiorita quasi esclusivamente nelle civiltà a società strutturare gerarchicamente ed a stato centralizzato, civiltà “idrauliche” sviluppatesi nelle valli dei grandi fiumi Nilo e Tigri-Eufrate fonti di vita e di prosperità, era una matematica che professava fini quasi esclusivamente empirici, pratici od applicativi, non distingueva accuratamente tra risultati e formule esatti ed alternativamente solo approssimati, astraeva poco o pochissimo dai casi e dai problemi singoli o specifici, generalmente non formulava principi generali se non per agevolare quasi esclusivamente il caso di immediato interesse applicativo, non dimostrava affatto teoremi di validità generale per ogni problema formalmente simile, presentava allora numerose lacune nel suo sviluppo come la questione mai posta della risolvibilità o meno di un problema all'interno di una data teoria, per cui possiamo affermare che forse, oltre ovviamente a non possedere una teoria della dimostrazione, tale attività matematica (soprattutto aritmetica, geometria elementare, ed algebra geometrica) non fosse veramente pensiero matematico, ma solo geniale calcolo applicato a tipici problemi di interesse utilitaristico delle loro società. 


L'inizio della storia greca risale alla fine del II millennio a.C., quando incolti invasori indoeuropei calarono dalle regioni settentrionali, assorbendo la cultura dei popoli vicini ed ereditando, forse dai Fenici, un alfabeto consonantico già esistente al quale aggiunsero però le vocali. Nel VI sec a.C., in terra greca apparvero i filosofi e matematici Talete di Mileto (nato intorno al 640-625 a.C. circa a Mileto in Asia minore, morto intorno al 548-545 a.C.) e Pitagora di Samo (nato intorno al 580-570 a.C. e morto 495 a.C. circa) che svilupparono pure i primi teoremi ed una trattazione più coerente della geometria. Scrive Apuleio in Florida “Talete di Mileto fu senza dubbio il più importante tra quei sette uomini famosi per la loro sapienza, ed infatti tra i Greci fu il primo scopritore della geometria, l'osservatore sicurissimo della natura, lo studioso dottissimo delle stelle”, così che egli fu filosofo (il primo filosofo secondo Aristotele alla ricerca del “principio materialistico e naturalistico” od archè dell'origine delle cose che individuò nell'acqua), astronomo (studiò il cielo e previde eclissi) e matematico il cui motto era “Conosci te stesso”. Può darsi che il teorema attribuito a Talete (l'angolo inscritto in un semicerchio è un angolo retto ovvero anche un triangolo inscritto in un semicerchio è un triangolo rettangolo) egli lo abbia appreso durante i suoi viaggi a Babilonia e gli viene attribuito solo dalla storica greca Panfila di Epidauro. Gli vengono attribuiti altri 4 teoremi, si dice da lui dimostrati; 1) ogni cerchio viene bisecato da un qualsiasi suo diametro, 2) gli angoli alla base di un triangolo isoscele sono uguali, 3) le coppie di angoli opposti od al vertice, formati da 2 rette che s'intersecano, sono uguali, 4) se 2 triangoli sono tali che 2 angoli e 1 lato di uno di essi siano uguali rispettivamente a 2 angoli ed a 1 lato dell'altro, allora i 2 triangoli sono congruenti (per antonomasia teorema di Talete, e ad esempio in Egitto egli misurò l'altezza delle piramidi tramite la lunghezza della loro ombra al suolo quando il Sole proietta l'ombra di un individuo pari alla sua altezza). Forse Talete fu davvero il primo a razionalizzare ed a conferire una struttura logica alla geometria. Più confusa invece è la figura di Pitagora il cui famoso motto della sua setta o scuola (Scuola pitagorica) è nientedimeno che “Tutto è numero” con l'archè dato dall'armonia (ossia corrispondenza tra numeri e note musicali), facendo dunque della matematica una forma di educazione liberale (il primo a scoprire il vero ruolo della matematica nella spiegazione della natura, seguito poi da Platone e dagli idealisti greci); egli fu filosofo (coniò il nome di filosofia quale “amore per la sapienza”), matematico, astronomo (al centro dell'Universo mise il Fuoco), scienziato, taumaturgo, che vediamo ritratto intento a leggere un libro nella Scuola di Atene di Raffaello Sanzio. I pitagorici conoscevano 3 dei 5 solidi regolari (ossia tetragono, cubo e dodecaedro, ed ignoravano l'ottaedro e l'icosaedro), però conoscevano alcune proprietà del pentagono regolare (come la proprietà per la quale le intersezioni delle sue diagonali tagliano 2 segmenti diseguali per cui il rapporto dell'intera diagonale con suo segmento maggiore, è uguale al rapporto di tale segmento col segmento minore, ottenibile per via algebrica con un'equazione di 2° grado o per via geometrica: suddivisione ottenuta con le diagonali detta “media ed estrema ragione”, poi denominata da Keplero 2200 anni dopo “sezione aurea” (aggiungiamo subito qui che il numero della sezione aurea, usualmente denominato φ=(1+(radice quadrata di 5))/2=1.618033 9887498 9484820 4586834 3656381 1772030 9179805 7628621 3544862 2705260 4628189 0244970 7207204 1893911 3748475 4088075 3868917 5212663 3862223 5369317 9318006 0766726 3544333 8908659 5939582 9056383 2266131 9928290 2678806 7520876 6892501 7116962 0703222 1043216 2695486 2629631 3614438 1497587 0122034 0805887 9544547 4924618 5695364 8644492 4104432 0771344 9470495 6584678 8509874 3394422 1254487 7066478 0915884 6074998 8712400 7652170 5751797 8834166 2562494 0758906 9704000 2812104 2762177 1117778 0531531 7141011 7046665 9914669 7987317 6135600 6708748 0710131 7952368 9427521 9484353 0567830 0228785 6997829 7783478 4587822 8911097 6250030 2696156 1700250 4643382 4377648 6102838 3126833 0372429 2675263 1165339 2473167 1112115 8818638 5133162 0384005 2221657 9128667 5294654 9068113 1715993 4323597 3494985 0904094 7621322 2981017 2610705 9611645 6299098 1629055 5208524 7903524 0602017 2799747 1753427 7759277 8625619 4320827 5051312 1815628 5512224 8093947 1234145 1702237 3580577 2786160 0868838 2952304 5926478 7801788 9921990 2707769 0389532...). Il misticismo dei numeri non nacque coi pitagorici, ma sappiamo che il numero 1 era il generatore della serie e della ragione, mentre privilegiato era il numero 7 (7 pianeti, 7 note musicali, 7 giorni della settimana, e Pitagora invento però la scala musicale descritta nel Timeo di Platone nel problema cosmologico). In Grecia il numero aveva le proprietà del numero intero (ossia del numero naturale) e la frazione m/n veniva considerata diremmo più modernamente come una relazione tra gli interi m e n. Mediante strutture di punti (enti geometrici ideali privi di estensione), i pitagorici associarono i numeri allo spazio esteso, inventando i numeri figurati, materiali, numeri poligonali e numeri poliedrici: per esempio i numeri triangolari sono dati dalla relazione n(n+1)/2 (ad esempio per n=10 si ha il numero triangolare 55). In astronomia i pitagorici introdussero anche il postulato del moto circolare uniforme nei Cieli. Tramite la teoria dei numeri Pitagora sviluppò la teoria dell'armonia musicale (le note sono in armonia quando i rapporti tra le lunghezze delle corde vibranti sono dati da numeri interi (ossia da armoniche)), e per “audace estrapolazione” giunse a concepire l'”armonia delle sfere” prodotta dai corpi celesti nei loro movimenti. I pitagorici introdussero l'idea di un Universo come Cosmo, e l'idea che l'intelligibilità del mondo, come detto, è possibile solo tramite l'uso della matematica (prima dell'aritmetica e poi per via degli irrazionali con la geometria greca). Proclo attribuisce a Pitagora la costruzione dei 3 solidi regolari e la teoria delle proporzioni, ossia le definizioni-proporzioni di media aritmetica MA (dati x1, x2, …, xn, la loro media aritmetica è MA=(x1+x2+...+xn)/n), media geometrica MG (dati x1, x2, …, xn, la loro media geometrica è MG=radice n-esima di (x1x2...xn), ad esempio dati 3, 10, 22, la loro MG=radice cubica di (3x10x22)=8.706...), media subcontraria (detta poi media armonica MH da Archita; dati x1, x2, …, xn, la loro media armonica è MH=n/((1/x1)+(1/x2)+...+(1/xn)), ad esempio la media armonica di 1, 2, 4 è 3/((1/1)+(1/2)+(1/4))=1/((1/3)((1/1)+(1/2)+(1/4))=3/(7/4)=12/7). La sezione aurea stabilisce allora una relazione tra le medie aritmetica ed armonica di due numeri (il primo di due numeri dati sta alla loro MA come la loro MH sta al secondo di essi), algoritmo base babilonese per l'estrazione di radici quadrate. Questi risultati inizialmente dovevano appartenere all'aritmetica ossia alla teoria dei numeri, mentre successivamente i numeri a, b, c, … delle medie vennero intesi anche geometricamente onde la geometria assunse un ruolo preminente sia nella matematica che nella spiegazione del mondo. Ai pitagorici viene attribuito, forse immeritatamente, la scoperta delle terne pitagoriche (ossia le terne di numeri a,b,c soddisfacenti il teorema di Pitagora TP), oltre alla definizione dei numeri perfetti (ossia numeri uguali alla somma dei loro divisori tipo 6, 28, ecc.). Celeberrimo è il teorema che porta il nome di teorema di Pitagora TP, e che ora enunciamo: in un triangolo rettangolo, il quadrato costruito sull'ipotenusa è equivalente alla somma dei quadrati costruiti sui cateti (o meglio In ogni triangolo rettangolo l'area del quadrato costruito sull'ipotenusa è uguale alla somma delle aree dei quadrati costruiti sui cateti, notando il termine “uguale” per le aree dei quadrati invece del termine “equivalente” per i quadrati), e può essere dimostrato con la teoria dell'equivalenza, senza far ricorso alla nozione di area del quadrato. In termini di misura (ma la definizione di misura la daremo nel capitolo 11) si può invece enunciare così: in un triangolo rettangolo il quadrato della misura dell'ipotenusa è uguale alla somma dei quadrati delle misure dei cateti. Esso definisce anche una norma dello spazio vettoriale, la norma pitagorica negli spazi pre-hilbertiani a n-dimensioni qualsiasi, di cui scriveremo. Dato che per la sua dimostrazione richiede necessariamente il V postulato delle parallele esso è valido solo in geometria euclidea (non è valido nelle geometrie non-euclidee e nella geometria assoluta-neutrale), inoltre sono state date decine e decine di dimostrazioni (Elisha Scott Loomis ne elenca ben 371) tra cui quelle basata sul 1° teorema di Euclide, del matematico-astronomo arabo-persiano Abu'l-Wafa nel X sec d.C. (basata sulla scomposizione del quadrato costruito sul cateto maggiore), di Leonardo da Vinci, dell'astronomo George Airy (in inglese “I am, as you can see, a(elev 2)+b(elev 2)-ab. When two triangles on me stand, Square of hypothenuse is plann'd, But if I stand on them instead, The squares of both sides are read.” ossia in italiano “Come potete vedere, sono a(elev 2)+b(elev 2)-ab. Quando ci sono due triangoli sopra di me, È rappresentato il quadrato dell'ipotenusa, Ma se invece sto io sopra di loro, Si leggono i quadrati dei due lati”), di Pomi (dimostrazione geometrica basata su due quadrati concentrici di lati rispettivamente pari all'ipotenusa c ed alla somma dei due cateti a+b), James A. Garfield del 1876 (dimostrazione geometrica senza costruzione di alcun quadrato), ecc. Però dobbiamo dire che TP era già noto ai babilonesi (dai quali forse Pitagora lo apprese) sebbene secondo Proclo sembra che Pitagora ne intuì tutta la validità ed importanza (il neoplatonico Proclo è l'unico che lo attribuisce a Pitagora basandosi su una testimonianza di un poco noto Apollodoro); inoltre Euclide introduce TP nella proposizione prop47 del I Libro degli Elementi, ma il lettore vada alla relativa sezione su Euclide per un'analisi rapida degli Elementi. Il teorema di Lazare Carnot (1753-1823) o teorema del coseno, come leggeremo, è un'estensione del teorema di Pitagora ai triangoli qualsiasi non necessariamente rettangoli (esso esprime la relazione tra la lunghezza dei lati di un triangolo (lati AB, AC, BC) ed il coseno di uno dei suoi angoli α (ad esempio tra AC e BC) per cui tra le lunghezze AB(elev 2)=AC(elev 2)+BC(elev 2)-2AC(BC)cosα (quando α=π/2 tale teorema diviene TP), teorema già dimostrato dal persiano Al-Kashi (in Francia oltre che teorema di Carnot è pure noto come teorema di Al-Kashi) sebbene il teorema del coseno sia stato reso noto soprattutto dal francese François Viète). 


I sistemi di numerazione greci erano due (entrambi su base b=10 per gli interi): il più antico noto come sistema attico o erodianico (simile agli schemi iterativi geroglifico e romano), ed il secondo detto ionico od alfabetico (le lettere minuscole, quando vennero introdotte, sostituirono le maiuscole; a partire dalla miriade (10000) la notazione seguiva un principio moltiplicativo). Nei secoli più recenti i greci fecero uso di frazioni comuni e sessagesimali. Nell'arte logistica, ossia nei calcoli aritmetici (attività questa ben separata dall'aritmetica teorica-concettuale-speculativa-filosofica), i greci (come pure i romani) facevano uso dell'abaco (quale strumento usato per i calcoli sin dal XXI sec a.C. in Cina e poi nella Mezzaluna (Mezzaluna Fertile) e quindi pure usato da greci e romani; in Grecia abaco con sistema di numerazione duodecimale (base 12) o sessagesimale (base 60) entrambi vantaggiosi (per via del maggior numero di cifre della base specialmente il sistema sessagesimale che permettevano di rappresentare i valori e le quantità col minor numero di cifre e maggior precisione frazionaria) rispetto alle frazioni decimali, raramente usate queste ultime e diffondentesi solo nel periodo rinascimentale e soprattutto dopo la Rivoluzione francese, come diremo). Nel VII sec a.C. i Faraoni della XXV dinastia avevano visto Assaraddon e Assurbanipal risalire la valle del Nilo, e dopo gli eserciti arrivarono anche i mercanti greci ed altri uomini, iniziando quel noto travaso culturale che sarà coronato tre secoli dopo con la fondazione di Alessandria d'Egitto da parte di Alessandro Magno (la grande Alessandria, ovvero 'Aλεξανδρεια od Alexándreia in greco antico; Alexandrea ad Aegyptum in latino, Alexandria od Alessandria in italiano, al-'Iskandariyya in arabo, eskenderayya in egiziano-arabo, Alexandria o Rakote in copto, ovvero la moderna ed importante città araba posizionata sul delta del Nilo in Egitto nella sua zona più settentrionale (seconda città d'Egitto, con una popolazione di 5.2 milioni di abitanti estendentesi per 32 Km lungo la costa meridionale del Mediterraneo). Talete e Pitagora conobbero in terra egiziana il triangolo numerico fondamentale (di lati a,b,c=3,4,5) riportato nel papiro di Kahun, oltre ad apprendere il collegamento tra numeri e cosmo. Forse gli egiziani dallo spirito più pratico, visto che per tracciare gli allineamenti ortogonali delle superfici dei campi quel semplice triangolo rettangolo 3-4-5 bastava, non procedettero oltre (per esempio gode delle stesse proprietà anche il triangolo numerico 5,12,13). Il (3,4,5) ha però caratteristiche uniche ed interessanti: esso infatti è l'unico a godere della proprietà per cui, dati 3 numeri interi consecutivi in ordine crescente a,b,c, il quadrato del terzo è uguale alla somma dei quadrati degli altri due; inoltre tutti i triangoli numerici (interi) sono legati al (3,4,5) di area 6, dalla circostanza per cui un loro cateto è sempre multiplo di 3, l'altro cateto è sempre multiplo di 4, un lato è multiplo di 5 e l'area è multipla di 6. I pitagorici identificarono le terne dei lati a partire dai numeri dispari d, poi dal IV sec a.C. i platonici identificarono terne a partire dai numeri pari p. Le espressioni delle terne sono immediatamente deducibili considerando i quadrati dati d(elev 2) e p(elev 2) come gnomoni di altezza rispettivamente 1 e 2. Nella filosofia, nella geometria e nella matematica greca ricorre continuamente il rapporto concettuale tra logos, numero e gnomone. I pitagorici, per esempio, rapportavano il concetto di numero alla natura dello gnomone, che svolgerà poi un ruolo importante nell'algebra geometrica e nei metodi geometrici di risoluzione delle equazioni algebriche e dell'estrazione di radici. Dalla primitiva origine astronomica e solare, lo gnomone verrà a definire ogni grandezza lineare o piana che potesse aggiungersi o togliersi a determinate figure geometriche conservando però la forma. Dal teorema dello gnomone origina il notissimo metodo greco di “applicazione delle aree” cui si riferiscono le proposizioni 44-45 del libro VI degli Elementi di Euclide. Nella seconda metà del V sec a.C. (Età prospera di Pericle, collocata tra la sconfitta persiana e la resa di Atene-Sparta, ed Età eroica della matematica greca e della matematica universale) allo sviluppo della stessa contribuirono un gruppo di matematici pionieri, in molte regioni della Grecia, ossia i matematici Archita di Taranto (428-360 a.C circa), Ippaso di Metaponto (attivo verso il 400 a.C.), Democrito di Abdera (460-370 a.C.), Ippia di Elide (443-400 a.C. circa), Ippocrate di Chio (470-410 a.C.), Anassagora di Clazomene (496-428 a.C.) e Zenone di Elea (489-431 a.C.). In tale periodo i 3 problemi fondamentali (divenuti i 3 grandi e famosi “problemi classici dell'antichità” (ossia periodo 600-300 a.C.) posti dalla geometria greca) erano quelli della quadratura del cerchio (ovvero trovare una formula razionale (problema piano da risolvere però geometricamente con riga e compasso ossia utilizzando solo una riga (non graduata ossia senza misura dato che siamo in geometria descrittiva e non analitica), e col compasso per tracciare cerchi o riportare segmenti) per l'area del quadrato concettualmente esattamente equivalente-uguale a quella dell'area del cerchio), problema che accompagnerà il pensiero matematico per ben 2200 anni e che invece si risolve mediante curve trascendenti (come la cicloide) dette curve quadratrici, poi il problema del raddoppio dell'altare cubico di Apollo (o “problema di Delo”; dato il lato di un cubo, servendosi solo di riga e compasso, costruire il lato del cubo di volume doppio (in termini algebrici si tratterebbe di trovare la radice cubica di 2 ed in termini geometrici di costruire con riga+compasso tale radice cubica di 2); sappiamo invece che per errore (un errore di sbaglio scorretto) l'altare fu costruito doppio di lato e quindi con volume (e materiale!) 2(elev 3)=8 volte maggiore), poi il problema della trisezione dell'angolo (dato un angolo, con uso solo di riga e compasso, costruire un altro angolo di apertura 1/3 del primo, risolvibile con un'equazione di 3° grado). Nessuno di questi problemi si può e si potrà risolvere con riga+compasso (tranne il 3° solo per alcuni angoli tra gli infiniti), in particolare il problema della quadratura del cerchio arriverà fino al 1882 quando l'impossibilità venne definitivamente dimostrata per via dell'implicata trascendenza del numero π, trascendenza dimostrata da Ferdinand von Lindemann appunto nel 1882 (già nei secoli precedenti si era però compresa la sua disgraziata intrattabilità, e ad esempio Newton scriveva “Se la quadratura indefinita del cerchio fosse possibile, si avrebbe una equazione algebrica con un numero finito di termini tra un arco x ed il suo seno y. Questa equazione potrebbe essere resa razionale con un numero finito di operazioni algebriche e conseguentemente per un dato valore di y non darebbe che un numero finito di valori di x. Ma per un dato seno ci sono infiniti archi”) in quanto quadrare il cerchio significherebbe trovare una formula per la sua area equivalente all'area di un quadrato (o poligono equivalente) quindi una formula algebrica (razionale od irrazionale ma algebrica) dell'area del cerchio ossia trovare la radice quadrata di π ovvero ancora un'espressione algebrica di π o costruire geometricamente la radice quadrata di π (infatti l'area del cerchio è πR(elev 2) quindi un quadrato di ugual area πR(elev 2) deve avere il lato pari radice quadrata di (πR(elev 2))=R(radice π), ma π è un numero irrazionale trascendente non costruibile geometricamente, e non algebrico di cui estrarre la radice quadrata, ma tra gli studiosi del problema con la speranza di risolverlo ricordiamo Leonardo da Vinci (il quale nel suo Uomo vitruviano “inscrive” l'uomo, quale collegamento tra Cielo e Terra, tra macrocosmo e microcosmo e simbolo di unione ed armonia, sia nel Cerchio che nel Quadrato), Vincent Leotaud nel 1654, Ottavio Scarlattini nel 1690, J. P. de Faurè nel 1747, Filippo Carmagnini nel 1751, ecc.; tra il vasto pubblico e nella cultura popolare l'espressione “quadrare il cerchio” ha il significato di riuscire in un'impresa perfetta oppure al contrario di non riusce per via di un'impresa impossibile a realizzarsi (ad esempio "Qual è il geometra che tutto s'affige / per misurar lo cerchio, e non ritrova, / pensando, quel principio ond'elli indige, / tal era io a quella vista nova", dal Paradiso, XXXIII, 133-136, di Dante), ma la quadratura del cerchio era necessaria nella cultura ermetica, nella filosofia occulta e nell'alchimia (dottrina qualitativa od Ars Regia od arte alchemica, più per adepti che per il popolo, in cui il materiale e lo spirituale, l'estetica e la filosofia, l'empirismo e l'ermetismo, la geometria ed il simbolismo, il microcosmo ed il macrocosmo, sono intimamente fusi e confusi, ossia una "scienza" quando la scienza ancora non esisteva, la cui fonte possiamo far risalire al Corpus Ermeticus attribuito ad Ermete Trismegisto od Ermete Tre Volte Grande) fino a tutto il rinascimento per realizzare la congiunzione degli opposti e la generazione della pietra filosofale ossia far corrispondere e matematicamente coincidere il cerchio (del Cielo) col quadrato (della Terra) e comporre lo Spirito con la Materia, il Trascendente con l'Immanente, l'Eterno con Temporale, il Tempo ciclico eterno con lo Spazio finito concreto, l'Infinito col Finito (secondo un principio ermetico “Come in alto così in basso” e “Come in Cielo così in Terra”, seppure sappiamo che anche il pensiero alchemico ha pur sempre dato qualcosa di positivo all'umanità, non certo nella ricerca e creazione della pietra filosofale con la sua struttura e dottrina occulta e con le leggi qualitative e la gran quantità di simboli associati, ma piuttosto nei necessari precorrimenti della chimica scientifica), ad esempio nell'Uomo di Vitruvio disegnato da Leonardo far corrispondere il cerchio col quadrato (soluzione non matematica ma diremmo soluzione simbolica-”simbolica” della quadratura), od anche il Compasso con la Squadra (realizzato nel simbolo massonico del compasso (cerchio) sovrapposto alla squadra (quadrato) quale unione degli opposti). Nel nostro tempo riguardo i grandi problemi irrisolti, aggiungiamo che i 7 grandi problemi per il millennio a venire (indicati nel 2000 dall'Istituto matematico Clay) sono: problema P contro NP, Congettura di Hodge, Congettura di Poincaré (anni '60 per più di 4-dim; 1982 per il caso 4-dim; 2002 per il caso 3-dim), Ipotesi di Riemann, Teoria di Yang-Mills, Equazioni di Navier-Stokes, Congettura di Birch e Swinnerton-Dyer; laddove invece i famosi problemi irrisolti sono: Congettura dei numeri primi gemelli, Determinazione del numero di quadrati magici di ordine n, Congettura di Gilbreath, Congettura di Goldbach, Congettura debole di Goldbach, I valori di g(k) e di G(k) nel problema di Waring, Congettura di Erdos sulle progressioni aritmetiche, Congettura di Erdos-Gyárfás, Congettura di Erdos-Straus, Congettura di Toeplitz, Cuboide perfetto, Sedicesimo problema di Hilbert, Problemi di Landau, Problema di Brocard, Problema di Galois inverso, Problema limitato di Burnside, Congettura di Polignac, Problema generalizzato dell'altezza star, Congettura di Collatz, Congettura di Schanuel, Congettura abc, Trovare una formula per la probabilità che due elementi scelti casualmente generino il gruppo simmetrico Sn, Dimostrazione dell'infinità dei numeri primi di Mersenne (congettura di Lenstra-Pomerance-Wagstaff) od in modo equivalente dimostrazione dell'infinità dei numeri perfetti, Esistenza di infiniti primi regolari, I numeri primi regolari sono circa e(elev -1/2) di tutti i numeri primi (percentuale pari a circa il 61 %), Esistenza di infiniti primi di Cullen, Dimostrazione dell'infinità dei primi palindromi in base 10, Esistenza di numeri perfetti dispari, Esistenza di numeri fatidici dispari, Esistenza dei numeri lievemente abbondanti, Esistenza di infinite quadruple di primi, Esistenza di un numero quasi perfetto, Esistenza di infiniti numeri primi di Sophie Germain, Esistenza di un numero di Wall-Sun-Sun, Modello dei mergers dei buchi neri, Qual è il più piccolo numero di Riesel?, Qual è il più piccolo numero di Sierpinski?, Ogni numero di Fermat è composto per n > 4?, La costante di Eulero-Mascheroni è irrazionale?, Ogni gruppo di torsione a presentazione finita è finito?; i problemi aperti da lungo tempo e che hanno trovato una recente soluzione sono: Teorema di Green-Tao, 2004, Congettura di Poincaré (anni '60 per dimensioni maggiori 4; 1982 per il caso 4-dim; 2002 per il caso 3dim), Teorema di Mihailescu, 2002, Teorema di Taniyama-Shimura, 1999, Congettura di Keplero, 1998, Ultimo teorema di Fermat, 1994, Teorema di de Branges, 1984, Teorema dei quattro colori, 1977 (i lettori interessati a tali argomenti vadano a cercare informazioni su Internet). Poi riguardo il problema della duplicazione del cubo (o problema di Delo di Teone di Smirne riguardante la costruzione di un cubo avente volume doppio di quello iniziale, quale problema trovato in tale periodo della matematica-geometria classica greca (tra 600 e 300 a.C.), giunto a noi grazie una lettera di Eratostene diretta a Tolomeo III (citata circa 700 anni dopo dal commentatore Eutocio di Ascalona) in cui si narra di uno scrittore tragico il quale in una scena di Minosse di fronte ad un sepolcro cubico in costruzione scrive “piccolo sepolcro per un re, lo si faccia doppio conservandone la forma; si raddoppino pertanto tutti i lati”, al che Eratostene rilevò che l'ordine era tragicamente errato dando questo per risultato un volume 8 volte maggiore, e da ciò nacque il problema della duplicazione del cubo, oppure problema nato dagli abitanti di Delo, esposto da Teone di Smirne che cita Eratostene, riportando che gli abitanti di Delo avendo interrogato l'oracolo di Apollo sul modo infine di liberarsi dalla peste, ottennero la risposta di costruire un altare di forma cubica con volume doppio rispetto a quello allora esistente, incontrando subito difficoltà di progettazione e costruzione, mentre oggi lo stesso oracolo per liberarsi di Covid-19 darebbe la risposta di costruire dei distanziatori di almeno 1 metro di lunghezza), e problema che già nell'antichità fu risolto non con riga e compasso (è impossibile costruire con riga e compasso ossia per punti la radice cubica di 2), ma con altri metodi da Ippocrate di Chio (il primo a risolverlo, col metodo della riduzione di un problema in un altro, ovvero riducendolo alla inserzione di due medie proporzionali fra due segmenti dati, del tipo dati a,b, costruire a/x=x/y=y/b ecc.), da Archita di Taranto (soluzione 3-dim che porta alle equazioni di 3 superfici che s'intersecano nel punto di ascissa k(radice cubica di 2)), da Menecmo (che diede due soluzione, una per intersezione di 2 parabole, l'altra per intersezione di una parabola ed un'iperbole), da Eratostene (sappiamo da Eutocio che dette una soluzione meccanica progettando uno strumento detto il mesolabio capace di inserire due medi proporzionali tra due segmenti assegnati), da Nicomede (tramite la costruzione della curva di 4° grado detta conoide), e da Diocle (tramite la costruzione di una curva detta cissoide di Diocle). Per quanto riguarda il problema della trisecazione-trisezione dell'angolo (Pierre-Laurent Wantzel nel 1837 ha dimostrato algebricamente che non si può risolvere con riga e compasso, infatti algebricamente-trigonometricamente dalla formula di De Moivre le radici dell'equazione x(elev 3)=cosa+isen α darebbero nel piano complesso di Gauss i 3 vertici di un triangolo equilatero inscritto in una circonferenza di raggio unitario col centro nell'origine, ma le sue radici funzioni di cos⁡α e senα non sono riducibili a formule razionali od algebriche per cui l'equazione scritta è irriducibile in generale per ogni angolo), per cui diciamo che non è possibile quadrare nessun cerchio con riga e compasso, non è possibile duplicare nessun cubo con riga e compasso, ma alcuni angoli particolari (come quelli di 90°, 27°, 45°, mπ/2(elev k), ecc.) possono essere trisecati con riga e compasso; gli angoli furono trisecati già nell'antichità da Nicomede (pseodimostrazione con riga graduata, e poi anche trisecazione col conoide), Archimede (idem con riga graduata, poi più correttamente facendo uso della spirale), Pappo (quale problema solido risolto con l'uso di sezioni coniche), Colin Maclaurin nel 1742 (tramite la trisettrice che porta il suo nome), Pascal (con l'uso della chiocciola di Pascal ossia la vecchia conoide del cerchio). Ippocrate di Chio (matematico ed astronomo ma pure dedito agli affari) dimostrò che le aree di segmenti di cerchio simili (formati da un arco di cerchio e dalla relativa corda, o lunule) hanno aree che stanno tra di loro come i quadrati costruiti sulle loro basi-corde, dimostrato quando tentava la quadratura del cerchio e la duplicazione del cubo. E le aree dei cerchi stanno come i quadrati dei rispettivi diametri (usando le proporzioni), e pare che fosse il primo matematico ad usare il ragionamento ab absurdo (per assurdo). 


Eudemo attribuisce ad Ippocrate la dimostrazione che in un triangolo rettangolo isoscele inscritto in un semicerchio, dopo aver costruito segmenti di cerchio simili sul diametro-ipotenusa e sui cateti, l'area del segmento maggiore è uguale alla somma delle aree dei due segmenti minori (quale estensione del teorema di Pitagora TP per triangoli rettangoli isosceli). Dalle quadrature delle lunule semicircolari si trasse poi la speranza di poter infine quadrare anche il cerchio (ossia, come detto, costruirne l'equivalente area quadrata). Si deve ad Ippia (filosofo, matematico ed astronomo, conosciuto soprattutto dai dialoghi di Platone) l'introduzione della 1° curva dopo il cerchio (e la retta ovviamente): la trisettrice di Ippia (e pure quadratrice ossia curva i cui punti possono essere impiegati per determinare l'area di un'altra curva e la più nota è certamente la quadratrice di Dinostrato). Ad Archita di Taranto (filosofo e matematico nonchè politico che assegnava un ruolo importante alla matematica in tutti i campi) viene attribuita la designazione delle 4 Arti del quadrivio nell'ordinamento degli studi (aritmetica o scienza dei numeri immobili, geometria o scienza delle grandezze immobili, musica o scienza dei numeri in movimento (ma già dal tempo di Pitagora la musica possedeva legami con la matematica e “doveva avere numeri in movimento”), ed astronomia o scienza delle grandezze in movimento). Queste discipline, assieme alle 3 Arti del trivio attribuite a Zenone (grammatica, retorica, dialettica), verranno più tardi a formare le 7 Arti liberali (necessarie per la formazione completa di un individuo per tutto il medioevo (in tale epoca per giungere al vertice della teologia) fino alla riforma dell'istruzione dopo la Rivoluzione francese). Il miglior risultato matematico di Archita è proprio una soluzione tridimensionale del problema della duplicazione del cubo facente uso della curva di Archita e del movimento in geometria (primo esempio), differentemente da Ippocrate di Chio che in tale problema aveva usato le proporzioni multiple. La prova sconvolgente dell'incommensurabilità tra grandezze tradizionalmente viene attribuita all'applicazione del teorema di Pitagora TP al triangolo rettangolo isoscele che è metà di un quadrato: ma questa potrebbe essere avvenuta col metodo geometrico delle intersezioni delle diagonali nel pentagono regolare. Zenone (filosofo), contro la concezione ionica della realtà, sviluppò i suoi 4 famosi paradossi contro la possibilità di moto, molto apprezzati come sappiamo da Bertrand Russell per la loro sottigliezza seppure sbagliando Zenone circa la deduzione della staticità dell'Universo: 1) il paradosso della dicotomia, 2) il paradosso di Achille e tartaruga AT, 3) il paradosso della freccia (più in là scriveremo come effettivamente la freccia nel suo “stato di moto” sia in ogni istante di tempo ferma ossia come tutte le variabili di fenomeni fisici e di molti processi ingegneristici assumano valori costati-fermi-immobili-statici), 4) il paradosso dello stadio. In tale periodo si scoprì pure che la geometria, e non l'aritmetica, governava il mondo, dato che le grandezze erano ormai state associate ai segmenti (e se per i pitagorici il mondo era composto di numeri figurati materiali o “materiali”, poi si scoprì che per la sua rappresentazione-spiegazione erano invece necessarie le molte grandezze geometriche). Ed anche la soluzione di molti problemi in cui erano date somme e prodotti di due grandezze incognite, richiedeva ora l'applicazione dell'algebra alla geometria, anziché all'aritmetica, costruendo così la soluzione  delle equazioni di 2° grado col procedimento noto come “applicazione delle aree” (un'equazione tipo ax=bc veniva ora considerata, non come rapporto aritmetico a:b e c:x, bensì come uguaglianza di aree ax e bc, con evidente risoluzione geometrica). L'algebra geometrica, che colpisce per la sua complessità ed artificiosità, ha però il grande vantaggio dell'estrema evidenza e limpidezza geometrica  nel procedimento delle dimostrazioni (pregio riconosciuto da coloro che si accingono al suo studio), invece dell'astrattezza dell'algebra ordinaria e della storicamente futura algebra astratta (la quale però, non più vincolata allo spazio geometrico 3-dim, può effettuare vertiginose astrazioni, come avverrà nei secoli futuri). Archimede attribuisce a Democrito una dimostrazione inadeguata della formula del volume della piramide e del cono dove si faceva uso di argomenti concernenti un'”infinità di infinitesimi”. Il contributo di Socrate (470-399 a.C.) alla matematica è trascurabile (non riteneva importante e soddisfacente che 1 sommato a 1 fa 2, mentre separati sono 1), ma nonostante ciò il suo più noto discepolo Platone (428/427 a.C., 348/347 a.C.) venne definito come “il creatore dei matematici”, seppure anche Platone non abbia poi dato rilevanti contributi allo sviluppo della matematica greca (nonostante che all'ingresso dell'Accademia vi fosse posto il motto “Non entri chi non conosce la geometria”). Prima della morte di Aristotele (322 a.C.) troviamo un gruppo di matematici legati all'Accademia: Teodoro di Cirene (465, attivo verso il 390 a.C.), Teeteto (415/413 a.C., 369/368 a.C.), Eudosso di Cnido (408 a.C., 355 a.C.), Menecmo di Tracia (380 a.C. circa, 320 a.C. circa), Dinostrato (390 a.C., 320 a.C.), Autolico di Pitane (360 a.C., 290 a.C). Si deve però a Platone l'associazione dei 5 solidi regolari o “corpi cosmici” o “solidi platonici” ai 4 elementi della natura (fuoco-tetraedro, aria-ottaedro, acqua-icosaedro, terra-cubo), ed il quinto solido (dodecaedro) all'Universo intero. A Teeteto si attribuisce il teorema sull'esistenza di solo 5 solidi regolari o poliedri a facce uguali. Sembra dovuta a Platone la distinzione tra aritmetica come teoria dei numeri, e logistica come calcolo aritmetico applicativo, come pure nelle dimostrazioni la restrizione alle sole costruzioni effettuabili con riga e compasso, dove il ruolo centrale era notoriamente attribuito a rette e cerchi. A Platone se deve la formalizzazione del procedimento analitico (o forse gli si deve solo il nome). Nella dimostrazione matematica si parte dai dati o da assiomi e postulati, ossia da ipotesi, procedendo fino alla proposizione da dimostrare ossia alla tesi. Sembra che Platone abbia posto attenzione all'opportunità del procedimento inverso quando quello diretto da ipotesi a tesi non sia ovvio; ossia si può partire dalla proposizione da dimostrare e dedurre quindi una conclusione di cui si conosce la validità, e se poi è possibile ripercorrere la catena logica dimostrativa a ritroso, ciò costituirà una legittima e corretta dimostrazione. In logica matematica, la nozione di teoria della dimostrazione indica, in un sistema formale, una sequenza ordinata e finita di formule, ciascuna delle quali o è un assioma o è ottenuta dalle formule che la precedono per applicazione di una delle regole di inferenza ammesse dal sistema formale, e l'ultima formula della sequenza ha nome di teorema, poi le dimostrazioni usualmente sono presentate come strutture dati definite induttivamente da liste-alberi-ecc. costruite secondo gli assiomi e le regole di inferenza del sistema logico (ovviamente si usa in informatica nella teoria formale dei linguaggi di programmazione, e va a braccetto con la teoria dei modelli, la teoria assiomatica degli insiemi e la teoria della calcolabilità). I greci avevano fatto uso del concetto secondo il quale 4 quantità sono in proporzione, a:b=c:d, a/b=c/d, se i due rapporti a:b e c:d (ossia a/b e c/d) hanno la stessa sottrazione reciproca, ma Eudosso (matematico ed astronomo) con fine intuito dei numeri razionali, delle grandezze discrete e delle grandezze continue, diede la definizione di rapporto (il quale chiarisce pure cosa siano le grandezze del medesimo genere) secondo cui 2 grandezze si dicono avere tra loro un rapporto se si può trovare un multiplo dell'una che superi l'altra: questo è sostanzialmente il cosiddetto “assioma di Archimede”, che lo stesso Archimede attribuisce ad Eudosso. Dopo Eudosso ed Archimede si potranno dimostrare teoremi con l'uso delle proporzioni, nonostante i razionali m/n fossero di numero infinito. Eudosso fornì pure il lemma (detto “lemma di Archimede” od “assioma di continuità”), che escludeva l'aggrovigliata questione dei segmenti indivisibili e degli infinitesimali reali o fissi; assioma (di continuità) che è alla base del metodo di esaustione (o metodo degli esauribili o dell'esaurimento), ossia dell'equivalente greco dell'integrale definito ossia del calcolo delle aree. Tale assioma escludeva pure il confronto tra l'angolo di contingenza (ossia angolo tra una curva e la sua tangente nel punto di tangenza (mettiamo pure un punto esclamativo !)) e gli angoli ordinari tra rette. Il metodo di esaustione od esaurimento (che inizia con Antifonte passa per Eudosso ed arriva fino ad Archimede che lo perfezionerà e ne farà buon uso) afferma: se da una grandezza si sottrae una parte non minore della sua metà, e dal resto si sottrae ancora non meno della metà, e se questo procedimento di sottrazione viene illimitatamente continuato, si arriverà ad una fase in cui rimarrà una grandezza inferiore a qualsiasi grandezza dello stesso genere precedentemente assegnata (non sembrerà ma tale metodo è matematicamente veramente rigoroso (ad esempio non è vero se una quantità di una grandezza viene solo poco più che dimezzata ad ogni passo ossia si toglie poco meno della metà ma prossima alla metà quanto si voglia)), come detto metodo di esaustione precursore del metodo degli indivisibili e del calcolo infinitesimale superato poi per rigore forse solo dal matematico indiano Bhaskara II (1114-1185) e quindi dai nostri Isaac Newton (1642-1727) e Gottfried Leibniz (1646-1716), sebbene tale calcolo infinitesimale del '600-700 non sia affatto immune da scorrettezze filosofiche e logiche come ben diremo (al punto da porre sullo stesso piano di correttezza e finezza Archimede e Leibniz; 


da Wikipedia diamo qui solo un assaggio di ciò che poi nel libro riporteremo circa il calcolo infinitesimale: “Il calcolo infinitesimale è branca fondante dell'analisi matematica che studia il "comportamento locale" (proprio nell'intorno comunque piccolo di un punto) di una funzione tramite le nozioni di continuità e limite, calcolo usato in quasi tutti i campi della matematica e della fisica, e delle scienze matematiche in generale. Le funzioni a cui si applica sono a variabile reale o complessa. Tramite la nozione di limite, il calcolo infinitesimale definisce e studia le nozioni di convergenza di una successione o di una serie, di continuità, di derivata e di integrale. Panoramica. Il calcolo infinitesimale deriva e poggia sull'algebra, la geometria analitica e la trigonometria. Tra le nozioni che vi appartengono e di cui si avvale vanno ricordate quelle di successione e serie, di spazio topologico e metrico, di funzione di variabile reale, di funzione analitica. Suoi prodotti sono la teoria dell'integrazione e la teoria della misura, le funzioni “speciali” (a partire da esponenziale, logaritmo e funzioni trigonometriche), l'analisi armonica. Fornisce la base concettuale e metodologica per lo sviluppo del modello di un qualsiasi sistema continuo riguardante per esempio fenomeni e processi fisici, astronomici, ingegneristici, tecnologici, industriali, economici, statistici, ecc. La conoscenza del calcolo infinitesimale costituisce quindi un bagaglio culturale di primaria importanza e, sul piano storico, il suo sviluppo può a buon diritto considerarsi uno dei processi fondamentali per la storia del pensiero scientifico matematico, e, più in generale, per la storia della filosofia occidentale, costituendo una nuova visione del mondo. È significativo a questo proposito osservare che nella lingua inglese, in cui inizialmente si è sviluppato, il calcolo infinitesimale viene chiamato per antonomasia calculus. Storia. Antichità. Il calcolo infinitesimale è stato inizialmente sviluppato nel mondo filosofico e scientifico greco e poi ellenistico del IV e del III secolo a.C. per opera di Eudosso (metodo di esaustione), di Euclide e Anassagora fino al raggiungimento, come detto, di risultati di piena maturità con Archimede. Con il successivo progressivo decadimento della scienza nell'area mediterranea, occorre attendere l'opera dei matematici indiani Aryabhata (476-550), Bhaskara (1114-1185), Madhava (1350-1425) e della scuola del Kerala per avere innovazioni come il teorema noto come teorema di Rolle, il passaggio al limite per una variabile tendente all'infinito e la manipolazione di alcune serie. XVI-XVIII secolo. Per uno sviluppo sistematico del calcolo infinitesimale occorre attendere il periodo del recupero europeo dello spirito scientifico ellenistico nel secolo XVI (Tartaglia) e soprattutto nel secolo XVII (il calcolo infinitesimale, come detto, matura nel '600). Dopo gli avanzamenti dovuti a Cavalieri, Barrow, Cartesio, Fermat, Huygens e Wallis, negli anni dal 1670 al 1710, ad opera principalmente di Pietro Mengoli, Newton e Leibniz furono posti i fondamenti del calcolo infinitesimale moderno e fu raggiunta la piena consapevolezza della sua portata per lo sviluppo di metodi e modelli per lo studio quantitativo degli oggetti dell'indagine meccanica, fisica e scientifica. Nel secolo XVIII si assiste all'ampliamento dei metodi e delle applicazioni, con i matematici Bernoulli, Eulero, Lagrange, Laplace, pur nella mancanza di fondamenti rigorosi del calcolo infinitesimale stesso. Una prima revisione critica dei fondamenti fu sviluppata da Cauchy intorno al 1821 sulla base della nozione di limite introdotta da D'Alembert nel 1765. In Giappone fu invece Kowa Seki che per primo sviluppò i metodi fondamentali del calcolo integrale. XIX secolo. Per opera dello stesso Cauchy, e di matematici come Poisson, Liouville, Fourier gli obiettivi dell'analisi infinitesimale (poi denominata analisi matematica) si ampliano a comprendere l'analisi complessa, le equazioni differenziali alle derivate parziali EDDP e l'analisi armonica. Intorno al 1850 Riemann introduce la teoria dell'integrale che porta il suo nome. Intorno al 1860 Dedekind precisa la nozione di numero reale (altro recupero di una nozione ellenistica, ben chiara negli Elementi di Euclide). Questa consente che, intorno al 1870, sia precisata la definizione delle basi del calcolo infinitesimale per opera di Weierstrass e di vari altri matematici (Eduard Heine, Georg Cantor, Charles Méray, Camille Jordan, ecc.). Da allora le idee e le tecniche di calcolo infinitesimale - diventate, analisi matematica o “analisi standard”, evitando di fare riferimento al concetto oscuro di infinitesimo - sono bagaglio essenziale per chi si dedica alla scienza ed alla tecnologia. XX secolo. All'inizio del XX secolo sono sviluppate teorie che forniscono basi (o “fondamenti”) più generali, astratte ed efficaci per lo studio dei problemi infinitesimali. Basti ricordare la teoria assiomatica degli insiemi (scuola di Hilbert), la teoria della misura (Lebesgue), la nozione di spazio di Hilbert, la nozione di spazio normato e quindi la definizione ed introduzione dell'analisi funzionale principalmente per opera di Banach. Infine Robinson tentò di rifondare l'analisi sugli infinitesimi, recuperando su basi logiche più rigorose la semplicità del metodo di Leibniz introducendo l'analisi non standard”, ma rimandiamo il lettore ad altre parti del libro). 


La buona teoria delle proporzioni di Eudosso (che ha somiglianze con la tecnica epsilon-delta di definizione di limiti e continuità presentata anche qui in seguito) fu ripresa da Tartaglia ed altri nel '500 europeo fino all'introduzione del metodo algebrico di Cartesio ma poi influenzò correttamente anche Dedekind nella definizione delle sezioni del campo di razionali Q. Dobbiamo forse ad Eudosso la prima rigorosa dimostrazione che il volume del cono è 1/3 del volume del cilindro di uguali base ed altezza, dei teoremi concernenti l'area del cerchio e del volume della sfera. Il sistema planetario delle “sfere omocentriche” con al centro la Terra ed i pianeti in moto circolare uniforme ideato da Eudosso, sappiamo che verrà da Aristotele associato alla nota cosmologia peripatetica delle sfere cristalline, il quale modificato poi da Tolomeo nella sua astronomia geocentrica-geostatica, ed adottato in Europa oltre che nei paesi islamici, arriverà fino al tempo di Copernico e Keplero. I greci conoscevano solo due modi per costruire le curve: 1) per intersezioni di superfici geometriche conosciute (metodo geometrico), e 2) tramite combinazioni di moti uniformi (metodo fisico). Menecmo, mentre cercava una curva adatta alla duplicazione del cubo (riportato da Eutocio nel suo commentario all'opera di Archimede Sulla sfera e il cilindro), scoprì un'intera famiglia di curve, ottenuta  per intersezione di un cono circolare retto con un piano normale ad uno degli elementi del cono stesso (ossia ottenne le coniche: ellissi, parabole, iperboli), per cui lo possiamo ritenere l'”inventore” delle coniche (la sua opera sulle sezioni coniche è però nota essenzialmente grazie ad un epigramma di Eratostene e per via di Dinostrato) seppure i loro nomi (ellisse-parabola-iperbole) si ritiene siano stati inventati successivamente da Apollonio ma recenti scoperte riguardanti Diocle ci mostrano piuttosto che i nomi di parabola ed iperbole erano già in uso prima di Apollonio. Si crede che Menecmo sia stato pure tutore di Alessandro Magno (insieme ad Aristotele, e forse ciò stabilito da Aristotele stesso, ossia tutore di Alessandro III di Macedonia o Alessandro il Grande o Alessandro il Conquistatore od Alessandro il Macedone, 356-323 a.C.) e questo proverrebbe da un aneddoto (ovvero, desiderando Alessandro conoscere un metodo facile per capire la geometria, Menecmo avrebbe risposto “O Re, per viaggiare da un luogo all'altro ci sono strade per il Re e strade per il popolo, ma in geometria c'è un'unica strada per tutti”, ma si ritiene pure che questa frase sia stata attribuita prima a Giovanni Stobeo vissuto nella seconda metà V sec d.C., quindi non pare certo che Menecmo sia realmente stato maestro di Alessandro. Il fratello Dinostrato invece risolse o “risolse” il problema della quadratura del cerchio (deve aver usato la quadratrice, ossia una curva trascendente scoperta da Ippia di Elide, per risolvere il problema della quadratura del cerchio, infatti la quadratrice mette in relazione la lunghezza di una circonferenza con la lunghezza di determinati segmenti rettilinei). Verso la fine del IV sec a.C. possiamo affermare che la geometria greca aveva ormai raggiunto la forma che oggi noi definiamo “classica”, in quanto i teoremi venivano sistematicamente enunciati e chiaramente dimostrati, oltre a rinvenire già una tradizione di trattazione manualistica ben prima del manuale di geometria per eccellenza che tutti conosciamo ossia gli Stoicheia (Elementi) del 300 a.C. circa. Aristotele diede importanti contributi, non alla matematica, bensì come tutti sanno alla logica con la teoria del sillogismo categorico che studia le proposizioni del tipo soggetto-predicato (sul quale abbiamo altrove ben scritto), mentre le sue idee sull'infinito potenziale (in una successione di elementi-termini-oggetti è potenzialmente possibile procedere comunque oltre senza elemento ultimo della serie-catena, ma non realmente) ed infinito attuale (“Vi è poi qualcosa di esclusivamente in atto e quello in potenza e in atto, e questo sia nella quantità che nella qualità e similmente nelle altre categorie dell’essere... d’altronde alcune cose sono in potenza ed in atto ma non insieme e non secondo lo stesso rapporto”, “Poiché la scienza della natura studia le grandezze, il movimento e il tempo, ciascuna di queste cose deve essere necessariamente o infinita o limitata quando anche accade che non ogni cosa sottostà a questa alternativa di essere infinita o limitata, come ad esempio una affezione o un punto (poiché queste cose non sono necessariamente l’una o l’altra), sembra conveniente, per chi si occupa della natura, esaminare il problema dell’infinito, se è o non è e, se è... ma è impossibile che l’infinito sia in atto. Lo stesso numero può essere in potenza ma non in atto e quest’ultimo, inoltre, può essere un attributo ma mai una sostanza... L’essere o è in potenza o è in atto e l’infinito è invero per aggiunzione o per sottrazione. Così si dice che una grandezza non è infinita in atto ma lo è per divisione... In quanto il numero è in potenza ma non in atto... è impossibile che un continuo sia formato da indivisibili come ad esempio una linea possa essere composta di punti se è vero che la linea sia un continuo e il punto un indivisibile” da Fisica di Aristotele, mentre noi sappiamo che tutte le linee (e pure superfici e volumi) sono composti da un numero infinito di punti (ossia appunto i numeri del continuo 2(elev alef0)=2(elev αo) come classe di appartenenza (in tale libro usiamo il concetto di insieme quasi sinonimo di concetto di classe, quali collezioni di termini, ma se è vero che ogni insieme è una classe non è però vero che ogni classe sia un insieme (le classi che non sono insiemi sono dette classi proprie), però una classe è sinonimo di insieme almeno come classe di equivalenza), ma ad esempio la linea è un ente che ha una lunghezza data da un integrale di linea che non è affatto una somma infinita-potenziale di punti (!) altrimenti tutti gli integrali nello spazio (da un segmento comunque piccolo a tutto lo spazio pluridimensionale) avrebbero lo stesso valore di 2(elev αo) ed è questa proprietà di essere una lunghezza che entra in geometria in fisica ed in meccanica e non certo la “somma infinita dei suoi elementi-punti”) sia in geometria che in matematica hanno improntato molte dottrine e teorie posteriori di matematici occupantesi dei fondamenti ed ovviamente anche di filosofi. Al Museo di Alessandria-'Aλεξανδρεια, tra altri grandi pensatori, venne anche chiamato ad insegnare Euclide (per noi Euclide di Alessandria, dato che non conosciamo il suo luogo di nascita), autore dei famosi Stoicheia od Elementi, ossia del libro matematico più longevo e più tradotto nel corso dei secoli (Euclide è gli Elementi e gli Elementi sono Euclide stesso). Gli “Elementi” sono le uniche opere di Euclide pervenuteci, assieme all'”Ottica”, ai “Dati”, ai “Fenomeni” ed alla “Divisione delle figure”, mentre tra le opere andate perdute, la perdita dei “Porismi” (i porismi forse sono proposizioni via di mezzo tra un teorema ed un problema) è particolarmente grave per la nostra conoscenza della matematica greca dato che non ci permette di sapere fino a qual punto Euclide si fosse “avvicinato” od almeno avviato sulla strada verso la geometria analitica che da noi invece si svilupperà nel '600 con Cartesio e Fermat. Gli Elementi non sono un compendio di tutte le conoscenze geometriche del tempo, bensì solo un testo introduttivo che abbracciava tutta la matematica elementare, ossia l'aritmetica o teoria dei numeri, la geometria sintetica costruttiva e l'algebra applicata alla geometria, escludendo la logistica o calcolo pratico, la teoria delle coniche e lo studio delle curve piane superiori e delle superfici (onde la teoria delle coniche della matematica greca ci giunge tramite Apollonio), ma come affermato altrove non si creda che sia facile la lettura dell'opera fondamentale di Euclide. Gli Elementi sono suddivisi in 13 Libri o capitoli, con l'aggiunta di 2 Libri apocrifi, il Libro XIV ed il Libro XV. Per un'analisi sufficientemente accurata degli Elementi, come pure delle altre opere di Euclide pervenuteci (nonché pure per le opere più importanti di altri autori) rimando ad altre parti del presente libro ma meglio sarebbe al mio libro maggiore di Storia del pensiero matematico se mai verrà pubblicato o se mai si potrà comunque reperire su Internet, oltre ovviamente ad altre opere di storia della matematica (in particolare degli autori Carl Benjamin Boyer (quale storico della scienza e della matematica, da D. F. Wallace definito "Gibbon of math history", docente a City University of New York's Brooklyn College) e Morris Kline (matematico USA noto soprattutto in storia, filosofia e didattica della matematica, docente alla New York University)). Il Libro 1 si apre con 23 proposizioni che però “non definiscono nulla” (tipo “un punto è ciò che non ha parti” la quale non significa altro che “un punto è un punto”, ecc., ovvero una mera specificazione od un mero chiarimento di ciò di cui si sta trattando ma non una vera definizione). Seguono 5 assiomi o nozioni comuni (proposizioni accettate per l'estrema evidenza comune-universale, come “cose uguali ad una medesima cosa sono pure uguali tra loro”), e 5 postulati (proposizioni primitive, non necessariamente di accettazione ed evidenza universale, ma scelte dall'autore per sviluppare la propria teoria), di cui il 1° assioma è “si può tracciare una retta da un punto qualsiasi ad un punto qualsiasi”, mentre il 5° postulato (famoso postulato delle parallele, pure contestato nei secoli) afferma “se una retta che interseca due altre rette forma dalla stessa parte angoli interni minori di 2 retti (ossia minori dell'angolo piano 2π), allora le due rette, se estese indefinitamente, s'intersecano dalla parte dove gli angoli sono inferiori a 2 retti” (anche se forse è più noto così: “due rette che intersecando una terza retta, formano angoli interni uguali a 2 retti, non s'intersecano mai ovvero sono parallele (ossia non definiscono un triangolo ABC mancando il terzo punto-vertice C)”). In alcune proposizioni notiamo come Euclide lasci “inavvertitamente scivolare da sotto” postulati non espressi altrove, che poi usa inconsapevolmente ed indebitamente nelle sue dimostrazioni. La proposizione 4 è particolarmente “odiosa” e contestabile richiedendo infatti il movimento, a causa della procedura di sovrapposizione di figure ed enti (in geometria non ha senso “spostare” punti-lati-figure-ecc. visto che le loro relazioni matematiche sono solo quelle date ed il movimento non c'entra assolutamente nulla e non ha senso). 


Negli Elementi vi troviamo la dimostrazione del teorema di Pitagora, senza far uso delle proporzioni, ma ricorrendo ad un'elegante figura detta “mulino a vento”, come pure la sua generalizzazione a figure poligonali o piane simili qualsiasi (al posto di solo quadrati). Vi troviamo dimostrate alcune proposizioni per mezzo dell'algebra geometrica, mentre i nostri moderni testi fanno piuttosto uso dell'algebra simbolica ossia letterale e più astratta. E' data la risoluzione geometrica delle equazioni di 2° grado, come ad esempio ax+x(elev 2)=b(elev 2). Sono dati i teoremi sui triangoli ottusangoli ed acutangoli, ossia la formulazione geometrica della storicamente successiva legge dei coseni (di Carnot). I Libri 7, 8 e 9 sono dedicati alla teoria dei numeri. Il Libro 10 presenta una classificazione sistematica dei segmenti incommensurabili (noi oggi diremmo irrazionali, ovviamente irrazionali rispetto ad altri segmenti razionali ad esempio i lati). Il Libro 12 è tutto dedicato ai 5 solidi regolari, e forse gli Elementi sono stati scritti proprio per celebrare le figure cosmiche o platoniche! Lo spurio Libro 15, di livello scientifico inferiore, sembra sia opera di Isidoro di Mileto, architetto di Santa Sofia a Costantinopoli. 


Il più grande matematico del periodo ellenistico, Archimede di Siracusa (287-212 a.C., matematico, fisico, inventore (macchine e strumenti bellici, il cannone a vapore, la nave Siracusia, la vite senza fine, orologi ad acqua, il planetario, ecc.), i cui studi hanno interessato la geometria, l'idrostatica (“Hèureka!” “Ho trovato!” appena scoperto il principio di idrostatica!, almeno secondo Vitruvio), l'ottica, la meccanica, l'ingegneria, e considerato tra i primi 5 matematici nella storia mondiale) non era però nato ad Alessandria; riguardo poi i primi matematici della storia è possibile trovare elenchi quali: Archimede (Siracusa 287 a.C. circa, Siracusa 212 a.C.), Euclide ((IV secolo a.C., III secolo a.C.), Carl Friedrich Gauss (Braunschweig 1777, Gottinga 1855), Leonhard Euler (Basilea 1707, San Pietroburgo 1783), Johann Bernoulli (Basilea 1667, Basilea 1748), Isaac Newton (Woolsthorpe 1642, Londra 1727), Gottfried Wilhelm von Leibniz (Lipsia 1646, Hannover 1716), Georg Friedrich Bernard Riemann (Breselenz 1826, Selasca 1866), ecc., anche se l'ordine sarà ovviamente discutibile oltre ad alcuni nomi. Di lui è noto il principio della leva (P/R=br/bp, dove P e R sono pesi, e br e bp sono i rispettivi bracci dal fulcro), da lui dedotto da un postulato statico (riguardante corpi omogenei a simmetria bilaterale) più plausibile che non il postulato aristotelico. Il libro “Sull'equilibrio dei piani” di Archimede è il primo libro di fisica facente uso della tecnica utilizzata da Euclide, ossia utilizzante la matematica, stringendo così insieme la matematica e la meccanica: metodo questo iniziato dal 1° fisico-matematico dell'antichità e che dal XVI sec e da Galileo in poi sarà potentemente sviluppato dando così i migliori frutti che tutti conoscono. Enunciò pure il principio dell'idrostatica, e con esso si racconta verificò l'onestà di un orefice che aveva realizzato una ghirlanda d'oro per Gerone di Siracusa. Vivendo nel periodo in cui prendeva piede il sistema di numerazione ionico ossia alfabetico volle dare, abbassandosi di livello, pure un contributo alla logistica (accennando di sfuggita anche all'addizione degli ordini (equivalenti degli odierni esponenti) avvicinandosi così all'invenzione dei logaritmi), ed affermò di essere in grado di scrivere per esteso un numero più grande del numero dei granelli di sabbia necessari per riempire l'universo (magari anche del Multiverso) e nell'Arenario leggiamo “Alcuni pensano, o re Gelone, che il numero dei granelli di sabbia sia infinito in quantità: non intendo soltanto la sabbia che si trova nei dintorni di Siracusa e del resto della Sicilia, ma anche quella che si trova in ogni altra regione, abitata o deserta. Altri ritengono che questo numero non sia infinito, ma che non possa esistere un numero esprimibile e che superi questa quantità di sabbia”. 


Il valore approssimato di π, nella sua opera “Sulla misurazione del cerchio”, era espresso dal valore 3e10/71 < π < 3e10/70 (ossia compreso tra 3.140845... e 3.142857...) migliore di quello babilonese. Come detto, effettuò correttamente la trisezione dell'angolo facendo uso della cosiddetta spirale di Archimede. Attinente al metodo di esaustione è il suo trattato sulla “Quadratura della parabola” in cui calcò il segmento-settore di parabola con serie geometrica di ragione 1/4. Archimede trovò l'area dei segmenti di parabola (funzioni razionali polinomiali), ma non fu in grado di trovare le aree dei segmenti di ellissi ed iperboli come pure la lunghezza degli archi (intervenendo qui il calcolo di integrali di funzioni trascendenti). Determinò però l'area dell'ellisse, e dimostrò che l'area della superficie della sfera (4πR(elev 2)) è 4 volte l'area del suo cerchio massimo (πR(elev 2)). Archimede volle che sulla sua tomba fosse incisa la figura di una sfera inscritta in un cilindro circolare con altezza pari al diametro, perché andava orgoglioso di aver scoperto che il rapporto tra i volumi sfera/cilindro era uguale al rapporto tra le aree sfera/cilindro (ossia 2/3). Tale figura fu effettivamente incisa sulla sua tomba, come sappiamo da una testimonianza di Cicerone, il quale oratore quando era questore in Sicilia (75 a.C.), rintracciò la tomba del grande matematico ignorata dai siracusani, dov'era ancora a malapena visibile dopo 137 anni l'incisione sulla cima della tomba, e la fece restaurare (riporta Cicerone nelle Tusculanae disputationes “Io quand'ero questore scoprii la sua tomba [di Archimede], sconosciuta ai Siracusani, cinta con una siepe da ogni lato e vestita da rovi e spineti, sebbene negassero completamente che esistesse. Tenevo, infatti, alcuni piccoli senari, che avevo sentito essere scritti nel suo sepolcro, i quali dichiaravano che alla sommità del sepolcro era posta una sfera con un cilindro. Io, poi, osservando con gli occhi tutte le cose - c'è, infatti, alle porte Agrigentine una grande abbondanza di sepolcri - volsi l'attenzione ad una colonnetta non molto sporgente in fuori da dei cespugli, sulla quale c'era sopra la figura di una sfera e di un cilindro. E allora dissi subito ai Siracusani - c'erano ora dei principi con me - che io ero testimone di quella stessa cosa che stavo cercando. Mandati dentro con falci, molti ripulirono e aprirono il luogo. Per il quale, dopo che era stato aperto l'accesso, arrivammo alla base posta di fronte. Appariva un epigramma sulle parti posteriori corrose, di brevi righe, quasi dimezzato. Così la nobilissima cittadinanza della Grecia, una volta veramente molto dotta, avrebbe ignorato il monumento del suo unico cittadino acutissimo, se non lo fosse venuto a sapere da un uomo di Arpino.”). Sembrerà strano o magari eccessivo ma nella lunga storia di Roma (circa 1300 anni per l'Impero d'Occidente, di Roma e dell'impero occidentale fino alla sua fine) questo è l'unico contributo di un romano alla matematica (diremmo pure molto indiretto) se escludiamo il matematico-commentatore Severino Boezio... ma da allora anche di questo contributo non è rimasta traccia (oggi si dice che la presunta tomba di Archimede è una grotta artificiale scavata su pietra calcarea situata all'interno della necropoli Grotticelle nella parte settentrionale del parco archeologico della Neapolis collocato nel territorio urbano di Siracusa, ma la cosa non corrisponde con le informazioni fornite da Cicerone oltre alla circostanza che il sepolcro sembra di epoca tardo repubblicana); 


per curiosità, riguardo gli uomini del nostro tempo, quando essi pensano al passato storico non tirano in ballo personaggi eminenti come a dire Archimede, Euclide, o filosofi come Aristotele e Platone ed i greci, od i poeti, o magari gli autori epici ed i drammaturghi famosi, seppure a volte ricordino politici come Giulio Cesare o Nerone, però sembra che in media la maggior parte degli occidentali, pensando istintivamente e casualmente al passato storico il loro pensiero sia più spesso attirato sul mondo dell'Impero Romano (i gladiatori, la vicenda di Spartacus, Ben-Hur, le Legioni romane, un poco anche le terme, gli acquedotti, ecc., poi qualche volta la cultura latina e le sentenze latine, ecc.), poi aggiungiamo ugualmente il loro pensiero è attirato dagli avvenimenti della 2° Guerra mondiale, oppure dalle guerre di Napoleone Bonaparte, ecc., ecc.... ossia i moderni riguardo il passato storico penserebbero meno ad Archimede ed ai siracusani e molti di più ai romani antichi. 


Pappo ci dice che Archimede scoprì tutti i 13 solidi semiregolari (od archimedei) ossia i poliedri convessi con facce di poligoni regolari non tutti dello stesso tipo. Da traduttori arabi sappiamo che la formula di Erone per l'area del triangolo qualsiasi era già conosciuta da Archimede (triangolo di lati a,b,c, e perimetro p, area A=radice quadrata di s(s-a)(s-b)(s-c) dove s=p/2). Diversamente dagli Elementi, sempre noti ai matematici dal 300 a.C. senza interruzione di tempo, le opere di Archimede ci sono pervenute quasi solo attraverso la traduzione di un unico originale arabo risalente al IX-X sec, mentre il suo importante scritto “Il Metodo sui problemi meccanici” perduto almeno dal medioevo, fu scoperto da J.L. Heiberg a Costantinopoli-Istanbul solo nel 1906 su un palinsesto (dopo il ritrovamento detto palinsesto di Archimede; il termine palinsesto significa raschiato nuovamente ossia pelle riutilizzata) copiato da una mano nel X sec ed imperfettamente raschiato-cancellato nel XIII sec (da J. Myronas nel 1229, quale palinsesto in pelle di capra riutilizzato per scrivervi sopra preghiere liturgiche, così che un copista di testi liturgici che forse poco apprezzava la geometria e la geometria greca ha però inconsapevolmente permesso la sua sopravvivenza storica), poi perduto ancora e ritrovato infine nel 1998 quando fu venduto ad un anonimo privato ad un'asta da Christie's a New York per 2 milioni di dollari (dal cui testo sappiamo che Archimede scrivendo ad Eratostene sostiene di usare nelle dimostrazioni il metodo meccanico (statica, suddividendo le figure in un numero infinito di parti infinitesime) e poi più correttamente il metodo geometrico in particolare il metodo di esaustione); 


scriviamo anche sulla storia di questo libro perduto e ritrovato di Archimede, da Wikipedia “Il palinsesto di Archimede è un famoso palinsesto, costituito da un codice pergamenaceo contenente opere di Archimede, il cui ritrovamento ha dato un notevole contributo alla comprensione del pensiero e del metodo usato dal grande scienziato. Il manoscritto di Archimede è visibile come un testo più tenue scritto dall'alto in basso, sovrascritto dal testo del libro di preghiere visibile perpendicolarmente su due pagine separate dalla cucitura alla piega centrale. Storia del palinsesto. Antica. Archimede, come detto, visse nel III secolo a.C. e scrisse in greco dorico. Dal 530 d.C. in poi le sue opere furono raccolte e tradotte in greco bizantino da Isidoro di Mileto, l'architetto della chiesa patriarcale di Hagia Sophia, nella capitale Costantinopoli. Una loro copia venne fatta da uno scriba anonimo nel 950, nuovamente nell'Impero bizantino, in un periodo in cui lo studio di Archimede fiorì a Costantinopoli presso una scuola fondata dal matematico, ingegnere ed ex arcivescovo di Tessalonica, Leone il Matematico, un cugino del patriarca. Questo manoscritto in particolare venne poi portato a Gerusalemme, probabilmente qualche tempo dopo il sacco crociato di Costantinopoli nel 1204. Lì, nel 1229, il codice di Archimede venne slegato, raschiato (superficialmente) e lavato; i suoi fogli spaiati furono piegati a metà (cosicché ciascuno di essi divenne un bifoglio di formato dimezzato), furono rilegati con almeno altri sei manoscritti parziali sempre in pergamena, di cui uno con opere di Iperide, e riutilizzati per un testo liturgico cristiano di 177 carte (successivamente numerate), di cui ne restano 174. Moderna. Lo studioso biblico Konstantin von Tischendorf visitò Costantinopoli negli anni 1840, e rimase incuriosito da segni matematici greci visibili sul palinsesto trovato in una biblioteca greco-ortodossa e ne portò a casa una carta (che ora si trova nella Biblioteca dell'Università di Cambridge). Nel 1899 lo studioso greco Papadopoulos-Kerameus ha prodotto un catalogo di manoscritti della biblioteca che comprendeva una trascrizione di diverse righe di testo sottostante parzialmente visibile. Dopo aver esaminato queste righe, Johan Ludvig Heiberg, l'autorità mondiale su Archimede, comprese che si trattava di un brano di un'opera del matematico siracusano. Quando Heiberg studiò il palinsesto a Costantinopoli nel 1906, confermò che comprendeva opere di Archimede che si riteneva fossero andate perdute. Ad Heiberg fu permesso di scattare fotografie molto particolareggiate delle pagine del palinsesto, e da queste produsse delle trascrizioni, pubblicate tra il 1910 e il 1915 in un'edizione completa di Archimede. Poco dopo, il testo originale di Archimede in greco bizantino è stato tradotto in inglese da Thomas Little Heath. Prima di allora non era molto conosciuto tra matematici, fisici o storici. Il manoscritto era ancora nella biblioteca del Patriarcato Greco Ortodosso di Gerusalemme (il Metochion del Santo Sepolcro) a Costantinopoli nel 1920. Poco dopo, nel corso di un periodo turbolento che vide la vittoria turca nella guerra greco-turca del 1919-1922 con il genocidio greco e lo scambio di popolazioni tra Grecia e Turchia, il palinsesto scomparve. In data imprecisata tra il 1923 ed il 1930 venne acquistato da Marie Louis Sirieix, un "uomo d'affari e viaggiatore in Oriente che viveva a Parigi". Anche se Sirieix affermò di averlo acquistato da un monaco, che non avrebbe, in ogni caso, avuto la facoltà di venderlo, non aveva ricevuta o documentazione che potesse documentare una vendita. Rimasto per anni nella cantina di Sirieix, il palinsesto subì danni da acqua e muffa. Inoltre, dopo essere scomparso dalla biblioteca del Patriarcato greco-ortodosso, un falsario aveva aggiunto copie di ritratti evangelici medievali in foglia d'oro su quattro pagine, al fine di aumentarne il suo valore, danneggiando ulteriormente il testo. Questi ritratti a foglia d'oro quasi cancellarono completamente il testo sottostante, e le immagini ai raggi X di fluorescenza realizzate a Stanford sarebbero poi riuscite a rivelarlo e recuperarlo. Sirieix morì nel 1956 e nel 1970 sua figlia cominciò a tentare di vendere il manoscritto. Impossibilitata a venderlo privatamente, nel 1998 incaricò la casa d'asta Christie's di venderlo all'asta, rischiando una causa per appropriazione indebita. In effetti, la proprietà del palinsesto venne immediatamente contestata al tribunale federale di New York, dal Patriarcato ortodosso di Gerusalemme v. Christie's, Inc. Questi sostenne che il palinsesto era stato rubato dalla sua biblioteca a Costantinopoli nel 1920. Il giudice Kimba Wood decise a favore della casa d'aste Christie's in quanto ritenne che fossero scaduti i termini per denunciare la scomparsa di quanto rivendicato ed il palinsesto venne acquistato per 2 milioni di dollari da parte di un acquirente anonimo. Simon Finch, che rappresentava l'acquirente anonimo, dichiarò che era "un privato americano" che lavorava nell'"l'industria high-tech", ma non era Bill Gates. Quasi certamente si trattava di Rick Adams perché un blogpost di Michael Shermer dice di averlo visto a una festa di compleanno di James Randi, nella casa del collezionista in Virginia, dove Adams (un benefattore e tesoriere della James Randi Educational Foundation) era noto vivere. Digitalizzazione. Al Walters Art Museum di Baltimora, il palinsesto fu oggetto di un ampio studio per mezzo della digitalizzazione nel 1999-2008 e ad un trattamento di conservazione (poiché aveva sofferto notevolmente per la muffa). Questo lavoro venne diretto dal Dr. Will Noel, curatore dei manoscritti presso il Walters Art Museum, e gestito da Michael B. Toth di RB Toth Associates, con il dottor Abigail Quandt che eseguì la conservazione del manoscritto. Un gruppo di scienziati tra cui il dottor Roger L. Easton, Jr. del Rochester Institute of Technology, il dottor William A. Christens-Barry dell'Equipoise Imaging, e il dottor Keith Knox (allora alla Boeing LTS, ora all'USAF Research Laboratory) utilizzarono l'elaborazione elettronica delle immagini digitali su diverse bande spettrali, tra ultravioletti, visibili e di lunghezze d'onda infrarosse per rivelare la maggior parte del testo di base, compreso quello di Archimede. Dopo l'operazione di acquisizione e di elaborazione digitale dell'intero palinsesto in tre bande spettrali prima nel 2006, e poi nel 2007, venne nuovamente studiato l'intero palinsesto riprendendolo in 12 bande spettrali, oltre alla luce radente: UV: 365 nanometri; luce visibile: 445, 470, 505, 530, 570, 617 e 625 nm; infrarossi: 700, 735 e 870 nm e luce radente: 910 e 470 nm. Il gruppo elaborò digitalmente queste immagini per rivelare una porzione maggiore del testo sottostante usando la tecnica dello pseudocolore. Essi digitalizzarono inoltre le immagini originali di Heiberg. Il dottor Reviel Netz di Stanford e Nigel Wilson produssero una trascrizione diplomatica del testo, per colmare le lacune nel racconto di Heiberg con queste immagini. Qualche tempo dopo il 1938, un proprietario del manoscritto vi aggiunse quattro immagini religiose di arte bizantina nel tentativo di aumentarne il suo valore. Sembrava che queste avessero reso il testo sottostante definitivamente illeggibile. Tuttavia, nel maggio 2005, le radiografie prodotte nello Stanford Linear Accelerator Center a Menlo Park, in California, sono state utilizzate da Uwe Bergman e Bob Morton per iniziare a decifrare le parti del testo, che non erano state ancora rivelate. La produzione di raggi X a fluorescenza è stata descritta da Keith Hodgson, direttore di SSRL: "La luce del Synchrotron viene creata quando gli elettroni che viaggiano quasi alla velocità della luce prendono una traiettoria curva intorno ad un anello di accumulazione emettente luce elettromagnetica ai raggi X attraverso lunghezze d'onda infrarosse. Il fascio di luce risultante ha caratteristiche che lo rendono ideale per rivelare l'architettura complessa e l'utilità di molti tipi di materia, in questo caso, il lavoro precedentemente nascosto di uno dei padri fondatori di tutta la scienza". Nell'aprile del 2007, venne annunciato che era stato trovato un nuovo testo nel palinsesto, che era un commento alle Categorie di Aristotele attribuito a Porfirio. La maggior parte di questo testo venne recuperato all'inizio del 2009 mediante l'applicazione di analisi delle componenti principali per le tre bande di colore (rosso, verde e blu) di luce fluorescente generata da illuminazione ultravioletta. Il dottor Will Noel disse in un'intervista: "Studiando il palinsesto si comincia a pensare che sia oro, al secondo studio è del tutto sorprendente, ma poi è successo qualcosa di ancora più straordinario." Egli si riferiva alla scoperta di un testo di Iperide, un politico ateniese dal IV secolo a.C., che è stato trovato all'interno del palinsesto. Era estratto dalla sua orazione Contro Dionda, e venne pubblicato nel 2008 nella rivista tedesca Zeitschrift fur Papyrologie und Epigraphik, vol. 165, diventando il primo nuovo testo estratto dal palinsesto ad essere pubblicato in una rivista scientifica. Le trascrizioni del libro sono state digitalmente codificate usando le linee guida del Text Encoding Initiative e i metadati per le immagini e trascrizioni, incluse le identificazioni e informazioni di catalogazione, in base al Dublin Core Metadata Elements. I metadati ed i dati sono stati gestiti dal Dr. Doug Emery di Emery IT. Il 29 ottobre 2008, (nel decimo anniversario dell'acquisto del palinsesto all'asta) tutti i dati, comprese immagini e trascrizioni, erano disponibili sul Digital Palimpsest Web Page per utilizzo gratuito sotto licenza Creative Commons, e le immagini elaborate del palinsesto dalle pagine originali sono state inserite su Google Books. Alla fine del 2011, il palinsesto è stato oggetto della mostra Lost and Found: The Secrets of Archimedes al Walters Art Museum. Nel 2015, in un esperimento di ricerca sulla conservazione dei dati digitali, scienziati svizzeri hanno codificato testo dal Palinsesto di Archimede nel DNA. Contenuto. Il palinsesto, costituito da 174 fogli di pergamena, contiene un libro di preghiere; queste furono sovrascritte su un codice contenente le seguenti opere di Archimede: Equilibrio dei piani; Spirali; La misura del cerchio; Sfera e il cilindro; Sui corpi galleggianti; Stomachion; Il Metodo. Mentre il testo greco delle prime quattro opere è trasmesso anche da altri manoscritti, del trattato Sui corpi galleggianti prima del ritrovamento del palinsesto si aveva solo una traduzione latina, Il Metodo era del tutto sconosciuto e dello Stomachion si aveva solo un frammento in traduzione araba. Il palinsesto contiene anche altre opere: dieci fogli conservano alcuni scritti dell'oratore ateniese del IV secolo a.C. Iperide, e cioè le orazioni Contro Timandro e Contro Dionda; sei fogli contengono un commento alle Categorie di Aristotele (probabilmente una parte del commento Ad Gedalium di Porfirio), quattro fogli un testo liturgico, mentre altri dodici fogli furono prelevati da due libri non ancora identificati. Interpretazione. Il lavoro di interpretazione, recentemente compiuto sul palinsesto, ha permesso la lettura di nuove sezioni dello Stomachion e del Metodo, consentendo di aggiungere nuovi elementi alla comprensione del pensiero matematico di Archimede. È stato possibile, in particolare, comprendere la natura combinatoria del problema affrontato nello Stomachion. Inoltre, alcuni teoremi contenuti nel trattato Il Metodo, mai letti prima d'ora, sembrano usare i concetti di infinito e infinitesimo in modo diverso da quello usuale nelle altre opere di Archimede.”; 


da Wikipedia ENG “The Archimedes Palimpsest is a parchment codex palimpsest, originally a Byzantine Greek copy of a compilation of Archimedes and other authors. It contains two works of Archimedes that were thought to have been lost (the Ostomachion and the Method of Mechanical Theorems) and the only surviving original Greek edition of his work On Floating Bodies. The first version of the compilation is believed to have been produced by Isidorus of Miletus, the architect of the geometrically complex Hagia Sophia cathedral in Constantinople, sometime around AD 530. The copy found in the palimpsest was created from this original, also in Constantinople, during the Macedonian Renaissance (c. AD 950), a time when mathematics in the capital was being revived by the former Greek Orthodox bishop of Thessaloniki Leo the Geometer, a cousin of the Patriarch. Following the sack of Constantinople by Western crusaders in 1204, the manuscript was taken to an isolated Greek monastery in Palestine, possibly to protect it from occupying crusaders, who often equated Greek script with heresy against their Latin church and either burned or looted many such texts (including at least two other copies of Archimedes). The complex manuscript was not appreciated at this remote monastery and was soon overwritten (1229) with a religious text. In 1899, nine hundred years after it was written, the manuscript was still in the possession of the Greek church, and back in Istanbul, where it was catalogued by the Greek scholar Papadopoulos-Kerameus, attracting the attention of Johan Heiberg. Heiberg visited the church library and was allowed to make detailed photographs in 1906. Most of the original text was still visible, and Heiberg published it in 1915. In 1922 the manuscript went missing in the midst of the evacuation of the Greek Orthodox library in Istanbul, during a tumultuous period following the first World War. Concealed for over 70 years by a Western businessman, forged pictures were painted on top of some text to increase resale value. Unable to sell the book privately, in 1998 the businessman's daughter risked a public auction in New York contested by the Greek church; the U.S. court ruled for the auction, and the manuscript was purchased by Jeff Bezos. The texts under the forged pictures, and previously unreadable texts, were revealed by analyzing images produced by ultraviolet, infrared, visible and raking light, and X-ray. All images and transcriptions are now freely available on the web at the Archimedes Digital Palimpsest under the Creative Commons License CC BY. History. Early. Archimedes lived in the 3rd century BC and wrote his proofs as letters in Doric Greek addressed to contemporaries, including scholars at the Great Library of Alexandria. These letters were first compiled into a comprehensive text by Isidorus of Miletus, the architect of the Hagia Sophia patriarchal church, sometime around AD 530 in the then Byzantine Greek capital city of Constantinople. A copy of Isidorus' edition of Archimedes was made around AD 950 by an anonymous scribe, again in the Byzantine Empire, in a period during which the study of Archimedes flourished in Constantinople in a school founded by the mathematician, engineer, and former Greek Orthodox archbishop of Thessaloniki, Leo the Geometer, a cousin to the patriarch. This medieval Byzantine manuscript then traveled from Constantinople to Jerusalem, likely sometime after the Crusader sack of Byzantine Constantinople in 1204. There, in 1229, the Archimedes codex was unbound, scraped and washed, along with at least six other partial parchment manuscripts, including one with works of Hypereides. Their leaves were folded in half, rebound and reused for a Christian liturgical text of 177 later numbered leaves, of which 174 are extant (each older folded leaf became two leaves of the liturgical book). The palimpsest remained near Jerusalem through at least the 16th century at the isolated Greek Orthodox monastery of Mar Saba. At some point before 1840 the palimpsest was brought back by the Greek Orthodox Patriarchate of Jerusalem to its library (the Metochion of the Holy Sepulcher) in Constantinople. Modern. The Biblical scholar Constantin von Tischendorf visited Constantinople in the 1840s, and, intrigued by the Greek mathematics visible on the palimpsest he found in a Greek Orthodox library, removed a leaf of it (which is now in the Cambridge University Library). In 1899 the Greek scholar Papadopoulos-Kerameus produced a catalog of the library's manuscripts and included a transcription of several lines of the partially visible underlying text. Upon seeing these lines Johan Heiberg, the world's authority on Archimedes, realized that the work was by Archimedes. When Heiberg studied the palimpsest in Constantinople in 1906, he confirmed that the palimpsest included works by Archimedes thought to have been lost. Heiberg was permitted by the Greek Orthodox Church to take careful photographs of the palimpsest's pages, and from these he produced transcriptions, published between 1910 and 1915 in a complete works of Archimedes. Shortly thereafter Archimedes' Greek text was translated into English by T. L. Heath. Before that it was not widely known among mathematicians, physicists or historians. The manuscript was still in the Greek Orthodox Patriarchate of Jerusalem's library (the Metochion of the Holy Sepulchre) in Constantinople in 1920. Shortly thereafter, during a turbulent period for the Greek community in Turkey that saw a Turkish victory in the Greco-Turkish War (1919–22) along with the Greek genocide and the forced population exchange between Greece and Turkey, the palimpsest disappeared from the Greek church's library in Istanbul. Sometime between 1923 and 1930 the palimpsest was acquired by Marie Louis Sirieix, a "businessman and traveler to the Orient who lived in Paris." Though Sirieix claimed to have bought the manuscript from a monk, who would not in any case have had the authority to sell it, Sirieix had no receipt or documentation for a sale of the valuable manuscript. Stored secretly for years by Sirieix in his cellar, the palimpsest suffered damage from water and mold. In addition, after disappearing from the Greek Orthodox Patriarchate's library, a forger added copies of medieval evangelical portraits in gold leaf onto four pages in the book in order to increase its sales value, further damaging the text. These forged gold leaf portraits nearly obliterated the text underneath them, and x-ray fluorescence imaging at Stanford would later be required to reveal it. Sirieix died in 1956, and in 1970 his daughter began attempting quietly to sell the valuable manuscript. Unable to sell it privately, in 1998 she finally turned to Christie's to sell it in a public auction, risking an ownership dispute. The ownership of the palimpsest was immediately contested in federal court in New York in the case of the Greek Orthodox Patriarchate of Jerusalem v. Christie's, Inc. The Greek church contended that the palimpsest had been stolen from its library in Constantinople in the 1920s during a period of extreme persecution. Judge Kimba Wood decided in favor of Christie's Auction House on laches grounds, and the palimpsest was bought for $2 million by an anonymous American buyer. The lawyer who represented the anonymous buyer stated that the buyer was "a private American" who worked in "the high-tech industry", but was not Bill Gates. Imaging and digitization. At the Walters Art Museum in Baltimore, the palimpsest was the subject of an extensive imaging study from 1999 to 2008, and conservation (as it had suffered considerably from mold while in Sirieix's cellar). This was directed by Dr. Will Noel, curator of manuscripts at the Walters Art Museum, and managed by Michael B. Toth of R.B. Toth Associates, with Dr. Abigail Quandt performing the conservation of the manuscript. The target audiences for the digitisation are Greek scholars, math historians, people building applications, libraries, archives, and scientists interested in the production of the images. A team of imaging scientists including Dr. Roger L. Easton, Jr. from the Rochester Institute of Technology, Dr. William A. Christens-Barry from Equipoise Imaging, and Dr. Keith Knox (then with Boeing LTS, now retired from the USAF Research Laboratory) used computer processing of digital images from various spectral bands, including ultraviolet, visible, and infrared wavelengths to reveal most of the underlying text, including of Archimedes. After imaging and digitally processing the entire palimpsest in three spectral bands prior to 2006, in 2007 they reimaged the entire palimpsest in 12 spectral bands, plus raking light: UV: 365 nanometers; Visible Light: 445, 470, 505, 530, 570, 617, and 625 nm; Infrared: 700, 735, and 870 nm; and Raking Light: 910 and 470 nm. The team digitally processed these images to reveal more of the underlying text with pseudocolor. They also digitized the original Heiberg images. Dr. Reviel Netz of Stanford University and Nigel Wilson have produced a diplomatic transcription of the text, filling in gaps in Heiberg's account with these images. Sometime after 1938, a forger placed four Byzantine-style religious images in the manuscript in an effort to increase its sales value. It appeared that these had rendered the underlying text forever illegible. However, in May 2005, highly focused X-rays produced at the Stanford Linear Accelerator Center in Menlo Park, California, were used by Drs. Uwe Bergmann and Bob Morton to begin deciphering the parts of the 174-page text that had not yet been revealed. The production of X-ray fluorescence was described by Keith Hodgson, director of SSRL: «Synchrotron light is created when electrons traveling near the speed of light take a curved path around a storage ring - emitting electromagnetic light in X-ray through infrared wavelengths. The resulting light beam has characteristics that make it ideal for revealing the intricate architecture and utility of many kinds of matter - in this case, the previously hidden work of one of the founding fathers of all science.» In April 2007, it was announced that a new text had been found in the palimpsest, which was a commentary on Aristotle's Categories running to some 9 000 words. Most of this text was recovered in early 2009 by applying principal component analysis to the three color bands (red, green, and blue) of fluorescent light generated by ultraviolet illumination. Dr. Will Noel said in an interview: «You start thinking striking one palimpsest is gold, and striking two is utterly astonishing. But then something even more extraordinary happened.» This referred to the previous discovery of a text by Hypereides, an Athenian politician from the fourth century BC, which has also been found within the palimpsest. It is from his speech Against Diondas, and was published in 2008 in the German scholarly magazine Zeitschrift für Papyrologie und Epigraphik, vol. 165, becoming the first new text from the palimpsest to be published in a scholarly journal. The transcriptions of the book were digitally encoded using the Text Encoding Initiative guidelines, and metadata for the images and transcriptions included identification and cataloging information based on Dublin Core Metadata Elements. The metadata and data were managed by Doug Emery of Emery IT. On October 29, 2008, (the tenth anniversary of the purchase of the palimpsest at auction) all data, including images and transcriptions, were hosted on the Digital Palimpsest Web Page for free use under a Creative Commons License, and processed images of the palimpsest in original page order were posted as a Google Book. In late 2011, it was the subject of the Walters Art Museum exhibit "Lost and Found: The Secrets of Archimedes". In 2015, in an experiment into the preservation of digital data, Swiss scientists encoded text from the Archimedes Palimpsest into DNA. Thanks to its deciphering, some mathematicians suggest it is possible that Archimedes may have invented integration. Contents. List. It contains: On the Equilibrium of Planes, On Spirals, Measurement of a Circle, On the Sphere and Cylinder, On Floating Bodies, The Method of Mechanical Theorems, Ostomachion. Speeches by the 4th-century BC politician Hypereides, A commentary on Aristotle's Categories by Porphyry (or by Alexander of Aphrodisias), Other works. The Method of Mechanical Theorems. The palimpsest contains the only known copy of The Method of Mechanical Theorems. In his other works, Archimedes often proves the equality of two areas or volumes with Eudoxus' method of exhaustion, an ancient Greek counterpart of the modern method of limits. Since the Greeks were aware that some numbers were irrational, their notion of a real number was a quantity Q approximated by two sequences, one providing an upper bound and the other a lower bound. If one finds two sequences U and L, and U is always bigger than Q, and L always smaller than Q, and if the two sequences eventually came closer together than any prespecified amount, then Q is found, or exhausted, by U and L. Archimedes used exhaustion to prove his theorems. This involved approximating the figure whose area he wanted to compute into sections of known area, which provide upper and lower bounds for the area of the figure. He then proved that the two bounds become equal when the subdivision becomes arbitrarily fine. These proofs, still considered to be rigorous and correct, used geometry with rare brilliance. Later writers often criticized Archimedes for not explaining how he arrived at his results in the first place. This explanation is contained in The Method. The Method that Archimedes describes was based upon his investigations of physics, on the center of mass and the law of the lever. He compared the area or volume of a figure of which he knew the total mass and center of mass with the area or volume of another figure he did not know anything about. He viewed plane figures as made out of infinitely many lines as in the later method of indivisibles, and balanced each line, or slice, of one figure against a corresponding slice of the second figure on a lever. The essential point is that the two figures are oriented differently so that the corresponding slices are at different distances from the fulcrum, and the condition that the slices balance is not the same as the condition that the figures are equal. Once he shows that each slice of one figure balances each slice of the other figure, he concludes that the two figures balance each other. But the center of mass of one figure is known, and the total mass can be placed at this center and it still balances. The second figure has an unknown mass, but the position of its center of mass might be restricted to lie at a certain distance from the fulcrum by a geometrical argument, by symmetry. The condition that the two figures balance now allows him to calculate the total mass of the other figure. He considered this method as a useful heuristic but always made sure to prove the results he found using exhaustion, since the method did not provide upper and lower bounds. Using this method, Archimedes was able to solve several problems now treated by integral calculus, which was given its modern form in the seventeenth century by Isaac Newton and Gottfried Leibniz. Among those problems were that of calculating the center of gravity of a solid hemisphere, the center of gravity of a frustum of a circular paraboloid, and the area of a region bounded by a parabola and one of its secant lines. (For explicit details, see Archimedes' use of infinitesimals.). When rigorously proving theorems, Archimedes often used what are now called Riemann sums. In On the Sphere and Cylinder, he gives upper and lower bounds for the surface area of a sphere by cutting the sphere into sections of equal width. He then bounds the area of each section by the area of an inscribed and circumscribed cone, which he proves have a larger and smaller area correspondingly. He adds the areas of the cones, which is a type of Riemann sum for the area of the sphere considered as a surface of revolution. But there are two essential differences between Archimedes' method and 19th-century methods: Archimedes did not know about differentiation, so he could not calculate any integrals other than those that came from center-of-mass considerations, by symmetry. While he had a notion of linearity, to find the volume of a sphere he had to balance two figures at the same time; he never figured out how to change variables or integrate by parts. When calculating approximating sums, he imposed the further constraint that the sums provide rigorous upper and lower bounds. This was required because the Greeks lacked algebraic methods that could establish that error terms in an approximation are small. A problem solved exclusively in the Method is the calculation of the volume of a cylindrical wedge, a result that reappears as theorem XVII (schema XIX) of Kepler's Stereometria. Some pages of the Method remained unused by the author of the palimpsest and thus they are still lost. Between them, an announced result concerned the volume of the intersection of two cylinders, a figure that Apostol and Mnatsakanian have renamed n = 4 Archimedean globe (and the half of it, n = 4 Archimedean dome), whose volume relates to the n-polygonal pyramid. (The Method of Mechanical Theorems (greek: Περὶ μηχανικῶν θεωρημάτων πρὸς Ἐρατοσθένη ἔφοδος), also referred to as The Method, is one of the major surviving works of the ancient Greek polymath Archimedes. The Method takes the form of a letter from Archimedes to Eratosthenes, the chief librarian at the Library of Alexandria, and contains the first attested explicit use of indivisibles (sometimes erroneously referred to as infinitesimals). The work was originally thought to be lost, but in 1906 was rediscovered in the celebrated Archimedes Palimpsest. The palimpsest includes Archimedes' account of the "mechanical method", so called because it relies on the center of weights of figures (centroid) and the law of the lever, which were demonstrated by Archimedes in On the Equilibrium of Planes. Archimedes did not admit the method of indivisibles as part of rigorous mathematics, and therefore did not publish his method in the formal treatises that contain the results. In these treatises, he proves the same theorems by exhaustion, finding rigorous upper and lower bounds which both converge to the answer required. Nevertheless, the mechanical method was what he used to discover the relations for which he later gave rigorous proofs. Area of a parabola. Volume of a sphere. Surface area of a sphere. Curvilinear shapes with rational volumes. Other propositions in the palimpsest). Stomachion. In Heiberg's time, much attention was paid to Archimedes' brilliant use of indivisibles to solve problems about areas, volumes, and centers of gravity. Less attention was given to the Ostomachion, a problem treated in the palimpsest that appears to deal with a children's puzzle. Reviel Netz of Stanford University has argued that Archimedes discussed the number of ways to solve the puzzle, that is, to put the pieces back into their box. No pieces have been identified as such; the rules for placement, such as whether pieces are allowed to be turned over, are not known; and there is doubt about the board. The board illustrated here, as also by Netz, is one proposed by Heinrich Suter in translating an unpointed Arabic text in which twice and equals are easily confused; Suter makes at least a typographical error at the crucial point, equating the lengths of a side and diagonal, in which case the board cannot be a rectangle. But, as the diagonals of a square intersect at right angles, the presence of right triangles makes the first proposition of Archimedes' Ostomachion immediate. Rather, the first proposition sets up a board consisting of two squares side by side (as in Tangram). A reconciliation of the Suter board with this Codex board was published by Richard Dixon Oldham, FRS, in Nature in March, 1926, sparking an Ostomachion craze that year. Modern combinatorics reveals that the number of ways to place the pieces of the Suter board to reform their square, allowing them to be turned over, is 17,152; the number is considerably smaller – 64 – if pieces are not allowed to be turned over. The sharpness of some angles in the Suter board makes fabrication difficult, while play could be awkward if pieces with sharp points are turned over. For the Codex board (again as with Tangram) there are three ways to pack the pieces: as two unit squares side by side; as two unit squares one on top of the other; and as a single square of side the square root of two. But the key to these packings is forming isosceles right triangles, just as Socrates gets the slave boy to consider in Plato's Meno – Socrates was arguing for knowledge by recollection, and here pattern recognition and memory seem more pertinent than a count of solutions. The Codex board can be found as an extension of Socrates' argument in a seven-by-seven-square grid, suggesting an iterative construction of the side-diameter numbers that give rational approximations to the square root of two. The fragmentary state of the palimpsest leaves much in doubt. But it would certainly add to the mystery had Archimedes used the Suter board in preference to the Codex board. However, if Netz is right, this may have been the most sophisticated work in the field of combinatorics in Greek antiquity. Either Archimedes used the Suter board, the pieces of which were allowed to be turned over, or the statistics of the Suter board are irrelevant.”. 


Archimede di Siracusa rappresenta forse il massimo livello di scienziato-matematico-fisico della scienza antica poiché sviluppava le sue teorie partendo dai postulati e le dimostrava con metodo geometrico euclideo perfezionandolo, e poi si occupò con grande successo anche di costruzioni e macchine ingegneristiche. 


Durante il primo periodo dell'età ellenistica furono tre le maggiori figure di matematici: Euclide di Alessandria, Archimede di Siracusa ed Apollonio di Perga di Pamfilia (262-190 a.C., matematico ed astronomo). Mentre Euclide era detto “Elementatore”, giustamente Apollonio era conosciuto come il “Grande Geometra”, come altrove abbiamo scritto. Il trattato “Sulle tangenze” di Apollonio presenta il problema oggi detto “Problema di Apollonio” (comportante 10 casi): date 3 cose, ciascuna  delle quali può essere un punto, una retta od un cerchio, tracciare un cerchio che sia tangente a ciascuna delle 3 cose (il punto s'intende che giace). A differenza di Eudosso, Apollonio propose due sistemi planetari alternativi (ed equivalenti) poi adottati da Tolomeo, ben descriventi l'ellisse, ossia il sistema dei moti epiciclici (un epiciclo è una circonferenza il cui centro è collocato su una circonferenza di raggio maggiore) ed il sistema con moti eccentrici, dopo aver introdotto epicicli e deferenti. Il famoso capolavoro di Apollonio è denominato “Coniche” in 8 libri (di cui i primi 4 ci giunsero nella versione greca ed altri 3 nella versione araba di Thabit ibn Qurra, mentre il rimanente sarebbe andato perso, di cui però nei secoli qualche volta si è tentata la ricostruzione). Oggi dire Coniche (libro di geometria superiore) è nominare Apollonio, come dire Elementi sarebbe nominare Euclide. Come precedentemente si faceva, invece di ottenere le ellissi, le parabole e le iperboli (al tempo dette oxytome, orthotome ed amblytome rispettivamente) tramite sezioni di 3 coni circolari retti diversi, con angolo al vertice rispettivamente acuto, retto ed ottuso, egli mostrò che semplicemente variando l'angolo del piano d'intersezione era possibile ottenere tutte le coniche da qualsiasi tipo di cono. I matematici greci dividevano le curve in 3 categorie o classi: 1) luoghi piani formati da rette e cerchi, 2) luoghi solidi formati da tutte le sezioni coniche, 3) luoghi lineari formati indistintamente da tutte le altre curve. Apollonio studiava i diametri, le tangenti, gli assi, gli asintoti, indirettamente i fuochi e le direttrici, ma non sapeva cosa fosse l'eccentricità di una conica. Egli non sapeva che l'ellisse, la parabola e l'iperbole avrebbero riscosso un grande successo secoli dopo con lo sviluppo della fisica, ossia l'ellisse nell'astronomia per descrivere le orbite dei corpi celesti sotto l'azione di forze centrali (in generale nei fenomeni stazionari), la parabola per descrivere i moti balistici (in generale nei fenomeni evolutivi di diffusione), e l'iperbole in termodinamica dei gas di Boyle (in generale nei fenomeni evolutivi di propagazione). Il libro III contiene un problema tipico: date 3 o 4 rette giacenti in un piano, trovare il luogo geometrico del punto P che si muove in modo che il quadrato della distanza di P da una delle rette sia proporzionale al prodotto delle distanze dalle altre rette (o, nel caso di 4 rette, il prodotto di due distanze): il luogo è una sezione conica. Mezzo millennio più tardi Pappo suggerì una generalizzazione di questo problema con più rette (ossia il luogo rispetto a 3, 4 o n rette, di grande importanza per la matematica e geometria), affrontando il quale nel 1637 Descartes mise alla prova il buon funzionamento della sua geometria analitica. Leibniz affermò che coloro che avessero ben conosciuto le opere di Archimede ed Apollonio, avrebbero apprezzato di meno i risultati dei matematici venuto dopo di loro. Un diametro e la relativa tangente ad un estremo di una conica potevano ben fungere da sistema di coordinate (solo coordinate e grandezze positive dato che le negative erano tabù ancor più delle grandezze irrazionali), il quale sistema veniva però sovrapposto solo successivamente per studiarne le proprietà e mai per generare la conica rispetto ad esso. Però le opere del grande Apollonio che sono giunte fino a noi sono “Separazione di un rapporto” (2 libri in traduzione araba) e “Coniche” (in latino Conicorum Apollinii Pergaei, in 8 libri dei quali 4 sopravvissuti nella versione greca originale e 7 in una traduzione in arabo, laddove l'8° libro andato perduto è stato ricostruito per via deduttiva dallo scienziato arabo ibn al-Haytham ossia Alhazen in occidente), mentre delle altre opere perdute si conoscono i titoli ossia “Separazione di un'area”, “Sezione determinata”, “Tangenze”, “Inclinazioni”, e “Luoghi piani”. Gli egiziani ed i babilonesi già conoscevano teoremi concernenti rapporti tra i lati di triangoli simili, costituenti una sorta di “trilaterometria” data la mancanza del concetto di misura angolare, per cui possiamo affermare che la vera trigonometria nacque in terra greca (qualcuno vuole insinuare che pure i babilonesi al riguardo meriterebbero qualche riconoscimento) e nacque come trigonometria delle corde attinente allo studio sistematico dei rapporti corde-archi di cerchio. Sia Eratostene di Cirene (276-194 a.C., matematico, astronomo, geografo e poeta) che Aristarco di Samo (310-230 a.C., fisico e astronomo) trattarono problemi concernenti misure angolari. Il primo è conosciuto pure per il noto crivello di Eratostene ossia un procedimento sistematico per isolare i numeri primi, aggiungendo inoltre che Eratostene, detto anche Eratostene beta o secondo (occupandosi di molte cose ma mai primeggiando in esse), fu un grande intellettuale del suo tempo terzo bibliotecario della famosa Biblioteca di Alessandria ('Aλεξανδρεια od Alexándreia), che misurò per primo le dimensioni della Terra con notevole precisione (è certamente il risultato più famoso di Eratostene (riportato in tutte le storie dell'astronomia) il quale stimò la lunghezza del meridiano terrestre in 252.000 stadi (usando lo stadio di 155 o 160 metri otteniamo 39060 Km (con errore di -2.37 %) o 40320 Km (con errore di +0.78 %, dato che il cerchio meridiano è lungo 40009 Km o 40075 Km) descritto nell'opera perduta “Sulla misura della Terra” ma metodo di misura di Eratostene pervenutoti semplificato per mezzo di un breve resoconto divulgativo di Cleomede, e di cui abbiamo accennato altrove). 


Aristarco era giunto alla conoscenza che in un cerchio, il rapporto tra l'arco e la relativa corda decresceva col diminuire dell'angolo da π a 0, tendendo a 1, ma è conosciuto soprattutto per il suo sistema eliocentrico ossia per aver per primo introdotto una teoria astronomica nella quale il Sole e le stelle fisse sono immobili mentre la Terra orbita su una circonferenza intorno al Sole. Ipparco di Nicea (200-120 a.C., astronomo, astrologo, geografo, famoso per la scoperta delle precessione degli equinozi) compilò nel 150 a.C. circa la prima tavola astronomica  in cui erano elencati i valori corrispondenti dell'arco e della corda per una serie finita di angoli. Menelao di Alessandria scrisse il trattato sulle “Corde tirate in un cerchio”, e nella “Sferica” enunciò il teorema sui triangoli sferici ed il famoso teorema di Menelao, che insieme al teorema di Talete ed a quello di Pitagora portano, tra le corde, alla nostra identità o relazione trigonometrica base della trigonometria circolare: senα(elev 2)+cosα(elev 2)=1 (ossia sen quadro alfa + cos quadro alfa = 1). Ma l'opera trigonometrica più significativa di tutta l'antichità fu certamente la Sintassi Matematica in 13 libri (circa 150 d.C.) di Claudio Tolomeo di Alessandria (100-175 d.C., astronomo, astrologo, geografo), che sappiamo rifluì dagli arabi in Europa col nuovo titolo di Almagesto (il titolo originario era Mathematiké syntaxis ossia “Trattato matematico” o Megále syntaxis (“Grande trattato”) laddove il nome posteriore deriva dall'arabo al-Magisti adattamento poi della parola greca Megíste (“Il Maggiore”) con cui era generalmente indicata l'opera o forse lo stesso Tolomeo il Maggiore), usata per ben mille anni, integrata nel XII sec dalle cosiddette Tavole di Toledo di origine sasanide e riprese da arabi musulmani, giungendo fin quasi alla nuove tavole di Copernico. In essa è contenuto il teorema di Tolomeo relativo ad un quadrilatero convesso inscritto in un cerchio e relativo alle corde, dal quale si possono dedurre le nostre formule trigonometriche di prostaferesi. Tolomeo associò valori numerici approssimati alle corde, suddividendo la circonferenza in 360 parti o gradi ed il diametro in 120 parti. Munito delle formule per le corde di somma e differenza di archi e per quella di archi metà, e possedendo un buon valore per la corda di 1/2°, Tolomeo procedette a costruire la sua famosa tavola, come detto, sopravvissuta per 1000 anni. Nell'Almagesto è contenuta anche la notevole costruzione del suo sistema astronomico planetario geocentrico, teoria nota come sistema tolemaico. Tolomeo scrisse anche una “Geografia” contenente due tipo di proiezioni, ed un libro di “Ottica”, ed alcune altre opere. Le opere di Erone invece ci mostrano che esisteva anche un livello più basso e “pratico” della matematica, ben diverso da quello più concettuale-razionale presente nelle opere di Euclide, Archimede, Apollonio (la più nota triade della matematica antica EAA) seppure Erone ci diede anche la formula per il calcolo dell'area A del triangolo qualsiasi di lati a,b,c, ossia A=radice quadrata di p(p-a)(p-b)(p-c), dove p=(a+b+c)/2, che è un caso particolare della formula per il calcolo dell'area del trapezio utilizzando i lati (quando la base minore è di lunghezza 0), ma la formula di Erone è pure un caso particolare della formula del matematico indiano Brahmagupta (598-668 d.C., matematico ed astronomo che scrisse il Brahmasphuta Siddhanta nel 628 ed il Khandakhadyaka nel 665) per l'area del quadrilatero ciclico, ed entrambe poi sono casi particolari della formula del matematico tedesco Carl Anton Bretschneider del 1842 per l'area di un quadrilatero generico ciclico o meno (ossia per il quadrilatero qualsiasi di lati a,b,c,d, e due angoli opposti α e γ, l'area A=radice quadrata di (p-a)(p-b)(p-c)(p-d)-(abcd)(cos((α+γ)/2))(elev 2) laddove la formula di Brahmagupta vale solo per i quadrilateri ciclici. 


Il periodo che va da Ipparco a Tolomeo (circa 3 secoli) predominò la matematica applicata, senza alcun avanzamento teorico, ed il periodo di progresso che intercorre tra Eudosso ed Apollonio era dunque ormai giunto alla fine. Notiamo come gli stessi conquistatori romani della Grecia (che avvenne nel 146 a.C., e con l'espressione di Grecia romana usualmente si indica il periodo che va dalla distruzione di Corinto del 146 a.C. alla successiva trasformazione della Grecia in provincia romana (nel 27 a.C.), fino alla divisione tra impero romano d'Occidente e d'Oriente (avvenuta nel 395 d.C.)), pochi inclini all'indagine speculativa ed allo studio della matematica, per i loro grandiosi progetti ingegneristici ed architettonici avevano bisogno dei soli aspetti marginali della matematica nonché di formule più pratiche anche solo approssimate. Nella tarda Età alessandrina incontriamo però il maggior algebrista greco del mondo antico ossia Diofanto di Alessandria (vissuto nel III- IV sec d.C., matematico ritenuto padre dell'algebra almeno fino alle opere dell'arabo al-Khwarizmi), ed infine l'ultima figura significativa della matematica greca ovvero Pappo di Alessandria (290-350 d.C., matematico del tardo periodo imperiale). Mentre la “Introductio” di Nicomaco di Gerasa è un'opera di basso livello (imitata poi da Boezio nei sui trattati), l'”Arithmetica “ di Diofanto (Diophanti Alexamdrini Aritmeticorum Libre sex in latino) apre un nuovo campo alla matematica diverso dal ben più diffuso campo geometrico e più somigliante alla matematica babilonese; l'opera di Diofanto in 13 libri di cui solo 6 libri pervenuteci, è stesa con metodo sincopato e riguarda 150 problemi numerici specifici, soprattutto per le equazioni determinate ed indeterminate (è conosciuta proprio per le equazioni indeterminate e pure per il simbolismo matematico ivi utilizzato, dato che è stesa come algebra letteraria-descrittiva comprendente alcune notazioni simboliche). Muovendo dal tentativo di generalizzare un problema presente nell'Arithmetica (ossia dividere un quadrato in due quadrati z(elev 2)=x(elev 2)+y(elev 2)). Pierre de Fermat giunse alla formulazione del suo famoso grande teorema (ed ultimo teorema ancora da dimostrare fino alla fine del '900) ossia dimostrare l'impossibilità di risolvere l'equazione z(elev n)=x(ele n)+y(elev n) per z,x,y,n interi positivi e n maggiore di 2, come abbiamo scritto nell'altra parte del libro. Abbiamo detto che l'Arithmetica era scritta con metodo sincopato ed utilizzava una sua simbologia, fatto importante perchè prima di Diofanto le opere di matematica si scrivevano esclusivamente in linguaggio naturale senza alcun segno (e simbolo) speciale costringendo all'uso di lunghe e complicate frasi (onde ad esempio l'equazione di 1° grado 3x+7=4x veniva scritta-descritta-enunciata come “tre volte una quantità-res incognita sommata a sette unità-numero sono eguali a quattro volte la quantità incognita” (e si figuri il lettore la complicazione-confusione per scrivere formule complesse in queste algebre totalmente descrittive), ma fu proprio Diofanto ad introdurre un minimo di simbologia per termini-operazioni ricorrenti usando l'alfabeto greco (l'espressione linguistica “isoi eisin” (“sono eguali”) viene sostituita dal simbolo iota ι, la quantità incognita col simbolo zita o sigma, l'incognita al quadrato col simbolo δυ (dynamis, quadrato), ecc.). Diofanto studiò anche le cosiddette equazioni diofantee ossia equazioni (non necessariamente di 1° grado) per le quali si cerchino solo soluzioni di numeri interi (ma il greco cercava piuttosto soluzioni razionali) in particolare le equazioni diofantee indeterminate  (tipo ax+by=c, se eq. lineari). Non sappiamo quanti anni visse Diofanto ma il suo epitaffio recita “Questa tomba racchiude Diofanto e, meraviglia! dice matematicamente quanto ha vissuto. Un sesto della sua vita fu l'infanzia, aggiunse un dodicesimo perché le sue guance si coprissero della peluria dell'adolescenza. Dopo un altro settimo della sua vita prese moglie, e dopo cinque anni di matrimonio ebbe un figlio. L'infelice (figlio) morì improvvisamente quando raggiunse la metà dell'età che il padre ha vissuto. Il genitore sopravvissuto fu in lutto per quattro anni raggiungendo così il termine della propria vita.”, onde ponendo x=anni della sua vita scriviamo x/6+x/12+x/7+5+x/2+4=x da cui x=84 anni. Verso il 320 d.C. Pappo compose le sue “Collezioni Matematiche” (Synagoge) in 8 libri (“Pappi Alexandrini Mathematicae Collectiones. A Federico Commandino, in latino del traduttore nel 1589). Essa tratta di geometria, matematica ricreativa, duplicazione del cubo, poligoni e poliedri; vi sono contenute alcune dimostrazioni alternative di teoremi di Euclide, Archimede, Apollonio, Tolomeo, con alcune loro generalizzazioni (come, ad esempio, la generalizzazione del teorema di Pitagora TP ai triangoli qualsiasi tramite la costruzione di parallelogrammi sui lati anzichè quadrati), il teorema dell'esagono nel piano (dato un esagono qualsiasi ABCDEF in cui i vertici A, C, E giacciono su una retta ed i vertici B, D, F giacciono su un'altra retta, se si considerano i punti P (intersezione delle rette AB e DE), Q (intersezione delle rette BC e EF), R (intersezione delle rette CD e FA), allora i punti P, Q, R sono allineati ossia giacciono su una medesima retta) che farà da fondamento alla futura geometria proiettiva, ecc. Il libro VII contiene il famoso problema di Pappo limitato a 6 rette, esitando egli ad andare oltre, dato che per i matematici antichi il prodotto di più di 3 segmenti (xyz, dalla chiara interpretazione geometrica, ossia il volume dei solidi) non era affatto concepibile. Nelle Collezioni si cita anche il “Tesoro dell'Analisi”, i cui autori conoscevano bene il metodo analitico. Proclo (Proclo Licio Diadoco, 412-485 d.C., filosofo neoplatonico e matematico) fu quasi solo un commentatore, ma ci ha lasciato un teorema o gli è stato attribuito (se un segmento di data lunghezza AB si muove mantenendo i suoi punti estremi A e B su due rette che si intersecano, un punto P giacente sul segmento descriverà un arco di ellisse); la sua opera matematica più importante è il Commento al Libro I degli Elementi di Euclide dovuto alla sua attività di insegnante all'Accademia di Atene e che contiene molte informazioni sulla matematica greca. Sul finire dell'Impero d'Occidente e sotto il regno di Teodorico compare l'unico matematico romano degno di nota (ed anche l'ultimo matematico dell'antichità) Severino Boezio (475/477-524/526, matematico non di primo piano e notevole filosofo che esercitò grande influenza sulla filosofia cristiana al punto che alcuni lo includono tra i fondatori della Scolastica sviluppante questa lo scolasticismo ed avente il fondamentale compito di dimostrare razionalmente le verità della teologia cristiana ma il cui fallimento come detto era già evidente agli inizi del XIV sec). Egli ha scritto 4 manuali elementari (con solo un'ombra di struttura logica) quali commento per ciascuna delle 4 discipline matematiche che certamente aveva appreso alla scuola neoplatonica di Atene retta da Isidoro di Alessandria dove si studiava soprattutto Aristotele e Platone insieme con le 4 scienze ossia l'aritmetica, la geometria, l'astronomia e la musica, e qui forse conobbe l'ancora giovane (ma futuro grande) commentatore di Aristotele ossia Simplicio (Simplíkios); le opere di Boezio molto interpolate nei secoli eserciteranno una grande influenza nel medioevo e nelle scuole monastiche quali testi base per l'insegnamento matematico piuttosto diremmo di basso profilo. Poi non incontriamo più matematici originali, anche per via delle restrizioni nelle scuole filosofiche già dal tempo di Teodosio con l'avvento della diffusione del cristianesimo, e poi con la caduta di Alessandria ('Aλεξανδρεια od Alexándreia) nelle mani islamiche (ora al-ʾiskandariyya in arabo, od eskenderayya in egiziano-arabo) e la perdita della famosa Biblioteca, ma incontriamo solo commentatori ormai rinchiusi in monasteri ed abbazie sparse in tutta l'Europa o pensatori appartenenti alla Chiesa. Perchè non ricordare allora, non il maggiore seppure grande, ma il più sfigato dei commentatori ossia il matematico bizantino Simplicio (490-560 circa, incontrato non solo da Boezio ad Atene, ma pure incluso nel “Dialogo sopra i due massimi sistemi del mondo tolemaico e copernicano” di Galileo... e pure nome pronunciato dalla bocca di don Abbondio ne I promessi sposi (in inglese The Betrothed)) il quale però nel suo Commentario alla Fisica di Aristotele ci ha tramandato l'unico frammento autentico della matematica del periodo precedente Platone ossia un frammento autentico di Anassimandro (relativo al concetto di apeiron l'indefinito). Quindi nell'anno 529 (anno col quale possiamo far terminare la matematica dell'antichità) Giustiniano chiude tutte le scuole filosofiche pagane, ed allora il pensiero matematico fiorirà altrove in civiltà e società in maggior ascesa e sviluppo come appunto quella araba (la cui epoca d'oro inizia circa nel 750 d.C. col trasferimento della capitale da Damasco a Baghdad e poi la fondazione della Casa della Sapienza (Bayt al-Ḥikma) la più importante tra le istituzione culturali del mondo islamico) che si impossesserà dei testi greci per effettuare le traduzioni in arabo (una fortuna questa perché tali opere sostanzialmente conservate rifluiranno nuovamente in Europa 400-500 anni dopo, questa volta tradotte dall'arabo in latino). Ricordiamo nel mondo dell'Islam anche la nascita della filosofia islamica, la quale fin dall'inizio e soprattutto nei secoli passati, è la filosofia di un popolo che possiede un Libro sacro, rivelato al Profeta e disceso direttamente dal Cielo, una filosofia che deve giungere alla verità spirituale, in tal senso con legami non molto diversi da quelli delle altre due filosofie strettamente legate al loro Libro sacro ossia la filosofia cristiana e la filosofia ebraica.












   Capitolo 2


La matematica dell'oriente






	In un vasto e multietnico complesso geografico ed umano costituito dall'Asia orientale, le popolazioni di lingua e cultura cinese, i Han, formano oggi il gruppo più importante. Il periodo che va dal 1600 al 900 a.C. circa (ossia della dinastia Shan e Yin) è noto come epoca di una civiltà di palazzo, a cui segue dal 900 al 500 a.C. circa l'età dei Principati, quindi l'epoca dei regni Combattenti dal 500 al 221 a.C. (anno in cui si ha in Cina la fondazione dello Stato centralizzato, epoca degli Han) che arriva fino al 190 d.C. Vi sono pure altre divisioni tradizionali, una delle quali è basata sull'esistenza di Annali di regno (Primavere ed Autunni; i più antichi annali indicano come prima data l'anno 841 a.C.). I documenti scritti (sui quali per secoli s'è basata la riflessione filosofica, politica e morale del pensiero cinese) che ci sono giunti dall'antichità hanno avuto nella storia della cultura cinese, un'importanza pari a quella delle tradizioni bibliche e greco-romane in occidente. La storia del pensiero cinese (e del pensiero matematico cinese) è in parte la storia delle varie posizioni e concezioni che sono esistite nel corso degli anni nei confronti di un retaggio venerabile in cui affondano le radici della stessa saggezza della civiltà e società cinese. 


Tali antiche forme della storia del mondo e del pensiero cinese sono una sorta di evoluzione degli archivi divinatori su ossa e scudi di tartaruga, ma l'arte della divinazione si è pure sviluppata parallelamente insieme alla comparsa del procedimento consistente nel maneggio di bacchette fatte di gambi di achillea il sui numero (pari, dispari), permette di costruire figure composte di 6 linee intere (per le cifre dispari) e linee interrotte (per le cifre pari), generando 64 esagrammi (esagrammi considerati composti da 2 trigrammi ossia il trigramma inferiore ed il trigramma superiore per un totale di 8 trigrammi come poi si troverà ne I Ching (Libro dei Mutamenti, testo classico cinese della dinastia Zhou scritto intorno al X sec), denominati Cielo, Terra, Tuono, Acqua, Monte, Vento, Fuoco, Lago) traducenti tutte le possibilità o tutte le strutture dell'Universo e dotati di una forza dinamica dovuta alla possibilità di mutazione di ciascuna delle linee, maschili (yang) o femminili (yin), nel loro sviluppo e nel loro declino (“Esamina dapprima le parole, medita tutto ciò che esse intendono, le norme fisse allora si palesano. Se tu però non sarai l'uomo giusto, a te il significato non si svela”). I divinatori, continuando la tradizione degli indovini dell'epoca Yin, dovevano cogliere i primi elementi di una concezione del mondo come una totalità formata di forze, potenze e virtù opposte e complementari, e contribuire così ai primi concetti e progressi del pensiero matematico. Osserviamo che Hui Shi e Gongsun Long (o Gongsun Longzi o Kung-sun Lung, 325 a.C.-250 a.C.) sono i soli di cui ci sia rimasto qualche frammento e concetti di grandezza, di tempo, di spazio, di movimento e di logica (ad esempio in “Su durezza e candore” e “Sul nome e sulla sostanza”). Ma non sarà per tale via che dovrà camminare la logica cinese, bensì per la strada aperta dagli specialisti della divinazione, quali veri fondatori della matematica cinese. Il Mondo ed il reale sono affrontati con la teoria delle forze o potenze yin e yang e dei 5 Elementi, che fonderanno sistemi filosofici e sistemi scientifici. Col trionfo del buddismo, la visione stessa del mondo subisce una trasformazione, e gli spazi ed il tempo vengono moltiplicati all'infinito, mentre il destino umano sarà impegnato in un ciclo ininterrotto di rinascite in cui si confondono i confini degli esseri e del mondo visibile ed invisibile. Datato al 1200 od al 300 a.C. è il più antico testo classico cinese di argomento matematico, ossia il “Chou Pei Suan Ching”, il quale, contenendo proprietà riguardanti il triangolo rettangolo (teorema Kou Ku “ossia di Pitagora cinese”, conosciuto secoli prima di Pitagora e TP dimostrato (con scomposizioni del triangolo numerico 3-4-5 in figure) prima in Cina che in Grecia) e contenendo le frazioni, si occupa principalmente di calcoli astronomici. Composto verso il 250 a.C. è il “Chiu-chang suan-shu”, ossia i “Nove capitoli sull'Arte matematica”, contenente 246 problemi di vario genere e pure la dimostrazione del teorema di Pitagora (con raggruppamenti di rettangoli). L'origine di tale matematica appare indipendente da quella delle altre civiltà, e si è colpiti dall'uso di metodi matematicamente esatti accanto a metodi approssimati. Notiamo come la trattazione delle equazioni indeterminate (ossia con più incognite che equazioni) sia un argomento favorito dai matematici orientali. 


Il 1° esempio di quadrato magico appare proprio nella matematica cinese dato che in Cina erano particolarmente interessati a ciò. Il quadrato magico è una disposizione di numeri a matrice quadrata nella quale hanno risultato uguale le somme per righe, per colonne e per diagonali (“Un quadrato magico è una disposizione di numeri interi in forma di tabella quadrata in cui siano rispettate due condizioni, ossia i valori siano tutti distinti tra loro e la somma dei numeri di ogni riga, di ogni colonna, e di ogni diagonale, dia sempre lo stesso risultato, e questo risultato intero è denominato Costante Magica o Somma Magica=S), come nel semplice e noto quadrato magico di ordine 3 e somma S=15, di cui riportiamo in successione le 3 righe:  4  9  2,   3  5  7,   8  1  6, ma la teoria dei quadrati e cubi magici è riportata in altra parte del libro cui si rimanda il lettore. Sarà proprio lo studio dei quadrati magici che porterà i matematici cinesi ad interessarsi delle equazioni lineari e dei sistemi di equazioni sviluppando anche il concetto di matrice (laddove il concetto di determinante e relativo calcolo sarà dovuto al matematico giapponese Kowa Seki nel 1683, però circa 10 anni avanti i lavori di Leibniz). La matematica cinese è stata sviluppata essenzialmente su base decimale con notazioni uniche nei due sistemi di numerazione, di cui uno detto a “bastoncini” (ad esempio per indicare il numero 142 veniva scritto il simbolo di 1 seguito dal simbolo di centinaia, il simbolo di 4 seguito dal simbolo di decine ed il simbolo di 2). Solo nell'VIII sec comparirà un simbolo per indicare la posizione vuota. I cinesi conoscevano le frazioni comuni (indicavano il numeratore come figlio ed il denominatore come madre), sapevano calcolare il massimo comune divisore MCD, si occupavano di congruenze lineari (ossia algebriche o polinomiali, ossia un'equazione polinomiale di grado n modulo(n)) fin dal IV sec cui era necessario il teorema del resto (in aritmetica modulare, poi in teoria dei numeri ed algebra astratta); il loro sistema dei pesi e delle misure si sviluppò su base b=10. Avevano regole per l'estrazione di radici quadrate e radici cubiche. Il valore del π era conosciuto come 3.1547, o come radice quadrata di 10 (ossia 3.16227...), o come 92/29, o come 142/45, e poi trovarono il valore di 3.14159 facendo uso di un poligono regolare di 3072 lati, poi ancora il valore di 355/113 (ossia 3.1415929..., con errore minore di 85 ppG), ed infine calcolarono un valore eccezionalmente preciso compreso tra 3.1415926 e 3.1415927 (e dunque con errore minore di 10-15 ppG). L'epoca mongola (dall'inizio dell'XI sec alla fine del XIII sec) rappresenta uno dei più importanti periodi della matematica cinese, soprattutto per lo studio dell'algebra. I nomi di matematici importanti sono Shao Yong (1011-1077 d.C.) cui dobbiamo il calcolo dell'anno tropico, Li Ye (1192-1279 d.C.) che contribuì alla soluzione di equazioni polinomiali con una variabile, Qin Jiu-shao (o Ch'in Chiu-shao, ma per gli orientali si presenta sempre il problema della traslitterazione delle parole, 1202-1261) autore di “Shushu jiuzhang” (o “Shu-shu chiu-chang”) contenente una trattazione generale del teorema del resto. La filosofia elaborata all'epoca dei Song e divenuta fondamento filosofico, morale e naturale del sistema autoritario delle epoche dei Ming e dei Qing, contro cui si scontreranno i primi missionari gesuiti, rimarrà sostanzialmente incompresa in Europa, tranne forse che per il solo matematico Leibniz. Il progresso della matematica continuerà sotto gli Yuan, e cesserà il suo sviluppo solo all'epoca dei Ming (dal 1368 al 1644). Di autore Zhu Shijie (o Chu Shih-chien, quale ultimo grande matematico del periodo Sung), nel 1299 fu pubblicata l'opera relativamente elementare “Iniziazione alle matematiche” od “Introduzione agli studi matematici” (“Suanxue qimeng” o “Suanhsuen ch'i-meng”, in 20 capitoli e 259 problemi, che influì sulla matematica giapponese), e nel 1303 lo “Specchio di giada dei quattro principi” o “Prezioso specchio dei 4 elementi” con 288 problemi di algebra di alto livello ad esempio sistemi di equazioni lineari con riduzione della matrice dei coefficienti in forma diagonale. Numerosi testi arabi furono tradotti all'Accademia islamica al tempo di Qubilay, soprattutto libri di astronomia e di matematica. Notiamo come il Prezioso specchio (dove i 4 elementi cui vengono dati i nomi di cielo, terra, uomo, materia, rappresentano 4 incognite della medesima equazione), costituisca il punto più alto raggiunto dall'algebra cinese e tratta di sistemi di equazioni di grado fino al 14°. Vi è esposto un metodo di trasformazione ben noto in Cina col nome di fan-fa, ma in Europa generalmente porta il nome di metodo di Horner (o regola od algoritmo di Horner inventato da William George Horner il quale permette di valutare un polinomio di grado n con n addizioni e n moltiplicazioni invece che con n addizioni e n(n+1)/2 moltiplicazioni). Il libro “Ts'e-yuan hai-ching” (“Specchio marittimo della misura del cerchio”) di Li Chih (o Li Ye 1192-1279) comprende 170 problemi relativi a cerchi inscritti o circoscritti ad un triangolo rettangolo (equazioni fino al 6° grado) e metodi di risoluzione di equazioni polinomiali in una incognita. Il trattato “Shu-shu chiu-chang” (“Trattato matematico in nove sezioni”) di Ch'in Chiu-shao rappresenta invece il più alto punto raggiunto dall'analisi indeterminata in Cina, oltre a contenere risoluzioni di equazioni polinomiali fino al 10° grado. Yang Hui (attivo verso il 1261-1275), che fece pure uso del metodo di Horner, è autore dei più antichi quadrati magici fino al 10° ordine, dei risultati connessi a somme di serie, e del cosiddetto triangolo di Pascal in relazione con le estrazioni di radici e non invece in relazione con le potenze. Solo all'inizio del '600 i padri gesuiti riporteranno nuovamente l'attenzione dei cinesi sulla matematica: i Gesuiti erano apprezzati a corte per la scienza del calendario (nonostante adottassero ancora il sistema tolemaico) e per l'astronomia e la matematica. Nel 1702 (quasi 90 anni prima del 1792, anno delle definizione del chilometro in Europa), padre Antoine Thomas (1644-1709, inviato missionario in Cina diviene subito Vicepresidente del Tribunale di Matematica quale importante istituzione nell'impero cinese e poi per 20 anni stretto consigliere dell'imperatore Kangxi), su richiesta dell'imperatore cinese, fissa la lunghezza del “li” in funzione del calcolo del meridiano terrestre. 


Un'importante opera di sintesi matematica è compiuta con la riscoperta della matematica cinese dei precedenti secoli XI-XIV per opera di Dai Zhen (1724-1777) e Ruan Yuan (1764-1849) alla fine del '700 ed all'inizio dell'800. Poi verranno gli anni decadenti e difficili dell'alienazione economica, della decomposizione della società cinese, sella semicolonizzazione europea, dello sbandamento morale e dell'invasione della cultura occidentale (così diversa da quella cinese diffusa), la quale però porterà pure con sé il marxismo quale filosofia occidentale che facilmente si innestò felicemente sulla pianta e si stabilì nell'edificio del pensiero tradizionale della Cina. Del tempo presente ricordiamo solo alcuni nomi di matematici cinesi quali Chen Xingshen (nato nel 1911 e morto nel 2004) e Zhou Weiliang (nato nel 1911 e morto nel 1995) studioso di geometria analitica, ma elenchiamo anche i maggiori matematici e logici della Cina del passato e del presente ossia Chen Jingrun (1933-1996, tra i più importanti matematici cinesi del XX sec e della storia, specializzato in teoria dei numeri, lavorò su diverse congetture della teoria analitica dei numeri (ad esempio dei numeri primi gemelli, congettura di Goldbach, congettura di Legendre), e nel 1966 dimostrò quello che ora è chiamato teorema di Chen affermante che ogni numero pari sufficientemente grande è la somma o di due numeri primi oppure di un primo e di un semiprimo), Shiing-Shen Chern (1911-2004, già citato quale matematico cinese naturalizzato statunitense e conosciuto per i suoi contributi in geometria differenziale), Guo Shoujing (1231-1316 durante la dinastia Yuan, fu astronomo, matematico, ingegnere, bambino prodigio e costruttore di avanzati strumenti astronomici (detto Tycho Brahe della Cina), e l'astronomo persiano Jamad ad-Din vissuto alla corte di Kublai Khan lavorò spesso con lui), Chuan-Chih Hsiung (1916-2009, matematico naturalizzato USA, professore universitario di geometria differenziale, divulgatore scientifico, fondatore e capo-redattore di Journal of Differential Geometry), Ke Zhao o Chao Ko (1910-2002, laureatosi all'Università di Tsinghua nel 1933, frequentò un dottorato all'Università di Manchester, quindi ritornò in Cina, fu presidente della Chinese Society of Mathematics, i suoi studi riguardarono l'algebra, la teoria dei numeri, la teoria combinatoria, le forme quadratiche, si occupò del teorema di Mihailescu (o congettura di Catalan), e contribuì alla definizione del teorema di Erdos-Ko-Rado), Liu Hui (220 circa-280 circa regno Wei) scrisse un libro con soluzioni a problemi matematici e per primo nella risoluzione utilizzò l'algoritmo oggi noto come metodo di eliminazione di Gauss), Qin Jiushao (1201 circa-1261, matematico e politico cinese, come detto autore del Trattato Matematico in Nove Sezioni (contenente analisi di equazioni indeterminate, questioni militari, topografia, ecc, in cui troviamo una versione del teorema cinese del resto), scoprì la Formula di Qin Jiushao per calcolare l'area di un triangolo date le lunghezze dei suoi tre lati A,B,C, equivalente alla nota formula greca di Erone, tecniche per risolvere equazioni algebriche di ogni ordine, per trovare la somma di serie aritmetiche e per risolvere sistemi lineari, ma aggiungiamo che ha introdotto l'uso del numero 0 (come numero) nella matematica cinese), Qu Taisu (1549-1612, matematico mandarino e funzionario cinese al tempo della dinastia Ming che ben conobbe Matteo Ricci a Nanchino e Pechino aiutando i gesuiti in Cina (insieme tradussero in cinese gli Elementi di Euclide), inoltre si convertì nel 1605 al cristianesimo assumendo il nome di Ignazio (ovviamente in onore di Ignazio di Loyola)), Shen Kuo (1031-1095, geologo, astronomo, matematico, cartografo, zoologo, botanico, ingegnere idraulico, farmacologo, generale, ambasciatore e burocrate cinese della dinastia Song (960-1279), per primo descrisse la bussola ad ago magnetico, definì il "vero nord" (legato alla declinazione magnetica), con Wei Pu studiò il moto della Luna e sviluppò diversi strumenti astronomici, descrisse in Mengxi Bitan la stampa a caratteri mobili inventata dal tipografo-inventore Bi Sheng (990-1051, notevole invenzione questa per una maggior diffusione dei libri, testimoniata dall'unico documento Mengxi Bitan, prima utilizzando fragili caratteri incisi nella porcellana o ceramica di argilla viscosa induriti al fuoco, poi migliori caratteri mobili incisi nel legno di Wang Zhen, quindi la stampa a caratteri mobili fu sviluppata in Cina ed in Corea verso il 1490 (praticamente negli stessi anni del tipografo Gutenberg che stampò il primo libro ossia una Bibbia a 42 linee in caratteri gotici in 180 copie il 23feb1455) con la realizzazione di caratteri di bronzo da parte del tipografo Hua Sui)), Su Song (1020-1101, uomo universale cinese quale scienziato, matematico, astronomo, cartografo, orologiaio, medico, farmacista, mineralogista, zoologo, botanico, meccanico, ingegnere architettonico, poeta, antiquario, statista ed ambasciatore della dinastia Song, costruì una famosa torre con un orologio astronomico idromeccanico nella Kaifeng medievale (dotato di 133 leve per indicare-battere le ore, con originale primitivo meccanismo di scappamento inventato questo dal monaco buddhista Yi Xing e da Liang Lingzan nel 725 d.C. per far funzionare una sfera armillare azionata ad acqua, anche se la sfera armillare di Su era munita di una trazione meccanica ad orologeria) e trasmissione a catena meccanica, ma orologio smantellato dagli invasori Jurchen nel 1127 d.C. (i Gesuiti europei ed anche lo stesso Matteo Ricci e Nicolas Trigault scrissero di orologi cinesi con trazione meccanica a ruote, ossia orologi ben più progrediti rispetto ad orologi a clessidra ad acqua (le clessidre ad acqua e gli orologi ad acqua di Vitruvio erano ben noti tra gli antichi romani), orologi ad incenso (od orologio della fragranza inventato al tempo dei Song (960-1279) fatto da un incensiere contenente bastoncini d'incenso (od incenso in polvere) preparati e calibrati in velocità-tempi di combustione onde misurare minuti, ore, giorni, magari corredati pure di campanelli e gong di allarme) ed a meridiana solare), scrisse il suo più importante trattato “Xinyi Xiangfayao” ed un grande atlante celeste con parecchie mappe celesti e mappe terrestri), Wang Hao (1921-1995, matematico, logico e filosofo cinese naturalizzato USA, verso la fine anni '50 inventò un modello computazionale simile alla macchina di Turing TM ossia la macchina B di Wang (in cui si semplificava ulteriormente la sequenza di istruzioni utilizzate), inventò un modello computazionale per la tassellatura del piano (connesso con un algoritmo per decidere se un dato insieme finito di forme poligonali sia in grado di tassellare l'intero piano, e questo è affermativo se il procedimento con ogni insieme finito di tessere distinte che tassella il piano lo tassella anche in modo periodico), e per primo programmò in USA un calcolatore con programma per eseguire dimostrazioni matematiche), Wu Wenjun (1919-2017, matematico e accademico cinese noto per i suoi contributi in geometria differenziale, topologia e geometria computazionale, laureatosi presso l'Università Nazionale di Chiao Tung oggi Università Jiao Tong di Shanghai nel 1940, studiò nel 1947 all'Università di Strasburgo, lavorò a Parigi con René Thom e fu uno degli scopritori delle classi di Stiefel-Whitney, nel 1951 andò all'Università di Pechino, studiò i campi della topologia algebrica, studiò geometria algebrica, teoria dei giochi, definì le classi di Wu e la formula di Wu, si occupò di dimostrazione automatica di teoremi ideando il metodo di Wu), Xu Guangqi (1562-1633, matematico, agronomo, funzionario e traduttore cinese promuovendo le traduzioni di testi latini e della Geometria euclidea in cinese come pure della traduzione in latino di Confucio, collaboratore di Matteo Ricci e Ministro dei riti), Yau Shing-Tung (1949, matematico cinese naturalizzato statunitense considerato tra i maggiori matematici viventi, studiò matematica all'Università Cinese di Hong Kong poi si trasferì in USA dove nel 1971 conseguì il dottorato Ph.D. ad University of California Berkeley sotto la supervisione di Shiing-Shen Chern, poi seguì un corso di post-dottorato presso Institute for Advanced Study di Princeton, divenne professore alla Stanford University ed insegnò ad University of California San Diego, dal 1987 è professore emerito di matematica presso l'Università di Harvard, nel 1977 ha dimostrato la congettura di Calabi-Yau in geometria algebrica su una varietà differenziabile proposta nel 1964 da Eugenio Calabi importante in teoria delle stringhe), Yi Xing (683-727 d.C., astronomo, matematico, ingegnere e monaco buddhista cinese e considerato il maggior astronomo del periodo della dinastia Tang, costruì una sfera armillare di bronzo, riformò inoltre il calendario cinese e fu il primo astronomo a riconoscere il moto proprio stellare), Zhang Heng (78-139 d.C., scienziato, astronomo e poeta cinese al tempo della dinastia Han con una delle migliori mappe stellari di circa 2500 stelle analoga a quella di Ipparco del 129 a.C., spiegò correttamente il fenomeno delle eclissi lunari (affermando che si verificavano quando la Luna attraversava il cono d'ombra della Terra quale modesta sfera sospesa nello spazio), diede di π il valore di 730/232 (ossia 3,1465517...) ma usò anche il valore di radice quadrata di 10 (ossia 3,1622776...); il lavoro più famoso attribuito a Zhang Heng è il sismoscopio del 132 d.C. (in Europa verrà realizzato circa 1700 anni dopo) per rivelare terremoti lontani ma non per misurarne energia-potenza (era composto di una recipiente intorno al quale erano disposti verticalmente a testa in giù diversi draghi in bronzo con una sfera di bronzo in bocca ed alla base del recipiente in corrispondenza di ciascun drago erano disposti dei rospi con la bocca aperta in su onde al verificarsi di terremoti una delle sfere cadeva nella bocca del corrispondente rospo (non si sa che sensibilità potesse avere) indicando anche la direzione di provenienza della scossa, sembra pure verificato positivamente), Zhang Yitang (matematico cinese naturalizzato USA, che aveva svolto molti precedenti lavori, e poi professore presso l'Università del New Hampshire a Durham, si occupa di teoria dei numeri avendo dimostrato l'esistenza di infinite coppie di numeri primi distanti tra loro meno di 70 milioni (vincendo nel 2014 il Premio Cole in teoria dei numeri), e nel 2022 ha affermato di aver risolto un problema della celebre ipotesi di Riemann del 1859 (distribuzione degli zeri non banali della funzione Zeta di Riemann) con risultato in attesa di conferma), Zu Chongzhi (429-500 d.C., matematico, astronomo e ingegnere cinese vissuto durante la dinastia Song del Sud e la dinastia Qi del Sud, ottenne incarichi di astronomo grazie all'imperatore Xiaowu, insieme al figlio Zu Gengzhi scrisse un libro di matematica intitolato Zhui Shu (Metodo di interpolazione, andato perduto, contenente tecniche di calcolo astronomico con cui costruì ottimi calendari (come il calendario Daming del 412), e doveva contenere formule sul volume della sfera, equazioni cubiche ed un accurato valore di π), calcolò la differenza tra anno siderale ed anno tropico (data in 45 anni e 11 mesi a grado, mentre sarebbe di circa 70.7 anni/grado, calcolò il valore dell'anno di 365.24281481 giorni (il nostro è di 365.24219878 giorni ossia minore di solo 53 sec), calcolò l'anno gioviamo in 11.858 anni terrestri (oggi sono 11.862), diede il volume della sfera πD(elev 3)/6=4πR(elev 3)/3), calcolò approssimazioni di π ritenute molto accurate e le più precise per circa 900 anni (ossia il valore più preciso entro 3.1415926-3,1415927 facendo uso di un poligono di 12288 lati capace di garantire la correttezza dell'8° cifra decimale con calcoli impegnativi (soprattutto se eseguiti coi bastoncini), oppure 355⁄113 detta frazione o rapporto di Zu Chongzhi (originale dato che non si trovava in altre civiltà e si troverà in Europa solo nel 1585 grazie al matematico olandese Adriaan Anthonis), e la meno precisa 22⁄7 (ossia 3.1428571) come una di Archimede), inventò metodi di interpolazione e di integrazione, ed inventò il carretto che punta a Sud (veicolo con ruote e differenziale che azionava una statuetta che puntava verso Sud per indicare la direzione, dotato di un meccanismo inventato dall'ingegnere meccanico cinese Ma Jun nel 250 d.C., utilizzante l'effetto del campo magnetico come nelle bussole ma più sofisticato) poi dimenticato e reinventato da Zu Chongzhi nel 478 d.C.), ecc.; mentre in Cina, almeno dall'ultimo decennio del '900 e nei primi anni del III millennio d.C., all'interno di una popolazione attualmente di oltre 1 miliardo e 400 milioni di abitanti (un vero continente) e nel corso del processo di modernizzazione socio-economico-industriale, gli studi della matematica e di tutte le scienze matematiche pure ed applicate hanno ricevuto un nuovo vigoroso impulso che porterà la Cina nei prossimi decenni (e secoli?) ai vertici mondiali nello sviluppo di queste discipline, con avanzato livello di innovazione e stabilendo molti primati pure in campo tecnologico (come leggeremo per la produzione industriale (questo già si osserva bene nel rapporto USA-Cina nel corso degli anni pandemici 2020-21-22) ed in particolare nel mondo dei calcolatori elettronici, della telefonia mobile, dell'informatica, dell'automobile, delle imprese spaziali, ecc.; ad esempio già da questi due decenni del nuovo secolo pure la Cina ha la sua Silicon Valley (con capitale Shenzhen di 13 milioni di abitanti (nel 2018) appartenente alla provincia di Guangdong nella Cina continentale meridionale situata al centro della Zona Economica Speciale, e città sub-provinciale collocata immediatamente a nord della Regione Amministrativa Speciale di Hong Kong, quale smart-city e città della tecnologia), e per esempio prima ancora degli USA rende operativo un sistema di robotaxi per il trasporto pubblico di passeggeri con guida automatica senza necessità di guidatore gestito da AutoX (guida autonoma di Livello 5 che fa uso di intelligenza artificiale AI); il 28giu21 e poi con maggior ufficialità l'1lug21 a Pechino in Cina si è festeggia con grandi show e grandi coreografie (il primo intitolato Il Grande Viaggio, e spettacolari fuochi d'artificio) l'anniversario dei 100 anni dalla fondazione del partito comunista cinese PCC avvenuta 1lug1921 a Shanghai (in realtà il PCC nacque in uno dei momenti più difficili per la Cina, come detto, posta in ginocchio dall'imperialismo occidentale e giapponese e minacciata dalla disgregazione politica e dal potere di vari signori della guerra, ossia potremmo dire nacque il 4mag1919), tra esibizioni di attori e cantanti, tra squilli di trombe ed un saluto dei 3 astronauti cinesi attualmente sulla stazione spaziale (Tiangong 3 è la 1° stazione modulare cinese e la 4° stazione spaziale nella storia (dopo Skylab di USA, Mir di URSS e l'internazionale ISS, e dopo le precedenti stazioni Tiangong 1 e 2) per svolgere missioni scientifiche; la sua costruzione avverrà nell'arco di 11 missioni nel periodo 2021-23, orbiterà tra 340 Km e 450 Km di quota con un'inclinazione di 43° per consentire lanci anche dal centro spaziale di Jiuquan nel nord della Cina, sarà composta da 3 moduli, 2 laboratori e 1 core module per un volume abitabile complessivo di circa 110 metri cubi (ISS ha un volume abitabile complessivo di circa 425 m cubi), ma con la possibilità di aggiungerne altri 3 ed ospiterà 3 astronauti con turni di 6 mesi, ed il 1° modulo è stato lanciato il 29apr2021 alle 03:23 UTC dalla base di lancio spaziale di Wenchang sull'isola di Hainan e collocato in orbita a 340-450 Km di quota), premiando gli eroi ordinari ossia qualche decina di vecchi compagni e compagne quasi centenari, e ripercorrendo la storia del PCC che ha improntato la stessa storia della Cina contemporanea a partire dalla guerra di liberazione contro l'occupazione giapponese, alla proclamazione della Repubblica popolare cinese col Presidente Mao Zedong (l'1ott1949 Mao Zedong proclamò la nascita della Repubblica Popolare Cinese, ma la guerra civile non terminò fino all'anno successivo quando i nazionalisti sostenuti da USA furono costretti a ritirarsi nell'isola di Formosa dove istituirono una nuova Repubblica di Cina con capitale Taipei, mantenendo poi la Cina popolare buoni rapporti con tutti i partiti comunisti del mondo in particolare con l'URSS di Stalin entrati questi pero in crisi dopo la revisione del periodo stalinista ad opera di Krushev e dopo i fatti dell'Ungheria del 1956), fino a portare il grande Paese asiatico al livello di superpotenza (insieme ad USA e URSS) e fino ai recenti sviluppi dei primi due decenni del XXI sec ed era del Presidente Xi Jinping, con la vertiginosa crescita economica ed il problema dell'epidemia-pandemia Covid-19 (risolto definitivamente nel 2021), ma omettendo i fatti di epurazioni, di grande carestia, della rivoluzione culturale, delle manifestazioni e proteste accadute in questi lunghi decenni e del controllo su Internet (di cybersicurezza), ed ora la Cina di questi ultimi anni nel nuovo millennio guardando la sua storia e l'era Mao si scopre una Cina molto diversa ed una società piuttosto prospera ed avanzata sul piano economico, produttivo e tecnologico; su wikipedia leggiamo “Il Partito Comunista Cinese PCC (Zhongguo GongchandangP) è stato fondato l'1lug1921, ed è una delle istituzioni che più hanno determinato la storia e la politica della Cina nel XX secolo (la cui ideologia è comunismo, marxismo-leninismo, maoismo, socialismo di stampo cinese, nazionalismo di sinistra). Il PCC è il partito che nel 1949 fondò la Repubblica Popolare Cinese e che a partire da tale data è stato de facto il detentore esclusivo del potere politico all'interno del Paese. Al 2013 contava oltre 85 milioni di membri ed è il secondo partito più grande del mondo per numero di iscritti dopo il Bharatiya Janata Party). 


Un'altra civiltà dove si è sviluppata la matematica è l'India, nella quale esisteva una raffinata società durante il periodo dei costruttori di piramidi in Egitto, ma nessun documento di carattere matematico ci è giunto da quell'epoca, cui seguì dopo il collasso della Civiltà della valle dell'Indo nel 1500 a.C. la ripresa della scrittura intorno al 1000-600 a.C. Forse prima della fondazione di Roma, anche l'India, come accadde in Egitto, ebbe i suoi “tenditori di corde”, ed i migliori risultati geometrici (con o senza qualche forma di contatto con Egitto e Grecia) connessi con l'erezione di templi ed altari, vennero raccolti a formare un corpo di conoscenze noto come Sulvasutra (o Shulba Sutras o Sulbasutras, ossia “regola della corda” da sulba=corda e sutra=testo); esistono dei Sulvasutra i seguenti: Apastamba, Baudhayana, Manava, Katyayana, Maitrayaniya, Varaha, Vadhula, Hiranyakeshin (simile a Apastamba Shulba Sutras) contenenti geometria per l'erezione di altari di fuoco. La Yajur-Veda composta dal 900 a.C. affronta per prima il concetto di infinito numerico, e Yajnavalkya del 900-800 a.C. calcola un buon valore di π con 2 cifre decimali; in questo periodo rinveniamo lo studio dei numeri irrazionali, dei numeri primi, la regola del 3 e radici cubiche, la risoluzione delle equazioni lineari ed equazioni quadratiche, una regola approssimata per la quadratura del cerchio, la determinazione algebrica delle terne pitagoriche, un algoritmo infinito per il calcolo di radice di 2 di cui si danno le prime 5 cifre decimali. Si conosceva la regola secondo la quale il quadrato costruito sulla diagonale di un rettangolo è uguale alla somma dei quadrati costruiti sui due lati contigui, con una dimostrazione numerica del teorema di Pitagora. Pingala nel III sec a.C. inventò un sistema binario, studiò qualcosa come la futura sequenza di Fibonacci ed il futuro triangolo di Pascal e formulò una definizione di matrice. Al periodo Sulvasutra (concluso nel II sec d.C.), segue il periodo del Siddhanta (ossia della Dottrina stabilita, iniziato verso la fine del IV-inizio V sec) o dei sistemi astronomici, dovuto alla rinascita della cultura sanscrita. Il più noto è il Surya Siddhanta o sistema del Sole o teoria-dottrina del Sole, ossia un trattato astronomico del IV-V sec, con maggior livello di speculazione descrivente le regole per calcolare diverse grandezze astronomiche come il moto dei pianeti e della Luna (fornisce i diametri di Mercurio e del Sole con precisione circa 1 %, e la durata dell'anno con bassissimo errore di circa 1.4 sec) ed in cui si afferma per la prima volta che la Terra non è piatta ma ha forma sferica. Il valore di π è dato uguale a 3 e 177/1250 (ossia 3.1416), corrispondente essenzialmente al valore tolemaico sessagesimale di 3;8,30 pari a 3.141666... decimale. Dopo il III sec gli indiani iniziarono lo studio degli insiemi, dei logaritmi, delle equazioni di 3° grado, delle equazioni di 4° grado, delle serie e successioni, delle permutazioni e combinazioni, delle estrazione di radici quadrate, delle potenze finite ed infinite. Se gli indiani attinsero le loro conoscenze trigonometriche dalla Grecia o dall'ellenismo cosmopolita di Alessandria, comunque dalle loro riflessioni matematiche la trigonometria uscì trasformata. Infatti, mentre i greci e Tolomeo consideravano il rapporto funzionale tra le corde in un cerchio, gli archi, e gli angoli al centro che li sottendono, gli autori del Siddhanta trasformarono tale rapporto considerando la corrispondenza tra metà della corda di un cerchio e metà dell'angolo stesso (rapporto corda-angolo e non più rapporto corda-arco-angolo): nasceva così in India il concetto anticipatore della funzione seno di un angolo. Senza il livello di sistematicità, di astrazione e di struttura logica-deduttiva degli Elementi di Euclide, nel 499 il matematico Aryabhata scrisse la sua opera “Aryabatiya” in versi di 123 stanze metriche, contenente molte tavole di calcolo e misura (però per la metà errate). Il sistema di notazione numerico indiano antico procedeva come il sistema greco, ma nel III sec a.C. era già in uso un sistema simile a quello erodianico, sostituito a sua volta da un altro sistema in caratteri Brahmi analogo al sistema ionico greco. Per passare dai caratteri Brahmi all'attuale notazione, era solo necessario, avendo già adottato il principio posizionale, riconoscere la necessità dei primi 9 simboli. Il più antico riferimento alla specifica notazione indiana risale all'anno 662. La prima comparsa certa dello zero (0, numero diverso dalla semplice posizione vuota), portando così i simboli numerici a 10, appare nell'anno 876, cioè circa 3 secoli dopo la prima comparsa delle 9 cifre. Il nuovo sistema di numerazione, generalmente denominato sistema indiano, era dunque qui già formato componendo e fondendo una notazione posizionale, una base decimale e l'uso di un semplice segno per ognuna delle 10 cifre decimali, anche se nessuno di questi concetti e principi, nati indipendentemente, era di specifica origine indiana. Il contributo fondamentale alla matematica dato dagli indiani, è costituito proprio dal sistema di notazione posizionale decimale ancora oggi in uso e l'introduzione del concetto della funzione trigonometrica seno (che assumerà grande importanza nella misurazione) in sostituzione delle tavole delle corde. Le più antiche tavole dei seni sono contenute nel Siddhantas (seppure qualche lettore potrebbe erroneamente pensare che lo siano nel Kamasutra!). Gli indiani non studiavano curve diverse dal cerchio (o dai cerchi allungati o deformati), però notoriamente erano affascinati dai numeri e dalle equazioni determinate ed indeterminate anche di alto grado. Le moltiplicazioni erano effettuate con tecniche a reticolo, a gelosia od a graticola con tabella suddivisa in quadrati (noi diremmo moltiplicazione a colonne, seppure quella a gelosia richiede più spazio e rimanda alla fine tutte le somme parziali, tecnica trasmessa poi all'Europa medioevale tramite gli arabi e Venezia, da cui il nome), o con caselle o quadrilateri. La matematica indiana, a differenza di quella greca, non possiede caratteristiche di uniformità. L'opera di Brahmagupta (598-668 d.C.) contiene molte formule, tra cui quella dell'area del quadrilatero qualsiasi (inscritto in un cerchio ovvero coi vertici sulla circonferenza), generalizzazione della formula dell'area del triangolo qualsiasi di Erone; formule queste di Brahmagupta in parte però errate. Qui troviamo le soluzioni delle equazioni di 2° grado comprendenti 2 radici anche quando una radice sia negativa (in Europa tale consapevolezza e tale metodo dovranno attendere il rinascimento), oltre ad un'aritmetica “sistematica” contemplante numeri positivi, negativi e lo 0 (i greci possedevano il concetto più filosofico che matematico di nulla ma non lo interpretarono mai come un numero). Anche le radici irrazionali dei numeri dagli indiani erano considerate dei numeri, diremmo più per ingenuità di ragionamento logico che per profonda comprensione matematica, essi non considerando infatti seriamente la differenza tra le grandezze reciprocamente incommensurabili. Una soddisfacente teoria di numeri irrazionali e reali, come si sa e come vedremo, sarà elaborata solo nella seconda metà del XIX sec in Europa. Vi troviamo anche la formula per le terne pitagoriche, una delle tante varianti babilonesi.  Brahmagupta fu il primo matematico a dare la soluzione generale dell'equazione diofantea lineare ax+by=c, dove a, b, c sono numeri interi. La datazione degli scritti indiani è molto più difficile di quella babilonese o cinese, e pure le date storiche come molti sapranno sono meno attendibili. Il matematico Bhaskara (Bhaskara I, 600-680) diede la soluzione generale dell'equazione di Pell (quale equazione diofantea quadratica in 2 variabili tipo x(elev 2)-dy=1) e prese in considerazione il problema della divisione per il numero 0, su cui aveva sorvolato Brahmagupta. Nel “Vija-Ganita” di Bhaskara troviamo per la prima volta l'asserzione: se il dividendo è 3 ed il divisore è 0, allora il quoziente 3/0 è una frazione definita come una quantità infinita... (in realtà anche Brahmagupta aveva più o meno affermato che 1/0=infinito e 0/0=0, e possiamo dire che l'introduzione in aritmetica dello 0 come numero è a lui dovuta). Il “Lilavati” di Bhaskara II tratta di equazioni lineari anche con più di 5 incognite, equazioni di 2° grado, soluzioni geometriche, sistemi di equazioni, progressioni aritmetiche e progressioni geometriche, numeri irrazionali, terne pitagoriche; vi sono riportate l'area del cerchio ed il volume della sfera, mentre l'irrazionale π è dato uguale a 3927/1250 (ossia 3.1416), oppure è dato dal valore approssimato 22/7 (ossia 3.1428...).  Dopo la morte di Bhaskara II, non emerse per secoli alcun matematico indiano degno di nota. I matematici indiani non nutrivano la cura delle approssimazioni, ebbero sempre una concezione algebrica tipicamente babilonese, elaborarono un pensiero non sistematico e logicamente disorganizzato rispetto al più razionale pensiero matematico greco, non adottarono mai la numerazione sessagesimale, ed inoltre svilupparono solamente quegli aspetti della matematica loro più congeniali. La matematica indiana affonda le sue radici nella teoria dei numeri e nell'analisi indeterminata e molto meno sul concetto di infinitesimale, così che la geometria analitica come pure l'analisi infinitesimale trovano la loro fonte non certo in essa ma nella matematica greca partendo dagli Elementi ed andando ben oltre, mentre l'algebra europea, come scriveremo, ha radici arabe non bastando il lavoro degli algebristi greci e di Diofanto. 


Vogliamo aggiungere un elenco dei matematici indiani del passato fino al presente ossia Aryabhata (476-550, matematico, astronomo e astrologo indiano, primo dei grandi matematici indiani la cui opera Aryabhatiya svolge in India il medesimo ruolo degli Elementi di Euclide in occidente; calcolò la circonferenza della Terra dando circa 4967 yojanas ovvero circa 39968 Km (inferiore di circa 2.7 per mille del valore corretto), scrisse diversi trattati di matematica e di astronomia alcuni dei quali andati persi sebbene le sue opere più importanti siano l’Aryabhatiya e l’Arya-siddhanta quest'ultima andata persa), Baudhayana (800 a.C.-?, matematico e filosofo indiano, ha contribuito con diversi sutra e varie dimostrazioni geometriche, calcolò la radice quadrata di 2 con valore fino alla 5°cifra decimale), Baskara I (600-680 d.C., astronomo e matematico indiano del VII sec, fu il primo a scrivere i numeri proprio nel sistema decimale indiano detto in occidente indo-arabo (utilizzava il cerchio per lo zero), diede un'approssimazione razionale della funzione sen(x) in un suo commento del 629 ad Aryabhatiyabhaṣyaad di Aryabhata (primo testo in prosa in sanscrito su matematica ed astronomia), scrisse le due opere di astronomia Mahabhaskariya e Laghubhaskariya ed è considerato il più importante astronomo della scuola astronomica di Aryabhata ed insieme a Brahmagupta il più importante matematico indiano dell'antichità), Bhaskara II ("Bhaskara il maestro" e Bhaskara II (1114-1185) per evitare confusione con Bhaskara I, astronomo e matematico indiano, vertice il nostro della conoscenza matematica ed astronomica del suo tempo ossia XII sec circa; comprese il calcolo infinitesimale (“so and so”), i sistemi numerici, risolse molti tipi di equazioni (in anticipo di secoli rispetto ai matematici europei); compose il Lilavati (testo di aritmetica in 13 libri scritto per la figlia trattante aritmetica, algebra, geometria e qualcosa di trigonometria e misurazione), il Bijaganita (testo di algebra) ed il Siddhanta Shiromani (scritto nel 1150 composto da due parti ossia Goladhyaya (la sfera) e Grahaganita (la matematica dei pianeti)); dimostrò il teorema di Pitagora TP (calcolando la medesima area in due modi diversi e poi cancellando i termini uguali onde giungere a a(elev 2)+b(elev 2)=c(elev 2); “dimostrò” che una quantità divisa per zero è infinita a/0=infinito e infinito/a=infinito; diede le soluzione delle equazioni indeterminate quadratiche, cubiche, quartiche; diede le soluzioni delle equazioni quadratiche indeterminate, le soluzioni intere delle equazioni indeterminate lineari e quadratiche (Kuttaka) come negli occidentali del XVII sec; trovò il metodo chakravala (di tipo ciclico) per risolvere le equazioni indeterminate della forma ax(elev 2)+bx+c=y (tradizionalmente attribuita a William Brouncker nel 1657 con metodo però più difficile); inventò un metodo per trovare le soluzioni dell'equazione di Pell x(elev 2)-ny(elev 2)=1; trovò le soluzioni delle equazioni diofantee del 2° ordine (tipo 61x(elev 2)+1=y(elev 2) che sarebbe pure un problema del 1657 di Pierre de Fermat sebbene soluzione conosciuta in Europa solo dal tempo di Eulero nel XVIII sec; risolse le equazioni quadratiche a più incognite e trovò le soluzioni negative ed irrazionali; introdusse un concetto primitivo di analisi matematica e di calcolo infinitesimale e qualcosa di calcolo integrale ma calcolo infinitesimale non completo; “concepì” il calcolo differenziale (dopo aver definito la derivata ed il coefficiente differenziale); enunciò il teorema di Rolle o del valor medio (un teorema di analisi); calcolò le derivate delle funzioni trigonometriche e le loro formule; poi nel Siddhanta Shiromani sviluppò la trigonometria sferica; nel testo di aritmetica Lilavati troviamo i termini aritmetici, il computo dell'interesse, le progressioni aritmetiche e geometriche, la geometria piana, la geometria solida, l'ombra proiettata dallo gnomone, i metodi per risolvere le equazioni indeterminate, e le combinazioni, e vi troviamo le proprietà dello zero-0 (e regole di operazioni con lo 0), un'elaborata definizione numerica estesa (comprendente numeri negativi ed irrazionali), la stima approssimata di π, i metodi di moltiplicazione, l'elevamento al quadrato, la regola inversa della 4° proporzionale e le regole del 3, 5, 7, 9 e dell'11, problemi che implicano l'interesse ed il calcolo dell'interesse, le progressioni aritmetiche e geometriche, la geometria piana, la geometria solida, permutazioni e combinazioni, le equazioni indeterminate (Kuttaka), e l'ombra dello gnomone, ma vi erano contenuti problemi di matematica ricreativa e pure di applicazione; il suo libro Bijaganita (ossia Algebra) in 12 capitoli tratta i numeri positivi e negativi, lo zero, la determinazione di quantità incognite, i numeri irrazionali e loro valutazione, il metodo Kuttaka (per risolvere equazioni indeterminate ed equazioni diofantee), le equazioni indeterminate di 2°-3°-4° grado, le equazioni semplici con più incognite, le equazioni di 2° grado indeterminate (del tipo ax(elev 2)+b=y(elev 2)), le soluzioni di equazioni indeterminate di 2°-3°-4° grado, le equazioni quadratiche a più incognite, le operazioni con i prodotti di diverse incognite; inoltre risolse l'"equazione di Pell" usando il metodo chakravala, l'equazione indeterminata quadratica usando il metodo chakravala, risolse le equazioni cubiche, le equazioni quartiche, le equazioni cubiche indeterminate, le equazioni quartiche indeterminate, le equazioni polinomiali indeterminate di ordine n superiore; nel libro di astronomia Siddhanta Shiromani, suddiviso nella parte matematica e nella parte applicativa, Bhaskara mostrò di conoscere la trigonometria e le relazioni fra le diverse funzioni trigonometriche includendo la tavola dei seni, e scoprì pure la trigonometria sferica non solo come strumento per il calcolo, inoltre vi troviamo i concetti primitivi-preliminari di calcolo infinitesimale, di analisi matematica, di infinitesimale, di calcolo differenziale (sapeva che agli estremi della funzione si annulla il coefficiente differenziale, come ad esempio nel moto planetario si annulla il differenziale della funzione del centro (distanza-raggio) dalla Terra nel punto più lontano e nel punto più vicino alla Terra), di calcolo integrale (dobbiamo dire che Bhaskara era a conoscenza del principio del calcolo differenziale in una teoria che non sembra di livello inferiore a quella di Newton di 530 anni dopo seppure qui senza grandi applicazioni differentemente dal matematico-fisico inglese, ma il teorema fondamentale del calcolo infinitesimale non sembra compreso), nel calcolare il moto istantaneo di un pianeta l'intervallo di tempo minimo considerato era di 1 truti (ossia di 1/33750 sec=29.6 microsecondi; sempre nel Siddhanta Shiromani troviamo la teoria del sistema solare eliocentrico di gravitazione precedentemente proposto da Aryabhata nel 499, in cui i pianeti orbitano su una traiettoria ellittica intorno al Sole seguendo la legge di gravità descritta da Brahmagupta nel VII sec (conosciuta invece in Europa dopo gli studi di Copernico e Newton), troviamo molti precisi calcoli di risultati astronomici entro il sistema eliocentrico di gravitazione, ad esempio l'anno siderale è calcolato pari a 365.2588 giorni (minore di circa 60 sec rispetto al valore attuale), ossia troviamo nella prima parte argomenti relativi a longitudini medie dei pianeti, longitudini reali dei pianeti, ai 3 problemi della rotazione diurna, troviamo le sizigie (dal greco syzygia derivato di syzygos o dal latino tardo syzygia, che sta a significare pleniluni e noviluni o più in generale congiunzioni ed opposizioni di corpi celesti collocati in linea retta), le eclissi lunari, le eclissi solari, le latitudini dei pianeti, le albe ed i tramonti, il quarto di luna, le congiunzioni dei pianeti gli uni con gli altri, le congiunzioni dei pianeti con le stelle fisse, le macchie del Sole e della Luna, poi nella seconda parte troviamo l'elogio dello studio della sfera, la natura della sfera, la cosmografia e la geografia, il moto planetario medio, il modello epiciclico eccentrico dei pianeti, la sfera armillare, la trigonometria sferica, la determinazione dell'ellisse, i primi avvistamenti dei pianeti, il calcolo del quarto lunare, gli strumenti astronomici, le stagioni, i problemi dei calcoli astronomici (e tutto ciò fatto prima del 1185), inoltrò mostrò che quando un pianeta (supponendolo in moto uniforme) si trova nel punto più lontano Pa o nel punto più vicino Pp alla Terra allora l'equazione del centro si annulla (onde dedusse che in una posizione intermedia tra Pa e Pp il differenziale dell'equazione del centro è =0; il matematico Madhava (1340-1425) ed i matematici della Scuola del Kerala (incluso Parameshvara) del XIV-XVI sec usarono il lavoro di Bhaskara per far avanzare sia la teoria del calcolo infinitesimale che la scienza astronomica indiana, ma Bhaskara probabilmente ha esercitato influenza anche sui matematici in Europa), Raj Chandra Bose (1901-1987, matematico e statistico indiano che studiò all'Università di Calcutta e poi andò nel 1947 in USA come professore di statistica ad University of North Carolina a Chapel Hill, noto in particolare per la teoria dei codici correttori di errori, si occupò di statistica, geometria differenziale di funzioni convesse, teoria dei campi finiti, campi di Galois, teoria dei codici (con Ray-Chaudhuri), e dimostrò (con Shrikhande) che la congettura di Eulero sulla non esistenza di alcun quadrato greco-latino di ordine (4k+2) era falsa), Brahmagupta (598-668 d.C., matematico ed astronomo, di cui abbiamo scritto), Subrahmanyan Chandrasekhar (1910-1995, noto come Chandra, matematico, fisico, astrofisico indiano (ma nacque a Lahore in Pakistan allora India Britannica, nipote del fisico Chandrasekhara Venkata Raman vincitore del premio Nobel per la fisica nel 1930), naturalizzato USA, premio Nobel per la fisica nel 1983 per i suoi studi riguardanti importanti processi fisici sulla struttura e sulla evoluzione delle stelle; lesse di tutto in particolare opere anglosassoni (si disse che sapesse leggere compiutamente 100 pagine/ora e dunque 2400 pagine/giorno se però a tempo pieno!), lavorò alla facoltà di fisica dell'Università di Chicago nel periodo 1937-1995, e di lui conosciamo il limite (superiore) di Chandrasekhar per le nane bianche (pari a circa 1.44 volte la massa solare, per cui al momento del collasso gravitazionale sotto questo valore di massa si genererà una nana bianca e sopra questo valore una stella di neutroni od un buco nero) ma tale risultato inizialmente fu attaccato dal famoso astrofisico A. Eddington soprattutto per ragioni personali), Harish-Chandra (1923-1983, matematico indiano andato in USA a Princeton, conosciuto per il suo contributo in teoria delle rappresentazioni soprattutto riguardo l'analisi armonica su algebre di Lie semisemplici), Narendra Karmarkar (1957, -, matematico indiano, ricercatore ISI, famoso per l'invenzione di numerosi algoritmi, che studiò ad IIT Bombay ed al California Institute of Technology ed University of California Berkeley, lavorando poi presso i Bell Labs in New Jersey dove nel 1984 pubblicò l'algoritmo che prende il suo nome e presso Tata Institute of Fundamental Research a Mumbai, ed ora si occupa di architetture per il supercomputing), Chandrashekhar Khare (1967, matematico indiano conosciuto per i contributi sulle rappresentazioni di Galois e per la teoria dei numeri in cui ha dimostrato (Jean-Pierre Wintenberger) la congettura di Serre), Madhava di Sangamagrama (1350-1425, matematico ed astronomo indiano, tra i maggiori matematici ed astronomi del medioevo ed il primo che fece uso degli sviluppi in serie; fu il fondatore della Scuola matematica del Kerala ed è considerato da vari studiosi il fondatore dell'analisi infinitesimale ossia analisi matematica perché fece il passo decisivo dalle procedure finite dei matematici antichi ai metodi infiniti tramite il concetto di passaggio al limite (ossia un equivalente orientale-indiano in matematica di D'Alembert-Newton-Leibniz), egli diede importanti contributi alle teorie sul calcolo infinitesimale, studiò la trigonometria, la geometria e l'algebra, ma la maggior parte dei suoi lavori dati i supporti deperibili andò persa nel corso del tempo ma prima vennero utilizzati da successori in particolare da Nilakantha Somayaji e Jyesthadeva della scuola di Kerala, e Nilkantha attribuì la serie del seno a Madhava (Metodo per calcolare la grandezza dei seni) ma forse ne scoprì altre, però il lavoro principale di Madhava riguarda la serie di Taylor per il seno e coseno, le serie infinite come sviluppi di funzioni, le serie di potenze (in particolare la serie di potenze che fornisce π, la stessa poi riscoperta da Leibniz), la serie di MacLaurin, le serie trigonometriche, le soluzioni di equazioni trascendenti con iterazione, approssimazione di numeri trascendenti attraverso frazioni continue, ecc.), Nilakantha Somayaji (1444-1544, matematico, astronomo e bramino indiano appartenente alla Scuola matematica e astronomica del Kerala, discepolo di Damodra, figlio di Parameshvara, la cui opera più importante Tantra Samgraha andò oltre il lavoro di Madhava, poi scrisse i commentari Tantrasangraha-vyakhya e Yukthideepika (1501), scrisse anche il lavoro Aryabhatiya-bhashya, ma nessuna delle sue opere è sopravvissuta seppure conosciute tramite matematici indiani posteriori, comunque i sui contributi alla matematica attengono all'invenzione del metodo induttivo di dimostrazione, deduzione e dimostrazione dello sviluppo in serie della funzione trigonometrica arcotangente, dimostrazione e miglioramenti di altri sviluppi in serie di Madhava, uno sviluppo in serie convergente a π/4 più rapidamente della formula di Leibniz, relazione tra le serie di potenze di π/4 ed arcotangente, spiegazione dell'irrazionalità di π, poi ancora la corretta formulazione dell'equazione del centro dei pianeti ed un corretto modello eliocentrico del sistema solare), Narayana Pandit (1340 circa-1400 circa, matematico indiano tra i più importanti matematici della Scuola del Kerala, scrisse il famoso trattato di aritmetica Ganita Kaumudi nel 1356, un trattato di algebra detto Bijganita Vatamsa, un minuzioso commentario sul Lilavati di Bhaskara II dal titolo Karmapradipika (o Karma-Paddhati) e fu molto influenzato da Bhaskara; in Ganita Kaumudi Narayana considera le operazioni matematiche sui numeri con metodi di moltiplicazione, dà 7 metodi di estrazioni di radici quadrate, determina triangoli i cui lati hanno valori interi (in particolare dà una regola per determinare triangoli interi i cui lati differiscano di una unità e che contengano una coppia di triangoli rettangoli con lati interi e con un'altezza intera comune), dà una regola geometrica per l'arco di circonferenza (derivata da Mahavira per una “circonferenza allungata” simile all'ellisse), con un'equazione indeterminata di 2° grado calcolò una radice quadrata approssimata (ossia volendo radice quadrata di N, dall'equazione di Pell, Nx(elev 2)+1=y(elev 2), quando x,y sono radici con x minore y, allora radice di N è approssimativamente data da y/x: fornisce l'esempio per N=10 di cui vuole la radice (che sarebbe 3.16227766...), quando N=10 quell'equazione indeterminata è soddisfatta per x=6 e y=19 (infatti 10x36+1=361 che è il quadrato di y), da cui la radice quadrata di N=y/x=19/6=3.16666666 con un errore di +0.1388 %, poi per soluzione x=228 e y=721 si ottiene la radice di N=y/x=721/228=3.16228070 con minor errore 0.96 ppM, quindi per coppie di soluzione x=8658 e y=27379 si ha radice di N=27379/8658=3.16227766 corretto fino all'8° cifra decimale con errore 0.67 ppG); il 13° capitolo di Ganita Kaumudi intitolato Rete di Numeri è dedicato alle serie numeriche ad esempio progressioni aritmetiche, il 14° capitolo tratta il quadrato magico e figure simili (regole per la formazione del doppio pari, di quadrati magici perfetti di ordine pari e dispari unitamente a triangoli, rettangoli e cerchi magici, formule e regole per collegare i quadrati magici e le serie aritmetiche, metodi per determinare la "differenza orizzontale" ed il primo termine di un quadrato magico di cui siano date il valore costante ed il numero di termini, regole per determinare la "differenza verticale" nel caso in cui sia determinabile); ma egli si occupa anche di quadrilateri ciclici, della soluzione di equazioni indeterminate di ordine superiore al 2°, di operazioni matematiche con lo 0, di numerose regole geometriche, ecc., e dà qualche contributo al calcolo differenziale partendo da Bhaskara), Srinivasa Ramanujan (1887-1920, noto matematico indiano nonché bambino prodigio in parte autodidatta che dall'età di 14 anni mostrò già capacità matematiche fuori dal comune sviluppando teoremi complicati oltre che per gli studenti anche per i professori (ad esempio G. H. Hardy di Cambridge (Godfrey Harold Hardy, Cranleigh 1877 – Cambridge 1947) eminente matematico inglese esperto in alcuni dei campi trattati da Ramanujan disse che molti teoremi "mi lasciarono stupito; non avevo mai visto niente che gli si avvicinasse... quelle formule sembravano scritte da un matematico di altissima classe", ad esempio lo sviluppo della frazione continua di un irrazionale quadratico data da ((radice quadrata di sezione aurea + 2)-sezione aurea, il cui valore è 0.284079...), lavorò sulla teoria analitica dei numeri ma è noto per molte formule (complesse o strane) di sommatorie che coinvolgono costanti come π, numeri primi e la funzione di partizione (riguardo sommatorie dal risultato certamente strano, ad esempio quale risultato i lettori credono debba dare la somma infinita 1+2+3+4+...+n+..., ovvero la somma di tutti i naturali?, ovviamente +infinito numerabile tutti voi penserete (dato che fissato un numero naturale n comunque grande esso viene sempre superato da un infinito numero di addendi maggiori), ma Ramanujan ha dimostrato che R=1+2+3+4+...=-1/12=-0.0833333... detta somma di Ramanujan (non solo un risultato di valore finito ma pure un numero negativo), infatti partendo dal lemma di Grandi (ricordiamo Luigi Guido Grandi quale pseudonimo di Francesco Lodovico Grandi, Cremona 1671, Pisa 1742, matematico e filosofo italiano) S=1-1+1-1+...=1/2 (ciò perché se S=1-1+1-1+..., allora 1-S=1-(1-1+1-1+...)=1-1+1-1+...=S, onde 1-S=S, 2S=1 da cui S=1/2), e poi dal lemma o teorema P=1-2+3-4+5-6+...=1/4 (ciò perché S-P=(1-1+1-1+...)-(1-2+3-4+...)=1-1+1-1+...-1+2-3+4...=(1-1)+(-1+2)+(-1+3)+...=0+1-2+3-4+...=P, onde S-P=P, 2P=S, da cui P=S/2=(1/2)/2=1/4), per cui per la somma di Ramanujan R=1+2+3+4+..., ponendo P-R=(1-2+3-4+...)-(1+2+3+4+...)=1-2+3-4+...-1-2-3-4-...=(1-1)+(-2-2)+(3-3)+(-4-4)+...=0-4+0-8+0-12+0-...=-4R, per cui P-R=-4R, cioè P=-3R, da cui R=-P/3=-(1/4)/3=-1/12, ma come detto bisognerebbe andar “molto cauti” operando così disinvoltamente con le serie di infiniti numeri, anche operando “correttamente” termine a termine (senza però farsi abbagliare), e come qui il risultato ottenuto sembrerebbe aritmeticamente ineccepibile... ma i lettori non hanno forse l'impressione che ottenere un numero intero finito relativo (e pure negativo) sommando tutti gli infiniti numeri naturali farebbe piuttosto sospettare qualche tipo di errore logico nel metodo stesso di sommazione termine a termine (ad esempio non si dovrebbero sommare termini di ugual posizione i in serie di infiniti termini (già c'è da dubitare anche di questo ossia calcolare come se si fosse nel finito e poi estendere di posizione infinitamente tali calcoli coi disastri logici che ne potrebbero venire) invece di “giocare” sommando termini avanti ed indietro?... perché abbiamo pur sempre a che fare con l'infinito! anche se infinito numerabile (i calcoli sembrano corretti ma essendo il metodo probabilmente scorretto il risultato non ha alcun senso; ottenere -(1/12), un numero relativo razionale, quale somma di tutti i numeri naturali non gli sarà venuto in mente che ha sbagliato metodo di somma?); per noi sommare i termini di una serie di numeri interi naturali (che sono numeri naturali e non numeri interi relativi, qui non definiti) ed ottenere un intero relativo (anzi un numero razionale relativo) significa solo che il metodo usato è sbagliato ed il risultato non ha senso, ed inoltre se fosse possibile sommare-sottrarre-moltiplicare-dividere in serie numeriche (infinite) termine a termine (a pari posizione i o di posizione precedente-seguente i-k e i+k) allora si provi anche a derivare od integrare discretamente gruppi di termini, o ad eseguire qualsiasi altra operazione possibile, e poi magari sommare i risultati per vedere i “disastri” che ne vengono fuori, perché i calcoli matematici eseguiti sulle serie numeriche infinite coinvolgono ogni volta sempre tutta la serie (e magari non si potrebbe via via operare sui singoli termini), e già ci sarebbe da dire sull'idea di associare correttamente termine a termine in serie di infinito numero di termini (mi si dice che in quelle circa 700 pagine dei quaderni di Ramanujan in argomenti e calcoli di questo genere ci “rifaremmo gli occhi”, ma ciò è proprio tipico di molti matematici indiani, e del presente matematico nello specifico), anche se pure Eulero era bravo con tali “giochetti” che sembra gli sono sempre andati bene) (Ramanujan è sinonimo di grande matematico indiano moderno che privilegia la teoria dei numeri, e Paul Erdos dichiarò in una intervista che il più grande contributo alla matematica dato dal professore Hardy è stato la scoperta di Ramanujan andato in Inghilterra, e paragonò Ramanujan ai giganti della matematica come Eulero e Jacobi in termini di genio, quindi il matematico indiano in seguito fu nominato membro del Trinity College e ricevette la nomina a membro della Royal Society, sempre di cagionevole salute ritornò in India nel 1919 e morì due anni dopo all'età di 33 anni per tubercolosi ed ipovitaminosi ma probabilmente per amebiasi epatica quale infezione parassitaria contratta anni prima a Madras in India e mai curata; fu tutta la vita un religioso bramino abbastanza ortodosso e credeva nella Dea della sua famiglia Namagiri la quale sembra durante i suoi riti gli appariva mostrando sulla lingua le soluzioni dei complessi problemi matematici, appunto così pensava dato che era arrivato nella sua vita alle vette del pensiero matematico “Un'equazione per me non ha senso, se non rappresenta un pensiero della Dea”); sviluppò un numero enorme di formule originali in buona parte da lui non dimostrate (forse per risparmiare carta al tempo costosa mentre lui era molto povero eseguendo così le elaborazioni su una lavagna cancellabile per poi riportare solo i risultati finali sui quaderni (3 quaderni da ragazzo in India per un totale di circa 740 pagine) quasi fossero rubriche personali) ma dimostrate in seguito (ad esempio per illustrare la sua sottigliezza diede lo sviluppo di 1/π=(2(radice quadrata 2)/9801) per sommatoria su n da 0 a infinito di (((4n)!(1103)+26390n)/((n!)(elev 4)(396)(elev 4n))) che dovrebbe tendere a 0.06981317007977318307694763073954..., oppure lo sviluppo di e(elev π(radice quadrata di 58))=396(elev 4)-104.00000017...), no comment... aveva una padronanza incredibile delle frazioni continue, di teoremi ed equazioni modulari, ha trovato completamente da solo l'equazione funzionale della funzione zeta, conosceva molti problemi di teoria analitica dei numeri, ecc..., eppure sembra che non avesse idea cosa fosse il teorema di Cauchy od una funzione doppiamente (m,n) periodica, e sapeva poco di funzioni di variabile complessa w=f(x,y) per fortuna così la Dea non gli avrà dato qualche soluzione su problemi di teoria dei controlli automatici); presentando una parte del suo lavoro (da solo o con Hardy) elenchiamo: proprietà dei numeri altamente composti, un'espressione asintotica per la funzione di partizione, funzione theta di Ramanujan; ha ottenuto risultati circa funzioni gamma, forme modulari, serie divergenti, serie ipergeometriche, teoria dei numeri primi; ha sviluppato la congettura di Ramanujan riguardo un'asserzione sulla dimensione dei coefficienti della funzione tau (poi dimostrata come conseguenza della dimostrazione della congettura di Weil); i risultati (saran qualcosa come 4 mila) contenuti nei suoi quaderni hanno dato lavoro a Hardy, G. N. Watson, B. M. Wilson, Bruce Berndt; “Ramanujan fu un matematico così grande che il suo nome trascende le gelosie, il più superlativamente grande matematico che l'India abbia prodotto nell'ultimo migliaio di anni. I suoi balzi di intuizione confondono i matematici ancor oggi, sette decenni dopo la sua morte. I suoi scritti sono ancora scandagliati per i loro segreti. I suoi teoremi sono applicati oggi in aree difficilmente immaginabili quando era in vita” (da Kanigel, The Man who knew Infinity); esiste anche un algoritmo detto Programma o Macchina di Ramanujan (elaborato da matematici di Israel Institute of Technology Technion) capace di generare dal nulla congetture e proposizioni matematiche nuove ancora non dimostrate (più o meno alla stessa velocità del prodigioso matematico indiano), forse un modo nuovo per fare matematica, e dal 1997 esiste anche la rivista scientifica matematica Ramanujan Journal in cui vengono pubblicati lavori in attinenza con quelli di Ramanujan, dunque una rivista di cui magari sarebbe sconsigliata la lettura; naturalmente sono stati scritti libri e prodotti film sulla vita di questo matematico straordinario e coloro che fossero interessati potrebbero ad esempio vedere i film: Ramanujan (con regia di Gnana Rajasekaran, del 2014) o L'uomo che vide l'infinito (The Man Who Knew Infinity, con regia di Matt Brown, del 2015), ma come noterà il lettore, sia i geni della logica che i geni di teoria dei numeri hanno almeno una peculiarità che li accomuna in una classe unica quella per la quale “se hanno qualcosa di normale ditemi cosa è”, circostanza che accade assai raramente per i geni dell'analisi, forse perché nonostante l'infinito stia soprattutto nelle teorie degli analisti poi tutti usano-usiamo le equazioni differenziali, le funzioni e le formule finali di calcolo e di sintesi e progetto (mentre l'Infinito sta sepolto lontanissimo e “lontanissimo” sotto le fondamenta della teoria), invece i logici forzano la mente ai ragionamenti più fondamentali e più profondi ed i teorici dei numeri cavalcano direttamente l'infinito portando entrambi i tipi fuori dal mondo reale quotidiano e dalla vita delle persone comuni, però se pure il pensiero matematico abbia creato i numeri (interi-razionali-irrazionali) con tutte le loro incredibili proprietà e stranezze, ed il mondo non sia altro che pensiero matematico PM, si sarà osservato che i numeri servono quasi solo per arrivare a definire i cosiddetti numeri reali (che sono più delle relazioni tra numeri che non numeri) e con questi le equazioni differenziali EDO ed EDDP dei fenomeni e dei processi con cui funziona tutto questo mondo, laddove i numeri in sé ed i risultati di teoria dei numeri possono servire al massimo per divertire la mente o per mandarla “fuori di sé” od in un altro mondo (gli appartenenti a questa classe possono vantarsi di non aver bisogno della NASA per visitare altri mondi, mentre fisici-ingegneri-ecc. non possono certo godere di questo lusso, infatti chi erano coloro che non guardavano la televisione il 20-21lug1969?... ovviamente i logici ed i teorici dei numeri per i quali il fatto doveva essere una banalità) o magari anche solo per giocare), Dattatreya Ramachandra Kaprekar (1905-1986, matematico indiano con diversi risultati di teoria dei numeri (tra cui una costante ed una classe di numeri che porta il suo nome), ha dato la definizione dei numeri di Harshad e ha fatto qualche lavoro originale), Shiyali Ramamrita Ranganathan (1892-1972, matematico e bibliotecario indiano, padre della biblioteconomia indiana ossia della teoria della classificazione bibliografica, autore di una sessantina di monografie e di 1500 articoli scientifici, universalmente conosciuto per la formulazione delle 5 leggi della biblioteconomia (contenute in Le cinque leggi della biblioteconomia, che rappresentano la formulazione più celebre del suo pensiero biblioteconomico per la loro espressività-universalità-estrema capacità di sintesi), ed inoltre per la creazione della Classificazione Colon; le 5 leggi a fondamento della biblioteconomia sono: 1) I libri sono fatti per essere usati, 2) Ad ogni lettore il suo libro, 3) Ad ogni libro il suo lettore, 4) Non far perdere tempo al lettore, 5) La biblioteca è un organismo che cresce, onde dare fondamento scientifico alla biblioteconomia (Library Science) che fino a quel momento era considerata solo un'arte (Librarianship)), Scuola del Kerala (quale importante scuola di matematici ed astronomi fondata da Madhava di Sangamagrama e fiorita nel periodo XIV-XVI sec, e tra i più famosi suoi membri ricordiamo Narayana Pandit, Parameshvara, Nilakantha Somayaji, Jyeshtadeva, Achyuta Pisharati, Melpathur Narayana Bhattathiri, Achyuta Panikkar, Sankara Varnam, ecc.; la scuola diede importanti contributi allo sviluppo della matematica quali gli sviluppi in serie di funzioni trigonometriche come seno, coseno, tangente, arcotangente (che anticiparono le analoghe invenzioni trigonometriche in Europa), ma non si può esattamente affermare, come forse detto più enfaticamente in precedenza ed anche altrove, che in India nacque veramente il calcolo infinitesimale non avendo sviluppato questi matematici una teoria completa del calcolo differenziale-integrale seppure ottenendo molti risultati e rettificazioni di curve, i cui studi furono conosciuti in Europa nel 1835 tramite l'inglese C. M. Whish (il quale sostiene che i matematici di Kerala avevano “posto i fondamenti per un completo sistema di flussioni con molte forme flussionali e serie come non era possibile trovare nel lavoro di alcun paese straniero”); e tra le altre cose svilupparono geometria, aritmetica, algebra, una formula per l'eclittica, la formula di Lhuilier per il circumcerchio di un quadrilatero ciclico, numeri decimali a virgola mobile, metodi iterativi per la soluzione di equazioni non-lineari, la formula di interpolazione di Newton-Gauss ad opera di Govindaswami, una tecnica per determinare la posizione della Luna ogni 36 minuti, metodi per stimare il moto dei pianeti, una formula per l'equazione del centro dei pianeti, e molto importante un modello eliocentrico del sistema solare, ma la scuola contribuì anche allo sviluppo della letteratura; è stato affrontato l'argomento relativo alla possibile trasmissione di risultati matematici all'Europa e sembra che la matematica sviluppata dalla scuola del Kerala possa essere stata trasmessa all'Europa sia direttamente (da quando nel 1499 Vasco da Gama arrivò in India e dal XVI sec i missionari gesuiti erano a Kerala) che soprattutto tramite Arabia e Cina, dato il rinvenimento di alcune somiglianze in vari argomenti ad esempio nel campo dell'induzione matematica, oppure perchè John Wallis (1665) dimostrò il teorema di Pitagora esattamente come aveva fatto Bhaskara II (i cui lavori potevano essere passati in Europa solo tramite i matematici islamici); in particolare è ben possibile il collegamento Kerala-Cina-Europa-Roma e da qui verso varie città italiane-europee, dato che ad esempio il matematico ed astronomo gesuita Matteo Ricci, che ha portato la scienza e la matematica europea in Cina, trascorse due anni a Cochin (oggi Kochi nello stato indiano di Kerala sulla costa occidentale dell'India, tappa allora usuale per raggiungere la Cina) nel Kerala (distante solo 70 Km dalla grande biblioteca di questi documenti a Thrissur a nord (oggi vi è l'arcieparchia di Trichur)) dopo essere stato ordinato a Goa nel 1580 e racconta che conosceva un intelligente bramino od un onesto saraceno, quindi è in qualche modo possibile che del materiale matematico sia giunto a Galileo Galilei ed a Bonaventura Cavalieri a Pisa, a John Wallis, a Padova dove studiò James Gregory, a Parigi da Mersenne che corrispondeva con Pierre de Fermat, Blaise Pascal, Galileo e Wallis, perché, nonostante molti studiosi ritengano queste circostante assai improbabili, appare però che James Gregory enunciò lo sviluppo in una serie infinita dell'arcotangente (magari denominata serie di Madhava-Gregory) ma non diede alcuna deduzione del suo risultato, e sappiamo pure che il Kerala stabilì legami commerciali con la Compagnia britannica delle Indie Orientali dall'inizio del '600 ossia con decenni di anticipo sulle anticipazioni dei metodi di rettificazione e quadrature europee, ma ripetiamo ancora che l'invenzione del calcolo infinitesimale sembra proprio un'invenzione tipicamente europea), Kannan Soundararajan (matematico indiano dal 2006 professore a Stanford e direttore del Mathematics Research Center (MRC) a Stanford, con studi sulla teoria dei numeri moltiplicativa e analitica (specialmente studio delle funzioni L), ha conseguito il dottorato a Princeton sotto la guida di Peter Sarnak, e ha fatto ricerca presso Institute for Advanced Study e l'Università del Michigan), Varahamihira (o Varaha o Mihira, 505-587, astronomo, astrologo e matematico indiano; la sua principale opera è il libro Pancasiddhantika (o Pancha-Siddhantika, o Cinque Canoni Astronomici del 575 d.C. circa (quale trattato di astronomia matematica e riassume 5 opere astronomiche anteriori ossia Surya Siddhanta, Romaka Siddhanta (nome derivato da Rum ossia dai sudditi dell'Impero di Bisanzio, composto da Srishena), Paulisa Siddhanta (derivato dal nome dell'autore greco Paulisa della città di Saintra), Vasishtha Siddhanta (nome derivato da una delle stelle dell'Orsa Maggiore) e Paitamaha Siddhanta, ed è un compendio di Vedanga Jyotisha compresa l'astronomia ellenistica, in cui vi leggiamo che l'ayanamsa o spostamento dell'equinozio è di 50.32 secondi, e pure al-Biruni nell'XI sec descrive tale opera), poi scrisse il Brihat-Samhita (o Grande compilazione in 106 capitoli, con argomenti di astrologia, architettura, movimenti planetari, eclissi, piogge, nuvole, gemme, colture, fabbricazione di profumi, matrimonio, relazioni domestiche, perle, rituali, e tra le molte cose si legge “I Greci, benché barbari, devono essere onorati poiché hanno mostrato enorme interesse per la nostra scienza...”), scrisse trattati di astrologia quali Brihat Jataka (principale trattato di astrologia induista sull'oroscopia), Laghu Jataka, Samasa Samhita, Brihat Yogayatra, Yoga Yatra, Tikkani Yatra, Brihat Vivaha Patal, Lagu Vivaha Patal (o Swalpa Vivaha Patal), Lagna Varahi, Kutuhala Manjari, Daivajna Vallabha (apocrifo), scrisse anche l'opera poco nota Sankhya Siddhanta (trattante aritmetica avanzata, trigonometria ed altri concetti base matematici)). Concludendo, agli indiani noi moderni dobbiamo sostanzialmente due lasciti ossia il sistema di numerazione detto indo-arabo (nome corretto che indica certamente l'origine indiana ma anche la sua trasformazione e trasmissione in Europa tramite gli arabi), e la funzione trigonometrica seno di un angolo, ma difficilmente dobbiamo agli indiani il calcolo infinitesimale od almeno la sua fondazione.








   Capitolo 3


La matematica degli arabi.






	Tra i due grandi imperi del nord, l'Impero di Bisanzio (o Impero romano d'Oriente, nato il 17gen395 d.C. con Arcadio, terminato il 29mag1453 con Costantino XI Paleologo per la caduta di Costantinopoli) e l'Impero Sasanide (o secondo Impero persiano, nato nel 224 d.C. con Ardashir I, terminato nel 651 d.C. con Yazdgard III e la conquista islamica), ed i regni del mar Rosso, si trovano i territori delle steppe e dei deserti, con rare oasi fornite di preziosa acqua sufficiente per alimentare colture agricole regolari. E' tra gli accampamenti di queste tribù di pastori, tra questi popoli nomadi del deserto, che andò sviluppandosi un crescente senso di identità culturale, caratterizzato in particolare dall'affermarsi di una lingua comune. E' entro una di queste tribù nella regione peninsulare araba del Hijaz che nacque Maometto (Abu l-Qasim Muhammad ibn 'Abd Allah ibn 'Abd al-Muttalib al-Hashimialla, nella città della Mecca verso il 570 d.C. circa, e morì a Medina 8giu632 d.C. ed anno 11 Egira), il Profeta della nuova religione islamica ed il messaggero di Allah, che predicò il suo credo e fuggì infine a Medina nel 622 d.C. (anno di inizio dell'Era maomettana e 1° anno dell'Egira) dove poi trovò la morte. 


Riportiamo subito da Wikipedia una breve biografia di Maometto “Maometto (Abu l-Qasim Muhammad ibn 'Abd Allah ibn 'Abd al-Muṭṭalib al-Hashimi; La Mecca, 570 circa – Medina, 8giu632) è stato il fondatore ed il profeta dell'Islam, ossia «l'uomo che tutti i musulmani riconoscono loro profeta». È indicato in volgare italico arcaico anche come Macometto. Considerato l'ultimo esponente di una lunga tradizione profetica, entro la quale egli occupa per i musulmani una posizione di assoluto rilievo, venendo indicato come «Messaggero di Dio» (Allah), «Sigillo dei profeti» e «Misericordia dei mondi» (per citare solo tre degli epiteti onorifici attribuitegli per tradizione), Maometto sarebbe stato incaricato da Dio stesso, tramite l'angelo-arcangelo Gabriele, di predicare l'ultima Rivelazione all'umanità. (Nascita la Mecca, 570 circa; Morte Medina 632; Venerato da Islam; Santuario principale Al-Masjid al-Haram della Mecca). Prima della Rivelazione. Maometto nacque in un giorno imprecisato (che secondo alcune fonti tradizionali sarebbe il 20 od il 26 aprile di un anno parimenti imprecisabile, convenzionalmente fissato però al 570) alla Mecca, nella regione peninsulare araba del Hijaz, e morì il lunedì 13 rabi' I dell'anno 11 dell'Egira (equivalente all'8giu632) a Medina ed ivi fu sepolto, all'interno della casa in cui viveva. Sia per la data di nascita, sia per quella di morte, non c'è tuttavia alcuna certezza e quanto riportato costituisce semplicemente il parere di una maggioranza relativa, anche se sostanziosa, di tradizionisti. La sua nascita sarebbe stata segnata, secondo alcune tradizioni, da eventi straordinari e miracolosi (come, del resto, la nascita di molti bambini prodigiosi rivelatisi poi dal grande futuro). Appartenente ad un importante clan di mercanti, quello dei Banu Hashim, componente della più vasta tribù dei Banu Quraysh della Mecca, Maometto era l'unico figlio di 'Abd Allah b. 'Abd al-Muṭṭalib ibn Hashim e di Amina bt. Wahb, figlia del sayyid del clan dei Banu Zuhra, anch'esso appartenente ai B. Quraysh. Orfano fin dalla nascita del padre (morto a Yathrib al termine d'un viaggio di commercio che l'aveva portato nella palestinese Gaza), Maometto rimase precocemente orfano anche di sua madre che, nei suoi primissimi anni, l'aveva dato a balia a Ḥalima bt. Abi Dhu'ayb, della tribù dei Banu Saʿd b. Bakr, che effettuava piccolo nomadismo intorno a Yathrib. Nell'Arabia preislamica già esistevano comunità monoteistiche, comprese alcune comunità di cristiani ed ebrei. Alla Mecca - dove, alla morte della madre, fu portato dal suo primo tutore, il nonno paterno ʿAbd al-Muṭṭalib ibn Hashim, e dove poi rimase anche col secondo suo tutore, lo zio paterno Abu Ṭalib - Maometto potrebbe forse aver avuto l'occasione di entrare in contatto presto con quei ḥanif, che il Corano vuole fossero monoteisti che non si riferivano ad alcuna religione rivelata, come si può leggere nelle sure III:67 e II:135. Secondo una tradizione islamica, egli stesso era un ḥanif ed un discendente di Ismaele, figlio di Abramo. La storicità di questo gruppo è comunque discussa fra gli studiosi. Nei suoi viaggi fatti in Siria e Yemen con suo zio, Maometto potrebbe aver preso conoscenza dell'esistenza di comunità ebraiche e cristiane e dell'incontro, che sarebbe avvenuto quando Maometto aveva 9 o 12 anni, col monaco cristiano siriano Bahira - che avrebbe riconosciuto in un neo fra le sue scapole il segno del futuro carisma profetico - si parla già nella prima biografia (Sira) di Maometto, che fu curata, vario tempo dopo la morte, da Ibn Isḥaq per essere poi ripresa in forma più "pia" da Ibn Hisham. Oltre alla madre e alla nutrice, due altre donne si presero cura di lui da bambino: Umm Ayman Baraka e Faṭima bint Asad, moglie dello zio Abu Ṭalib. La prima era la schiava etiopica della madre che lo aveva allevato dopo il periodo trascorso presso Ḥalima, rimanendo con lui fino a che Maometto ne propiziò il matrimonio, dapprima con un medinese e poi col figlio adottivo Zayd. Nella tradizione islamica Umm Ayman, che generò Usama ibn Zayd, fa parte della Gente della Casa (Ahl al-Bayt) ed il Profeta nutrì sempre per lei un vivo affetto, anche per essere stata una delle prime donne a credere al messaggio coranico da lui rivelato. Altrettanto importante fu l'affettuosa e presente sua zia Faṭima bint Asad, che Maometto amava per il suo carattere dolce, tanto da mettere il suo nome ad una delle proprie figlie e per la quale il futuro profeta pregò spesso dopo la sua morte. Viste le difficoltà economiche in cui si trovava, Abu Ṭalib, zio di Maometto e figura centrale nella sua vita fin dalla giovanissima età, consigliò al nipote di lavorare come agente per la ricca e colta vedova Khadija bt. Khuwaylid, essendo egli stesso ormai impossibilitato a rifornire il nipote di mercanzie proprie. Successivamente, ormai figura affermata nella società, Maometto prenderà nella sua casa ʿAli, figlio di Abu Ṭalib e figura centrale dello sciismo, a tutti gli effetti adottandolo. La fama di Maometto come commerciante «onesto, equo ed efficiente», che gli avevano valso il soprannome di al-Amin (il Fidato), portarono Khadija a offrirgli la guida e la gestione di un suo carico di mercanzie per la Siria e Yemen. L'operazione generò un profitto maggiore del previsto per Khadija, che rimase favorevolmente impressionata dalle sue capacità ma anche dalle altre qualità del suo agente. Due mesi dopo il ritorno di Maometto alla Mecca da un viaggio in Siria, la quarantenne Khadija, attraverso un'intermediaria, si propose in sposa al venticinquenne Maometto. Lo stesso anno, il 595, i due si sposarono. Quando, quindici anni dopo, Maometto sarebbe stato prescelto da Allah per ricevere la sua rivelazione, Khadija fu il primo essere umano a credere a quanto le diceva il marito e lo sostenne sempre, con forte convinzione, fino alla sua morte avvenuta nel 619. A lui, in una vita di coppia senz'altro felice, dette quattro figlie - Zaynab, Ruqayya, Umm Khulthum e Faṭima, detta al-Zahraʾ (le prime tre destinate però a premorire al padre) - oltre a due figli maschi (al-Qasim e 'Abd Allah) che morirono tuttavia in tenera età. Alcuni anni dopo il matrimonio, nel 605, il primo biografo del Profeta, Ibn Isḥaq, riferisce il ruolo fortuito avuto dal futuro Profeta nel reinserimento della pietra nera - situata in quella che è oggi la Grande Moschea della Mecca - nella sua collocazione originaria. La pietra nera era infatti stata rimossa per facilitare i lavori di restauro della Ka'ba ma i principali esponenti dei clan della Mecca, non riuscendo ad accordarsi su quale di essi dovesse avere l'onore di ricollocare la pietra al suo posto originario, decisero di affidare la decisione alla prima persona che fosse transitata sul posto: quella persona fu il trentacinquenne Maometto. Maometto chiese un panno e vi mise al centro la pietra, poi la trasportò insieme agli esponenti dei clan più importanti, ognuno dei quali reggeva un angolo del tessuto. Fu Maometto a inserire la pietra nel suo spazio, sedando in questo modo la pericolosa disputa, salvando al contempo l'onore dei clan. Rivelazione. Nel 610 Maometto, affermando di operare in base ad una rivelazione ricevuta, cominciò a predicare una religione monoteista basata sul culto esclusivo di un Dio, unico ed indivisibile. Maometto, raccontò che la rivelazione era stata preceduta da sogni con forti connotazioni spirituali. Furono proprio questi sogni a sospingere Maometto, benestante e socialmente ben inserito, verso una pratica spirituale molto intensa e sono quindi considerati anticipatori della rivelazione vera e propria. Dunque Maometto, come altri ḥanif, cominciò a ritirarsi a cadenze regolari in una grotta sul monte Hira, vicino alla Mecca, per meditare. Secondo la tradizione, una notte intorno all'anno 610, durante il mese di Ramadan, all'età di circa quarant'anni, gli apparve l'arcangelo Gabriele (in arabo Jibril o Jabra'il, ossia "potenza di Dio": da "jabr", potenza, e "Allah", si rivolse a lui con le seguenti parole: «(1) Leggi, in nome del tuo Signore, che ha creato, (2) ha creato l'uomo da un grumo di sangue! (3) Leggi! Ché il tuo Signore è il Generosissimo, (4) Colui che ha insegnato l’uso del calamo, (5) ha insegnato all'uomo quello che non sapeva». Turbato da un'esperienza così anomala, Maometto credette di essere stato soggiogato dai jinn e quindi impazzito (majnun, "impazzito", significa letteralmente "catturato dai jinn") tanto che, scosso da violenti tremori, cadde preda di un intenso sentimento di terrore. Secondo la tradizione islamica Maometto poté in quella sua prima esperienza teopatica (ossia di contatto con la divinità) sentire le rocce e gli alberi parlargli. Preso dal panico fuggì a precipizio dalla caverna in direzione della propria abitazione e, nel girarsi, raccontò di aver visto Gabriele sovrastare con le sue ali immense l'intero orizzonte, e lo sentì rivelargli di essere stato prescelto da Dio come suo Messaggero (rasul). Non gli fu facile accettare tale notizia ma a convincerlo della realtà di quanto accadutogli, provvide innanzi tutti la fede della moglie e, in seconda battuta, quella del cugino di lei, Waraqa ibn Nawfal, che le fonti islamiche indicano come cristiano ma che poteva anche essere uno di quei monoteisti arabi (ḥanif) che non si riferivano ad una specifica struttura religiosa organizzata. La tradizione riporta un dialogo avvenuto fra Waraqa, interpellato da Khadija per la sua vasta cultura, e Maometto: «Waraqa chiese: "Nipote mio, cos’hai"? Il Messaggero di Allah gli raccontò ciò che vide, e Waraqa gli disse: "Quest’angelo è colui che scese su Mosè. Vorrei essere più giovane, per arrivare al giorno in cui il tuo popolo ti caccerà". Il Messaggero di Allah gli chiese: “Mi cacceranno?”. Waraqa rispose: “Sì. Non giunse mai un uomo a rappresentare ciò che porti senza essere respinto, e se raggiungerò il tuo giorno ti appoggerò fino alla vittoria".». Waraqa, già molto anziano e quasi cieco, morirà alcuni giorni dopo questo dialogo. Dopo un lungo e angosciante periodo in cui le sue esperienze non ebbero seguito (fatra), ed in cui Maometto si diede con ancora maggiore intensità alle pratiche spirituali, secondo quanto scritto nel Corano, Gabriele tornò a parlargli: «(1) Per la luce del mattino, (2) per la notte quando si addensa: (3) il tuo Signore non ti ha abbandonato e non ti disprezza». La sua azione per diffondere la Rivelazione ricevuta - raccolta dopo la sua morte nel Corano, il libro sacro dell'Islam - dimostrerà la validità del detto evangelico per cui "nessuno è profeta in patria", vista la difficoltà della conversione dei suoi concittadini. Maometto ripeté per ben due volte per intero il Corano nei suoi ultimi due anni di vita e molti musulmani lo memorizzarono per intero ma fu solo il terzo califfo 'Uthman b. 'Affan a farlo mettere per iscritto da una commissione coordinata da Zayd b. Thabit, principale segretario del Profeta. Così il testo accettato del Corano poté diffondersi nel mondo a seguito delle prime conquiste che portarono gli eserciti di Medina in Africa, Asia ed Europa, rimanendo inalterato fino ad oggi, malgrado lo sciismo vi aggiunga un capitolo (Sura) e alcuni brevi versetti (ayyat). Le persecuzioni. Maometto cominciò dunque a predicare la Rivelazione che gli trasmetteva Jibril, ma i convertiti nella sua città natale furono pochissimi per i numerosi anni che egli ancora trascorse alla Mecca. Fra essi il suo amico intimo e coetaneo Abu Bakr e un gruppetto assai ristretto di persone che sarebbero stati i suoi più validi collaboratori: i cosiddetti "Dieci Benedetti" (al-ʿashara al-mubashshara). I principali seguaci di Maometto furono giovani - figli o fratelli di mercanti - oppure persone in rotta con i loro clan di origine, insieme a stranieri la cui posizione nella società meccana era piuttosto fragile. In generale i meccani non presero sul serio la sua predicazione, deridendolo. Secondo Ibn Sa'd, le persecuzioni dei musulmani alla Mecca cominciarono quando Maometto annunciò i versetti che condannavano l'idolatria e il politeismo, mentre gli esegeti coranici le situano con l'inizio delle predicazioni pubbliche. Con l'aumentare dei suoi seguaci, comunque, i clan che rappresentavano il potere locale si sentirono sempre più minacciati; in particolare i Quraysh, a cui pure Maometto apparteneva, poiché guardiani della Kaʿba e gestori del lucroso traffico riguardante le offerte agli idoli. I mercanti più potenti cercarono allora di convincere Maometto a desistere dalla sua predicazione offrendogli di entrare nel loro ambiente, insieme a un matrimonio per lui vantaggioso, ma egli rifiutò entrambe le proposte. Cominciò così un lungo periodo di persecuzioni nei confronti di Maometto e dei suoi seguaci. Sumayya bint Khayyat, schiava del potente leader meccano Abu Jahl, è considerata la prima martire: venne uccisa dal suo padrone con un colpo di lancia nelle parti intime quando si rifiutò di abiurare l'Islam. Bilal, un altro schiavo musulmano che rifiutò strenuamente di abiurare, veniva invece obbligato dal suo padrone a distendersi sulla sabbia bollente nell'ora più calda del giorno, dopodiché gli veniva posato un macigno sul petto. L'appartenenza di Maometto al clan dei B. Hashim lo salvaguardò dalla violenza fisica, ma non dall'emarginazione. Per mettere al riparo i suoi seguaci dalla crescente ostilità subita alla Mecca, Maometto inviò una parte di loro nel Regno di Axum, sotto la protezione dell'imperatore cristiano Aṣḥama ibn Abjar. Nel 617 i leader dei clan Banu Makhzum e Banu 'Abd Shams, entrambi appartenenti alla tribù dei Quraysh, dichiararono un boicottaggio nei confronti del clan di Maometto, i Banu Hashim, per costringerli a interrompere la protezione da loro offerta al Profeta. I troppi vincoli parentali creatisi però fra i clan della stessa tribù fecero fallire il progetto di ridurre a più miti consigli Maometto. Isra' e Mi'raj, Nel 620 Maometto sperimentò un avvenimento che si rivelerà pregno di significati particolarmente per la disciplina esoterica islamica, il Sufismo. «Gloria a Colui che rapì di notte il Suo servo dal Tempio Santo al Tempio Ultimo, dai benedetti precinti, per mostrargli dei Nostri Segni. In verità Egli è l'Ascoltante, il Veggente.». Maometto venne svegliato da un angelo ed accompagnato, durante la notte, dal Tempio Santo al Tempio Ultimo, identificati il primo con la Kaʿba e il secondo con la Spianata del Tempio di Gerusalemme, dove effettivamente i musulmani costruirono poi la Moschea al-Aqsa, cioè "l'Ultima". Da lì Maometto sorvolò la voragine infernale, assistendo alle punizioni inflitte ai dannati; e successivamente ascese ai Sette Cieli, incontrando uno ad uno Profeti che lo precedettero nell'annuncio di un identico messaggio salvifico per l'umanità, nell'ordine: Adamo, Giovanni Battista, Gesù, Giuseppe, Idris, Aronne, Mosè e Abramo. Ascese ancora, e venne ammesso al cospetto di Dio, avendone quindi per Suo onnipotente volere una visione beatifica del tutto straordinaria: l'Infinità, che è uno degli attributi di Dio, e l'immensa Potenza Divina renderebbero infatti impossibile ad un vivente di accostarsi a Lui. Avrebbero questo privilegio solo i morti, dotati da Dio di particolari sensi del tutto superiori a quelli dei viventi. Mentre Ibn Isḥaq presenta questo evento come un'esperienza spirituale, Ṭabari e Ibn Kathir lo descrivono come un viaggio fisico compiuto dal Profeta. In ogni caso, i forti connotati spirituali dell'evento resero indispensabile, per poterla descrivere, l'uso da parte di Maometto di una terminologia dai forti contenuti mistici e poetici; ed espressioni come "sidrat al-Muntahà ʿindaha jannatu l-Ma'wà" ("il loto di al-Muntahà presso il quale è il Giardino di al-Maʾwà") costituiscono un esempio in questo senso. Gli ultimi anni alla Mecca. Nel 619, l'"anno del dolore", morirono tanto suo zio Abu Ṭalib, che gli aveva garantito affetto e protezione malgrado non si fosse convertito alla religione del nipote, quanto l'amata Khadija. Con la morte di suo zio Abu Ṭalib, la leadership dei Banu Hashim passò a Abu Lahab, strenuo avversario di Maometto, che ritirò la protezione a lui offerta dal clan: per naturale conseguenza, chiunque avesse tentato di uccidere Maometto non si sarebbe più esposto alla vendetta del suo clan. Maometto si recò allora a Ṭa'if, in cerca di protezione, ma la sua contemporanea predicazione dell'Islam non fece altro che metterlo in un pericolo ancora maggiore. Costretto a tornare alla Mecca, incontrò Mut'im ibn 'Adi, capo del clan Banu Nawfal, che gli permise di rientrare in città. Nello stesso periodo molte persone visitarono la Ka'ba come pellegrini o per concludere affari: Maometto approfittò di questa occasione per trovare un luogo sicuro per lui e per i suoi seguaci. Dopo molti tentativi infruttuosi, l'incontro con alcuni uomini di Yathrib (che sarebbe poi diventata Medina) si rivelò fortunato: per loro infatti erano familiari sia il concetto di monoteismo, sia la possibilità dell'apparizione di un profeta, essendo presente una forte componente ebraica nella città. Speravano inoltre, accogliendo Maometto, di poter guadagnare la supremazia politica sulla Mecca, di cui invidiavano i proventi derivanti dai pellegrinaggi. In breve raggiunsero Medina, diventato un porto sicuro, musulmani provenienti da tutte le tribù della Mecca. Nel luglio del 620, per incontrare il Profeta, giunsero a Medina da Mecca settantacinque musulmani: essi si riunirono segretamente, di notte, e accettarono un comune impegno che prevedeva l'obbedienza a Maometto, l'ingiunzione del bene e la proibizione del male, e una comune risposta armata qualora questa si fosse resa necessaria. In seguito a questo patto Maometto incoraggiò i musulmani a raggiungere Medina: come accaduto per l'emigrazione in Abissinia, anche questa volta i Quraysh cercarono di bloccare l'esodo, fallendo. Egira. Negli anni precedenti l'Egira, l'autorità di Maometto, come capo dei musulmani, gli permise di guadagnare l'appoggio dei notabili di Yathrib, che vollero fungesse da arbitro imparziale, in quanto straniero, nelle dispute fra le componenti etniche e tribali della città. Questo permise a lui e ai suoi seguaci di essere accolti nella città-oasi, venendo a fruire della necessaria sicurezza e protezione. Nello stesso periodo diede anche istruzioni ai suoi seguaci perché emigrassero alla spicciolata, e senza dare nell'occhio dei concittadini, verso Yathrib, fin quando furono assai pochi i musulmani rimasti alla Mecca. Allarmati dall'esodo e timorosi di veder messi a rischio i propri interessi, a causa dell'inevitabile conflitto ideologico e spirituale che si sarebbe prodotto con gli altri Arabi politeisti (che coi Meccani proficuamente commerciavano e che annualmente partecipavano ai riti della 'umra del mese di rajab), i Quraysh organizzarono un complotto per uccidere Maometto. Attraverso 'Alì, che prese il suo posto nella casa, discretamente sorvegliata dai Quraysh, Maometto riuscì ad ingannare la sorveglianza e fuggire dalla città insieme al suo migliore amico, il futuro califfo Abu Bakr. I due, attraverso un miracoloso evento narrato nel Corano, non vennero scoperti dagli inseguitori meccani nei dintorni della città; e grazie alla collaborazione di parenti e amici, attraversarono il deserto in sella ai dromedari, passando per sentieri meno noti e battuti. Raggiunsero incolumi Medina il 24 settembre 622. Inizialmente Maometto si ritenne un profeta inserito nel solco profetico antico-testamentario, ma la comunità ebraica di Medina non lo accettò come tale in quanto non appartenente alla stirpe di Davide. Nonostante ciò, Maometto predicò a Medina per otto anni e qui, fin dal suo primo anno di permanenza, formulò la Costituzione di Medina (Rescritto o Statuto o Carta, in arabo Ṣaḥifa) che fu accettata da tutte le componenti della città-oasi e che vide il sorgere della Umma, la prima Comunità politica di credenti. I primi abitanti di Yathrib, che si convertirono all'Islam e che offrirono ospitalità e aiuto agli Emigrati meccani, vennero chiamati Anṣar ("ausiliari"); successivamente Maometto istituì un patto di "fraternità" fra Emigrati (Muhajirun) e Anṣar, e il Profeta stesso prese come fratello 'Ali, figlio dell'amato zio Abu Ṭalib e di fatto (anche se non legalmente) affiliato da Maometto fin dalla tenera età, come Abu Ṭalib aveva a sua volta adottato lui quando era rimasto orfano. La Umma e l'inizio dei conflitti armati. A seguito dell'esodo musulmano, i Meccani requisirono tutte le loro proprietà nella città. Impoveriti e senza entrate, i musulmani avviarono necessariamente aperte ostilità armate contro Mecca, razziando le sue carovane. A giustificare tali ostilità era innanzi tutto il desiderio di vendicare quanto essi stessi avevano subito per anni dagli Arabi politeisti nella loro città natale ma anche, e non secondariamente, di acquisire benessere, potere e prestigio in attesa di realizzare l'obiettivo finale di conquistare La Mecca. Il primo grande fatto d'armi nella storia dell'islam è costituito dalla Battaglia di Badr, in cui i musulmani risultarono vittoriosi nonostante l'inferiorità numerica. Seguì la disfatta sotto il monte Uḥud, segnata dal tradimento degli ebrei medinesi e dalla avventatezza di una parte dei soldati musulmani, alla quale Maometto sopravvisse solo perché, colpito da una pietra in pieno viso, cadde privo di sensi e venne creduto già morto dagli avversari. Infine, la vittoria dei musulmani nella Battaglia del Fossato segnò uno spartiacque tale da causare la disgregazione della potenza meccana. L'atteggiamento verso gli ebrei. In tutte queste circostanze Maometto colpì in diversa misura anche gli ebrei di Medina, che si erano resi colpevoli agli occhi della Umma della violazione del Rescritto di Medina e di tradimento nei confronti della componente islamica. In occasione dei due primi fatti d'armi, furono esiliate le tribù ebraiche dei Banu Qaynuqa' e dei Banu Naḍir accusati i primi di offesa alla pudicizia di una ragazza musulmana ed i secondi di complotto, unitamente ai Meccani pagani, ai danni dei musulmani. Durante la cosiddetta "battaglia del Fossato" (Yawm al-Khandaq), che fu di fatto un fallito assedio dei Meccani e dei loro alleati, la tribù ebraica dei Banu Qurayza, situata a sud di Medina, avviò i negoziati con i Quraysh per consegnare loro Maometto, violando apertamente la Costituzione di Medina. Dopo aver respinto gli assedianti pagani, i musulmani accusarono i Banu Qurayza di tradimento e li assediarono per venticinque giorni nelle loro fortezze, costringendoli alla resa. Furono decapitati tra i 700 e i 900 uomini ebrei della tribù e le loro donne e i loro bambini furono venduti come schiavi sui mercati d'uomini di Siria e del Najd, dove vennero quasi tutti riscattati dai loro correligionari di Khaybar, Fadak e di altre oasi arabe higiazene. La sentenza non fu formalmente decisa da Maometto che aveva affidato il responso sulla punizione da adottare a Sa'd b. Mu'adh, sayyid dei Banu 'Abd al-Ashhal, clan della tribù medinese dei Banu Aws, un tempo principale alleata dei B. Qurayẓa. Questi, ferito gravemente da una freccia (tanto da morirne pochissimi giorni più tardi) e ovviamente pieno di rabbia e rancore, decise per una soluzione estrema, non frequente ma neppure del tutto inconsueta per l'epoca. Maometto approvò la decisione di massacrare tutti i maschi della tribù e di ridurre in schiavitù le donne e i bambini, e partecipò attivamente allo sgozzamento dei prigionieri. Che non si trattasse comunque di una decisione da leggere in chiave esclusivamente anti-ebraica potrebbe dimostrarcelo il fatto che gli altri B. Qurayẓa che vivevano intorno a Medina, e nel resto del Ḥijaz (circa 25.000 persone), non furono infastiditi dai musulmani, né allora, né in seguito. In proposito si è anche espresso uno dei più apprezzati storici del primo Islam, Fred McGrew Donner, che afferma: «dobbiamo... concludere che gli scontri con altri ebrei o gruppi di ebrei furono il risultato di particolari atteggiamenti o comportamenti politici di costoro, come, per esempio, il rifiuto di accettare la leadership o il rango di profeta di Muhammad. Questi episodi non possono pertanto essere considerati prove di un'ostilità generalizzata nei confronti degli ebrei da parte del movimento dei Credenti, così come non si può concludere che Muhammad nutrisse un'ostilità generalizzata nei confronti dei Quraysh perché fece mettere a morte e punì alcuni suoi persecutori appartenenti a questa tribù.». Alcuni studiosi musulmani rifiutano di riconoscere l'incidente, ritenendo che Ibn Isḥaq, il primo biografo di Maometto, avesse raccolto molti dettagli dello scontro dai discendenti degli stessi ebrei Qurayẓa cento anni dopo i fatti. Questi discendenti avrebbero arricchito o inventato dettagli sullo scontro prendendo ispirazione dalla storia delle persecuzioni ebraiche in epoca romana. Gli storici che mettono in dubbio l'esecuzione della tribù Banu Qurayẓa sottolineano come il cronista Ibn Isḥaq fosse stato giudicato inaffidabile dal suo contemporaneo Malik ibn Anas, uno dei più importanti giuristi del sunnismo, fondatore del madhhab malikita, mentre il giurista sciafeita Ibn Hajar al-'Asqalani descrisse Ibn Isḥaq come un narratore di "racconti strani". La conquista dell'Arabia e la morte. Dopo aver portato in prossimità della sua città natale, un forte contingente armato, affermando di voler compiere un pellegrinaggio alla Ka'ba, Maometto si accordò con i Meccani per rimandare all'anno successivo quel pellegrinaggio, sottoscrivendo nel marzo del 628 l'Accordo di al-Hudaybiyya, suscitando un forte sconcerto tra i suoi seguaci e, particolarmente, in 'Umar b. al-Khaṭṭab. L'intento fu realizzato come concordato il 2 marzo 629, con quello che viene ricordato come "Pellegrinaggio d'adempimento" ('umrat al-qaḍa'). Nel 630 Maometto era ormai abbastanza forte per marciare sulla Mecca e conquistarla. Tornò peraltro a vivere a Medina e da qui ampliò la sua azione politica e religiosa a tutto il resto del Hijaz e, dopo la sua vittoria nel 630 a Ḥunayn contro l'alleanza che s'imperniava sulla tribù dei Banu Hawazin, con una serie di operazioni militari nel cosiddetto Wadi al-qura, a 150 chilometri a settentrione di Medina, conquistò o semplicemente assoggettò vari centri abitati (spesso oasi), come Khaybar, Tabuk e Fadak, il cui controllo aveva indubbie valenze economiche e strategiche. Due anni dopo Maometto morì a Medina, dopo aver compiuto il Pellegrinaggio detto anche il "Pellegrinaggio dell'Addio", senza indicare esplicitamente chi dovesse succedergli alla guida politica della Umma. Lasciava nove vedove - tra cui 'A'isha bt. Abi Bakr - e una sola figlia vivente, Faṭima, andata sposa al cugino del profeta, ʿAli b. Abi Ṭalib, madre dei suoi nipoti al-Ḥasan b. 'Ali e al-Ḥusayn b. 'Ali. Fatima, piegata dal dolore della perdita del padre e logorata da una vita di sofferenze e fatiche, morì sei mesi più tardi, diventando in breve una delle figure più rappresentative e venerate della religione islamica. Origine del nome. "Maometto" è la volgarizzazione italiana fatta in età medievale del nome "Muḥammad". La parola deriva dall'arabo muḥammad, "grandemente lodato", participio passivo di 2° forma (forma intensiva) della radice [ḥ-m-d] (lodare). L'origine dell'adattamento italiano del nome è rintracciabile nell'opera di Giovanni Damasceno: il De haeresibus (Περἱ αἱρεσεων, "Perì hairéseon") ove il nome del profeta dell'Islam appare in lingua greca come "Mαμεδ" (Mámed) o Mαμεδ" (Mamèd) od anche "Μωαμεθ" (Moámeth). Un riferimento a Maometto è rinvenibile nell'espressione ṭayyaye d-Mḥmt ("gli Arabi nomadi di Muhammad") della Cronaca siriaca di Tommaso il Presbitero, attivo in Mesopotamia, che verso il 640 scrive: «Nell'anno 945, indizione 7, di venerdì 4 febbraio (634) all'ora nona, vi fu una battaglia tra i Romani [i.e. i Bizantini] e gli Arabi di Muḥammad» (Robert G. Hoyland, "Earliest Christian Writings on Muḥammad", in: Harald Motzki (ed.), The Biography of Muhammad - The Issue of the Sources, Leida-Boston Brill, 2000, pp. 276-297, a p. 278). Il nome Mḥmṭ compare invece nell'anonima Cronaca siriaca di Zuqnin, così chiamata dal monastero in cui fu redatta e conservata (Robert G. Hoyland, cit., p. 279, che ha trovato un preciso riferimento nel § 13 della Continuatio Byzantia Arabica, così detta in quanto costituiva una prosecuzione dell'opera di Giovanni di Biclar). Secondo lo studioso francese Michel Masson, invece, nelle lingue romanze, e tra queste l'italiano, si osserva una storpiatura del nome del profeta in senso spregiativo (e da ciò deriverebbero, a suo dire, il francese Mahomet e l'italiano Macometto). Le varianti antiche italiane Macometto o Macone sono usate rispettivamente nell'Alcorano di Macometto del 1547 e nell'Orlando Furioso dell'Ariosto, canto XII, st. 59. Allo stesso modo si esprimono alcuni scrittori italiani che ritengono che il nome "Maometto" non sarebbe di diretta origine araba, ma "un'italianizzazione" adottata all'epoca per costituire una sintesi dell'espressione spregiativa di "Mal Commetto", volta a conferire una connotazione negativa al Profeta dell'Islam (pseudo-profeta). Ben diversamente, sulla derivazione di tali varianti dal nome arabo, si esprime Georges S. Colin, che osservava come questo tipo di adattamento fonetico trovasse una spiegazione in un passaggio della sintesi fornita da Ibn 'Arḍun del suo trattato sul matrimonio, intitolato Muqni' al-Muḥtaj fi adab al-zawaj, in cui avvertiva dell'uso che, nel dare al neonato il nome venerato di Muhammad, lo si «sfigurasse con una vocalizzazione della prima consonante mim in a e della consonante ḥa in u» tanto che - notava Colin - nel XIV secolo i Berberi Ghumara avevano l'abitudine d'impiegare la forma *Maḥummad e *Maḥommad (facilmente trasformabili in Mahoma nell'ambiente nordafricano, che aveva stretti e secolari vincoli con il bilad al-Andalus). Così facendo, sosteneva Colin, si evitava il rischio che il bambino che portava lo stesso nome del Profeta, mostrasse sciaguratamente nel crescere scarse qualità o addirittura veri e propri difetti caratteriali, tali da invalidare la baraka (benedizione) che s'accompagnava al nome "Muḥammad". Colin commentava come anche i Cinesi seguissero la stessa logica, impiegando «rovesciati (renversés) alcuni caratteri dichiarati tabù». Come risulta da una lettera inviata nel 1141 dall'abate Pietro di Cluny, detto il Venerabile, a Bernardo di Chiaravalle, in occasione della traduzione di un "breve scritto apologetico arabo-cristiano, la Summula brevis contra haereses et sectam Saracenorum, sive Ismaelitarum, il nome "Muḥammad" è reso fin da allora come "Machumet". «Mitto vobis, clarissime, novam translationem nostram, contra pessimam nequam Machumet haeresim disputantem...». Del pari Ermanno di Carinzia (o Dalmata), in una sua traduzione, scriveva (su incarico di Pietro di Cluny, per una sua antologia sull'Islam, il De generatione Mahumet et nutritura ejus, che era la traduzione del Kitab al-anwar (Libro delle luci) di Abu l-Ḥasan al-Bakri, dimostrando come, a metà del XII secolo, il nome Maometto non traesse origine da alcuna espressione insultante o irridente proveniente da idiomi romanzi. La cosa è confermata da Trude Ehlert, che ricorda come una delle prime attestazioni nella più diffusa letteratura romanza del nome del profeta dell'Islam (basata su fonti arabe e sostanzialmente esente da valutazioni cristiane), figuri nell'opera L'eschiele Mahomet, una versione tradotta in antica lingua d'oil del Libro della Scala: genere letterario-religioso basato sulla storia dell'asserita ascesi di Maometto attraverso i sette cieli, composta poco dopo il 1264. Varrà la pena ricordare come il Libro della Scala, elaborato prima del 1264, sia una traduzione (perduta) della Escala de Mahoma, redatto in antico volgare castigliano tra il 1260 e il 1264. In nessuno di questi casi Mahomet o Mahoma appaiono ricollegabili a espressioni ingiuriose, come invece suggerirebbe il nome Malcometto usato da Rustichello nella sua trascrizione del resoconto di viaggio di Marco Polo alla fine del XIII secolo (1298, comunque in un anno successivo al 1295): oltre mezzo secolo quindi dopo le prime attestazioni in volgare castigliano e francese. Una parte del mondo musulmano, in Italia e nel resto del mondo, pretenderebbe in segno di rispetto l'uso dell'originale nome Muhàmmad, e considera Maometto, o adattamenti similari, distorsioni irrispettose da rifuggire. Tuttavia, in vari ambiti onomastici islamici non arabofoni il nome è stato comprensibilmente adattato alle specifiche realtà linguistiche locali; ad esempio, fin dall'età ottomana, nel mondo turcofono, dove il nome Mehmet non ha mai sollevato perplessità tra i dotti musulmani di quella e di altre parti del mondo islamico. Aspetti dibattuti. Il presunto analfabetismo. Si è sostenuto e si sostiene ancora da parte di chi non ha abbracciato il credo islamico che Maometto non sarebbe stato il reale estensore del Corano, se non altro in virtù di un suo presunto analfabetismo (in ambito non islamico si è affermato che il testo sacro dell'Islam fosse stato copiato da brani apocrifi dell'Antico e del Nuovo Testamento, laddove in ambito islamico si è affermato che nozioni storiche aggiuntive relative ad episodi dell'Antico Testamento e del Nuovo Testamento e nozioni scientifiche che gli arabi non avevano del Corano sono invece una prova dell'origine divina della Rivelazione, che nulla avrebbe a che fare con una fattura di tipo umano). Maometto non scrisse alcuna parte del Corano, dando questo incarico (sommariamente adempiuto, visto lo stato imperfetto dello standard scritto della lingua araba) a suoi segretari, che provvidero a trasferire il dettato orale su occasionali pergamene o altri supporti di fortuna, come pezzi di stoffa - per lo più lino, seta o bazz, una sorta di satin -, legno ovvero ossa larghe di animali, come le scapole, e altro ancora. In ambito storiografico, alcuni autori affermano che il libro sacro sia stato il frutto della giustapposizione di testi scritti da diverse persone all'interno di un preciso, quanto breve, lasso di tempo, corrispondente all'incirca al trentennio dei primi tre califfi ortodossi, basandosi sugli insegnamenti di Maometto e sulla memoria storica dei primi fedeli che avevano vissuto in stretta e prolungata contiguità fisica con Maometto. In ambito islamico, per avvalorare l'attribuzione del testo coranico ad Allah, si cita a riprova di questa tesi anche la scarsa sensibilità poetica di Maometto, da lui stesso più volte sottolineata in vita, facendo anche riferimento al fatto che il Corano in arabo è composto secondo le regole poetiche del saj', una forma letteraria di prosa assonante frequentemente usata negli oracoli preislamici. Tale tesi islamica si basa sulla definizione coranica di Maometto di al-nabi al-ummi: l'aggettivo ummi può infatti voler dire "analfabeta, illetterato", ma, come notano esegeti moderni, anche "nazionale", "attinente al gruppo d'appartenenza" e dunque, nell'interpretazione moderna, anche "profeta degli arabi". Per alcuni "analfabetismo" va inteso nel senso di "impossibilità o grande difficoltà di scrivere frasi", vista l'inesistenza di fatto di uno standard scrittorio della lingua araba (la lingua parlata era invece elaborata, come mostrano i componimenti poetici ed epici d'età Jahiliyya, preislamica), e non nel senso di "ignoranza della scrittura": una seppur non rifinita forma di scrittura dell'arabo esisteva e, entro questo limite, si può sostenere che Maometto sapesse scrivere, come dimostrerebbe il fatto che sarebbe stato in grado di leggere e firmare il Trattato di Ḥudaybiyya, che portò nel 628 ad una tregua fra musulmani e pagani della Mecca. Tuttavia Bal'ami, traduttore in farsi dell'opera annalistica di Muhammad Ibn Garir al-Ṭabari, sottolinea un'alfabetizzazione sommaria di Maometto e afferma che il detto Trattato sarebbe stato messo per iscritto da 'Ali, che fungeva da segretario, e che, quando questi si rifiutò di accondiscendere alle richieste dei Coreisciti di cancellare l'epiteto di "apostolo di Dio" (Rasul Allah), "Il Profeta gli avrebbe tolto allora il càlamo dalle mani e gli avrebbe domandato: 'Dove sono le parole «Apostolo di Dio»? Fammi vedere'. Le cancellò di suo pugno e disse: 'Scrivi «Muhammad figlio di 'Abd Allah» e redigi il trattato come te l'ho dettato'". Con riferimento a quest'ultimo aneddoto, da altra fonte si afferma che Ṭabari avrebbe in realtà scritto: « [...] "Io sono il messaggero di Dio e sono Muhammad ibn 'Abd Allah". - E disse ad 'Ali: "Cancella messaggero di Dio". "No - rispose ('Ali) - per Dio, giammai ti cancellerò!". Allora l'Inviato di Dio prese il documento - egli non scriveva bene - e scrisse Muhammad al posto di Messaggero di Dio (rasul Allah). Poi scrisse: "Questo è ciò su cui concorda Muhammad: egli non entrerà a Mecca con le armi (in pugno)..." ». Secondo fonti islamiche antiche, smentite dalle recenti ricerche storiografiche, Maometto avrebbe redatto lettere per i potenti della Terra (Negus etiopico, basileus bizantino e Scià persiano-sasanide): gli storici notano che è largamente improbabile che le lettere di Maometto, che invitavano i sovrani a convertirsi alla neo-religione, siano state lette ai sovrani destinatari, vista l'elaboratezza dei cerimoniali di corte, specie di quelli persiani, che avrebbero impedito che missive di simile contenuto raggiungessero i sovrani e, pertanto, ne affermano l'inesistenza. Inoltre Maometto si sarebbe impegnato a scrivere un non meglio identificato "importante documento" da lasciare ai musulmani al momento della sua morte, secondo una tradizione che risale allo studioso Ibn 'Abbas, cugino dello stesso Profeta. Non manca chi sottolinea come sarebbe contraddittorio che proprio Maometto non fosse in grado di far fronte a quanto previsto dai versetti 13-14 della sura XVII del Corano, in cui si afferma «E abbiamo attaccato al collo di ogni uomo il suo destino e il dì della Risurrezione gli mostreremo un rotolo che troverà dispiegato a sé davanti. / "Leggi il tuo rotolo! Basterai tu stesso, oggi, a computare contro di te le tue azioni!"» (trad. di A. Bausani, Il Corano, Firenze, Sansoni, 1961, p. 202). Altre fonti fanno notare come le personalità in grado di leggere e scrivere, nel periodo precedente all'Egira, fossero una quindicina, tutte conosciute per nome, ed in effetti il Corano sarebbe il più antico libro arabo in prosa. Studiosi occidentali fanno notare come le tribù nomadi, compresa quella di Maometto, disprezzassero la scrittura, privilegiando la trasmissione orale delle conoscenze. La maggior parte dei musulmani propende per un analfabetismo del loro Profeta, escludendo pertanto radicalmente che egli abbia potuto leggere la Bibbia o altri testi sacri, che del resto sarebbero comparsi in forma scritta solo diverso tempo dopo la sua morte. La reputazione in Europa. Dopo un protratto periodo di indifferenza nei confronti dell'Islam, equivocato dalla Cristianità occidentale e orientale, come una delle eresie del Cristianesimo nelle dispute con cristiani, questi ultimi sottolinearono sovente il carattere sincretistico della religione di Maometto, basata allo stesso tempo su tradizioni arabe preislamiche (come il culto della Pietra Nera della Mecca) e su tradizioni cristiane siriache ed ebraiche, e mossero critiche alla personalità di Maometto, alla formazione e trasmissione del testo coranico e alla diffusione dell'islam attraverso la spada. Nell'Occidente medievale Maometto fu considerato per oltre cinque secoli un cristiano eretico. Dante Alighieri - non consapevole del profondo grado di diversità teologica della fede predicata da Maometto, per l'influenza su di lui esercitata dal suo Maestro Brunetto Latini, che riteneva Maometto un chierico cristiano di nome Pelagio, appartenente al casato romano dei Colonna - lo cita nel canto XXVIII dell'Inferno tra i seminatori di scandalo e di scisma nella Divina Commedia assieme ad 'Ali ibn Abi Ṭalib, suo cugino-genero, coerentemente con quanto da lui già scritto ai versetti 70-73 del canto VIII dell'Inferno: «...Maestro, già le sue meschite / là entro certe ne la valle cerno, / vermiglie come se di foco uscite / fossero...», in cui le "meschite" (deformazione della parola del volgare castigliano mezquita, derivante dall'arabo masjid, che significa moschea) della città di Dite sono le "vermiglie" abitazioni della città dannata ove dimorano gli eresiarchi cristiani. È questo il motivo per cui nella basilica di San Petronio a Bologna, in un celebre affresco, Maometto fu raffigurato all'inferno, secondo la descrizione di Dante, con il ventre squarciato. Il motivo per cui Dante lo colloca tra i seminatori di discordie e non tra gli eresiarchi è probabilmente dovuto ad una leggenda medievale che parla di Maometto come vescovo e cardinale cristiano, che poi avrebbe rinnegato la propria fede, deluso per non aver raggiunto il papato o per altra ragione e avrebbe creato una nuova religione «mescolando quella di Moisè con quella di Cristo». Secondo una tradizione diffusa tra i musulmani, il Negus di Abissinia - che ospitò gli esiliati musulmani quando Maometto era in vita - avrebbe attestato la sua fede in lui come profeta di Dio. Il racconto dell'Isra' e quello del Miʿraj (divulgato in traduzione nel mondo cristiano medievale come Libro della Scala, ossia "Dell'ascesa [al cielo]"), partendo da alcuni passi del Corano, parla di un viaggio oltremondano di Maometto e presenta varie affinità con la cosmogonia e con altri aspetti della Divina Commedia dantesca, senza per questo poter parlare di imitazione per quanto riguarda l'alto livello poetico ed il contenuto teologico prettamente cristiano del capolavoro dantesco. Famiglia. Maometto ebbe i seguenti figli (tutti premorti al padre, con l'eccezione di Faṭima al-Zahra'): Zaynab, da Khadija bt. Khuwaylid; Qasim, da Khadija bt. Khuwaylid; Ruqayya, da Khadija bt. Khuwaylid; Umm Kulthum, da Khadija bt. Khuwaylid; 'Abd Allah, da Khadija bt. Khuwaylid; Faṭima al-Zahra', da Khadija bt. Khuwaylid; Ibrahim, da Mariya la Copta. Maometto ebbe le seguenti mogli: Khadija bt. Khuwaylid; Sawda bint Zam'a b. Qays; 'A'isha bint Abi Bakr al-Ṣiddiq ('A'isha, figlia del futuro primo Califfo Abu Bakr); Ḥafsa bint 'Umar (figlia del secondo futuro Califfo 'Umar b. al-Khaṭṭab); Zaynab bint Khuzayma b. al-Ḥarith, detta poi "Madre dei poveri"; Umm Salama Hind bt. Abi Umayya b. al-Mughira al-Makhzumiyya; Zaynab bint Jahsh b. Ri'ab al-Asadiyya; Juwayriyya bint al-Ḥarith b. Abi Dirar; Ramla bint Abi Sufyan (Umm Ḥabiba bt. Abi Sufyan); Rayhana bint 'Amr; Safiyya bint Ḥuyayy b. Akhtab; Maymuna bint al-Ḥarith b. Ḥazn; Mariya bint Sham'un b. Ibrahim, detta la Copta (al-Qibṭiyya). Pur avendole sposate, non ebbe rapporti coniugali con Asma' bt. al-Nu'man (malata di lebbra) e 'Amra bt. Yazid che dimostrò immediatamente tutta la sua ostilità per tale unione, ottenendo così di venir subito ripudiata e di tornare tra la sua gente (i B. Kilab). La moglie più importante per Maometto fu comunque Khadija che aveva sposato prima della "Rivelazione" e che per prima aderì alla religione islamica. Fu anche un forte sostegno economico, e ancor più morale, soprattutto di fronte alle angherie dei notabili pagani della città ostili al marito. Da lei Maometto ebbe quattro figlie femmine (Zaynab, Ruqayya, Umm Kulthum e Faṭima) e due maschi (al-Qasim e 'Abd Allah, detto anche Ṭahir e Ṭayyib). Da Mariya la Copta ebbe invece Ibrahim. Secondo l'Islam non è possibile avere più di quattro mogli. In virtù della rivelazione divina di un versetto del Corano fu consentito a Maometto di superare questo limite, ed alcuni dei suoi matrimoni furono contratti per sanzionare alleanze o conversioni di gruppi arabi pagani, dal momento che gli usi del tempo prevedevano che si contraesse un vincolo coniugale fra le parti per rafforzare un importante accordo che s'intendeva concludere. I matrimoni di Maometto sono stati per lungo tempo oggetto di critica in Occidente, come sottolineato dall'islamista John Esposito. Secondo lo studioso Moojan Momen ci sono due aspetti da considerare: in primo luogo Maometto non ha preso altre mogli oltre a Khadija per 24 anni, finché ella è rimasta in vita; in secondo luogo il fatto di aver avuto sei figli da Khadija, e un solo figlio dalle altre dodici mogli sembra confermare la tesi per cui i matrimoni sono stati contratti per motivi politici piuttosto che sessuali. Maometto ebbe anche sedici concubine ma solo dalla sua schiava, che sposò, la copta Mariya, ebbe un figlio: Ibrahim, deceduto a otto mesi con grande dolore dello stesso Maometto che poco tempo dopo, morendo fra le braccia di 'A'isha, lo raggiunse nella tomba. Fra le mogli sposate successivamente la più importante (malgrado non gli desse figli) fu 'A'isha, figlia di Abu Bakr, nata verso il 614. Secondo numerose attestazioni di diversi 'aḥadith ella aveva 6 anni in occasione del suo matrimonio formale e 9 anni al momento della prima consumazione e fu con lui fino alla sua morte nel 632, mentre secondo qualche altro 'aḥadith 'A'isha aveva 7 anni quando contrasse il matrimonio e 10 quando lo consumò e per alcuni studiosi di ahadith (Ruqaiyyah Waris Maqsooddi) dai 14 ai 24 anni, probabilmente 19. Secondo un costume diffuso nella Penisola Arabica del VII secolo, in cui l'età media (specie in ambiente non urbano) era di 35 anni circa, i contratti matrimoniali erano di conseguenza stipulati dai genitori degli sposi fin dall'età prepuberale. Vi sono comunque studiosi musulmani che sostengono che i dati riguardanti l'età di Maometto e di 'A'isha siano contraddittori e che 'A'isha poteva essere d'età alquanto maggiore. In particolare la studiosa Ruqaiyyah Waris Maqsood, incrociando diverse fonti autorevoli, giunge alla conclusione che 'A'isha avesse un'età compresa tra i 14 e i 24 anni, probabilmente 19, al momento del matrimonio. Questa ipotesi è congruente col fatto che, secondo il più antico e più autorevole biografo del profeta Maometto, Ibn Ishaq, 'A'isha era "nata nella Jahiliyya", vale a dire prima del 610, e che le tradizioni sull'età di 9 anni di 'A'isha provengono tutte da Hisham ibn 'Urwa, sulla cui affidabilità molto si discute tra gli stessi studiosi di ḥadith, specialmente per quelli di provenienza irachena, sottilmente ostili ad 'A'isha, senza trascurare il fatto che, secondo lo storico Ṭabari, 'A'isha sarebbe stata fidanzata addirittura prima del 610 a Jabir ibn Muṭ'im ibn 'Adi, figlio di Muṭ'im ibn 'Adi, capo del clan meccano dei Banu Nawfal. Il Profeta la sposò dopo un ordine divino ricevuto dall'arcangelo Gabriele. La questione dell'età di 'A'isha costituisce un problema particolare, per documentate contraddizioni storiche ignorate dai succitati 'aḥadith.”. 


Proseguendo, i seguaci di Maometto conquistarono rapidamente Damasco, Gerusalemme, gran parte della penisola mesopotamica, e l'8nov641 nella battaglia di Eliopoli cadde espugnata anche Alessandria d'Egitto. Calmato il fuoco bellicoso dei conquistatori arabi, venne fondata da al-Mansur la nuova capitale Baghdad (nella quale al-Mamun (Abu Ja'far 'Abd Allah al-Ma'mun b. Harun al-Rashid, 786, 833) fonderà od amplierà poi la Casa del Sapere Bayt al-Hikma, paragonabile all'antico Museo di Alessandria città ora musulmana); ed il “miracolo arabo” consiste nella rapidità con cui gli Arabi assorbirono il sapere dei popoli sottomessi, una volta accesa la loro sete intellettuale della conoscenza. Iniziarono allora le traduzioni sistematiche di molte opere greche, tra cui l'Almagesto e gli elementi di Euclide. Qui a Baghdad viveva un matematico ed astronomo Abu Ja'far Muhammad ibn Musa al-Khwarizmi noto semplicemente come al-Khwarizmi, il cui nome diverrà famoso in Europa come quello di Euclide. Egli scrisse alcuni libri, tra cui “De numero indorum” (“Sul calcolo numerico indiano”), in cui veniva trattato in modo completo il sistema di numerazione indiano (oggi detto indo-arabo appunto perché giuntoci, dopo le traduzioni latine, attraverso gli arabi dalla Spagna e da Venezia), il cui schema di notazione divenne noto come algorismo e poi algoritmo. Ma dal titolo della sua opera maggiore al-Kitab al-mukhtasar fi hisab al-jabr wa al-muqabala detta semplicemente al-jabr, scritta nell'anno 820, deriverà un termine ancor più familiare in occidente ossia il nome di Algebra. 


Il nome di “padre dell'algebra” più che al greco Diofanto, spetterebbe dunque all'arabo al-Khwarizmi, anche se dobbiamo dire che la sua Al-jabr, ottenuta riprendendo ed ampliando il lavoro sulle equazioni algebriche del matematico indiano Brahmagupta e del matematico greco-ellenistico Diofanto di Alessandria, tratta problemi più elementari ed è stesa con metodo retorico invece che col metodo sincopato dell'Arithmetica di Diofanto. Vi è presente un'esposizione piana e logicamente ben strutturata (come amavano fare gli arabi oltre ai greci, all'opposto degli indiani), delle equazioni soprattutto di 2° grado. Il titolo della traduzione latina è Liber algebrae et almucabala, ovvero la conoscenza in Europa del libro maggiore di al-Khwarizmi si deve alla traduzione parziale nel 1145 di Roberto di Chester a Segovia (Liber algebrae et almucabala) e poi a quella successiva e completa di Gerardo da Cremona. Al-jabr significa completamento e riduzione o ripristino o trasposizione o sottrazione da un membro all'altro di un'equazione, mentre muqabalah si ritiene che forse significhi riduzione, equilibrio, ossia cancellazione simmetrica dei termini uguali nei due membri di sinistra-destra dell'equazione. L'Algebra si apre con una formulazione del principio posizionale nella notazione numerica, e poi passa a trattare i 6 casi in cui si presenta un'equazione di 2° grado formata da 3 specie di quantità: radici (x),  quadrati x(elev 2) e numeri (ossia i nostri coefficienti). Il capitolo I studia il caso dei quadrati uguali a radici (tipo x(elev 2)=5x), il capitolo II il caso di quadrati uguali a numeri, il capitolo III il caso di radici uguali a numeri, ed i capitoli IV-V-VI trattano i 3 casi classici dell'equazione di 2° grado a 3 termini: le soluzioni consistono in ricette per “completare il quadrato”. Nel primo dei suoi 3 esempi, per risolvere l'equazione x(elev 2)+10x=39 (un quadrato x(elev 2) unità quadrate ed una radice x (ossia 10x unità quadrate) è uguale ad un numero (ossia 39 unità quadrate)), al Khwarizmi tracciava inizialmente un quadrato di lato arbitrario-incognito x (come l'incognita di tale equazione da risolvere) di area x(elev 2) unità quadrate dunque, e sui suoi 4 lati (di lunghezza x) disegnava esternamente al detto quadrato 4 rettangoli di larghezza od altezza 10/4=2e1/2=2.5 unità (e di lunghezza o base ovviamente x) per un'area complessiva di 4(2.5x)=10x unità quadrate. Ora per “completare il quadrato” grande o maggiore (di lato evidentemente dato da x+2.5+2.5 unità) occorreva aggiungere 4 quadratini (ai 4 angoli esterni) di lato 2.5 unità ognuno (per un'area totale dei quadratini di 4(2.5)(2.5)=25 unità quadrate), ottenendo appunto un quadrato di area complessiva (come deve risultare dal 2° membro dell'equazione) di x(elev 2)+10x+25=39+25=64 unità quadrate. Il lato del quadrato maggiore completato deve perciò essere di (radice quadrata di 64)=8 unità, da cui sottraendo 2 volte 2.5 unità (lato di ognuno dei 4 quadratini angolari), ossia sottraendo 5 unità, otteniamo x=8-5=3 unità quale lato del quadrato incognito iniziale nonché valore dell'incognita x=3 dell'equazione data (una miglior trattazione di Al-jabr e di tali casi di soluzione geometrica con completamento del quadrato sono riportati nell'altra parte del libro). Complessi problemi di eredità, come sappiamo pure rispettanti la legge coranica, stimolavano tra i musulmani lo studio dell'algebra. I successori di al-Khwarizmi potevano dire, dopo aver ridotto un problema ad un'equazione, “operate secondo le regole dell'algebra e dell'almucabala”. Paragonabile a Pappo di Alessandria ed al suo ruolo svolto nella matematica greca, Thabit ibn-Qurra (Abu l-Hasan Thabit ibn Qurra' ibn Marwan al-Sabi' al-Harrani, 826-901) fece tradurre Euclide, Archimede, Apollonio, Tolomeo ed Eutocio (Diofanto e Pappo non erano noti prima del X sec). Thabit diede la formula per i numeri amicabili, trovò dimostrazioni alternative del teorema di Pitagora TP, presentò una generalizzazione di YP applicabile a triangoli qualsiasi, studiò i segmenti parabolici e paraboloidali, fornì una trattazione di quadrati magici, trisezioni d'angoli e nuove teorie astronomiche con l'aggiunta di una nona sfera alle 8 dell'astronomia aristotelica-tolemaica. La scarsa omogeneità culturale entro l'Impero arabo, si nota anche nelle opere dei vari matematici, come Abu'l-Wafa (Abu l-Wafa Muhammad ibn Muhammad ibn Yahya ibn Isma' il al-Buzjani, 940-998) ed in al-Karkhi (Abu Bakr ibn Muhammad ibn al Husayn al-Karaji, 953-1029), i quali usavano sia la numerazione indiana che la numerazione greca in equivalenti lettere arabe. Nel “conflitto” tra la trigonometria greca di Tolomeo e la trigonometria indiana, fu quest'ultima a prevalere, e tramite la mediazione araba di al-Battani (Muhammad ibn Jabir al-Harrani al-Battani, noto in occidente come Albatenio, 858-929) essa poi raggiunse l'Europa. Un secolo dopo, al tempo di Abu' l-Wafa, era già nota la funzione tangente di un angolo (data per un cerchio di raggio unitario, a differenza che nella trigonometria indiana); venivano date le formule di duplicazione e di bisezione degli angoli, nonché la legge dei seni sui triangoli sferici. Abu' l-Wafa conosceva le 6 funzioni trigonometriche, ma la sua teoria fu poco seguita in periodo medioevale. In India ed Arabia, per uno gnomone verticale di lunghezza data, l'ombra orizzontale costituiva la cotangente dell'angolo di elevazione del Sole (nel triangolo rettangolo gnomone-ombra il rapporto lunghezzaombra/lunghezzagnomone). L'”ombra inversa”, ossia l'ombra proiettata su una parete verticale da uno gnomone conficcato orizzontalmente nella parete stessa, dava invece la tangente dell'elevazione. L'”ipotenusa dell'ombra”, ossia la distanza dal vertice dello gnomone alla cima dell'ombra, era l'equivalente della nostra cosecante, e l'”ipotenusa dell'ombra inversa” svolgeva il ruolo della secante. La “tradizione delle ombre” (con la tecnica dello gnomone astronomico (lo gnomone, in greco gnomon sarebbe la parte dell'orologio solare che proietta la propria ombra sul piano-piatto ed usualmente ha forma di uno stilo od asta metallica)) era già ben consolidata al tempo di Thabit ibn-Qurra. L'epoca di al-Karkhi è pure l'epoca di ibn-Sina (Abu 'Ali al-Husayn ibn 'Abd Allah ibn Sina o Pur-Sina, noto in occidente come Avicenna, 980-1037) il quale conciliò il pensiero greco con quello musulmano, fece una traduzione di Euclide, ed applicò la matematica all'astronomia ed alla fisica. Al-Biruni (Abu al-Rayhan Muhammad ibn Ahmad al-Biruni od anche Abu Arrayhan Muhammad ibn Ahmad al-Biruni, 973, 1048) fece conoscere il pensiero indiano, ed iscrisse un poligono regolare di 9 lati in un cerchio facendo uso di cos(3α). Ibn-al-Haitham (Hasan Ibn al-Haytham noto in occidente come Alhazen, 965-1040) scrisse il “Tesoro dell'ottica”. Il matematico Ibn-Yunus (Abu al-Hasan 'Ali ibn 'Abd al-Rahman ibn Ahmad ibn Yunus al-Sadafi al-Misri, 950-1009) introdusse la formula di prostaferesi (nome che significa addizione-sottrazione) del coseno, che insieme alle altre 3 formule servirà, prima dell'invenzione dei logaritmi, a facilitare i calcoli numerici. La matematica araba può venir correttamente suddivisa in 4 parti: 1) aritmetica probabilmente di origine indiana basata sul principio posizionale, 2) algebra di fonte greca, babilonese, indiana, che assunse tra gli arabi forme nuove ed una miglior struttura logica, 3) trigonometria i cui principi erano quelli greci delle corde e degli archi, ma che essi instradarono sulla via della definizione delle 6 funzioni trigonometriche dirette-inverse, 4) geometria di origine greca che però gli arabi, apportandovi nuovi contributi generalizzarono. Omar Khayyam ('Umar Khayyam o Ghiyath ad-Din Abu'l-Fath 'Umar ibn Ibrahim, 1048-1131) scienziato, geometra e poeta, scrisse un'Algebra con equazioni di 2° grado ed equazioni di 3° grado di cui riteneva impossibile le soluzioni aritmetiche e di cui dava solo soluzioni geometriche positive (generalizzando il metodo delle intersezioni di 2 coniche). Egli si muoveva nella direzione di colmare il solco esistente tra “algebra aritmetica” ed “algebra geometrica”... anche se il passo decisivo consistente nella loro integrazione verrà compiuto solo nel XVII sec. con l'opera di Cartesio. Gli arabi erano interessati, per non dire affascinati, dall'algebra, ma v'era una questione riguardante la geometria che li coinvolse direttamente ossia la dimostrazione del criticato (per non dire “inaccettabile”) 5° postulato degli Elementi di Euclide, ossia trasformare in teorema un'imbarazzante proposizione che Euclide aveva posto tra i postulati e che già tra i greci era divenuta il “4° famoso problema dell'antichità”. Alhazen partirà inutilmente da un quadrilatero trirettangolo (noto in Europa come “quadrilatero di Lambert”), mentre Khayyam, pure inutilmente, inizierà la sua dimostrazione da un quadrilatero con 2 lati uguali ed entrambi perpendicolari alla base (detto poi in occidente “quadrilatero di Saccheri”), dando entrambi solo presunte dimostrazioni. Nasir Eddin al Tusi (Nasir al-Din al-Tusi, 1201-1274) continuò i tentativi per la dimostrazione del V postulato delle parallele, i cui lavori fornirono il punto di partenza al tentativo di dimostrazione di Gerolamo Saccheri (Giovanni Girolamo Saccheri, 1667-1733, gesuita e matematico), come abbiamo scritto altrove riguardo i tentativi di dimostrazione di tale postulato od all'opposto la sua eliminazione senza sostituzione per tentare altre forme di geometria. Nasir Eddin scrisse il primo trattato sistematico di trigonometria circolare e sferica, indipendente dall'astronomia, ed enunciò il famoso teorema che dalla combinazione di 2 moti circolari uniformi produce un moto lineare alternato (di cui abbiamo scritto). 


Al-Kashi era divenuto famoso per i suoi prodigiosi calcoli, come nell'estrazione della radice n-esima di un numero; era anche orgoglioso del suo valore di 2π=6;16,59, 28,34, 51,46, 15,50 sessagesimale=6.2831853071795865 decimale (dovrebbe essere 6.283185307179586476925286766559...), che già “presagiva il futuro uso della frazioni decimali”. In un manoscritto arabo di un anonimo maestro vengono presentate le espressioni parametriche dei lati del triangolo rettangolo, vi sono classificati 34 triangoli primitivi ordinati per  ipotenusa, e si afferma che “trovati dei triangoli rettangoli a lati razionali, abbiamo trovato nel medesimo tempo un numero del quale si può estrarre la radice e tale che, se gli si aggiunge un numero noto ha radice la loro somma, e ha radice il resto quando lo stesso numero gli venga sottratto”. E poi la differenza tra l'ipotenusa ed il cateto pari è sempre un quadrato, mentre la differenza tra l'ipotenusa ed il cateto dispari è sempre il doppio di un quadrato. Tali studi arabi avranno continuazione nella scuola toscana medioevale di Leonardo Pisano (Leonardo Pisano detto il Fibonacci, 1170 circa, 1235 circa) e di frà Luca Pacioli (Fra Luca Bartolomeo de Pacioli o Paciolo, 1445 circa, 1517). Il matematico arabo del X sec, al-Khazin, che a differenza dell'anonimo maestro conosceva Diofanto, dava altri modi per costruire triangoli con un lato quadrato, e per scomporre un numero (ipotenusa) in somma di 2 quadrati, trattazione  più ampia di quella effettuata da Leonardo Pisano. Il tempo compreso tra l'VIII ed il XIV sec prende il nome di periodo islamico dell'astronomia. La religione islamica presentava una serie di problemi di astronomia matematica, connessi col computo del tempo, e nella loro soluzione gli scienziati islamici avanzarono oltre i metodi dei matematici greci, soprattutto nel campo della trigonometria circolare e sferica. Per l'inizio del ramadan (il mese del digiuno), come per l'inizio degli altri mesi (e come pure per la data della Pasqua cristiana in occidente), era necessario calcolare il moto della Luna rispetto all'orizzonte, e non semplicemente rispetto all'eclittica; poi per determinare la direzione della Mecca da qualunque località islamica, come pure l'ora delle preghiere, essi svilupparono presto la trigonometria sferica (relazioni tra lati ed angoli di poligoni ed in particolare di triangoli tracciati sulla superficie di una sfera oppure nello spazio a curvatura positiva costante, ed il 1° trattato di trigonometria sferica è stato scritto da Al-Jayyani circa nel 1060 d.C.). Sappiamo che per una corretta corrispondenza con le osservazioni, Tolomeo faceva muovere ogni pianeta su un epiciclo mentre il suo centro si muoveva o descriveva un altro cerchio detto deferente, attorno alla Terra. Gli astronomi arabi notoriamente non abbandonarono ma il sistema geocentrico, e del resto fino alle osservazioni telescopiche delle fasi di Venere che Galileo effettuò nel 1610, non si riuscì a trovare una prova sperimentale contro il sistema tolemaico (sistema matematico di calcolo delle orbite planetarie, di posizione e velocità), ed anche le osservazioni galileane non poterono decidere tra il sistema geo-eliocentrico di Tycho Brahe ed il sistema eliocentrico di Copernico (il sistema tolemaico divenne incompatibile con le osservazioni astronomiche e cadde definitivamente solo nel 1610 seppure in alcuni ambienti continuò ancora ad essere sostenuto ed insegnato). 


La prima critica al modello tolemaico venne portata da Ibn al-Haytham e successivamente da Ibn Rushd (Abu al-Walod Muhammad ibn Ahmad Ibn Rushd, ossia Averroè, 1126-1198), da Abu Ishaq al Bitrugi (Abu Ishaq Nur al-Din al-Bitriji o Abu Ishaq ibn al-Bitrugi, in occidente latino noto come Alpetragius, XI sec, 1204), da Nasir al-Din al-Tusi (o Nasir Eddin), da Mu'ayyad al-Din al-'Urdi (1200-1266) e da Quth al-Din al Shirazi (Qotb al-Din Shirazi, 1236, 1311). Attorno al 1350 a Damasco, l'astronomo Ibn al-Shatir (1305-1375) sviluppò una disposizione totalmente concentrica dei meccanismi planetari, il sistema doppio-epiciclico (in Intellezione delle Orbite quale trattato filosofico-scientifico che sembra precedere le ipotesi di Galileo e Copernico). Tutti questi tentativi per salvare i fenomeni (fin a questo punto storico con ipotesi e metodi unicamente matematici non conoscendo ancora le cause dei moti) e per “sistemare i Cieli”, portando pure come necessaria ricaduta a sviluppare modelli cinematici, si riveleranno utili, dico solo per esempio, anche per alleviare i futuri “problemi dei trasporti”, come scriveremo (la “ricaduta” infatti avvenne da “teologia celeste a meccanica celeste a meccanica razionale a meccanica applicata a meccanica dei trasporti” seguendo la nota via del riduzionismo e del meccanicismo). Ma tutte le critiche al sistema astronomico di Tolomeo erano interne al sistema stesso (come pure lo saranno per secoli in Europa prima di Copernico-Keplero-Galileo), e gli astronomi islamici avrebbero probabilmente respinto la rivoluzione poi iniziata col sistema copernicano certamente estraneo alla loro astronomia. Ma la luce della Casa della Saggezza rimase accesa solo per pochi secoli, e dalla 2° metà del XV sec il collasso culturale del mondo arabo sembrerà ancora maggiore della stessa disintegrazione politica dell'Impero musulmano, ed allora dalla terra dell'Islam, dopo al-Kashi, il numero di coloro che daranno contributi alla matematica sarà trascurabile. Però quando la cultura islamica declinava, il mondo europeo entrava in fase di netta ascesa, pronto a recepire da essa un pensiero matematico di livello superiore a quello che gli arabi avevano assorbito dall'Europa nel VII sec. Sono infatti costantemente in funzione le leggi matematiche delle società storiche. Lasciamo perciò il mondo orientale ed il mondo islamico, per ritornare nuovamente in occidente a scrivere del pensiero matematico dell'Europa, nella quale, dopo il medioevo e dal XVII sec in avanti esso genererà i migliori e più promettenti frutti.








   Capitolo 4


La matematica dal VI al XIV secolo.






	Abbiamo scritto precedentemente degli ultimi bagliori emessi dalla matematica greca e possiamo far terminare il mondo antico con l'anno 476 d.C., data di significato storico-politico, oppure al 524 anno della morte di S. Boezio quale unico rappresentante romano in campo matematico il quale più di altri passò il pensiero antico al medioevo cristiano, oppure ancora possiamo farlo terminare con l'anno 529 d.C. come maggiormente significativo dal punto di vista del pensiero matematico e della sua storia, anno questo nel quale l'imperatore Giustiniano chiuse le scuole filosofiche. Inoltre è comunemente accettato come anno nel quale termina l'Età medioevale la data del 1492 quale anno di significato politico-storico-geografico, mentre noi come molti storici porremo tale termine al 1436 anno di morte dell'ultimo grande matematico arabo al-Kashi nonché anno di nascita di Johann Muller (1436-1476, noto in Italia col nome di Regiomontano dal nome della sua città natale Konigsberg): notiamo pure come in Europa la lingua ufficiale usata dai matematici nell'alto medioevo era l'arabo, mentre nel '400 ed oltre la lingua latina ha ormai preso decisamente il sopravvento. Nel VI sec, oltre ad Eutocio (480-?, matematico bizantino), Simplicio, Isidoro di Mileto (442-537, architetto bizantino che ha progettato, insieme ad Antemio di Tralle, la basilica di Hagia Sophia a Costantinopoli) ed Antemio di Tralle (474-534, architetto e matematico bizantino), incontriamo ad Alessandria il maggior filosofo della natura del suo tempo ossia Giovanni Filopono (490-570, scienziato, filosofo, teologo bizantino iniziatore dell'aristotelismo cristiano, passato alla scuola di Alessandria dopo la chiusura delle scuole di Atene, che rimarrà centro di diffusione fino alla conquista araba quando diverrà al-'Iskandariyya), il quale sviluppò critiche contro le leggi del moto aristoteliche sostenendo che la velocità dei corpi gravi in caduta libera non fosse proporzionale al loro peso (eseguendo esperimenti simili a quelli poi eseguiti da Stevino e Galileo di lasciar cadere da uguale altezza corpi pesanti differenti), senza però fare un solo passo in avanti per avvicinarsi alle leggi del fenomeno (ad esempio alla comprensione embrionale del principio di equivalenza che afferma l'uguaglianza della massa inerziale Mi con la massa gravitazionale Mg dei corpi oppure in versione “più forte” che afferma che in un campo gravitazionale qualsiasi è sempre possibile scegliere un sistema di riferimento in ogni punto dove gli effetti dell'accelerazione dovuti al campo gravitazionale sono nulli, principi entrambi dovuti ad Einstein nel 1916 e con precisione di equivalenza tra le due masse migliore di 10(elev -12)), e sostenendo che una freccia scoccata dall'arco continua il suo moto per via del possesso di una “vis cinetica” contro Aristotele il quale invece attribuiva il moto all'effetto dell'aria, teoria questa di Filopono che successivamente porterà alla nota teoria dell'impeto medioevale specialmente studiata a Parigi. Egli commentò il trattato “Introduzione all'aritmetica” (Arithmetike Eisagoge) di Nicomaco di Gerasa (60-120 d.C.) quale opera sostanzialmente elementare che contiene il primo riferimento al crivello di Eratostene, commentata ancora nell'XI sec da Michele Costantino Psello (1018-1080 circa). Da allora in poi la matematica bizantina, che in verità non era mai stata molto forte, non avrà quasi più nulla da dire. 


I secoli che vanno da Teodorico a Carlo Magno o poco oltre, i secoli dell'alto medioevo fino all'anno 1000, se non in tutti i campi della società, rappresentano però veramente i “secoli bui” della scienza e del pensiero matematico, se notiamo che l'uomo più colto del tempo era considerato Isidoro di Siviglia (560-636, la cui opera principale resta l'Etymologiarum sive Originum libri XX quale grande enciclopedia in 20 libri col suo contenuto universale ordinato etimologicamente secondo i vocaboli), il quale compose un grossolano compendio delle arti liberali (aritmetica, geometria, musica, astronomia, largamente utilizzato come libro di testo nelle scuole monastiche alto medioevali) partendo dai trattati latini elementari sulle 4 arti di Boezio. In Inghilterra Beda il Venerabile (673 circa, 735, vissuto nel monastero benedettino di San Pietro e San Paolo a Wearmouth-Jarrow (oggi parte di Sunderland); il motto riportato nello stemma di papa Francesco eletto il 13mar2013 “Miserando atque eligendo” è tratto da un passo dell'homilia 21 di Beda il Venerabile (Om. 21; Gesù lo guardò con sentimento di pietà e lo scelse), il cui significato più o meno è “Pietà e scegliendo” (la misericordia di fronte al peccato) in riferimento a Gesù che guardando con pietà e misericordia Matteo (esattore delle imposte e pubblicano a Cafarnao e disprezzato dagli israeliti) seduto tra gli altri colleghi al banco delle imposte lo scelse tra gli apostoli dicendo “Seguimi” (seguimi sulla via e nella vita), nel momento in cui lo raffigura il Caravaggio quasi fosse in un'”osteria”con un occhio ancora rivolto al denaro e l'altro rivolto a Dio (“State chiamando proprio me?” indirizzato a Cristo ed a Pietro) come si vede nel dipinto (1599-1610) conservato nella Chiesa di San Luigi dei Francesi a Roma; dove il Papa ed i teologi analizzano ogni particolare di quella chiamata apostolica (come del resto fanno per ogni passo della Bibbia e dei Vangeli) ma non si può prendere ogni aspetto, ogni particolare, ogni comportamento, ogni atto, ed ogni sentimento di quella vicenda (già criticabili allora) e portarli a confronto diretto senza alcuna conversione culturale e scientifica con la conduzione della nostra vita nel nostro tempo, poiché se applicassimo tutte le teorie di sociologia e tutte le teorie di psicologia (oltre che di matematica, fisica, biologia, economia, economia tributaria ed ingegneria) vediamo quanti errori ha commesso Gesù e quanti errori ha commesso Matteo (non solo al loro tempo ma inevitabilmente se trasportati a noi), a cominciare dal primo e più banale intromettersi di Gesù senza ben presentarsi-”presentarsi” al punto che Matteo seduto a quel banco invece di guardarlo negli occhi avrebbe dovuto chiedergli “Io devo seguirti!? Sei forse un professore di sociologia dell'Università di Gerusalemme o di Tel Aviv (qualcuno già troverebbe qui delle differenze), od il “ministro dell'Interno” del Regno di Galilea o sei il santone e mistico di turno?”... invece di “Un momento, sistemo in 10 minuti le carte e vengo subito!”... (doveva invece più o meno dire "Sono il Figlio di Dio, Seconda persona della Trinità, consustanziale col Padre mio, nato 33 anni fa dalla Beata Vergine Maria. Sto realizzando il progetto della Salvezza, seguimi senza discutere")... oggi non si potrebbe neppure mettere un banco od una tenda ai bordi di una piazza (come faceva don Sandro Spinelli ritornando periodicamente dal Brasile a Cernusco Sul Naviglio) e sentirsi dire da uno che passa e lo guarda “Seguimi” senza ottenere la giusta risposta (a parte che il gazebo non resterà più di 30 minuti per via di altre norme nel frattempo sviluppate), oppure si contesti che migliaia e migliaia e migliaia di pensatori di sociologia e di psicologia hanno sbagliato tutto rispetto ad un mistico del I sec ed ai successivi pensatori cattolici nonchè invasati religiosi medioevali (...prima bisogna predisporsi, sentirsi peccatori e mettersi in ascolto poi arriva la chiamata del Signore... sono proprio un trattato aperto di psicologia applicata oppure si vuole sostenere che partendo dalla fede religiosa cattolica in Cristo Risorto poi ogni teoria di sociologia e di psicologia miracolosamente si trasmutano in dottrina evangelica ed ogni modello matematico ed ogni teorema matematico poi si sviluppano e dimostrano sicuramente molto più facilmente e correttamente?... ad esempio qual è il concetto di infinito in matematica ed il concetto di infinito nella Bibbia e nei Vangeli?... neppure i postulati del cerchio sono qui compatibili e non solo l'infinito!); se papi e teologi dei nostri tempi credono in questo modo di fare pedagogia ed insegnamento a ragazzi-ragazze-adulti del nostro tempo inevitabilmente si sbagliano (“io sto preparando l'esame di Sociologia della comunicazione”, lui di “Diritto tributario”, o ti dobbiamo seguire (anche simbolicamente s'intende!), oppure studiamo questa roba e diamo gli esami e poi volendo faremo un poco di annacquamento evangelico? (come più o meno si fa anche alla Banca Vaticana dove si applicano Tecniche delle operazioni bancarie, Ingegneria finanziaria (diamo un “contributo anche noi”), Diritto tributario, ecc., e poi si fa un poco di “annacquamento” per far vedere almeno che si sono studiati e meditati anche le teorie evangeliche... andando inevitabilmente al “guado” ogni 10 anni circa))), trattava la sola matematica necessaria al calendario ed a rappresentare i numeri per mezzo delle dita. Deboli gli sforzi di Alcuino (Alhwin od Alcuino di York, 735-804, principale artefice del rinascimento carolingio ed insegnante della Scuola Palatina ad Aquisgrana) e di Rabano Mauro (Rabano Magnenzio Mauro o Rhabanus Magnentius Maurus, 780/783, 856, potente ecclesiastico, abate di Fulda ed arcivescovo di Magonza), almeno fino all'avvento di Gerberto (nato Gerberto di Aurillac, 940-950 circa, 1003, futuro papa Silvestro II e 139º papa della Chiesa cattolica dal 999 alla morte ed il primo di nazionalità francese, successore per numerazione a papa Papa Silvestro I (morto a Roma il 31dic335, e successore di papa Milziade) quale 33º vescovo di Roma e papa della Chiesa cattolica dal 314 al 335, papa al tempo dell'imperatore Costantino I (sotto cui venne emesso l'Editto del 313) che portò al passaggio dalla Roma pagana alla Roma cristiana con le relative sostituzioni di istituzioni, poco influente riguardo la conversione al cristianesimo di Costantino (era piuttosto l'imperatore a governare la Chiesa che non Silvestro, oltre a governare l'impero), non artefice del Concilio ecumenico di Nicea del 20mag325 (leggenda questa medioevale, svoltosi 19giu-25lug325 con papa Silvestro assente ma presieduto da Costantino in persona e che trattò della divinità e consustanzialità di Cristo (punto centrale della dogmatica cristiana cattolica ossia la dottrina dell'homooùsion cioè della consustanzialità del Padre e del Figlio ossia sia nega che il Figlio (Gesù Cristo) sia creato (genitum, non factum) e che la sua esistenza sia posteriore al Padre (ante omnia saecula), ed in tal modo l'arianesimo veniva negato in tutti i suoi punti ed aspetti, inoltre ribadendo l'incarnazione, morte e resurrezione di Cristo in contrasto alle dottrine gnostiche che arrivavano a negare pure la crocifissione, e la nascita virginale di Gesù), dell'arianesimo (quale movimento che riteneva Cristo solo adottato da Dio ma non Figlio di Dio e dunque non divino), delle norme sul battesimo (sempre valido anche se impartito da ariani), della data di Pasqua (legata all'equinozio di primavera, come scritto altrove), e che emise il famoso Credo Niceno), quanto piuttosto del concilio di Arles (in realtà anche questo convocato da Costantino) indetto contro i donatisti africani con conferma della relativa condanna del movimento donatista, ma oggi ben ricordato tutti i giorni 31dic (fine dell'anno) soprattutto ora per via del cenone e dei fuochi d'artificio), il quale Silvestro II dedicatosi pure all'insegnamento, scrisse testi espositivi elementari di aritmetica e di geometria oltre ad introdurre l'uso della numerazione indo-arabica affermatasi però solo nel XIII sec. Ma, come nel IX sec gli arabi studiavano il greco, ora nel XII sec gli europei di lingua latina inizieranno lo studio dell'arabo per impadronirsi della scienza in possesso del mondo islamico. Inizieranno allora le molte traduzioni dall'arabo e dal greco: furono infatti in particolare tradotti gli Elementi di Euclide, più volte l'Al-jabr di al-Khwarizmi e l'Almagesto di Tolomeo divenuto noto in tutto l'occidente. Volendo citare i principali traduttori con le principali traduzioni elenchiamo: Adelardo di Bath (tradusse le tavole astronomiche di al-Khwarizmi, Introduzione all'Astrologia di Abu Ma'shar, Elementi di Euclide dall'arabo al latino che divenne il testo più autorevole nelle scuole di matematica europee parzialmente copiato pure da Giovanni Campano), Alfredo di Sareshel (De vegetalibus di Nicola di Damasco e commentatore di Aristotele), Bibliander (autore della 1° edizione a stampa del Corano (Al-Qur'an) in lingua latina nel 1543 basata sulla traduzione medievale voluta da Pietro il Venerabile, curata da Roberto di Ketton e da Ermanno di Carinzia con l'aiuto di un ebreo che s'era fatto musulmano, contenente pure Doctrina Machumet o Libro delle mille domande), Roberto di Chester (testi di Abu Musa Jabir Ibn Hayyan ed al-Khwarizmi tra cui Liber algebrae et almucabala nel 1145, Liber de compositione alchimiae nel 1144, nonché la 1° traduzione latina del Corano nel 1143, tutte fatte a Segovia), Costantino l'Africano (tradusse molti testi classici del mondo greco tradotti poi in arabo facendo accettare senza “traumi” ai dotti occidentali il pensiero classico filtrato attraverso il pensiero islamico, in particolare testi di medicina-farmacologia introducendo così le idee di Galeno, il Pantegni (Theorica) di Ibn al-Abbas al-Magiusi ed il Pantegni (Practica)), Ugo di Santalla (tradusse testi di alchimia, astronomia, astrologia, geomanzia, tradusse Ahmad ibn Muhammad ibn Kathir al-Farghani (Alfraganus), Abu l-Hasan 'Ali ibn Abi l-Rijal (Haly Abenragel), Liber de secretis naturae di Apollonio di Tiana, De Spatula sulla divinazione, e la nota Tabula Smaragdina, laddove il suo Liber Aristotilis fu un'antologia di materiali di provenienza greca e persiana ma non attribuibili ad Aristotele), Abramo Ecchellense (nel 1645 collaborò alla Bibbia poliglotta ed alla traduzione della Bibbia in arabo, tradusse diverse opere arabe in latino tra cui Chronicon Orientale di Ibnar-Rahib), Ermanno Alemanno (tradusse la Retorica che comprende il testo quasi completo di Aristotele col commentario medio di Averroè e di brevi frammenti di Avicenna e di Alfarabi, la parte introduttiva del commento di Alfarabi alla Retorica aristotelica, il commentario medio di Averroè all'Etica Nicomachea nel 1240, un'epitome (compendio o riassunto) araba dell'Etica Nicomachea nota come Summa Alexandrinorum nel 1243, il commentario medio di Averroè alla Poetica di Aristotele nel 1256 noto nel medioevo col nome di Poetria), Ermanno di Carinzia (il più importante traduttore di opere dell'astronomia araba del XII sec con grande influenza sull'astronomia medioevale in Occidente, e traduttore di opere islamiche; la prima traduzione conosciuta del Corano in occidente faceva parte nel 1143 di una commissione di Pietro il Venerabile Abate di Cluny ed era intitolata Lex Mahumet pseudoprophete principalmente tradotta da Roberto di Ketton che lavorava con altri traduttori ossia Ermanno, Marco da Toledo e Muhammad il Saraceno, divenuta standard in Europa e stampata nel 1543; poi tradusse De generatione Muhamet et nutritura eius, e Doctrina Muhamet; tradusse Planisphaerium di Claudio Tolomeo assieme ai commentari di Maslama ibn Ahmad al-Majriti a Cordova, il Canone dei re di Tolomeo (Canone Regio), Geometria di Euclide (Elementa) verso il 1140 ma vi sono state molte altre traduzioni degli Elementi), Faraj ibn Salim (quale traduttore ebreo di Agrigento del XIII sec, tradusse l'"Enciclopedia medica" di Avicenna ossia "al-Hawi fi l-ṭibb" in 25 volumi contenente la medicina di Grecia-Siria-Arabia, De Expositionibus Vocabulorum seu Synonimorum Simplicis Medicinae, De medicinis Expertis attribuita a Galeno, Tacuini Aegritudinum o Taqwim al-abdan di 'Ali ibn Jazla pubblicato poi a Strasburgo nel 1532, Tacuinis sanitatis o Tabelle delle malattie ossia Taqwim al-sihha di Ibn Butlan, Perì agmon di Ippocrate o Kitab al-jabr (ovvero Sul taglio delle ossa), Edemus di Rodhes, Teofraste, I Presocratici, ecc.), Gerardo da Sabbioneta (tradusse Theorica planetarum (ma questa forse tradotta invece da Gherardo da Cremona), poi Il canone della medicina di Avicenna, e l'Almansor di al-Razi), Gherardo da Cremona (famoso traduzione dell’Almagesto di Tolomeo, ma tradusse molti testi di astronomia, medicina ed altre scienze), Giovanni da Siviglia (tradusse Secretum Secretorum (Sirr al-asrar, un trattato latino attribuito ad Aristotele ma in realtà dovuto ad uno Pseudo-Aristotele medioevale), poi la versione originale di De differentia spiritus et animae di Qusta ibn Luqa di medicina-alchimia, e grazie a lui venne introdotto in occidente il sistema decimale indiano (nel suo Libro degli algoritmi relativi all'aritmetica pratica contenente una delle prime dimostrazioni a noi conosciute del sistema decimale indiano “Un numero è una collezione di unità, e dal momento che la collezione è infinita (per moltiplicazione, come per addizione, può continuare indefinitamente), gli indiani hanno ingegnosamente incluso questa molteplicità infinita all'interno di certe regole e limiti cosicché quella infinità possa essere definita scientificamente; queste rigide regole li rendono in grado di definire con precisione questo sottile concetto”, mentre usualmente si crede che tale introduzione sia dovuta al Liber Abaci di Leonardo Fibonacci di Pisa), tradusse il Libro della nascita, il Kitab tahawil sini al-'alam dell'astrologo arabo Abu 'Ali al-Khaiyat), Domenico Gundisalvo (insieme a Avendauth ossia Abraham ibn Dawud ed Iohannes Hispanus tradusse circa venti opere filosofiche dall'arabo al latino influenzando molto il passaggio dal platonismo all'aristotelismo del XIII sec, ossia Alessandro di Afrodisia (De intellectu et intellecto), al-Farabi (De intellectu et intellecto), al-Kindi (De intellectu), Avicenna (De anima seu sextus naturalium), Avicenna (De convenientia et differentia subiectorum), al-Farabi (Esposizione del V libro degli Elementi di Euclide), pseudo al-Kindi (Liber introductorius in artem logicae), pseudo al-Farabi (De ortu scientiarum), Isaac Israeli (Liber de definitionibus), Avicenna (Logica), Avicenna (De universalibus), al-Ghazali (Logica), Avicenna (Liber de philosophia prima), Avicenna (Liber primus naturalium, tractatus primus), Avicenna (Liber primus naturalium, tractatus secundus), al-Ghazali (Metaphysica), Ibn Gabirol (Avicebron, Fons vitae), pseudo-Avicenna (Liber caeli et mundi), al-Farabi (Liber exercitationis ad viam felicitatis), al-Farabi (Fontes quaestionum), Avicenna (Prologus discipuli et capitula), Avicenna (De viribus cordis)), Roberto di Ketton (tradusse Euclide, l'opera astronomica di al-Battani, le opere mediche di Avicenna, ma divenne famoso per la traduzione di al-Qur'an del 1143 intitolata Lex Mahumet pseudoprophete seppure non immune da errori per scarsa conoscenza del pensiero islamico), Athanasius Kircher (gesuita, tradusse nel 1615 un antico vocabolario copto-arabo di geroglifici prima di Jean Francois Champollion), Marco da Toledo (tradusse l'Isagoge Johannitii e Tegni Galieni di Hunayn ibn Ishaq ed i 4 trattati di Galeno (De tactu pulsus, De utilitate pulsus, De motu membrorum, De motibus liquidis) utilizzate nelle Università di medicina europee del XII sec, e tradusse altri testi di medicina), Ludovico Marracci (nel 1698 tradusse in latino il Corano in due tomi includendo il testo arabo, molto noto nel XVIII sec prima di essere sostituto da traduzioni del Corano in lingue nazionali), Riccoldo da Monte di Croce (voleva tradurre il Corano ma assistette alla caduta di San Giovanni d'Acri nel 1291 ed alla fine dell'Impero latino d'oriente, onde si rivoltò contro l'islam scrivendo molte opere anti-islamiche), Pietro d'Abano (tradusse i Problemata di Aristotele aggiungendo il commentario Expositio Problematum Aristotelis, i Problemata di Alessandro di Afrodisia, scritti di Galeno e Dioscoride, e rivide la traduzione delle opere di Abraham ibn 'Ezra, ecc.), Pietro di Toledo (partecipò alla traduzione latina del Corano in particolare Apologia di al-Kindy, con successiva revisione stilistica del testo latino eseguita del latinista Pietro di Poitiers), Michele Scoto (tradusse molte opere dall'arabo contribuendo a diffondere la filosofia di Aristotele in Europa tramite le opere di Averroè ed Avicenna, poi la versione greco-latina dell'Ethica Nicomachea e la traduzione arabo-latina dei commenti di Averroè alle opere aristoteliche, ma Dante Alighieri nel XX canto dell'Inferno lo mette tra gli indovini perché era conosciuto come mago alla corte di Federico II a Palermo (“Quell'altro che ne' fianchi è così poco, / Michele Scotto fu, che veramente / de le magiche frode seppe 'l gioco.”, un alchimista scozzese ed un averroista medioevale più che un gran filosofo scolastico)), Gabriel Sionita (tradusse molti testi dall'arabo e siriaco in latino), Stefano di Pisa (tradusse opere scientifiche islamiche in particolare di medicina di Ali ibn Abbas al-Majusi (l'al-Kitab al-Maliki) nel 1127 col titolo Liber regalis dispositionis quale traduzione integrale a differenza di quella parziale di Costantino l'Africano questa col titolo Liber Pantegni, e sembra che sia stato traduttore pure di una versione dell'Almagesto di Tolomeo), Teodoro d'Antiochia (attivo come astrologo di corte a Palermo con Federico II di Svevia, ebbe una notevole corrispondenza col matematico pisano Leonardo Fibonacci che trattò questo maestro siriano con rispetto definendolo "il supremo filosofo della corte imperiale", e Teodoro sfidava spesso Leonardo formulando problemi matematici tipo “Trovare 3 interi x,y,z in modo che ciascuna di 3 relazione algebriche date (contenenti x,y,z) sia il quadrato di un intero; conoscendo bene il latino e l'arabo allora nel 1236 l'imperatore Federico II di Svevia commissionò a Teodoro la traduzione in latino del trattato di falconeria di Moamin con titolo “De scientia venandi per aves” spesso però citato come “Moamin latino” (alla traduzione ed alla stesura di alcuni capitoli partecipò lo stesso imperatore che poi revisionò tutta l'opera durante l'assedio di Faenza nel 1240-41) ottenendo 27 capitoli (ma l'originale è andato perso), opera che rappresenta una introduzione all'opera “De arte venandi cum avibus” dello stesso Federico II quale manuale d'uso della falconeria praticata dall'imperatore svevo e dalla sua corte nei vari castelli normanni alcuni dei quali utilizzati solo come residenza venatoria; tradusse inoltre il Commento di Avicenna alla Fisica di Aristotele nel 1239, De animalibus e Secretum secretorum di Aristotele, ed alcuni testi del vicino Oriente e del Maghreb africano), Platone Tiburtino o Plato Tiburtinus (tradusse testi di Tolomeo (tra cui l'Almagesto) ed Archimede, De motu stellarum (Kitab al-zij di al-Battani nel 1116, Liber Embadorum (Il libro delle aree o Geometria pratica) nel 1145 dall'ebraico di Abraham ibn 'Ezra che deve aver influenzato il contenuto di Practica geometriae di Leonardo Fibonacci del 1219-21, Sphericae di Teodosio di Bitinia, De usu astrolabii di Abu l-Qasim Maslama (Ibn al-Saffar) con informazioni sul primo astrolabio in occidente, poi Quadripartitum Ptolemaei (più noto come Tetrabiblos), Iudicia Almansoris, De electionibus horarum di 'Ali ibn Ahmad al-'Imrani, De nativitatibus o De iudiciis nativitatum di Abu 'Ali al-Khayyat, De revolutionibus nativitatum di Abu Bakr al-Hasan (Albubather), Questiones geomantice o Liber Arenalis scientiae di Alfakini, De pulsibus et urinis di Enea). 


Prima dell'invenzione della stampa, soprattutto i monasteri coi copisti funzionavano da Officine di copia e diffusione di libri commissionati da privati o da organizzazioni, ma si guardi in un anno quante volte sono stati copiati la Bibbia ed i Vangeli e quante volte ad esempio gli Elementi di Euclide, per effettuare un confronto coi secoli successivi, seppure aggiungiamo che anche disponendo degli Elementi quest'opera di certo non bastava per costruire edifici e progettare macchine per il lavoro... ma questo è appunto il livello di cultura scientifico-tecnica medioevale. 


Nella numerazione e nei calcoli erano usati l'abaco e l'algoritmo (ossia questo il metodo con carta e penna), finché la secolare battaglia tra “abacisti” ed “algoristi” si risolverà nel '500 definitivamente a favore degli algoristi e dell'algoritmo col conseguente abbandono dell'uso dell'abaco. Daranno un contributo alla diffusione dell'algoritmo anche Alessandro di Villedieu (1175-1240), Giovanni di Halifax (Giovanni Sacrobosco o Johannes de Sacrobosco o John of Holywood, 1195 circa, 1256, matematico, astronomo, astrologo, noto ai latini col nome di Sacrobosco, e pure autore nel 1230 circa della famosissima “Sphaera”), e Leonardo da Pisa o Leonardo Pisano (1170, 1235 circa, matematico e mercante italiano) detto Fibonacci (dalla contrazione di filius Bonacci ossia figlio di Bonacci). Leonardo fu l'autore del famosissimo e fortunatissimo “Liber abaci” o “Liber abbaci” (1202, dal titolo inesatto però dato che in esso non si scrive affatto di abaco; opera ponderosa di 459 pagine nell'edizione in 4° di Baldassarre Boncompagni, opera nata tra rollii e beccheggi di galere pisane, e tra contratti e transazioni commerciali), in cui sono descritte le novem figure o cifre indiane ed il signum 0, lo “zero” (“Novem figure indorum he sunt 9 8 7 6 5 4 3 2 1. Cum his itaque novem figuris, et cum hoc signo 0, quod arabice zephirum appellatur, scribitur quilibet numerus, ut inferius demonstratur”), detto in arabo “zefiro” (o meglio in arabo sefr o sifr, in ebraico éfes, in sanscrito sunya; e da “zephirum” derivarono il termine “cifra” ed il termine “zero”), nonché le operazioni con esse. 


Dopo aver spiegato i procedimenti algoritmici, aritmetici, tra cui l'estrazione di radici ed il minimo comune multiplo mcm, si addentrava in problemi di transazioni commerciali, baratti, società, regole di compra-vendita e di cambi monetari, fino alle equazioni di 2° grado. Nonostante il Liber abaci non fosse molto apprezzato nelle Università (è però su questo testo, almeno fino alla Summa del Pacioli ossia per 280-300 anni, che si formeranno i matematici di scuola toscana). Maestro Benedetto da Firenze definirà L.p. “uomo sottilissimo in tutte le dispute... ed il primo che ridusse allume la praticha d'arismetrica in toscana...”. Per dimostrare la “sottigliezza” dell'uomo, diciamo che ad un certo punto estraendo la radice quadrata di 7234, aggiunse quatuor zephira, trovò la radice 8505 di 72340000, e poi ripassò i decimali a frazione normale di 1/20! (in realtà la radice quadrata di 72340000 sarebbe 8505.29247..., ma tale sottigliezza non sarà molto apprezzata da coloro che hanno letto e tradotto il Liber abaci dato che il Fibonacci non dà spiegazioni dei suoi metodi come del resto era nell'uso). Ma il problema più interessante ivi contenuto è quello dell'allevamento di conigli; quante coppie di conigli verranno prodotte in un anno a partire da una sola coppia, se ogni mese ciascuna coppia dà alla luce una nuova coppia che diventa produttiva a partire dal 2° mese? Questo problema porta, riguardo al numero di coppie mensili, alla famosa serie di Fibonacci (come sappiamo una serie divergente ossia illimitata): 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, …, fn, …; dove ogni termine è la somma dei 2 termini immediatamente precedenti (un foglio del manoscritto su pergamena del Liber abbaci conservato nella Biblioteca Nazionale Centrale di Firenze (ossia Codice Magliabechiano Conv. Soppr. C 1, 2616, fol. 124r) riporta a lato in colonna a riquadro i primi 13 termini della serie sulla fertilità di una coppia di conigli in numeri arabi ossia: 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377 per noi difficilmente leggibile). Di tale serie di Fibonacci, come del lavoro complessivo del matematico toscano abbiamo scritto nell'altra sezione. Con più edizioni, il Liber abaci venne però stampato solo nell'800 ossia curato e stampato da Baldassarre Boncompagni Ludivisi nel 1857 basandosi sul manoscritto del 1228 dato che quello originale del 1202 è andato perso (ed il suo eventuale “ritrovamento” (in chissà quale biblioteca od “archivio sepolto-occulto”), confrontando l'opera del 1202 con quella del 1228 magari permetterebbe di mostrare l'evoluzione del pensiero di Leonardo Pisano, una soddisfazione questa anche maggiore che mostrare tale evoluzione di pensiero in altri autori di opere perdute o ad esempio il pensiero di Aristotele sulla commedia nel caso fortunato fosse rimasta e ritrovata una copia del suo secondo libro sulla Poetica smarrito nel corso del tempo). 


Aggiungiamo che pure questo nostro libro è un nuovo Liber abaci, come altrove detto, non più un sistema di calcolo antico o medioevale ma abaco di calcolo più moderno seppure il supporto materiale per il calcolo sia sempre sabbia o diossido di silicio (fatta di minuscoli granuli in contenitore il primo, e molto purificata con purezza di grado elettronico tramite processo Czochralski per ottenere un solo grande e perfetto cristallo il secondo e poi debitamente drogata tipo P-N, dato che tracciando solo con uno stilo sulla sabbia nel calcolo matematico non si va così in là come dimostra il XX-XXI sec.). Il Fibonacci scrisse pure il “Flos” con problemi indeterminati che ci ricordano Diofanto, e problemi determinati che invece ci ricordano Euclide, gli arabi ed i cinesi. Nel “Liber quadratorum” sono contenuti problemi con equazioni indeterminate, alcuni proprio originati dalle gare organizzate alla corte di Palermo di Federico II. Nell'opera “Practica geometriae”, basata sugli Elementi di Euclide, sulla Divisione delle figure, con parti prese da Archimede, da Erone, da Tolomeo, da Savasorda, opera meno originale e varia del Liber abaci e compiuta nel 1220, era contenuto un analogo tridimensionale del teorema di Pitagora u(elev 2)=x(elev 2)+y(elev 2)+z(elev 2), e la dimostrazione che in un triangolo qualsiasi le mediane si tagliano nel rapporto 2/1 (ossia formando due segmenti di 1/3 e 2/3 della loro lunghezza). Vediamo come la matematica greca, nata quasi nello spirito di godimento e contemplazione dell'intelletto o meglio quasi solo per risolvere problemi teorici posti dalla filosofia, dopo i secoli alto medioevali, rinascesse in terra toscana ormai ben applicata alle necessità dei calcoli (soprattutto calcoli commerciali e mercantili come sarà facile credere). Il Liber abaci e la Practica geometriae divennero testi per i maestri della scuola toscana (periodo d'oro durato circa 350 anni in cui l'Italia primeggiava in Europa riguardo lo sviluppo della matematica), tra cui anche Luca Pacioli il quale così introduce la sua Somma: “: Frater Lucas de Burgo Sancti Sepulchri ordinis minorum et sacre theologie humilis professor... E queste cose con tutte le seguenti: saranno secondo gli antichi... e dè nostri moderni Leonardo Pisano. Giordano. Biagio da Parma. Giovan sacrobusco e Prosdocimo padoano/da i quali in magior parte cavo el presente volume”. Alla Summa resta pure affidato un problema contenuto nel Libro sui numeri quadrati di Leonardo P., così traducibile: Y(elev 2)-C=X(elev 2), Y(elev 2)+C=Z(elev 2), essendo, secondo la terminologia del Pacioli, ripresa poi anche da Galigai, Tartaglia e Cardano, C il numero congruente e Y(elev 2) il quadrato congruo. Alla ricerca delle fonti del matematico pisano, il binomio Leonardo-Diofanto comparirà spesso, ma si risolverà sempre a favore dell'originalità e dell'indipendenza di Leonardo; e quando nel 1853 nella biblioteca Ambrosiana di Milano fu infine ritrovato il manoscritto originale latino sui quadrati, il mondo scientifico rimase stupito ed affascinato, poiché non s'immaginava che un geometra del XIII sec avesse di tanto superato Diofanto, per essere poi a sua volta superato da P. de Fermat soltanto nel XVII sec. Nel 1228, mentre Federico II partiva finalmente per la sua crociata, Leonardo iniziava la ristesura del Liber abaci, indotto a ciò da Michele Scotto (notoriamente Leonardo Pisano, Teodoro siriano e Michele Scoto, insieme erano di casa al palazzo imperiale di Palermo), e l'ultima informazione che abbiamo di lui, risale al 1241 quando l'ormai settantenne (avrà avuto 71 anni circa) Maestro Leonardo Bigollo (il soprannome gli è stato dato dai negozianti pisani ma non sembrerebbe un gran complimento) risulta al servizio del comune di Pisa. Con il libro sui quadrati, ebbero inizio e fine gli studi medioevali che fecero riferimento esplicito ai triangoli numerici, mentre contemporaneamente prendeva avvio il problema del congruo consistente nel trovare i 3 quadrati razionali X(elev 2), Y(elev 2), Z(elev 2), detti i quadrati congruenti, differenti tra loro di un numero intero prefissato C (da Leonardo chiamato numero congruo). Come già gli arabi avevano scritto, risolvere questo problema equivaleva a risolvere il problema sui triangoli numerici di trovare cioè i lati di un triangolo rettangolo del quale sia data l'area A, numero intero. Essendo Y=i, C=4A, X=d+/-p, Z=d+/-p, e viceversa i=Y, A=C/4, d=(Z+/-X)/2, p=(Z+/-X)/2: risolto dunque uno dei due problemi è risolto anche l'altro, ovvero gli stessi valori (a,b) danno soluzione ad entrambi i problemi (basta infatti interscambiare i termini congruente-ipotenusa, congruo-quadruplo area del triangolo). Per ben 900 anni Leonardo Pisano fu il miglior matematico, assieme forse a Giordano Nemorario (o Giordano Teutonico o Jordanus de Nemore o Giordano di Nemi, 1225-1260, matematico ed astronomo, ma scrisse trattati anche di algorismi, algebra, geometria e proiezioni stereografiche) iniziatore medioevale degli studi di meccanica (Scientia de ponderibus (La scienza dei pesi, come chiamava la meccanica), in cui introduce il concetto di gravità posizionale e l'uso di forze, ed è sua la 1° legge corretta del piano inclinato (in De ratione ponderis ma sembra che sia stata dimostrata solo più tardi da Simone Stevino intorno al 1580 e poi da Galileo), che non seppe enunciare neppure Archimede). 


Il Nemorario, infatti, scrisse pure “Arithmetica. De elementis arithmetice artis” in cui si faceva uso di coefficienti letterali anziché numerici, dunque con un significato più generale di “parametri” (precisiamo che, come spesso si fa, chiamiamo coefficienti o fattori i termini moltiplicativi tipo c in monomi tipo cx, quando invece dovrebbero essere detti solo fattori), e l'opera d'algebra “De numeris datis” contenente una formula generale per le equazioni di 2° grado. Sia Giordano di Nemore che Giovanni Campano da Novara (1220-1296, matematico, astronomo ed astrologo italiano, citato da Ruggero Bacone tra i maggiori matematici del XIII sec) discussero animatamente circa l'angolo di “contingenza” od angolo di contatto, formato in P da una curva C con la sua tangente in P: Campano osservò che se si confrontava l'angolo formato da un arco di cerchio con la sua tangente in un punto P estremo dell'arco, con l'angolo compreso fra la tangente in P ed un'altra retta secante passante per P, sembrava sorgere una contraddizione con la prop1 del Libro X degli Elementi, fondamentale per il metodo di esaustione (nel 1255 aveva pure pubblicato un'edizione latina degli Elementa geometriae di Euclide in 15 libri con commento, opera utilizzata per circa due secoli). Campano giustamente concludeva che tale proposizione euclidea si applicava a grandezze dello stesso genere (ossia diremmo a grandezze omogenee), e l'angolo ordinario tra due rette non era del medesimo genere dell'angolo di contingenza-contatto (se la curva è derivabile in P, ha senso solo trovare l'angolo tra la sua tangente e la tangente stessa in P, ovvero in “senso stretto” l'angolo di contatto o è 0 o non ha matematicamente senso). Nel XIII sec, secolo dell'”Europa della Cristianità” nonché di fondazione di numerose Università, la matematica europea raggiunse livelli ormai paragonabili a quelli raggiunti dalle civiltà più evolute. Il medioevo però non ebbe il suo Pappo (morto nel 350 d.C. e autore della famosa Synagoge-Collezione di matematica), e le opere dello stesso Pappo non erano disponibili, come scarsamente note erano le Coniche di Apollonio. Ora che si poteva disporre della statica di Archimede e della cinematica di Aristotele, anche la meccanica attrasse l'interesse dei dotti riprendendo nuovamente e lentamente il suo cammino, specialmente dei fisici di Parigi (interessati allo studio delle variazioni delle molte entità, ovvero alla variazione delle forme ed in particolare della forma del moto), ma pure  dei logici di Oxford. I filosofi del Merton College di Oxford, detti i calcolatori di Oxford sui quali abbiamo scritto altrove, avevano trovato una formula (oggi generalmente nota come regola mertoniana), per esprimere il tasso di variazione uniforme del moto (ossia del moto uniformemente difforme che oggi diremmo moto uniformemente accelerato-ritardato cioè con a=cost e v proporzionale al tempo t). La regola, espressa in termini di distanza e di tempo, essenzialmente afferma che se un corpo si muove con variazione costante od uniformemente accelerato, la distanza percorsa sarà uguale a quella che avrebbe percorso un altro corpo uguale nello stesso intervallo di tempo in moto uniforme dotato di velocità costante uguale a quella del precedente corpo nell'istante di mezzo del suo intervallo temporale (per semplice esempio se un corpo con velocità uniformemente variabile da 0 a 10 percorre uno spazio nel tempo 10 allora lo spazio percorso sarà dato dall'area triangolare 10x10/2=50, distanza uguale a quella percorsa dallo stesso corpo con velocità uniforme di mezzo (ossia di (0+10)/2=5) nel medesimo tempo 10 data dall'area rettangolare 5x10=50). Lo storico della scienza Clifford Truesdell scrisse: “Le fonti pubblicate ora ci dimostrano incontestabilmente come le principali proprietà cinematiche del moto uniformemente accelerato - ancora attribuite a Galileo dai testi di fisica - siano state in realtà scoperte e dimostrate dagli allievi della Scuola di Merton... 


Le caratteristiche della fisica greca vennero sostituite fondamentalmente - almeno per quanto riguarda il moto - dalle quantità numeriche che hanno da allora dominato la scienza occidentale. Il loro contributo scientifico si diffuse rapidamente in Francia, Italia e in altre parti d'Europa. Quasi contemporaneamente, Giovanni da Casale (Casale Monferrato 1320 circa, dopo 1375, filosofo e teologo italiano autore di opere di teologia e scienza e legato pontificio) e Nicole Oresme scoprirono come rappresentare i risultati delle loro ricerche con l'ausilio di grafici geometrici, introducendo così il collegamento tra la geometria e il mondo fisico, che divenne la seconda peculiarità del pensiero occidentale... 


Nel frattempo a Parigi veniva sviluppata la teoria dell'impeto (o dell'impetus), meglio definita di quella iniziata da Filopono, in quanto Giovanni Buridano (1295/1300, 1361, allievo di Guglielmo di Ockham, filosofo nominalista) affermava che se si applica una forza ad un corpo gli si fornisce un impetus che gli permette di continuare il moto alla velocità iniziale in assenza di forze esterne, se non è frenato da ostacoli o dalla resistenza del mezzo (Aristotele invece riteneva che continuasse il moto grazie ai vortici dell'aria generati durante il suo moto). A due scienziati, Tommaso Bradwardine (1290-1349, seguace di Guglielmo di Ockham ed Agostino d'Ippona, autore di varie ricerche matematiche e del trattato De proportionibus velocitatum del 1328), ed a Nicola Oresme (Nicole Oresme o d'Oresme, 1323-1382, matematico, fisico, astronomo ed economista di Parigi), si deve un ampliamento del concetto di proporzionalità, rispetto alla teoria euclidea. Oresme ad esempio nella sezione musicale del “Tractatus de configurationibus qualitatum et motuum” applica tale evoluzione della proporzionalità alla teoria musicale riguardo la teoria degli ipertoni o toni parziali per produrre proporzioni irrazionali del suono (ossia timbro brutto o colore del tono) andando verso un "tono parziale continuo invece che discreto a righe" (diremmo quasi verso un “rumore bianco”). Bradwardine fece ricorso alla teoria boeziana generalizzata delle proporzioni (proporzioni duplicate triplicate, ecc.) e della proporzionalità inversa; nel suo “Tractatus de continuo” sosteneva che le grandezze continue, sebbene comprendono un numero infinito di indivisibili, non sono atomi matematici, ma sono invece composte da un numero infinito di elementi continui (da continua) dello stesso genere. Queste speculazioni medioevali c'è da credere che influenzeranno nell'800 le idee di Cantor sull'infinito. Nel 1360 Nicola Oresme estese ulteriormente la teoria delle proporzioni includendovi anche le potenze frazionarie, e formulando regole di combinazione analoghe alle nostre leggi degli esponenti. Cercò pure di afferrare la legge di proporzionalità tra irrazionali (che con un esempio noi scriveremmo x elevato (radice quadrata di 2)), la quale è forse la prima idea nella millenaria storia del pensiero matematico di una funzione trascendente superiore. Ma Oresme sarà ricordato, come detto altrove, per ciò che stiamo per scrivere. Da più di un secolo i filosofi scolastici avevano discusso sul problema della quantificazione delle forme variabili, tra cui erano annoverate anche le velocità ossia variazioni di luogo-posizione di un oggetto, o “intensità” di variazione del moto, poi la variazione di temperatura da un punto a un altro di un corpo, ecc., ed i logici del Merton College di Oxford come appena accennato erano riusciti a formulare una legge concernente il valor medio di una forma (la forma del movimento) “uniformemente difforme” o costantemente variabile, ossia una “forma dell'essere” in cui il tasso di variazione del tasso di variazione fosse costante (ovvero una forma con variazione “uniformemente accelerata”). Al riguardo gli studi di Oresme sono contenuti in “Tractatus de configuratione qualitatum et motuum”, e nel concetto aristotelico di "qualità" o forma, tipo il calore i filosofi scolastici distinguevano l'intensio o latitudo (il grado di calore in ogni punto detto temperatura) e l'extensio o longitudo (ad esempio la lunghezza della barra riscaldata ed allungata col calore) con ampie discussioni fin da Tommaso d'Aquino circa la latitudo formae degli esseri, che Oresme pensò di associare a figure geometriche onde a proprietà di forme corrispondessero proprietà geometriche (usare cioè figure geometriche per rappresentare le variazioni di forma... era veramente la prima volta che la geometria (euclidea) era adibita a tale scopo), e se la forma è costante la corrispondente latitudo sarà latitudo uniformis rappresentata da una linea retta parallela alla longitudo, mentre se la forma varia si avrà latitudo difformis con curve di latitudo diverse dalla retta parallela alla longitudo, laddove la forma uniformemente difforme sarà rappresentata da una latitudo uniformiter difformis ossia una retta debitamente inclinata rispetto all'asse della longitudo, ed in tutti i casi questo definisce una relazione algebrica tra "longitudini" e "latitudini"; dimostrò quindi il teorema: una forma uniformiter difformis ha la stessa quantità di una forma uniformis della stessa longitudo e avente come latitudo la media aritmetica tra i due limiti estremi della prima. Avendo ciò sviluppato, nel 1361, Oresme si fece venire la brillante idea di utilizzare la forma uniformiter difformis per rappresentare geometricamente la forma del movimento uniformemente difforme (diremmo forse un protografico di una protofunzione, sull'esempio semplice che abbiamo riportato a monte) pur di rappresentare il tempo con la longitudo e la velocità con la latitudo: infatti egli tracciò un “grafico” triangolare della velocità e del tempo per un corpo uniformemente accelerato, dove i punti sulla linea orizzontale (o longitudini, come per i meridiani) rappresentavano gli istanti di tempo nel moto, e dove per ciascun istante tracciava perpendicolarmente alla linea delle longitudini un segmento di retta (o latitudine, come per i paralleli) la cui proporzionale lunghezza rappresentava la velocità in quell'istante. Questa figura geometrica fu possibile perchè Oresme pensava che qualunque cosa fosse misurabile, si potesse immaginare nella forma di una quantità continua. Le estremità di tali segmenti verticali, o latitudini, gli si presentavano allineati lungo una retta o rampa; e se il moto uniformemente accelerato, ossia a variazione costante della velocità, iniziava dalla quiete, la “totalità dei segmenti verticali”, veniva a formare l'area di un triangolo rettangolo. Dato che a distanza percorsa zero corrispondeva area zero, a distanza doppia di un'altra il triangolo aveva area doppia, allora l'area del triangolo (ossia l'“area sotto la rampa”) veniva a rappresentare la distanza o spazio percorso dal corpo nel moto uniformemente accelerato. 


Oresme, col precedente teorema, riuscì a date una dimostrazione e verifica geometrica della regola mertoniana: la velocità del corpo nel punto di mezzo dell'intervallo temporale è infatti la metà della velocità finale, ed allora il rettangolo costruito sulla base con altezza pari al segmento della velocità di mezzo, ha la medesima area del triangolo rettangolo, e dato che l'area rappresenta la distanza percorsa dal corpo, essa rappresenta anche uguale distanza percorsa (nel moto uniforme alla velocità di mezzo, e nel moto uniformemente accelerato a velocità variante uniformemente da zero al doppio della velocità di mezzo). Inoltre questo “grafico” apriva la strada alla formulazione della legge del moto uniformemente accelerato dei gravi in caduta libera, ottenuta da Galileo, alla cui teoria ci sarà poco da aggiungere: ma di questo abbiamo già scritto altrove. Dalla figura geometrica della rampa triangolare, si deduce infatti che l'area sotto la rampa della velocità nella prima metà dell'intervallo temporale è 1/3 dell'area corrispondente al secondo mezzo intervallo (ossia le due aree stanno nel rapporto 1:3). Se suddividiamo ora l'intervallo temporale in 3 parti uguali, le distanze percorse (ovvero le aree sotto la rampa) staranno tra loro nel rapporto 1:3:5. Nel caso di 4 suddivisioni temporali del medesimo intervallo, le distanze-aree staranno nel rapporto 1:3:5:7. Come osserverà successivamente Galileo, le distanze percorse stanno tra loro come la serie dei numeri dispari; e poiché la somma dei primi n dispari 1+3+5+7+... è uguale a n(elev 2), la distanza totale percorsa varia in rapporto al quadrato del tempo n impiegato a percorrerla (ovvero i tempi variano o trascorrono come 1,2,...,n, le velocità variano od aumentano come 1,2,...,n, le aree sotto la rampa ossia le distanze percorse vanno come 1,3,..., 2n-1 (dato che la somma dei primi n dispari, rappresentante l'area-distanza, è uguale al quadrato di n, ossia n(elev 2)), otteniamo la legge galileana della caduta libera dei gravi, a parte ulteriori considerazioni riguardo la circostanza che in questo caso t=n razionale anziché reale come dovrebbe, la quale appunto è caratteristica del moto uniformemente accelerato). Per la verifica di ciò Galileo ricorse ad un piano inclinato liscio, in modo da ottenere un moto uniformemente accelerato, simile a quello lungo la verticale discendente, ma come dire “in scala temporale” ritardato nei suoi tempi e negli spazi (come alla moviola o movi-ola per la visione dei film rallentati nel tempo, inventata negli USA nel 1917 dall'ingegnere olandese Iwan Serrurier), per poter meglio effettuare le misure necessarie con gli strumenti allora disponibili. Collocò lungo un piano inclinato, a distanze che stanno nel rapporto 1,4,9,16,...,n(elev 2) ovvero a distanze-aree che vanno come la serie 1, 1+3, 1+3+5, … (1+3+...+(2n-1)), delle corde di strumenti musicali di lunghezza ognuna la metà della precedente ossia tali che quando fossero sfiorate da una palla che scende lungo il piano emettessero un suono di altezza o frequenza doppia della precedente; e verifico che stando i tempi nel rapporto 1,2,3,4,...,n, e le velocità pure nel medesimo rapporto 1,2,3,4,...,n, gli spazi percorsi erano effettivamente nel rapporto 1,4,9,16,...,n(elev 2), dato che ogni suono di altezza doppia del precedente era emesso ad intervalli regolari come il succedersi dei tempi del moto (forse qui l'introduzione delle corde di strumenti musicali è solo un “abbellimento” dovuto a qualche commentatore dato che si sapeva che Galileo conosceva la musica soprattutto per via del padre Vincenzo musicista). Ciò che in Oresme era essenzialmente nuovo era che, tramite la geometria greca, veniva rappresentata una quantità di una grandezza data da una forma variabile (nel tempo). Mentre per noi il grafico della velocità V funzione del tempo t, V=V(t), nel moto uniformemente accelerato, è una retta, Oresme era soprattutto interessato all'area sotto la curva-rampa, e scriveva: “qualsiasi qualità (forma) uniformemente difforme che termina con intensità zero viene immaginata come un triangolo rettangolo”. Questa rappresentazione grafica delle forme o “latitudine delle forme” o latitudo formarum od “intensità di una forma”, rimase un argomento molto studiato nel periodo che va da Oresme (il quale suggerì pure un'estensione tridimensionale del problema considerando anche le figure 3-dim rappresentate da longitudo, latitudo, e mensura o quantitas della forma proporzionale all'area della figura che la rappresenta.... ma in verità mancava ancora una “geometria algebrica”!, o magari una geometria analitica) a Galileo Galilei, ad esempio insegnato ad Oxford da William Heytesbury, poi a Parigi ed in Italia. 


I matematici occidentali del XIV sec svilupparono solo nuovi punti di vista riguardo le teorie dei secoli precedenti, i secoli d'oro, come i nuovi risultati sulle serie (infinite). Richard Suiseth (Richard Swineshead o Suisset o Suisse, prima del 1340, 1354, matematico, logico e filosofo naturale inglese, attivo verso il 1350, più noto come uno dei calcolatori, anzi il Calculator per eccellenza) risolse un problema di latitudine delle forme (“C'era una volta uno svizzero, che faceva matematica da scolastico; le sue opere sono poco note, ma quello che ho visto di suo mi è sembrato profondo e considerevole” da Leibniz, e Girolamo Cardano incluse Suiseth nella sua famosa lista dei 12 massimi pensatori del medioevo-rinascimento); ed Oresme dimostrò per la prima volta che la serie armonica 1/2+1/3+1/4+...+1/n è divergente dunque con limite infinito (+infinito). Ma dobbiamo giustamente affermare che, nonostante l'innegabile progresso attuato in matematica dal VII al XIV sec, gli sforzi congiunti di tutte le civiltà medioevali (europea, araba, indiana, cinese, e volendo anche altre) non furono neppure lontanamente paragonabili allo sviluppo del pensiero matematico operato nei secoli d'oro dell'antica Grecia. La peste nera del 1348-49 e le sue successive ondate in Europa (ossia peste iniziata in Cina nel 1331 e poi interessante il continente europeo almeno nel periodo 1346-1353 con circa 20 milioni di vittime) e le numerose guerre del XV sec, portarono al generale declino del sapere (e, come accennato, pure ad un generale decremento demografico in tutta Europa), oltre al passaggio “olimpionico” della fiaccola alle nazioni italiana, tedesca, francese e polacca (la “fiaccola” scolastica di Oxford e di Parigi era ormai spenta anche se non deve aver illuminato poi tanto).












   Capitolo 5


La matematica del rinascimento.






	Dalla metà del '400 in poi abbiamo una ripresa dello sviluppo della matematica, anche grazie all'invenzione della stampa a caratteri mobili che permetterà di abbassare il costo delle opere scritte, ed il più antico libro stampato in Europa è del 1447. Nicola Cusano (Niccolò da Cusa, Nicolaus Cusanus, Nikolaus Krebs von Kues o Nikolaus Chrypffs, 1401-1464, cardinale, teologo, filosofo, umanista, giurista, matematico ed astronomo tedesco) sosteneva che la scienza e la conoscenza avessero bisogno di quantificare e di misurare. Tentò infelicemente la quadratura del cerchio considerando le medie delle aree dei poligoni inscritti e circoscritti ad esso. Johann Muller detto il Regiomontano (Johannes Muller da Konigsberg, 1436-1476, matematico, astronomo ed astrologo tedesco) portò a termine, con sicurezza di lingua e di stile, la traduzione dell'Almagesto, iniziata dal suo maestro a Vienna  Georg Peuerbach (Georg von Peuerbach o Purbachius, 1423-1461, astronomo e matematico austriaco), contenente un'ampia sezione matematica. Scrisse anche il “De triangulis omnimodis”, un'opera sui problemi relativi ai triangoli (con valori numerici specifici assegnati ai segmenti che permettevano l'applicazione degli algoritmi dell'algebra retorica araba, e non più la forma dell'algebra sincopata di Diofanto), includente nuove e più accurate tavole (in cui per evitare le frazioni egli adottava un valore molto alto del raggio del cerchio), soprattutto tavole dei seni, che segna la rinascita della trigonometria come scienza indipendente. 


Nel 1484 compare in Francia l'opera d'algebra più ragguardevole dopo il Liber abaci, originale ed esposta per lo più retoricamente, ossia “Triparty en la science des nombres” scritta da Nicolas Chuquet (1445-1488, matematico francese), nella cui terza parte è contenuta la regola dell'incognita (ossia tale opera tratta dell'algebra, e dato che l'incognita veniva indicata con “res” in latino, “chose” in francese, “cosa” in italiano, e “coss” in tedesco (le algebre tedesche erano numerose e di successo come ad esempio il “Die Coss” di Adam Riese), gli algoristi, poi algebristi, erano pure chiamati cossisti-cosisti, e l'algebra era detta “arte cossica”). Quando nel 1494 comparve “Summa de arithmetica, geometria, proportioni ed proportionalità”, scritta in volgare da frà Luca Pacioli (fra Luca Bartolomeo de Pacioli, 1445 circa, 1517), del Triparty di Chuquet e di opere di altri algebristi europei precedenti si perse persino la memoria, così che le vecchie trattazioni dell'algebra passano direttamente dal Liber abaci di Leonardo Pisano alla Summa del Pacioli. La Summa pubblicata nel 1494, opera enciclopedica certamente influente nel mondo della matematica del '500 ma poco originale, è una grandiosa compilazione di aritmetica, algebra (soluzione canonica delle equazioni di 1° e di 2° grado, e come fece Omar Khayyan egli pure riteneva che le equazioni di 3° grado non avessero soluzione algebrica per radicali), geometria euclidea molto elementare, registrazioni a partita doppia (tale parte diverrà molto popolare al punto che Pacioli verrà addirittura considerato l'inventore del sistema di registrazione a partita doppia). Pubblicò anche un'edizione di Euclide ed il trattato dal titolo altisonante “De divina proportione”. Leonardo da Vinci (1452-1519) che molto spesso abbiamo citato in questo libro, fu tipico ed esemplare uomo universale del rinascimento italiano ed europeo, ingegnere ed artista al medesimo tempo, e genio multiforme in svariati campi dello scibile di originale immaginazione se non di grande profondità logico-matematica. La sua mente non era sufficientemente volta allo studio della matematica, se da giovane tralasciando gli elementi dell'abaco, notoriamente per frequentare la bottega del Verrocchio, non avendo in tal materia recuperato si trovò poi disarmato quando sui 50 anni d'età il suo spirito si volse maggiormente alla matematica (a quell'età aveva difficoltà con le moltiplicazioni... forse aveva inventato un suo metodo troppo complicato-strampalato). 


Acquistò la Summa del Pacioli (come abbiamo visto elencando alcuni libri della sua biblioteca personale anche se ci sembra di aver notato piuttosto Luca Pacioli De divina proportione), studiò la matematica degli antichi, e scrisse un libro di geometria non pervenutoci. Sentendosi a tiro, tentò la quadratura del cerchio, effettuò quadrature di figure curvilinee come le lunule, duplicò il cubo ed estese il teorema di Pitagora TP alle figure curve. Effettuò “strasformazioni e travagliamenti” di corpi, piramidi, cubi, cilindri, ecc. E disse... “non mi legga chi non è matematico nelli mia principi”, forse presagendo il futuro della scienza. Dopo una vita ben spesa, come lui stesso forse pensava, Leonardo morì il 2mag1519 all'età di 67 anni. Mentre in Italia per indicare la somma e la sottrazione si usavano le lettere p e m, a Lipsia Johann Widman (1460-1498, matematico tedesco) in un trattato di aritmetica commerciale farà uso per la prima volta dei segni di + e - che saranno destinati a diventare universali (utilizzati questi inizialmente come abbreviazioni per indicare l'eccedenza o la mancanza in misure di mercanzie), L'”Arithmetica integra” del 1544 di Michael Stifel è la più importante algebra tedesca del '500, nella quale veniva data un'unica forma per le equazioni di 2° grado mediante l'uso di coefficienti-fattori negativi. L'anno successivo ossia il 1545 uscirà la famosa “Ars magna” (Artis Magnae, Sive de Regulis Algebraicis Liber Unus, “La Grande arte”) di Gerolamo Cardano (1501-1576) che metterà “fuori moda” e fuori uso tutte le precedenti algebre, e che conterrà  la soluzione generale sia delle equazioni di 3° grado che di 4° grado (un risultato notevole in campo algebrico, venuto dopo circa 3440 anni dalle formule di risoluzione delle equazioni di 2° grado seppure ancora suddivise nei vari casi). L'idea della soluzione dell'equazione di 3° grado il Cardano l'aveva avuta da Nicolò Tartaglia (Niccolò Fontana, 1499 circa, 1557, matematico italiano) mentre la soluzione delle equazioni di 4° grado era stata ottenuta, su sollecitazione dello stesso Cardano, da Ludovico Ferrari (1522, 1565, matematico italiano). Ad ogni modo né il Cardano, né il Tartaglia furono i primi nella scoperta della soluzione dell'equazione di 3° grado, poiché il ruolo di vero primo scopritore spetta ad uno sconosciuto professore di matematica di Bologna, tale Scipione del Ferro (1465-1526). In una gara di matematica a quesiti tra Antonio Maria Del Fior (allievo di Scipione del Ferro dal quale appunto aveva avuto la tecnica di risoluzione) ed il Tartaglia, vinse però inoppugnabilmente il Tartaglia, il quale, a differenza di Del Fior, aveva imparato a risolvere anche la forma x(elev 3)+px(elev 2)=q oltre a x(elev 3)+px=q. Distinguendo i vari casi per avere tutti i segni dei coefficienti positivi (per esempio “il cubo e 6 volte il lato (coss) siano uguali a 20”, ossia nella nostra notazione x(elev 3)+6x=20), col suo metodo, che potremmo definire “di completamento del cubo”, egli dava verbalmente la regola per le soluzioni. Anche riguardo le equazioni di 4° grado distingueva una ventina di casi particolari (come ad esempio “un quadrato-quadrato (x(elev 4)) con un quadrato (x(elev 2)) ed un numero siano uguali ad una cosa (lato x)), dando il metodo da seguire con la relativa risolvente cubica attraverso cui era necessario passare, come abbiamo scritto nell'altra sezione. Le soluzioni delle equazioni di 3° e di 4° grado contenute nell'Ars magna, erano forse il miglior contributo dato all'algebra dal tempo in cui i babilonesi avevano insegnato geometricamente a “completare il quadrato”, seguiti poi dai greci, per la risoluzione delle equazioni di 2° grado. Ed in tal modo si sperò di poter presto risolvere l'equazione di 5° grado (e più in generale tutte le equazioni algebriche o polinomiali di grado n, con n maggiore di 4, usando metodi algebrici ossia per radicali operando sui suoi coefficienti con operazioni di numero finito), con tale speranza impegnando, come vedremo, i matematici in infruttuosi sforzi per altri 2 secoli (esattamente per 285 anni), alle prese con un problema algebrico che in verità non aveva soluzione algebrica 


(dopo essere passato per le mani di vari matematici, in particolare di Lagrange, Abel, Ruffini, ed infine di Evariste Galois (ricordiamo in particolare il giovane matematico “Évariste Galois (Bourg-la-Reine 1811 – Parigi 1832), matematico francese, il quale ancora adolescente fu in grado di determinare una condizione necessaria e sufficiente affinché un polinomio sia risolubile per radicali, risolvendo quindi un problema vecchio di oltre 350 anni; i suoi lavori, come noto, hanno portato alla nascita della teoria di Galois e della teoria dei gruppi, due importanti branche dell'algebra astratta, e al sottocampo delle connessioni di Galois; morì all'età di 20 anni a causa delle ferite riportate in un duello; poco più che adolescente riuscì a determinare un metodo generale per scoprire se un'equazione algebrica sia risolvibile o meno con operazioni algebriche quali somma, sottrazione, moltiplicazione, divisione, elevazione a potenza n-esima ed estrazione di radice n-esima, di numero finito, risolvendo così definitivamente un problema della matematica vecchio di secoli”)). La soluzione delle equazioni di 3° grado fece prendere coscienza della necessità di una nuova classe di numeri solo immaginati in precedenza, ossia i numeri immaginari ed anche i numeri complessi coniugati (composti di una parte reale e di una parte immaginaria). Infatti quando un'equazione aveva una radice reale (per esempio 4), succedeva che essa poteva “essere raggiunta” ossia venir ottenuta come (somma di) 2 radici complesse coniugate (non semplicemente 2 numeri complessi, bensì 2 complessi coniugati) (ad esempio data dalle due radici 2+(radice quadrata di -k) e 2-(radice quadrata di -k) con k positivo qualsiasi, le quali sommate danno appunto 4). Raffaele Bombelli (1526-1572, matematico ed ingegnere italiano) riflettè su questi problemi, ed al riguardo la sua “Algebra” del 1560 fu pubblicata nel 1572 (opera di algebra superiore del '500 quale libro di testo per oltre un secolo e sappiamo utilizzato pure da Leibniz); tra gli altri argomenti, vengono esaminate le soluzioni dei vari casi delle equazioni di 3° grado compreso il cosiddetto caso irriducibile (quello che nella formula di Cardano presenta la radice quadrata di un numero negativo, dunque caso completamente intrattabile), vengono allora prese in esame le radici immaginarie (dette "quantità silvestri") ed i numeri complessi ("più di meno" e "meno di meno" per +i e -i), stabilendo le regole di calcolo (addizione e moltiplicazione) di questi numeri, e solo successivamente Cartesio li denominerà numeri immaginari, ma non si riflettè a sufficienza se fosse davvero necessario introdurre questi nuovi numeri solo per dare soluzione ad alcuni casi di equazioni altrimenti insolubili, sebbene il tempo abbia dato ragione a questa invenzione dei numeri immaginari perché così funziona il pensiero matematico, e quello che funziona è sempre buono (ad esempio nel nostro mondo attuale esisterebbero ad esempio la radio e le telecomunicazioni senza i numeri immaginari e complessi coniugati?). Il segno di uguaglianza (=) in luogo della frase “uguale a” compare per la prima volta nel 1557 in “The Whetstone of Witte” (titolo completo “The whetstone of witte, whiche is the seconde parte of Arithmetike: containyng thextraction of Rootes: The Coßike practise, with the rule of Equation: and the woorkes of Surde Nombers) che sarebbe la seconda parte di Arithmeteke, del più influente matematico inglese del '500 Robert Recorde (1512-1558, matematico gallese), anche se dovrà trascorrere più di un secolo per vedere trionfare tale simbolo (di passaggio aggiungiamo che la lettera tedesca ß, nata dalla legatura con la s-lunga e la z o tra la s-lunga e la s, a volte in tale libro la indichiamo come ss od anche improbabilmente come b o B). 


Egli, tra i fondatori della scuola matematica inglese, scrisse le sue opere in volgare con facile forma dialogica seguito in ciò anche dall'italiano Galileo Galilei. Nicola Copernico (Mikolaj Kopernik, Niccolò Copernico, Nicolaus Copernicus, 1473-1543), astronomo e matematico polacco) fu soprattutto matematico ed astronomo e compì la rivoluzione inerente al sistema astronomico eliocentrico nonostante le sue premesse od intenzioni, a differenza della mancata riuscita accaduta ad Aristarco di Samo nell'antichità. Il suo “ De Revolutionibus Orbium Caelestium” uscì nel 1543, mentre egli divenne un noto astronomo ed un vero maestro in trigonometria. Vi avremo trovato, oltre al sistema eliocentrico, una proposizione (generalizzazione del teorema di Nasir Eddin) nota come teorema di Copernico, sul moto rettilineo (alternato armonico) ottenuto come composizione di 2 moti circolari uniformi. Il trattato “Opus palatinum de triangulis” di Georg Joachim Rheticus (Retico, 1514-1574, matematico ed astronomo austriaco) fece raggiungere alla trigonometria la fase della sua maturità, abbandonando la tradizionale considerazione delle funzioni rispetto all'arco di cerchio per considerare solo le relazioni tra i lati del triangolo rettangolo; egli ampliò tavole molto elaborate delle 6 funzioni trigonometriche (seno, coseno, tangente, cotangente, secante, cosecante). Pierre de la Ramèe (Pietro Ramo, Petrus Ramus, 1515-1572, filosofo francese antiaristotelico) aveva sostenuto la tesi (e questo avveniva nel periodo di massima ortodossia peripatetica) secondo cui “tutto quello che aveva detto Aristotele era sbagliato”, e possedeva una mentalità critica in polemica anche con gli umanisti che sottovalutavano la logica e la matematica. Pubblicò un'edizione degli Elementi nonostante fosse più a suo agio con la matematica elementare. Johann Werner (1468-1522, cartografo, matematico e religioso tedesco) scrisse “Elementi delle coniche”, opera che però non regge il confronto con le antiche Coniche di Apollonio, Nel frattempo in Germania ed Italia si stavano sviluppando rapporti relativamente nuovi tra la matematica e le arti figurative avendo nel frattempo molto superato le tecniche di Cimabue e di Giotto, consistenti nell'introduzione di una teoria della prospettiva. La prima formulazione esplicita si trova  nel trattato “Della pittura” (“De pictura”, del 1435-36) di Leon Battista Alberti (1404-1472, architetto, scrittore, umanista, crittografo, linguista, filosofo, musicista, archeologo e matematico italiano, nonché figura importante del rinascimento italiano). Un passo avanti nello sviluppo della prospettiva è compiuto da Piero della Francesca (1416/1417-1492), pittore e matematico) nel “De prospectiva pingendi” del 1478; mentre l'Alberti aveva affrontato il problema di rappresentare nel piano verticale del dipinto figure collocate sul piano orizzontale di un pavimento (tipo la quadrettatura del medesimo) o ad esempio di un tavolo, Piero considerò il problema più complesso di rappresentare nel piano del quadro verticale oggetti tridimensionali 3-dim così come vengono visti da un assegnato punto di vista S ossia dal punto di vista dell'osservatore-spettatore. In Leonardo da Vinci, come vedremo, il rapporto tra matematica-scienza ed arte diviene più stretto. Albrecht Durer (in italiano arcaico Alberto Duro o Durero, 1471-1528, pittore, incisore, matematico e trattatista tedesco), coltivò interessi geometrici e matematici, come pure vediamo nella celebre incisione dal titolo “Malinconia” in cui rinveniamo un quadrato magico di ordine 4 e somma 34 (di cui abbiamo già scritto). Innovatori in cartografia furono Pietro Apiano (1495-1552, astronomo, matematico e cartografo tedesco) e Gerando Mercatore (Gerhard Kremer, Gerardus Mercator, 1512-1594, matematico, astronomo, geografo e cartografo fiammingo, divenuto noto per il sistema di proiezione cartografica che porta il suo nome) il quale appunto sviluppò la proiezione geometrica-cartografica (detta di Mercatore) ottenuta proiettando i punti della superficie sferica su un cilindro di asse indefinito e tangente la sfera lungo un suo cerchio massimo (ma la cui base teorica sarà sviluppata nel 1599 da E. Wright, ossia con D=ln(tan(Φ/2+45°)) dove D=distanza sulla mappa dall'equatore e Φ=latitudine), proiezione diversa da quella tolemaica. Maurolico e Federico Commandino fecero meglio conoscere la “geometria superiore” di Archimede, Apollonio e Pappo, certamente geometria superiore rispetto alla geometria degli Elementi. Nella seconda metà del '500 erano state recuperate quasi tutte le opere dei matematici ed autori antichi, l'algebra degli arabi era stata ben assimilata ed ulteriormente sviluppata soprattutto dagli algebristi tedeschi ed italiani come visto, mentre la trigonometria era diventata scienza indipendente di rapporti tra lati e di funzioni trigonometriche, per cui si presentavano le condizioni storiche favorevoli per fare il balzo in avanti a tutte le civiltà che nei secoli conobbero il pensiero matematico, un salto di profondità concettuale che diverrà incolmabile, e ciò avverrà nel XVII sec soprattutto con l'invenzione della geometria analitica e del calcolo infinitesimale. 


In attesa di parlare di questo, scriviamo del periodo di passaggio ossia periodo di transizione in cui troviamo le figure di eminenti matematici quali Galileo Galilei (1564-1642, fisico, astronomo, filosofo, matematico ed accademico italiano, abbastanza universalmente considerato il fondatore della scienza matematica moderna in particolare in cinematica, dinamica, ed in astronomia, ma specialmente colui che introdusse il nuovo metodo scientifico sperimentale un tempo detto metodo galileiano; Albert Einstein avrebbe detto: “Per me, i più grandi geni sono stati Galileo e Newton. In un certo senso mi sembrano formare un'unità nella quale è stato Newton a compiere l'impresa più prodigiosa in campo scientifico”; da molti Newton sarebbe ritenuto il matematico più grande al mondo, oltre che grande fisico; una classifica decrescente dei più grandi matematici potrebbe essere: Newton, Archimede, Gauss, Eulero, Riemann, Euclide, Poincarè, Lagrange, Hilbert, Leibniz, Grothendieck (Alexander Grothendieck, Berlino 1928 - Saint-Girons 2014, allievo di Laurent Schwartz lavoro su anelli, ideali primi, geometria algebrica, teoria dei fasci, ecc.), Fermat, ecc.), Bonaventura Cavalieri (Bonaventura Francesco Cavalieri, 1598-1647, matematico ed accademico italiano), Henry Briggs (1561-1630, matematico inglese), Thomas Harriot (1560-1621, astronomo, traduttore, matematico ed etnografo inglese), William Oughtred (1574-1660, matematico inglese), Simone Stevino (Simon Stevin o Simone di Bruges, 1548-1620, ingegnere, fisico e matematico fiammingo), Albert Girard (1590-1633), John Napier (Giovanni Nepero o semplicemente Nepero, 1550-1617), matematico, astronomo e fisico scozzese famoso per l'introduzione del logaritmo naturale), Jobst Burgi (1552-1632, astronomo e matematico svizzero), Johann Kepler (Giovanni Keplero, 1571-1630, astronomo, astrologo, matematico, cosmologo, teorico musicale, filosofo della natura e teologo luterano tedesco celebre per le 3 leggi planetarie), ed il maggior matematico del tempo ossia Francois Viète (1540-1603, matematico e politico francese). Viète si dedicò all'aritmetica, all'algebra, alla trigonometria ed alla geometria. In algebra egli si avvicinò più di ogni altro matematico al punto e teoria moderni degli algebristi. La matematica è una forma del pensiero e del ragionamento (astratto e deduttivo) e non un insieme di ingegnosi artifici come la concepiva Diofanto. Ma un'equazione simbolica generale che indicasse tutte le equazioni di 2° grado ancora non esisteva. Dato il suo metodo Viète si rendeva conto che l'incognita (egli usava le vocali maiuscole per indicare le incognite o le indeterminate (A, ...) e le consonanti maiuscole (C, ...) per indicare i dati ed i termini noti, seppure l'uso generale delle lettere era diffuso fin dal tempo di Euclide ed era usato da Giordano Nemorario), non era necessariamente un numero in senso aritmetico-algebrico od un segmento in senso geometrico come per i greci, ma un “tipo” od una specie (dato che l'algebra ragiona sui tipi e sulle classi di oggetti), che soddisfa le relazioni algebriche espresse dall'equazione (e ben espresse, se traslate dal loro significato geometrico ad uno più simbolico: un quadrato della “cosa” meno 3 volte la “cosa” più 2 è uguale a 0, dove “cosa”, grazie alla “preveggenza fortuita dei cossisti”, è un tipo e non un numero od un segmento od un lato). Per la prima volta con l'introduzione del metodo letterale di Viète si prese coscienza della distinzione tra parametri (quali numeri generalizzati) ed incognite, e la forma generale delle equazioni di 2° grado era scritta come BA(elev 2)+CA+D=0, ma in realtà la sua algebra era ancora abbastanza sincopata perché invece di A(elev 3) usava l'espressione verbale “A cubus”, invece di A(elev 2) usava l'espressione “A quadratus”, indicava la moltiplicazione come in latino con “in”, la divisione con la linea di frazione e l'uguaglianza con la parola latina “aequalis”. In altre parole Viète, nei problemi in cui compariva la “cosa” o “res” o “coss”, decise di procedere come Pappo e gli antichi con l'analisi, ossia invece di procedere da ciò che è noto a ciò che si vuole costruire o si vuole dimostrare, gli algebristi partivano dall'assunzione che l'incognita fosse nota (o meglio fosse esistente) e ne deducevano una conclusione necessaria che permetteva di determinare l'incognita “cosa” (ovvero data un'equazione nell'incognita x, assumendo che x esista si trova un modo per determinare il suo valore, onde quella sarà pure la soluzione dell'equazione data se procedendo all'opposto ovvero passando dalla suddetta analisi alla sintesi si ottiene la corretta dimostrazione sintetica della soluzione), e come detto questo metodo chiamò arte analitica contenuta soprattutto nella sua “Isagoge” del 1591. Si mantenne fedele al principio di omogeneità, e contrappose una “logistica speciosa” o dei tipi, ad una “logistica numerosa” o dei numeri. Viète e Girard conoscevano molte relazioni tra i coefficienti e le radici delle equazioni algebriche, e Girard per primo formulò la proprietà che un'equazione algebrica ha tante radici (n) quanto è il suo grado (n). Harriot conosceva le relazioni coefficienti-radici nelle equazioni algebriche ed inoltre introdurrà i simboli di maggiore (>) e di minore (<), mentre Oughtred farà trionfare il simbolo della crocetta (x) per indicare l'operazione di moltiplicazione. Viète aveva letto Diofanto, e nella sua matematica, l'algebra superiore si associava così all'antica geometria superiore, ma quando un problema geometrico lo portava ad un'equazione indeterminata in 2 incognite (che noi scriveremmo ad esempio come g(x,y)=0), egli lo eliminava osservando che era indeterminato. 


La geometria analitica di Fermat e di Cartesio non era così lontana, ed avrebbe potuto portare il nome di Viète, se egli avesse ben indagato le proprietà dell'indeterminatezza o dell'indeterminazione di un'equazione algebrica (ossia comprendere che dalle infinite coppie (x,y) soddisfacenti un'equazione indeterminata g(x,y), la quale esplicitata dà y=f(x) si ottiene la rappresentazione di una curva di cui quella è l'equazione). Il passaggio dall'algebra geometrica ossia dall'applicazione dell'algebra alla geometria risalente ai greci ed anche prima, alla geometria analitica (e successivamente all'algebra sempre più astratta e formalizzata), ossia al raggiunto equilibrio od “equilibrio”, ed allo stesso peso, di algebra e geometria in una teoria analitica, non può non avvenire che attraverso l'algebra letterale di Viète. In tal senso anche il concetto di numero cambia natura, assumendo forme, strutture e concettualizzazioni sempre più ampie ed astratte (di cui le precedenti assumo la veste di casi particolari). Viète volle introdurre nell'algebra, come appena detto, una tecnica ed arte analitica, che permettesse di ottenere la soluzione “generale” di equazioni algebriche. Volle mantenere la legge dell'omogeneità, di origine geometrica mantenendosi così legato alla geometria (costruzione di soluzioni con riga e compasso ad esempio con costruzione di un ettagono regolare basato su un'equazione di 3° grado del tipo x(elev 3)=ax+a), e dunque i suoi termini sono ancora delle grandezze (in un'equazione di 3° grado allora tutti i suoi termini-monomi sono termini “solidi”, e ad esempio 4x era inteso come il lato x per l'area 4 di un quadrato di lato 2 oppure di un rettangolo con un lato 1 e l'altro pari a 4). Andando ben oltre gli arabi, la ricerca di una radice, come pure l'estrazione di una radice, divengono procedure numeriche ossia algoritmi trasparenti sul piano geometrico. Noi oggi denominiamo algebra classica, ossia la teoria del calcolo letterale e la teoria delle equazioni algebriche, quella che Viète chiamava arte analitica, composta di zetetica (in filosofia generale la zetetica sarebbe un metodo di indagine e ricerca per arrivare alla verità e ragione delle cose), esegetica (fase questa strettamente risolutiva) e poretica. Le lettere dell'equazione, se dovevano misurare direttamente delle grandezze, dovevano essere concepite come numeri più generali dei numeri interi (I) e dei numeri razionali (Q), come farà Bombelli. Sulla via che porta alla geometria analitica, vediamo allora darsi la mano Euclide, Pappo (col suo approccio geometrico) e Diofanto (col suo approccio aritmetico e geometrico), così che le specie letterali di Viète diverranno entità simboliche capaci di assumere tutti i significati possibili in una data struttura algebrica, come scriveremo più oltre. E nasce così la formula algebrica (la Formula). La formula risolvente in Ars magna di G. Cardano è un algoritmo numerico od algebrico (più generale di quello babilonese e di quello greco) in cui il metodo geometrico è divenuto (sufficientemente) trasparente, ed ottenuto quindi senza più passare o far riferimento alla costruzione di un quadrato-rettangolo o di un cubo-parallelepipedo (in tal caso vantaggiosamente potendo pure andare ben oltre la 3° dimensione spaziale e la 3° potenza delle incognite). Il numero è stato sostituito dalle lettere o dai simboli, ossia è stato sostituito dalla sua definizione, dal suo concetto più astratto: il numero è stato concettualizzato, formalizzato, generalizzato ed esteso, anche se sono ancora ben lontani i concetti di insieme, di classe e di gruppo, concetti via via più generali ed astratti. Però per ottenere questa progressiva generalizzazione fu necessario superare l'ostacolo costituito dalla legge dell'omogeneità, e dunque la conseguente ristretta rappresentazione geometrica, cui volle invece rimanere vincolato Viète. Ed allora si percorse una strada che passa per Omar Khayyam, Raffaele Bombelli, e Renè Descartes. Fu necessaria l'introduzione di un'unità di lunghezza, ottenuta ricorrendo alla teoria della misura greca, per cui se 2 grandezze omogenee x e y sono tali che y misura esattamente x, allora l'unità (1) misura esattamente una terza grandezza z, ovvero x:y=z:1. Nelle seguenti equazioni rispettivamente il numero 4 rappresenta cioè sia il numero 4, che il quadrato in misura di lato 2, che il rettangolo di lati 1 e 4, che il parallelepipedo di spigoli 1,1,4: x+4=0, x(elev 2)+4=0, x(elev 3)+4=0. Cartesio, usando il segmento unitario, sviluppò una teoria algebrica senza la legge dell'omogeneità tra grandezze di diversa dimensione, ma teoria algebrica perfettamente coerente, facendo uso della teoria della similitudine e della teoria delle proporzioni. Ciò rende possibile scrivere x(elev 2)+px=q o x(elev 2)+px- q=0, anziché x(elev 2)+px=q(elev 2) o x(elev 2)+px-q(elev 2). L'opera di Viète è stata sottovalutata perché in parte oscurata dalle opere cartesiane, ma gli è stato attribuito un merito in un campo non dovuto, ossia quello della risoluzione approssimata di equazioni di ogni grado, conosciuto in Cina da molto tempo e virtualmente analogo al metodo Horner. Se Viète può essere chiamato il “padre dell'algebra letterale”, può anche, con qualche giustificazione, essere ritenuto l'inventore della “trigonometria analitica” od “algebra applicata alla trigonometria”, e l'interesse per la trigonometria passò dai rapporti di lati di triangoli ad espressioni algebriche tra relazioni o funzioni trigonometriche, tra le quali (le più usate allora) c'erano le relazioni-formule di prostaferesi, ossia formule che trasformavano il prodotto di due funzioni trigonometriche in una somma o differenza. Utilizzando una delle 4 formule di prostaferesi, ponendo un numero uguale a cosA e l'altro numero uguale a cosB, si sostituiva il loro prodotto AB (magari con numeri di 12 o 15 cifre, come poteva accedere in astronomia), con due somme, una sottrazione e quattro ricerche sulle tavole trigonometriche alle righe opportune del coseno. Tale tecnica fu molto usata da Tycho Brahe (1546-1601) in Danimarca (il quale astronomo fornì i dati necessari ed accurati di due anni di osservazioni dell'orbita di Marte a Keplero, il quale se ne servì per ricavare le sue leggi planetarie), e da qui, passando in Scozia il metodo giunse a J. Napier. Il nome “trigonometria”, coniato tra la fine del '500 e l'inizio del '600, compare per la prima volta in un manuale di Bartholomaeus Pitiscus (Barthélemy o Bartholomeo, 1561-1613, matematico, astronomo e teologo tedesco). Napier, come Viète, non era un matematico di professione, e per la sua invenzione dei logaritmi lavorò 20 anni, forse fin dal 1594, partendo dalla riflessione sulle potenze successive di opportuna ed ugual base, oltre alla conoscenza dell'uso delle formule di prostaferesi onde facilitare i calcoli. Nel 1614 uscì la sua opera “Mirifici logarithmorum canonis descriptio”, in cui la base dei logaritmi era scelta prossima a 1, per mantenere molto vicini tra loro i termini successivi-consecutivi di una progressione delle potenze intere. Nonostante la funzione logaritmica fosse in ciò implicita, egli piuttosto aveva in mente la semplificazione dei calcoli, con la compilazione delle tavole attuata insieme a Briggs, scegliendo la base 10. Continuò Briggs l'opera di compilazione delle tavole, il quale scrisse pure la sua “Arithmetica logarithmica” in cui per la prima volta compaiono i termini “mantissa” e “caratteristica”. Anche il matematico svizzero Jobst Burgi è considerato un inventore (contemporaneo ed indipendente) di sistemi di logaritmi. I logaritmi ebbero immediatamente una gran fortuna, soprattutto tra i calcolatori (ossia Keplero, Burgi, Stevino, Galileo ecc.). 


Nel rinascimento si abbassò la barriera platonica o “platonica” di separazione tra pura teoria speculativa ed applicazioni pratiche, e Simone Stevino ne è un chiaro esempio il quale scrisse opere pervase di “spirito pratico od applicativo” ed inoltre introdusse l'uso sistematico delle frazioni decimali nei calcoli, come avvenne pure nella “Descriptio” di Napier, in cui le frazioni decimali compaiono per la prima volta come li usiamo ancora oggi (ossia con la parte intera seguita da quella frazionaria decimale separata dalla virgola (in molti paesi europei) o dal punto (nei paesi anglofoni, come pure noi facciamo in questo libro)). A Stevino comunemente si attribuisce la scoperta della legge del piano inclinato, mentre essa era già stata correttamente enunciata e dimostrata da Giordano Nemorario a metà del XIII sec come abbiamo scritto.  Stevino propose anche le potenze frazionarie ossia x(elev m/n). Galileo inizialmente studiò medicina, ma la predilezione per Euclide e Archimede, lo portò a studiare la matematica e lo fece diventare professore di matematica a Pisa ed a Padova, come abbiamo scritto altrove nella sua breve biografia. Oltre a Valentinus Otho (Valentin Otto, 1545/46, 1603, matematico ed astronomo tedesco), F. Viète ed A. Anthonisz, Ludolph van Ceulen (1540-1610, matematico tedesco) calcolò nel 1596 il valore di π con 20 cifre decimali significative, e successivamente addirittura con 35 cifre (3.14159265358979323846264338327950288... ) spendendovi gran parte della sua vita (utilizzando il metodo dei poligoni regolari fino a 2 miliardi di lati inscritti-circoscritti al cerchio), valore che impressionò i contemporanei al punto che il numero π è a volte chiamato “costante ludolphina”. Viète diede poi una formula teoricamente esatta di π come prodotto infinito di sole frazioni 1/2. Ricordiamo Viète anche per l'aspra polemica che ebbe nei confronti di Cristoforo Clavio (1537-1612) famoso matematico gesuita riformatore del calendario. Sappiamo che nel 1582 papa Gregorio XIII introdusse il calendario, detto calendario gregoriano, che costituisce il sistema di misura e divisione del tempo oggi più diffuso al mondo. Prima dell'avvento del nuovo calendario, il mondo faceva uso da 16 secoli del calendario giuliano introdotto definitivamente dall'imperatore Augusto, caratterizzato dal possedere una lunghezza temporale di 365.25 giorni, mentre la discrepanza con l'anno tropico stagionale del Sole era assommata a circa 11 giorni. Il nuovo calendario era una modifica del precedente. La commissione decretò che si eliminassero 10 giorni dall'anno 1582 per riportare la data dell'equinozio di primavera al 21 marzo astronomico, slittata nei secoli verso l'11 marzo: si tolsero dal mese di ottobre (povero di feste religiose) del 1582, 10 giorni, passando dal 3° giorno prima delle none (5ott1582) al giorno prima delle idi (14ott1582), ossia da giovedì 4ott (ultima data del calendario giuliano) si passò a venerdì 15ott (prima data del calendario gregoriano). Poi per impedire lo spostamento della data dell'equinozio di primavera e della Pasqua si dovette aggiungere anche il giorno bisestile ogni 3 anni centenari su 4 ossia in quelli non divisibili esattamente per 400 (come 1700, 1800, 1900, ecc.). Nel passato si pensava che l'equinozio di primavera cadesse stabilmente il 21mar, mentre la data di Pasqua (che il concilio di Nicea del 325 d.C. aveva stabilito dovesse cadere nella prima domenica dopo il 14° giorno del ciclo lunare, ossia dopo il plenilunio), può cadere in una data qualsiasi tra il 22mar ed il 25apr compresi. Su consiglio del dotto astronomo di Alessandria Sosigene (I sec a.C.), Giulio Cesare nel 45 a.C., nell'istituire il calendario, stabilì che ogni anno comune possedesse 365 giorni mentre ogni anno perfettamente divisibile per 4 comprendesse 366 giorni, dunque in media l'anno possedeva 365.25 giorni (nel 45 a.C. in verità la durata dell'anno tropico era di 365.24232 giorni ossia 11 min e 4 sec inferiore all'anno giuliano, il che comportò una differenza di 11 giorni superiore alla fine del '500 rispetto all'anno solare). L'anno tropico è pure in secolare diminuzione, e questa causa, assieme al fatto che il numero dei giorni di un calendario per usi civili deve essere discreto, è la ragione dell'impossibilità di costruzione di un calendario perfetto. Eppure il calendario gregoriano controlla così bene lo spostamento della data dell'equinozio di primavera, che esso non perde 1 giorno di Sole neppure in 2000 anni. L'intercalazione liliana-gregoriana (l'elemento chiave del nuovo calendario sviluppato da Luigi Lilio (o Giglio)) era semplice: 1 anno ogni 4 anni era bisestile ma si trattava di sopprimere 3 giorni intercalari negli anni centenari che non fossero esattamente divisibili per 400, ossia ottenere 97 giorni bisestili (invece di 100) in 400 anni, con una lunghezza dell'anno gregoriano medio di 365.2425 giorni ossia nel 1582 di 24.34 sec superiore all'anno tropico (alla fine del XX sec l'anno tropico era di 365.256363004 giorni=31558149.76 sec). Se la durata dell'anno tropico non andasse lentamente diminuendo, si vedrà l'errore di 1 giorno sul Sole nel 5084 d.C. (in realtà ciò accadrà invece nel 4317 d.C. circa); ma riguardo i calendari ed il presente calendario gregoriano rimando il lettore ad altra parte del libro. 


Uno dei migliori risultati che Viète diede alla matematica fu la risoluzione del 10° e più difficile caso del famoso problema di Apollonio (costruzione, con riga e compasso, di un cerchio tangente a 3 cose date, in particolare tangente a 3 cerchi). Modificando il metodo di esaustione di Archimede, Stevino dimostrò che il centro di gravità di un triangolo (pensato omogeneo pesante) sta sulle mediane. Mentre Apollonio aveva studiato 3 coniche indipendenti, frutto di modi differenti per sezionare un cono (ossia ellisse, iperbole, parabola), Keplero facendo uso di un principio di continuità, concepì un'unica famiglia di coniche che tutte le includeva permettendo pure il passaggio “continuo” dall'una all'altra. Dopo aver superato il pregiudizio (platonico-aristotelico) di moti celesti necessariamente circolari ed uniformi, nel 1609 Keplero enunciava 2 leggi planetarie: 1) i pianeti si muovono intorno al Sole in orbite ellittiche di cui il Sole occupa uno dei fuochi (per inciso, il termine “fuoco” (non “Fuoco!”) è suo); 2) il raggio vettore Sole-pianeta spazza aree uguale in tempi uguali (la velocità areolare è costante). Nel trattare tali aree, Keplero le pensava come formate da triangolini con un vertice nel Sole e gli altri due in punti “infinitamente vicini” sull'orbita, con corde “infinitesime” che approssimano l'arco “infinitesimo”, usando un tipo rudimentale di calcolo infinitesimale (come in Oresme) guidato dalla geometria; nel medesimo modo trovava l'area del cerchio e dell'ellisse con “intuizione” geometrica. Per la circonferenza dell'ellisse non potè dare altro che la formula approssimata π(a+b). Calcolò invece il volume di alcuni solidi, pensando il volume stesso composto da un numero “infinito” di elementi solidi “infinitesimali”, e questo pubblicò nel 1615 in “Stereometria doliorum”. Successivamente nel 1635 le sue idee verranno sviluppate più sistematicamente da Bonaventura Cavalieri, discepolo di Galileo, in “Geometria indivisibilium”, come abbiamo scritto riguardo il contributo italiano alle anticipazione ed all'invenzione del nuovo calcolo infinitesimale. Galileo venne a conoscenza della “latitudine delle forme” in versione geometrica di Oresme e di Giovanni da Casale seguendo questo Richard Swineshead ed il Merton College, ma egli diede alle idee dei matematici medioevali un'organizzazione ed una precisione matematica che non avevano ancora. Un suo contributo fu l'analisi del moto di un proietto, studiato separatamente nella sua componente verticale (il quale è uniformemente accelerato lungo il filo a piombo, con accelerazione a=costante e v=kt), e nella sua componente orizzontale (che è uniforme, con a=0 e v=costante), purché avvenga in assenza di attrito dell'aria; la composizione dei moti e la composizione delle due velocità (metodo di invenzione galileana) dava come risultato un moto parabolico con la concavità della parabola verso il basso e vertice in alto. E così anche la parabola, dopo l'ellisse (nei moti planetari) trovava applicazione in cinematica-dinamica balistica (le applicazioni in fisica di ellisse-parabola-iperbole sembrano un vanto dei matematici!). Nei Massimi Sistemi, Galileo dimostrava che la più piccola tendenza verso il basso, come il più piccolo peso, era sufficiente a far si che nessun grave potesse essere scagliato nell'aria e “nello spazio” lungo la tangente a causa della rotazione terrestre (con considerazioni su infinitesimi di ordine superiore). Nei Discorsi sulla dinamica, Galileo (ovvero qui Salviati) assicurava Simplicio che è altrettanto facile risolvere un segmento in parti di numero finito che di numero infinito. Passando all'infinito aritmetico ossia in campo aritmetico, osservava che era possibile stabilire una corrispondenza biunivoca tra la serie dei numeri interi e la serie dei quadrati perfetti (ottenuta quest'ultima semplicemente facendo il quadrato di ogni termine della prima dunque con corrispondenza 1:1 tra le due), nonostante i numeri (quadrati) della seconda siano pure contenuti come sua parte propria nella serie iniziale degli interi, e nonostante che quanto più si proceda nella serie degli interi verso valori maggiori più scarsi diventino i quadrati interi perfetti. Questa proprietà degli insiemi infiniti è dovuta al fatto che per essi non vale la legge dell'induzione matematica (per cui nell'infinito una loro parte può essere messa in corrispondenza col tutto) valevole invece per gli insiemi finiti e tale per cui il successore di un numero (n) è un diverso altro numero (n+1). Le radici della scienza matematica che si va in questi anni sviluppando, come sappiamo, affondano nella filosofia naturale del rinascimento. Si è originato in concetto di organismo cosmico, ed il meccanismo stesso (che avrà successo alla fine del '600 con lo sviluppo delle leggi meccaniche del moto di tale grande macchina), e la sua onnicomprensiva validità non sono ancora pensabili prescindendo dall'idea di onnianimazione. 


L'elaborazione della filosofia naturale risponde ai nomi di Bernardino Telesio, Tommaso Campanella (nel cui pensiero il concetto di forza inizia ad assumere una forma più determinata), Gerolamo Cardano, Agrippa von Nettesheim, Giulio Cesare Vanini, Teofrasto Bombasto detto Paracelso, Girolamo Fracastoro, Francesco Patrizi, Iacopo Zabarella (il quale nella sua logica, come detto, si avvicinò al metodo scientifico induttivo-deduttivo senza però comprendere il valore e la necessità della descrizione matematica come diversamente invece farà Galileo), e Giordano Bruno Nolano. Ma sarà Keplero (1571-1630) che nella sua concezione estetica pitagorico-platonica complessiva del cosmo, accoglie alcuni tratti singolari derivanti dalla filosofia naturale del rinascimento, colui invece che con rigore consapevole, soprattutto dal periodo delle osservazioni di Marte, innalzerà una barriera metodica e sperimentale che lo distanzierà e separerà definitivamente dai suoi predecessori, ed a cui sarà  demandato il compito di gettare le fondamenta dell'astronomia scientifica. La strada sarà lunga perché occorrerà forgiare lo strumento matematico per rendere la mente durevolmente capace di sopportare la vista della variopinta e multiforme molteplicità delle cose, ed infine di comprenderle. Il rapporto costante tra concetto ed oggetto, tra pensiero ed essere (tra soggetto ed oggetto), lungo le vie della storia della matematica, fornisce la prova indiretta della forza-potenza della base dell'idealismo. Il concetto di fine (finalismo) doveva venir sostituito dal concetto di causa (causalità) ossia dal concetto di forza (per il momento con connotati ancora troppo antropomorfi), L'accelerazione si fa oggetto della scienza, in quanto la si pensa non come uno stato interno ai corpi, bensì come un rapporto puramente numerico obbediente a leggi matematiche. La verità della natura (i modelli matematici della natura) allora passa attraverso i logoi come ragioni razionali e come rapporti matematici. E' Leonardo da Vinci, la cui molteplicità d'interessi è sottomessa e dominata da una metodologia non più derivante dalla Teologia bensì rivolta alla Natura, quale Giovanni Battista precursore ed annunciatore dell'Avvento del Regno della Scienza Matematica, a spianare la strada lungo cui verranno gettate le fondamenta della scienza sperimentale e della fisica matematica. Il fondatore della dinamica (alcuni lo ritengono tale anche dopo i Principia PNPM di Newton), Galileo Galilei, invece vede già la gloria del sistema copernicano, non solo nei primi risultati astronomici, bensì nel battesimo del nuovo sistema sperimentale (composto di analisi e sintesi, di induzione e deduzione), nell'epifania delle forze ideali della mente, nell'avvento di una nuova visione del mondo basata sulla ragione matematica. Ed a 4 secoli da Galileo (in questo anno sono passati esattamente 377 anni dalla sua morte), e con innumerevoli successi, ancora non si intravede anzi non si immagina neppure di ipotizzare l'estrema unzione del metodo matematico. La vivida e corretta contemplazione della natura come Cosmo è concessa solo all'occhio intellegibile, tramite le equazioni, le trasformazioni, le funzioni e le formule matematiche, Viene infatti a cadere ogni influsso ed intervento soprannaturale nell'accadere e le forze dell'operare naturale divengono tutte immanenti. Il valore della conoscenza non dipende più dall'oggetto (sia esso Dio od una pietra), bensì dipende solo dai gradi di certezza da essa raggiunti. L'ideale conoscitivo, già potenzialmente presente in Leonardo, sarà invece realizzato da Keplero (con la geometria), e successivamente soprattutto da Galileo e da Newton (con la geometria ed il calcolo infinitesimale). Il concetto filosofico fondamentale che permea completamente il sistema scientifico e filosofico kepleriano e ne fa un tutto unitario, è il concetto di armonia (in astronomia come in tutta quanta la natura; le consonanze armoniche musicali ci svelano il progetto ed il modello secondo cui è costruita l'intera realtà), ossia di una visione del mondo come un cosmo ordinato secondo leggi geometriche. La riflessione sugli stabili rapporti esistenti tra i corpi astronomici, tra le mutevoli velocità, tra i valori medi delle velocità nelle orbite, sulle loro distanze dal centro ed i loro tempi di rivoluzione, rapporti analoghi a quelli esistenti fra le frequenze di oscillazione dei suoni armonici, portarono Keplero alla scoperta della 3° legge planetaria che definisce il tempo di rivoluzione T di un pianeta come una funzione della sua distanza r dal Sole. L'ordinamento del tutto serve anche come testimonianza della sua completa animazione, ed il concetto di anima del mondo, come di anima di un pianeta, costituisce un precursore del concetto di interazione causale (permettendo il passaggio dall'animismo universale al meccanicismo universale ed in particolare alla legge di gravitazione universale). E l'anima di un corpo astronomico è descritta, non più come una forza operante, ma come un rapporto funzionale od un operatore matematico esistente tra gli enti dell'universo. Keplero parte, non dal concetto di numero (programma pitagorico che porta piuttosto all'inefficace numerologia), ma dal concetto di grandezza geometrica (solo ciò che è una grandezza o che è mediato da grandezze è comprensibile alla mente umana che possiede il pensiero matematico) e dalla relativa misurazione. Il compito di “salvare i fenomeni celesti” con la costruzione di un modello matematico quale ausilio al calcolo (detto ipotesi matematica, contrapposta all'ipotesi fisica) non è sufficiente, e la fondazione dell'astronomia scientifica sarà compiuta solo assieme alla costruzione scientifica della fisica, ed in tal modo i fenomeni saranno “effettivamente salvati”. 


Alla nascita della scienza matematica vi è l'elaborazione del concetto di forza (e di accelerazione, strettamente legato), con cui si presenta il nuovo concetto di essere o di corpo, il cui sviluppo storico è parallelo all'evoluzione del rapporto pensiero-essere (o soggetto-oggetto). Il movimento dei pianeti dimostra l'azione delle “forme”, l'azione di una forza. La rivoluzione eterna dei corpi astronomici ha bisogno di un motore eterno, ma compiendosi in modi diversificati da pianeta a pianeta, devono esistere diverse sostanze spirituali, diverse Intelligenze motrici, cui è affidata la guida delle diverse orbite, ma poiché la causa dei moti decresce a misura del crescere della distanza dei pianeti dal Sole (la sua efficienza decresce allo stesso modo con cui la luce solare diventa più debole allontanandosi dal sole), Keplero concluse che la causa o forza (inizialmente anima e forza sono trattati ancora come sinonimi o come sottospecie della stessa specie logica) doveva essere completamente naturale o corporea. Da qui si elabora il concetto di forza naturale in senso fisico, accompagnato dal concetto di energia ormai liberato dall'affinità con l'entelechia aristotelica. Alla natura, dunque, appartengono solo quei fenomeni e quei processi che sono collegati reciprocamente da una legge di rapporti tra grandezze: è il concetto di funzione matematica che pian piana si va facendo strada, a determinare i contenuti dei concetti di corpo e di natura. La forza dei pianeti va rappresentata in funzione dei parametri dell'orbita, e la causalità sarà, da ora in poi, matematicamente necessaria, matematicamente certa e precisa, col conseguente abbandono di qualsiasi forma di finalismo o di principio di finalità. Per l'elaborazione del concetto di gravitazione, sia Keplero che Galileo si rifaranno al metodo ed alla teoria del magnetismo di William Gilbert (1544-1603, fisico britannico) contenuto nell'opera “De magnete” del 1600. Nel linguaggio della matematica applicato alla fisica, la gravitazione è concepita come pura interazione, e dopo tale impostazione matematica si potrà procedere dal concetto di forza naturale verso la legge matematica della forza, mentre la materia, tramite il concetto di massa (in Keplero, moles quale puro coefficiente numerico) riceve la prima determinazione quantitativa attraverso una grandezza e sua quantità che esprime la sua attitudine al moto. Per Keplero il podio più alto della conoscenza è occupato dalla geometria (ossia dalla matematica degli antichi, non essendo ancora stata sviluppata la geometria analitica e l'analisi matematica), quale metodo e criterio guida. Nella determinazione e calcolo delle orbite, si abbandonerà il postulato della perfezione delle orbite circolari e del moto uniforme, per adottare il postulato della perfezione, regolarità e certezza delle leggi matematiche della fisica che reggono i movimenti planetari. Non è più guida nella ricerca la semplicità della figura geometrica circolare, bensì la ineluttabile rispondenza alle leggi della logica matematica: invece di un mondo sublunare ed uno celeste ed iperuranico, la nuova fisica proclama l'unità ed unicità di tutta la natura, della Terra e del Cielo, e mentre la legge matematica comporta l'infinita molteplicità dei casi particolari, esclude però categoricamente l'eccezione alla regola stabilita dall'equazione dei fenomeni. La via aperta da Keplero porterà alla metà solo con Galileo e poi con la prima vera legge del mondo di Newton, nella prima fase classica del progresso del pensiero matematico applicato alla natura ed alla fisica. L'immagine della nuova scienza appare chiaramente nel carteggio dei due fondatori, ossia Galileo e Keplero, nato dall'invenzione del cannocchiale (“cannone occhiale”). Il problema della conoscenza è caratterizzato da uno sviluppo “infinito”, ed è il miglioramento progressivo della comprensione del mondo l'obiettivo principale ed il contenuto della scienza matematica. E' necessario rinunciare alla metafisica, ossia alla conoscenza dell'esistenza e dell'essenza delle cose, per attingere la loro conoscenza empirica, come rinunciando all'essenza della gravità otteniamo la legge universalmente valida della caduta dei gravi. La gravità, penata come una proprietà essenziale ed intrinseca dei corpi è incompatibile coi postulati balistici mentre oggettivata in pura quantità ossia in accelerazione costante g, essa entrerà come una componente nel processo di composizione dei due movimenti (secondo una misura comune del movimento e quantità di movimento), rispettivamente lungo la verticale discendente (uniformemente accelerato) e lungo l'orizzontale (uniforme). Non si danno conoscenze assolute delle cose, ma si danno cognizioni e teoremi assolutamente certi, ossia un insieme di principi sistematici di forma matematica. E mentre in Copernico la nozione di cosmo è connaturata alla perfezione della figura geometrica circolare, ed ancora in Keplero è necessaria l'integrazione col concetto di armonia, Galileo taglia anche quest'ultimo nodo, separando definitivamente la scienza matematica con le sue leggi matematiche dall'estetica. Col suo metodo scientifico basato sulla matematica (che sarà poi molto sviluppato e perfezionato nell'800 e '900 dando i suoi frutti), coi nuovi concetti di rapporto e di funzione, di leggi matematiche, di esperienza, di corpo, materia, movimento, Galileo ha “scoperto” un nuovo Cielo e una nuova Terra. 


Sappiamo come il Galilei ebbe cattivi rapporti con la Chiesa cattolica, i quali portarono all'accusa, processo, condanna, abiura, e negli anni '80 del XX sec alla sua riabilitazione. Galileo però non fu mai condannato per eresia (leggiamo nella sentenza a carico di Galileo: “...Diciamo, pronuntiamo, sententiamo e dichiariamo che tu, Galileo sudetto, per le cose dedotte in processo e da te confessate come sopra, ti sei reso a questo S. Off.o vehementemente sospetto d’heresia, cioè d’aver tenuto e creduto dottrina falsa e contraria alle Sacre e divine Scritture, ch’il sole sia centro della terra e che non si muova da oriente ad occidente, e che la terra si muova e non sia centro del mondo, e che si possa tener e difendere per probabile un’opinione dopo esser stata dichiarata e diffinita per contraria alla Sacra Scrittura; e conseguentemente sei incorso in tutte le censure e pene dai sacri canoni et altre constitutioni generali e particolari contro simili delinquenti imposte e promulgate...”), dato che il De revolutionibus non fu mai ufficialmente dichiarato eretico. Alla fine del '500 molti conoscevano il sistema copernicano, anche se comunque era diffusa l'opinione che la verità si trovasse nelle Sacre Scritture. Il giudice dell'Inquisizione, deciso a cogliere in fallo Galileo, formulò invece un'accusa di “sospetto veemente di eresia”. Dopo le osservazioni di Galileo del 1609-10, nella quali Venere lungo l'orbita presentava le stesse fasi della Luna (non possibile questo fatto nel sistema tolemaico, ma possibile in quello tychonico ed in quello eliocentrico), Galileo si schierò dalla parte del sistema di Copernico, anche se non poteva provarlo deduttivamente. Si decise nel frattempo solo di espurgare ed emendare il De revolutionibus (tra l'altro già utilizzato anche per la riforma del calendario) in due passi, cancellandone uno e rendendo ipotetico l'altro, oltre ad ammonire Galileo a non esprimersi troppo apertamente a favore del sistema copernicano, senza esplicita proibizione ufficiale d'insegnarlo. Ma successivamente impostogli il silenzio, Galileo per 7 anni rimase a Firenze, fino all'abolizione del provvedimento da parte del nuovo papa Urbano VIII. 


In questo periodo scrive il “Dialogo sopra i due massimi sistemi del mondo tolemaico e copernicano” suddiviso in 4 giornate ed ambientato nel palazzo sul Canal Grande a Venezia del signor Giovan Francesco Sagredo (discepolo dello stesso Galileo). Lo sviluppo intellettuale di Galileo era già compiuto molti anni prima che le due opere maggiori fossero scritte, ossia il Dialogo sopra i massimi sistemi (opera della piena maturità contenente tutto il pensiero cosmologico e scientifico dell'autore, un'architettura lineare e complessa, classica nella sobrietà, nella razionalità e nella lucidità) e le “Nuove Scienze”, entrambe prosecuzione del “De motu”. Nella seconda giornata, Galileo indica la tangente come la linea del moto della Terra. E' noto che il moto circolare genera una forza centrifuga diretta verso l'esterno dell'orbita (e Galileo non lo ignorava), ma nel moto diurno la rotazione è così lenta che si può prescindere  dalle forze centrifughe e si può considerare il moto quasi rettilineo uniforme; ed anche nella rivoluzione orbitale annuale Galileo afferma che il moto del centro per l'arco (che è di circa 1 grado/giorno), pochissimo differisce anzi è come se fosse fatto per la tangente... punto importante questo per capire fino a che punto egli si sia spinto avanti nell'indagare il grande mistero della “costituzione del mondo” e dell'universo... e purtroppo non ha compreso, e non ha detto, che benchè il moto del centro  per l'arco di traiettoria poco differisca dal moto per la tangente, tuttavia l'importante è proprio quel moto virtuale, quella componente fuori dalla tangente, ossia quella differenza tra la tangente e l'orbita (che invece Newton, come vedremo, ben comprenderà). Infatti, se il moto fosse come per la tangente, allora la Terra non sarebbe soggetta ad alcuna forza (forza gravitazionale), in tal caso però, come farà Einstein, avrebbe dovuto “precorrendo molto molto i tempi”, pensare allo spazio convenientemente curvo con un'opportuna funzione metrica. Se Galileo non riesce a fare questo passo, se egli rimane al di qua della soglia della gravitazione universale, è perché ha inteso in senso troppo statico, troppo “geometrico”, su scala cosmologica, il principio di gravitazione, per cui, tra i corpi celesti, ha forse creduto che il peso non si esercitasse ugualmente come in Terra, e che forse si trasformasse in altro ente, per esempio in una forza magnetica. Con la teoria del magnetismo di Gilbert, come con la luce, Galileo si ferma sulla soglia del gran mistero del mondo, del mistero di come vanno i Cieli; come Mosè giunse in vista della Terra Promessa senza riuscire a toccarla. Ha in mano tutti gli elementi per poter penetrare più a fondo il meccanismo del sistema del mondo, di cui ha ormai delineato il progetto ed il disegno... ma... l'oscurità è ancora troppo forte ed offusca il nitore della sua grande intelligenza geometrica (od “intelligenza geometrica”)... però... lascerà un disegno, di cui scriveremo, che farà riflettere Newton. Comparsi i Massimi Sistemi, i nemici di Galileo convinsero il papa che egli propendeva apertamente per il sistema copernicano (oltre ad aver personificato in Simplicio l'opinione contraria), ed Urbano VIII diede il via all'Inquisizione, nonostante la dottrina di Copernico non fosse mai stata dichiarata eretica ed i Massimi Sistemi avessero superato la censura. Fu interrogato, gli fu proibito di scrivere ancora sulla mobilità della Terra mentre i Massimi Sistemi furono messi all'Indice dei libri proibiti, e nel Libro dei Decreti, dopo i verbali d'interrogatorio e dopo la sentenza (riportiamo qui la storica Sentenza del tribunale: “Noi Gasparo del tit. di S. Croce in Gerusalemme Borgia; Fra Felice Centino del tit. di S. Anastasia, detto d’Ascoli; Guido del tit. di S. Maria del Popolo Bentivoglio; Fra Desiderio Scaglia del tit. di S. Carlo, detto di Cremona; Fra Ant.o Barberino, detto di S. Onofrio; Laudivio Zacchia del tit. di S. Pietro in Vincoli, detto di S. Sisto; Berlingero del tit. di S. Agostino Gesso; Fabricio del tit. di S. Lorenzo in Pane e Perna Verospio: chiamati Preti; Francesco del tit. di S. Lorenzo in Damaso Barberino; et Martio di S.ta Maria Nova Ginetto, Diaconi; per la misericordia di Dio, della S.ta Romana Chiesa Cardinali, in tutta la Republica Christiana contro l’heretica pravità Inquisitori generali dalla S. Sede Apostolica specialmente deputati; Essendo che tu, Galileo fig.lo del q.m. Vinc.o Galilei, Fiorentino, dell’età tua d’anni 70, fosti denuntiato del 1615 in questo S.o Off.o, che tenevi come vera la falsa dottrina, da alcuni insegnata, ch’il sole sia centro del mondo et imobile, e che la terra si muova anco di moto diurno; ch’havevi discepoli, a’ quali insegnavi la medesima dottrina; che circa l’istessa tenevi corrispondenza con alcuni mattematici di Germania; che tu havevi dato alle stampe alcune lettere intitolate Delle macchie solari, nelle quali spiegavi l’istessa dottrina come vera; che all’obbiettioni che alle volte ti venivano fatte, tolte dalla Sacra Scrittura, rispondevi glosando detta Scrittura conforme al tuo senso; e successivamente fu presentata copia d’una scrittura, sotto forma di lettera, quale si diceva esser stata scritta da te ad un tale già tuo discepolo, et in essa, seguendo la positione del Copernico, si contengono varie propositioni contro il vero senso et auttorità della Sacra Scrittura; Volendo per ciò questo S.cro Tribunale provedere al disordine et al danno che di qui proveniva et andava crescendosi con pregiuditio della S.ta Fede, d’ordine di N. S.re e degl’Eminen.mi e Rev.mi SS.ri Card.i di questa Suprema et Universale Inq.ne, furono dalli Qualificatori Teologi qualificate le due propositioni della stabilità del sole e del moto della terra, cioè: Che il sole sia centro del mondo et imobile di moto locale, è propositione assurda e falsa in filosofia, e formalmente heretica, per essere espressamente contraria alla Sacra Scrittura; Che la terra non sia centro del mondo né imobile, ma che si muova etiandio di moto diurno, è parimente propositione assurda e falsa nella filosofia, e considerata in teologia ad minus erronea in Fide. Ma volendosi per allora procedere teco con benignità, fu decretato dalla Sacra Congre.ne tenuta avanti N. S. a’ 25 di Febr.o 1616, che l’Emin.mo S. Card. Bellarmino ti ordinasse che tu dovessi omninamente lasciar detta opinione falsa, e ricusando tu di ciò fare, che dal Comissario di S. Off.io ti dovesse esser fatto precetto di lasciar la detta dotrina, e che non potessi insegnarla ad altri né difenderla né trattarne, al quale precetto non acquietandoti, dovessi esser carcerato; et in essecutione dell’istesso decreto, il giorno seguente, nel palazzo et alla presenza del sodetto Eminen.mo S.r Card.le Bellarmino, dopo esser stato dall’istesso S.r Card.le benignamente avvisato et amonito, ti fu dal P. Comissario del S. Off.o di quel tempo fatto precetto, con notaro e testimoni, che omninamente dovessi lasciar la detta falsa opinione, e che nell’avvenire tu non la potessi tenere é difendere né insegnar in qualsivoglia modo, né in voce né in scritto: et havendo tu promesso d’obedire, fosti licentiato. Et acciò che si togliesse affatto così perniciosa dottrina, e non andasse più oltre serpendo in grave pregiuditio della Cattolica verità, uscì decreto della Sacra Congr.ne dell’Indice, col quale furono prohibiti li libri che trattano di tal dottrina, et essa dichiarata falsa et omninamente contraria alla Sacra et divina Scrittura. Et essendo ultimamente comparso qua un libro, stampato in Fiorenza l’anno pross.to (sic), la cui inscrittione mostrava che tu ne fosse l’autore, dicendo il titolo Dialogo di Galileo Galilei delli due Massimi Sistemi del mondo, Tolemaico e Copernicano; et informata appresso la Sacra Congre.ne che con l’impressione di detto libro ogni giorno più prendeva piede e si disseminava la falsa opinione del moto della terra e stabilità del sole; fu il detto libro diligentemente considerato, et in esso trovata espressamente la transgressione del predetto precetto che ti fu fatto, havendo tu nel medesimo libro difesa la detta opinione già dannata et in faccia tua per tale dichiarata, avvenga che tu in detto libro con varii ragiri ti studii di persuadere che tu la lasci come indecisa et espressamente probabile, il che pur è errore gravissimo, non potendo in niun modo esser probabile un’opinione dichiarata e difinita per contraria alla Scrittura divina. Che perciò d’ordine nostro fosti chiamato a questo S. Off.o, nel quale col tuo giuramento, essaminato, riconoscesti il libro come da te composto e dato alle stampe. Confessasti che, diece o dodici anni sono incirca, dopo esserti fatto il precetto comesopra, cominciasti a scriver detto libro; che chiedesti la facoltà di stamparlo, senza però significare a quelli che ti diedero simile facoltà, che tu havevi precetto di non tenere, difendere né insegnare in qualsivoglia modo tal dottrina. Confessasti parimente che la scrittura di detto libro è in più luoghi distesa in tal forma, ch’il lettore potrebbe formar concetto che gl’argomenti portati per la parte falsa fossero in tal guisa  pronuntiati, che più tosto per la loro efficacia fossero potenti a stringer che facili ad esser sciolti; scusandoti d’esser incorso in error tanto alieno, come  dicesti, dalla tua intentione, per aver scritto in dialogo, e per la natural compiacenza che ciascuno ha delle proprie sottigliezze e del mostrarsi più arguto del comune de gl’uomini in trovar, anco per le propositioni false, ingegnosi et apparenti discorsi di probabilità. Et essendoti stato assignato termine conveniente a far le tue difese, producesti una fede scritta di mano dell’Emin.mo S.r Card.le Bellarmino, da te procurata, come dicesti, per difenderti dalle calunnie de’ tuoi nemici, da’ quali ti veniva opposto che havessi abiurato e fossi stato penitenziato dal S.to Off.o, nella qual fede si dice che tu non havevi abiurato, né meno eri stato penitentiato, ma che ti era solo stata denuntiata la dichiaratione fatta da N. S.e e publicata dalla Sacra Congre.ne dell’Indice, nella quale si contiene che la dottrina del moto della terra e della stabilità del sole sia contraria alle Sacre Scritture, e però non si possa difendere né tenere; e che perciò, non si facendo mentione in detta fede delle due particole del precetto, cioè docere e quovis modo, si deve credere che nel corso di 14 o 16 anni n’havevi perso ogni memoria, e che per questa stessa cagione havevi taciuto il precetto quando chiedesti licenza di poter dare il libro alle stampe, e che tutto questo dicevi non per scusar l’errore, ma perché sia attribuito non a malitia ma a vana ambitione. Ma da detta fede, prodotta da te in tua difesa, restasti magiormente aggravato, mentre, dicendosi in essa che detta opinione è contraria alla Sacra Scrittura, hai non di meno ardito di trattarne, di difenderla e persuaderla probabile; né ti suffraga la licenza da te artefitiosamente e calidamente estorta, non havendo notificato il precetto ch’havevi. E parendo a noi che tu non havessi detto intieramente la verità circa la tua intentione, giudicassimo esser necessario venir contro di te al rigoroso essame; nel quale, senza però pregiuditio alcuno delle cose da te confessate e contro di te dedotte come di sopra circa la detta tua intentione, rispondesti cattolicamente. Pertanto, visti e maturamente considerati i meriti di questa tua causa, con le sodette tue confessioni e scuse e quanto di ragione si doveva vedere e considerare, siamo venuti contro di te alla infrascritta diffinitiva sentenza. Invocato dunque il S.mo nome di N. S.re Gesù Cristo e della sua gloriosissima Madre sempre Vergine Maria; per questa nostra diffinitiva sentenza, qual sedendo pro tribunali, di consiglio e parere de’ RR. Maestri di Sacra Teologia e Dottori dell’una e dell’altra legge, nostri consultori, proferimo in questi scritti nella causa e cause vertenti avanti di noi tra il M.co Carlo Sinceri, dell’una e dell’altra legge Dottore, Procuratore fiscale di questo S.o Off.o, per una parte, e te Galileo Galilei antedetto, reo qua presente, inquisito, processato e confesso come sopra, dall’altra; Diciamo, pronuntiamo, sententiamo e dichiariamo che tu, Galileo sudetto, per le cose dedotte in processo e da te confessate come sopra, ti sei reso a questo S. Off.o vehementemente sospetto d’heresia, cioè d’aver tenuto e creduto dottrina falsa e contraria alle Sacre e divine Scritture, ch’il sole sia centro della terra e che non si muova da oriente ad occidente, e che la terra si muova e non sia centro del mondo, e che si possa tener e difendere per probabile un’opinione dopo esser stata dichiarata e diffinita per contraria alla Sacra Scrittura; e conseguentemente sei incorso in tutte le censure e pene dai sacri canoni et altre constitutioni generali e particolari contro simili delinquenti imposte e promulgate. Dalle quali siamo contenti sii assoluto, pur che prima, con cuor sincero e fede non finta, avanti di noi abiuri, maledichi e detesti li sudetti errori et heresie, et qualunque altro errore et heresia contraria alla Cattolica et Apostolica Chiesa, nel modo e forma che da noi ti sarà data. Et acciocché questo tuo grave e pernicioso errore e transgressione non resti del tutto impunito, et sii più cauto nell’avvenire et essempio all’altri che si astenghino da simili delitti, ordiniamo che per pubblico editto sia prohibito il libro de’ Dialoghi di Galileo Galilei. Ti condaniamo al carcere formale in questo S.o Off.o ad arbitrio nostro; e per penitenze salutari t’imponiamo che per tre anni a venire dichi una volta la settimana li sette Salmi penitentiali: riservando a noi facoltà di moderare, mutare, o levar in tutto o parte, le sodette pene e penitenze. Et così diciamo, pronuntiamo, sententiamo, dichiariamo, ordiniamo e reservamo in questo et in ogni altro meglior modo e forma che di ragione potemo e dovemo.


Ita pronun.mus nos Cardinales infrascripti:


F. Cardinalis de Asculo.


G. Cardinalis Bentivolus.


Fr. D. Cardinalis de Cremona.


Fr. Ant.s Cardinalis S. Honuphrii.


B. Cardinalis Gipsius.


F. Cardinalis Verospius.


M. Cardinalis Ginettus.”), dicevamo, dopo la sentenza, si legge l'abiura regolarmente firmata di pugno di Galileo


(riportiamo anche l'abiura: “Io Galileo, fig.lo del q. Vinc.o Galileo di Fiorenza, dell’età mia d’anni 70, constituto personalmente in giuditio, et inginocchiato avanti di voi Emin.mi et Rev.mi Cardinali, in tutta la Republica Christiana contro l’heretica pravità generali Inquisitori; havendo davanti gl’occhi miei li sacrosanti Vangeli, quali tocco con le proprie mani, giuro che sempre ho creduto, credo adesso, e con l’aiuto di Dio crederò per l’avvenire, tutto quello che tiene, predica et insegna la S.a Cattolica et Apostolica Chiesa. Ma perché da questo S. Off.o, per aver io, dopo d’essermi stato con precetto dall’istesso giuridicamente intimato che omninamente dovessi lasciar la falsa opinione che il sole sia centro del mondo e che non si muova e che la terra non sia centro del mondo e che si muova, e che non potessi tenere, difendere né insegnare in qualsivoglia modo, né in voce né in scritto, la detta falsa dottrina, e dopo d’essermi notificato che detta dottrina è contraria alla Sacra Scrittura, scritto e dato alle stampe un libro nel quale tratto l’istessa dottrina già dannata et apporto ragioni con molta efficacia a favor di essa, senza apportar alcuna solutione, sono stato giudicato vehementemente sospetto d’heresia, cioè d’haver tenuto e creduto che il sole sia centro del mondo et imobile e che la terra non sia centro e che si muova; Pertanto, volendo io levar dalla mente delle Eminenze V.re e d’ogni fedel Christiano questa vehemente sospitione, giustamente di me conceputa, con cuor sincero e fede non finta abiuro, maledico e detesto li sudetti errori et heresie, e generalmente ogni et qualunque altro errore, heresia e setta contraria alla S.ta Chiesa; e giuro che per l’avvenire non dirò mai più né asserirò, in voce o in scritto, cose tali per le quali si possa aver di me simile sospitione; ma se conoscerò alcun heretico o che sia sospetto d’heresia, lo denontiarò a questo S. Offitio, o vero all’Inquisitore o Ordinario del luogo dove mi trovarò. Giuro anco e prometto d’adempire et osservare intieramente tutte le penitenze che mi sono state o mi saranno da questo S. Off.o imposte; e contravenendo ad alcuna delle dette mie promesse e giuramenti, il che Dio non voglia, mi sottometto a tutte le pene e castighi che sono da’ sacri canoni et altre constitutioni generali e particolari contro simili delinquenti imposte e promulgate. Così dio m’aiuti e questi suoi santi Vangeli, che tocco con le proprie mani. Io Galileo Galilei sodetto ho abiurato, giurato, promesso e mi sono obligato come  sopra; et in fede del vero, di mia propria mano ho sottoscritta la presente cedola di mia abiuratione et recitatala di parola in parola, in Roma, nel convento della Minerva, questo dì 22 giugno 1633. Io, Galileo Galilei ho abiurato come di sopra, mano propria.”). 


Fu poi rimandato a Siena e successivamente nella sua casa ad Arcetri, fuori Firenze, dove rimase in arresto domiciliare sino alla morte, avvenuta il giorno 8gen1642. Comunque sia, anche la Chiesa fece allora il suo “errore strategico” che non mancò di pagare caro nei secoli futuri, mentre, nonostante Torricelli e nonostante l'Accademia del Cimento, il baricentro dell'attività matematica e scientifica si sposterà verso il nord dell'Europa (come abbiamo detto altrove l'Accademia del Cimento era detta così perchè il nome voleva significare i processi di verificare, analizzare, sperimentare, provare, saggiare, purificare per conoscere il vero oro e conoscere il vero, laddove il cimento era piuttosto una antica mistura utilizzata dagli orafi per purificare o per provare i metalli preziosi... mentre nella zona bergamasca il cimento sarebbe piuttosto inteso come dei composti chimici e delle prove fisico-tecniche prodotti e fatti all'Italcimenti (o HeidelbergCiment Group, leader nel settore) ed anche prove pericolose o rischiose se di cimento armato, e potrebbe capitare di sentir parlare di grande cimento di snervamento o di rottura come questo si potrebbe anche leggere in vecchi manuali di scienza delle costruzioni... ricordando qui più correttamente che Scienza e Tecnica delle Costruzioni teoricamente trattano il grande problema dell'Equilibrio dei Sistemi meccanici (ed Equilibrio degli edifici), ovvero lo studio delle relazioni tra le azioni interne ai materiali (azione assiale, azione di torsione ed azione di flessione) in ogni sezione di essi, e le forze esterne applicate (normalmente le reazioni vincolari del terreno con le fondazioni, oltre al peso proprio delle strutture stesse), e più praticamente trattano dell'Equilibrio e della Stabilità degli Edifici, per cui Scienza delle costruzioni non è solo Statica dei sistemi e degli edifici (ossia non è solo la sezione di Statica in Meccanica razionale) alla quale però si tornerebbe non considerando le azioni interne ai materiali da costruzione considerandoli invece ideali e perfetti caratterizzati da soli massa e peso, ma di scienza delle costruzioni abbiamo pure scritto altrove, ed anche di stabilità dei sistemi (statici e dinamici) abbiamo scritto altrove (in questo libro, per i sistemi e fenomeni lineari i gradi o "livelli" di stabilità sono: stabilità asintotica (che è stabilità in piccolo), stabilità in grande, semplice stabilità, instabilità, determinati dai valori degli autovalori delle matrici di sistemi o dai valori dei poli delle funzioni di trasferimento)). 


Alla fine del '900 la Chiesa cattolica, dopo la riapertura del caso, ha proceduto alla riabilitazione di Galileo Galilei, ma di quanto appena narrato abbiamo scritto anche in altra parte del libro. 


Quello della filosofia è il libro della natura, che ci è squadernato continuamente sotto gli occhi, ma che si può leggere e decifrare solo conoscendo i simboli geometrici: “La filosofia è scritta in questo grandissimo libro che continuamente ci sta aperto innanzi a gli occhi (io dico l'universo), ma non si può intendere se prima non s'impara a intender la lingua, e conoscer i caratteri, ne' quali è scritto. Egli è scritto in lingua matematica, e i caratteri son triangoli, cerchi, ed altre figure geometriche, senza i quali mezzi è impossibile a intenderne umanamente parola; senza questi è un aggirarsi vanamente per un oscuro laberinto. (Galileo Galilei, Il Saggiatore, Cap. VI)”. Dunque il linguaggio di questa matematica è ancora sostanzialmente quello della geometria descrittiva-sintetica antica, la cui grammatica è negli Elementi di Euclide, e magari nell'ulteriore elaborazione di Archimede ed Apollonio. Questa matematica basta per la teoria di Keplero, ma non è più sufficiente per le leggi del moto (già non lo sarebbe per le leggi del moto uniformemente accelerato ad esempio quando si dovrebbe fare l'integrale per trovare lo spazio percorso). Nel rapporto tra matematica e fisica, ora risulta, e via via sempre più risulterà nel seguito, un'interrelazione così stretta che i concetti della meccanica e della fisica verranno determinati dalla matematica, ma pure alcuni concetti della matematica verranno sviluppati per esigenze della fisica, e l'approdo in campo matematico sarà la fondazione della geometria analitica e poi dell'analisi infinitesimale, oltre all'invenzione della geometria proiettiva, delle geometrie non euclidee, dei logaritmi, lo sviluppo della teoria delle progressioni, delle algebre astratte, ecc. Mentre in Keplero il concetto di infinito essenzialmente è ancora quello antico di apeiron, di informe, di illimitato, passando dalla geometria al movimento, anche l'infinito si modifica. Si avvicinano tra loro i concetti di unità-elemento e di infinità. Il segmento continuo (che contiene realmente le parti che lo costituiscono), è sia indefinitamente divisibile che fatto di elementi: ciò non è contraddittorio. E da infiniti movimenti locali infinitesimi si compone pure il divenire, il mutamento delle cose regolato unitariamente da leggi, ossia da una relazione funzionale che collega ogni più piccolo segmento di spazio ad ogni più piccolo segmento di tempo (non genericamente un tratto finito di spazio con un tratto finito di tempo). Da tali riflessioni deve essere nato il concetto di momento, ed anche il primo esempio di infinitesimale che impegnò il genio di Newton. Vedremo come il concetto di coefficiente differenziale aprirà la via più sicura al pensiero matematico verso la definizione, non solo di grandezza continua, ma anche di equazione funzionale e dunque di equazione differenziale. Nel frattempo, Bonaventura Cavalieri, membro dell'ordine dei Gesuati (non dei Gesuiti), divenuto professore di matematica a Bologna nel 1629, scriveva su molti aspetti della matematica pura ed applicata, geometria, trigonometria, astronomia ed ottica, ed inoltre Cavalieri pubblicò tavole di seni, tangenti, secanti, seniversi e logaritmi, ma la sua fama sarà legata all'opera “Geometria indivisibilibus” (ossia “Geometria indivisibilibus continuorum nova quadam ratione promota” pubblicata nel 1635). Come abbiamo scritto sul metodo del Cavalieri, egli considerava un'area come formata da linee, od “indivisibili”, e pensava che un solido potesse essere composto da aree che lo riempivano (ma non riflettè bene sulla circostanza che un'area potrebbe essere pensata come un insieme infinito di areole infinitesimali od atomiche dato che un'infinità di linee non è invece equivalente ad un'area, ed analogamente per un solido composto da un'infinità di parallelepipedi infinitesimali od atomici e non da un'infinità di aree). Possiamo pensare che tale tecnica degli indivisibili fosse già nata nell'antichità con Archimede col suo metodo di esaustione ma appunto il greco era più attento alla correttezza logica del metodo. Al Cavalieri viene spesso attribuito il principio generale della trascurabilità degli infinitesimi superiori in una funzione od in una equazione, mentre in realtà egli assunse un punto di vista ed un principio quasi opposti; il suo metodo non presenta alcun processo di “approssimazione continua” ossia nessun passaggio al limite, né alcuna omissione di termini, poiché egli usava un procedimento consistente nell'accoppiare uno a uno sistematicamente gli elementi di una configurazione con gli elementi dell'altra configurazione, senza trascurare alcun elemento qualsiasi fosse la sua dimensione. Come detto ben più criticabile sarebbe invece il suo concetto di “indivisibile” od elemento atomico. Cavalieri concentrò la sua attenzione su un teorema geometrico che diverrà molto utile, equivalente al calcolo integrale delle potenze di x, x(elev n) nei polinomi, tranne che per n=-1 che richiede i logaritmi neperiani. Abbiamo visto come i principi della meccanica di Galileo suscitarono idee e produssero frutti nel pensiero di Cavalieri: l'argomento degli indivisibili però era già stato affrontato dallo stesso Galileo. Ripetiamo che il metodo o tecnica di Cavalieri consiste nel pensare una figura piana delimitata da linee rette parallele (o regole) a destra-sinistra, e se la regola che serve a delimitare la figura l'assumiamo come mobile, immaginando di spostarla da sinistra parallelamente a se stessa fino a coincidere con la regola della parte opposta, allora la totalità delle rette tra loro parallele ricoprirà e riempirà precisamente la figura piana, oltre a delimitarne i contorni, e dunque tutte le proposizioni valide e tutti i teoremi dimostrati-dimostrabili per tale totalità saranno ugualmente validi per la figura piana considerata (ossia le figure piane stanno fra loro nello stesso rapporto della totalità dei segmenti di retta che le ricoprono secondo un'unica e medesima regola). Analogamente vale per i solidi ed i corpi che stanno nello stesso rapporto della totalità delle porzioni di piano che li riempiono e li commisurano (ovviamente qui non abbiamo ancora il concetto di misura moderno). Abbiamo detto però che difetta logicamente in alcuni concetti e poi vale solo per figure e solidi che hanno gli estremi paralleli con le regole, ma funziona bene. Tale procedimento combina in uno il metodo galileano (degli “indivisibili”) e quello kepleriano (della continuità del movimento). Il metodo di Cavalieri sarà poi perfezionato in Gilles de Roberval (Gilles Personne o Personier de Roberval, 1602-1675, matematico e fisico francese), il cui metodo delle tangenti, in cui si unificano razionalmente la geometria e la fisica, è logicamente meglio fondato suscitando meno critiche. Tali argomentazioni ci portano verso i principi della geometria analitica di nascita imminente, mentre la nuova matematica e la nuova geometria non fanno che aprire ulteriori brecce nel vecchio edificio aristotelico e scolastico. John Napier aveva fatto nella matematica pura, quello che Keplero aveva attuato nell'astronomia, ossia come il mutamento (relegato dal tempo di Platone nell'apparenza del sensibile) veniva ora ammesso tra i concetti matematici, così il “numero variabile” di Napier, ossia il continuo scorrere, aveva pure permesso di sviluppare la geometria degli indivisibili con Cavalieri e la teoria del moto uniformemente accelerato della caduta dei gravi di Galileo (abbiamo appena detto come il tempo t, il momento t, sia associabile alle longitudini (di forme e movimento) ed alle regole; ed abbiamo pure detto di matematica pura e matematica applicata, nonché della loro suddivisione quale antico vizio dei matematici i quali spesso confondono “purezza” con “generalità”, poiché noi abbiano solo teorie matematiche più o meno generali e non certo teorie pure od applicate, essendo le applicazioni logicamente ed ontologicamente inestricabili nelle teorie comunque siano esse più o meno generali, un poco come esisterebbe la teoria atomica o chimica insieme alle applicazioni di idrogeno-elio-litio-ecc. (e non la teoria matematica pura di sostanza e forma e poi volendo le applicazioni agli atomi di idrogeno, elio, …, carbonio, …, ferro, ecc.), ed un poco come esisterebbe la teoria dei sistemi insieme alle relative applicazioni (e non una teoria dei sistemi pura, e poi le eventuali applicazioni)). 


Abbiamo anche visto, nella storia del pensiero matematico, l'ampliamento e la formalizzazione subita dal concetto di numero soprattutto nella teoria delle equazioni e nell'algebra letterale, il quale aggiunge pure la nuova definizione (richiesto ciò per dare soluzione ad alcuni casi di equazioni di 3° grado) di numero immaginario (dichiarato inizialmente “numero impossibile” od “entità sofistica”), poi di numero complesso e complesso coniugato, e di numero negativo (dichiarato inizialmente “numero assurdo”). Ma nell'ambito dell'aritmetica, il concetto di numero non deriverò tanto da un processo di astrazione dal singolo e dal concreto della realtà sensibile materiale, bensì sarà dovuto a nuove definizioni puramente formali per soddisfare esigenze teoriche in geometria-fisica. Definiamo tecnicamente l'aritmetica come quella parte della matematica che studia le proprietà dei numeri, in particolare dei numeri interi. Sappiamo che alla base dell'aritmetica vi sono le 4 operazioni aritmetiche (addizione, sottrazione, moltiplicazione, divisione), ed alcune proprietà come la nozione di numero primo, la tecnica di fattorizzazione, i criteri di divisibilità, il concetto di frazione con le relative operazioni. 


Della definizione assiomatica di aritmetica ossia di teoria dei numeri, degli assiomi di Peano, scriveremo ben più in là. Nell'ambito della teoria dei numeri dovrebbero rientrare la teoria delle congruenze, la teoria dei numeri primi e l'analisi indeterminata. La teoria dei numeri studia i numeri interi ed enti matematici di analoghe proprietà. Si studiano pure i numeri reali (la loro definizione e derivazione) e la loro rappresentazione geometrica tramite il postulato della continuità; il sistema dei numeri naturali caratterizzato dagli assiomi di Peano; il sistema degli interi e dei razionali; il sistema dei numeri complessi con la loro rappresentazione in forma algebrica ed in forma geometrica equivalenti. 


Un numero reale o complesso si dice numero algebrico di grado n se è soluzione di un'equazione algebrica di grado n a coefficienti interi irriducibile; altrimenti il numero è detto trascendente. E tutti i numeri irrazionali non algebrici sono numeri irrazionali trascendenti. Per qualche approfondimento degli argomenti qui trattati, rimandiamo il lettore ad altre parti del libro o se possibile alla Storia del pensiero matematico maggiore o ad altri scritti e libri.








   Capitolo 6


L'avvento della geometria analitica e del nuovo calcolo.






	Terminato il periodo d'oro della matematica italiana, nella seconda parte del '600 il centro dell'attività di sviluppo della matematica passerà decisamente in Francia con le figure eminenti di: Renè Descartes (Renato Cartesio, Renatus Cartesius, 1596-1650, filosofo e matematico francese, universalmente ritenuto fondatore della geometria analitica e della filosofia moderna dominante nel XVII-XVIII sec: “Ego cogito, ergo sum, sive existo” o “Io penso, dunque sono, ossia esisto” quale motto ed “epitaffio” di Cartesio), Gilles Peronne de Roberval (1602-1675, matematico e fisico francese), Girard Desargues (1591-1661, matematico francese considerato uno dei fondatori della geometria proiettiva), Blaise Pascal (1623-1662, matematico, fisico, filosofo e teologo francese), e Pierre de Fermat (1601-1665, matematico e magistrato francese). Cartesio studiò al collegio dei Gesuiti di La Flèche dove erano utilizzati i manuali base di Cristoforo Clavio (1538-1612; ad esempio Christophorus Clavius, Epitome arithmeticae praticae, 1585; Christophorus Clavius, In Sphaeram Ioannis de Sacro Bosco commentarius, 1585; Christophorus Clavius, Novi calendarii Romani apologia adversus Michaelem Maestlinum Gaeppingensem, 1588; Christophorus Clavius, Horologiorum nova descriptio, 1599; Christophorus Clavius, Algebra, 1609), poi invece quasi svogliatamente scelse diritto. Criticò liberamente il sistema filosofico peripatetico assieme a uomini come Faulhaber in Germania e Desargues in Francia, divenendo così il “padre della filosofia moderna”, presentando una nuova concezione e visione del mondo e, riguardo il presente libro, ponendo le basi di una nuova branca della matematica. 


Nel celeberrimo trattato “Discours de la mèthode pour bien conduire sa raison et chercher la vèritè dans les sciences” del 1637, annunciava il suo programma, per mezzo del quale, attraverso il dubbio metodico, sperava di giungere ad idee chiare e distinte, da cui trarre poi conclusioni valide; metodo che applicato alla fisica ed alla scienza portava a spiegare la realtà in termini di estensione, materia e movimento. L'opera fondamentale di Cartesio in cui sono riportate la sua filosofia e la sua fisica, sono i “Principia philosophiae” ossia i “Principi della filosofia” pubblicati nel 1644 in Francia. Cartesio, rappresentante dell'ottimismo e del razionalismo della medio-alta borghesia del Terzo Stato, proveniva dalla classe di origine rurale che sta tra la piccola aristocrazia e l'alta borghesia. L'opera di Cartesio, i Principia, è una costruzione generale di tutto questo mondo visibile, una sintesi di elementi eterogenei operata con intendimento di coerenza (eliminazione delle cause finali e connessione necessaria) e tendente ad un fine. Le uniche azioni ammesse del nostro intelletto sono l'intuito e la deduzione. E' proclamata in modo drastico la separazione tra il soggetto conoscente (il sapere) e l'oggetto conosciuto (l'essere). Nell'opera cartesiana l'ipotesi cosmologica ci rivela che il mondo intero viene ricostruito dall'intelletto che procede secondo la ragione delle proporzioni matematiche; non è conoscibile nessun'altra materia di cose corporee, all'infuori di quella divisibile in ogni modo, figurabile e mobile, che in geometria si chiama quantità. I Principia sono composti di 4 parti: 1) i principi della conoscenza umana, 2) i principi delle cose naturali, 3) il mondo visibile, 4) la Terra. La parte 1 si apre con: “chi cerca la verità deve una volta nella vita dubitare di tutto, per quanto è possibile; si devono considerare come false anche le cose dubbie; questo dubbio non deve tuttavia essere applicato all'uso della vita, ma ristretto alla contemplazione della verità: possiamo dubitare delle cose sensibili... ed anche delle dimostrazioni matematiche; noi abbiamo un libero arbitrio per frenare l'assenso nelle cose dubbie, e così evitare l'errore; non possiamo dubitare di esistere mentre dubitiamo (possiamo supporre che non esista né cielo, né terra, né alcun corpo, né Dio, né alcuna parte del nostro corpo... ma non possiamo dubitare che noi dubitanti siamo qualcosa)”: questa è la prima cosa che conosciamo filosofando con ordine; di qui si arriva a conoscere la distinzione tra anima e corpo, ossia tra la cosa pensante (e quindi questa conoscenza, Io penso, dunque sono) e la cosa estesa (mondo che non ci appartiene, né corpo, né figura, né moto). La filosofia e la scienza cartesiana erano quasi rivoluzionarie nella loro rottura col passato, a differenza della sua matematica il cui miglior risultato fu dovuto quasi al desiderio del “ritorno al passato”. Inizialmente egli trovò la formula dei poliedri (che oggi invece porta il nome di Eulero), poi diede la costruzione delle radici delle equazioni di 3° e 4° grado mediante una parabola. Forse nel 1628 Cartesio era già giunto alla geometria analitica, descritta in “La geometrie” che mise alla prova studiando il problema di Pappo. Sappiamo che Geometria cartesiana è oggi sinonimo di Geometria analitica, ed il suo metodo era di arrivare ad una costruzione geometrica e non necessariamente alla riduzione della geometria all'algebra, od all'applicazione dell'algebra alla geometria (vi troviamo, infatti, un certo equilibrio tra algebra e geometria). Ma ciò che era essenzialmente nuovo in Cartesio, era la sistematicità dell'uso dell'algebra simbolica, e lo sviluppo di un'interpretazione geometrica dell'algebra. In La gèomètrie (libro ancora oggi leggibile da studenti e pubblico moderni senza incontrare gravi problemi nelle espressioni e difficoltà nella notazione), Cartesio usava le prime lettere dell'alfabeto (a, b, c, …) per indicare i parametri, e le ultime lettere dell'alfabeto (u, v, x, y, z) per indicare le incognite (concepite però ancora come segmenti, e non, come magari penseremmo noi, come numeri). Abbandonava il principio di omogeneità (ovvero sostituiva l'omogeneità concettuale alla precedente omogeneità formale, per cui x(elev 2) e x(elev 3) erano considerati sempre segmenti invece di aree di figure piane e di volumi di solidi), e conservava il significato geometrico di curva. In tal modo l'”algebra geometrica” cartesiana diveniva così flessibile da avviare un lungo processo di astrazione. Formulò il suo metodo in modo più chiaro di quanto non avessero fatto i cossisti-cosisti del passato (anche se il principio fondamentale della geometria analitica è ancora debolmente enunciato): “Così volendo risolvere qualsiasi problema, si deve innanzi tutto considerarlo come risolto, e si devono dare dei nomi a tutte le linee che sembrano necessarie alla costruzione, sia le note che le ignote. Poi, senza fare alcuna differenza tra queste, bisogna affrontare le difficoltà secondo l'ordine che mostra nella maniera più naturale in che modo tali linee siano in rapporto tra loro, fino a che non si sia trovato modo di esprimere una medesima quantità in due maniere diverse: ciò si chiama un'equazione (in una sola incognita) poiché i termini di una di queste due espressioni sono uguali a quelli dell'altra”. Lo scopo della geometria analitica era duplice: 1) liberare la geometria dal ricorso alla descrizione ed alle figure geometriche che affaticano la mente, 2) dare un significato alle operazioni dell'algebra (che oscura ed ottenebra la mente) per mezzo di un'interpretazione geometrica. Nella geometria analitica, Cartesio classificava con precisione i luoghi geometrici e le loro equazioni, di cui le equazioni di 2° grado erano costruibili con riga e compasso. Egli distinse le “curve geometriche” (quelle curve che oggi diremmo curve algebriche, ed alle quali egli riconobbe pieni diritti in geometria, assieme a rette, cerchi, coniche, perché tracciabili esattamente), dalle curve meccaniche (che oggi diremmo trascendenti, e che egli escluse totalmente dall'ambito geometrico). Comunque la geometria di Cartesio, differentemente da come si potrebbe pensare, non assomiglia molto ad un moderno trattato di geometria analitica: non viene fatto un uso sistematico delle coordinate e vengono utilizzate indiscriminatamente quelle rettangolari e quelle oblique; nessuna curva è rappresentata e tracciata direttamente data la sua equazione tanto che Cartesio non comprende pienamente il significato “relativo e simmetrico” di coordinate negative; non vi troviamo formule per la distanza, per l'inclinazione tra rette, ecc. Inoltre, come detto, il principio fondamentale della geometria analitica, ossia che un'equazione indeterminata in 2 incognite, ovvero g(x,y)=0, definisce sempre una curva nel piano xy (curva reale o non, con punti propri od impropri, e relative eccezioni) e corrisponde dunque ad un luogo geometrico, è enunciato solo nel libro II, e di sfuggita. Generalmente parlando La geometrie per i contemporanei fu un testo difficile da leggere, per i molti dettagli considerati elementari dall'autore e perciò omessi. 


Cartesio considerava fondamentale la tecnica per trovare le normali in ogni punto di una curva, e ne descrisse una meno agile di quella di Fermat. Il libro III è un trattato elementare di teoria delle equazioni , in cui troviamo la famosa regola dei segni. Affermiamo che la geometria analitica, come già era accaduto alle Coniche di Apollonio, nasceva senza alcun scopo di utilità pratica, ed affondava le sue radici più nella geometria antica dei greci che non nella teoria medioevale della latitudo formarum di Oresme (la quale teoria invece influenzò Galileo), ed il suo concetto di costruzione della soluzione è lontano dal concetto “funzionale” di latitudine della forma, ossia di “funzione di una o più variabili”. La sua attività matematica nonché l'invenzione della geometria analitica, furono solo un episodio della sua vita di filosofo e di scienziato, anche se attività importante. Sappiamo che nel 1626-28 scrisse le “Regolae ad directionem ingenii (ossia Regole per la guida della mente, un testo composto di 21 proposizioni ma lasciato incompiuto laddove la sua prosecuzione continua in un ceto senso nel Discorso sul metodo). 


Dal 1630 cominciò a lavorare a “Le Monde ou traité de la lumière” che avrebbe dovuto rappresentare l'esposizione della propria filosofia naturale, ma giunta nel 1633 la notizia della condanna di Galileo e della messa all'Indice del Dialogo sopra i due massimi sistemi, allora non completò l'opera la quale conteneva parti sostenenti le tesi di Copernico, onde tale lavoro di Cartesio sarà prima pubblicato in latino nel 1662 a Leida, e poi nella versione originale francese a Parigi nel 1664 suddiviso in due parti ossia “Le Monde ou le traité de la lumière et des autres principaux objects des sens” e “L'Homme”. Nel 1637 pubblicò il Discorso sul metodo e gli “Essai” (Saggi) sulla geometria, diottrica e le meteore (apparvero nell'opera unica (ma successivamente spesso smembrate) dal titolo “Discorso sul metodo per ben condurre la propria ragione a cercare la verità nelle scienze, più la Diottrica, le Meteore e la Geometria”). Il Discorso (intitolato dall'autore Discorso e non supponiamo Trattato od altro) si presenta e si apre con un'autobiografia contenente riflessioni filosofiche e critiche sulla cultura del suo tempo, riflessioni psicologiche, morali nonché scientifiche. Dopo l'esortazione a cercare la verità nel mondo ed in noi stessi, dopo l'accertata necessità della costruzione del Vero Metodo, egli enuncia i famosi 4 precetti, le 4 regole del Metodo. La prescrizione 1 afferma di accogliere come vero solo ciò che è evidente e di accettare solo idee chiare, pure, evidenti, certe, trasparenti, facili, e distinte, separate, isolate nei contorni, individualizzabili, di cui non si può dubitare perché illuminate dalla sola luce autosufficiente della ragione (esprit) del soggetto conoscente. La regola 2 dice di risolvere i problemi mediante l'analisi, suddividendo le difficoltà in tante piccole parti quanto più è possibile per meglio affrontarle. Il metodo analitico (che avrà grande successo in geometria ed in analisi appunto) gli proviene dalle Collezioni Matematiche di Pappo, ma risale fino a Platone come visto). La prescrizione 3 richiede di risolvere i problemi (i pensieri) con ordine (ordine epistemologico ed ordine seriale e consequenziale della ragione, non ordine aristotelico-scolastico dell'essere), iniziando dai più facili e semplici per arrivare ai più complessi. La regola 4 (di carattere propedeutico ma forse anche di carattere problematico) vuole che si facciano ovunque enumerazioni complete e rassegne generali per nulla omettere: di ogni classe di enti va specificata l'estensione, o se si tratta di una classe infinita essa va definita “intensionalmente” coi concetti di classe, poiché, come più in là scriveremo, solo così è possibile trattare operativamente con l'infinito. In Cartesio la mathesis (la mathesis universalis delle Regolae) è la scoperta che tutti i problemi che siano oggetto della conoscenza umana, hanno analogia strutturale e sistemica, ovvero è la scoperta che la conoscenza del soggetto conoscente è possibile solo ed unicamente in modo sistematico ed unitario poiché “Tutte le scienze non sono altro che l'umana sapienza che permane sempre unica e identica per quanto differenti siano gli oggetti cui si applica...”; “Volendo seriamente ricercare la verità delle cose, non si deve scegliere una scienza particolare, infatti esse sono tutte connesse tra loro e dipendenti l'una dall'altra. Si deve piuttosto pensare soltanto ad aumentare il lume naturale della ragione, non per risolvere questa o quella difficoltà di scuola, ma perché in ogni circostanza della vita l'intelletto indichi alla volontà ciò che si debba scegliere; e ben presto ci si meraviglierà di aver fatto progressi di gran lunga maggiori di coloro che si interessano alle cose particolari e di aver ottenuto non soltanto le stesse cose da altri desiderate, ma anche più profonde di quanto essi stessi possano attendersi”, Cartesio dal Discorso sul metodo (viste queste 4 regole cartesiane si può notare anche la distanza che separa Cartesio da Galileo); (Cartesio ovviamente non conosceva nulla di psicologia e psicobiologia del cervello umano però pensò che la mente opera in un unico modo matematico-sistemico-sistematico trattando ogni problema). 


Abbiamo già scritto che il saggio sulla geometria è quello che ha procurato all'autore maggior notorietà, in quanto getta le basi di questa disciplina matematica nella quale l'algebra e la geometria meglio si fondono. Nella genesi dell'idea fondamentale, come viene descritta nel Metodo, emergono in misura determinante 3 gruppi di premesse oggettive, e la sua considerazione dell'insieme dello scibile tradizionale relativo alla conoscenza punta in 3 direzioni: logica (il sillogismo categorico non va rigettato), geometria ed algebra. La sua dottrina delle categorie suddivide il contenuto del sapere sul piano della conoscenza e non sul piano dell'essere (dunque è differente da quella di Aristotele). Accertato il valore universale che l'analisi matematica può conseguire come modello esemplare ed unico di filosofia, l'idea basilare del Metodo è che la conoscenza è un'unità chiusa in sé ed autosufficiente, soddisfacendo i presupposti della ragione. Prima di affrontare i singoli problemi occorre fondare una regola universale (occorre cioè riconoscere l'unità logica e sistematica e la coerenza di tutti i problemi che il pensiero matematico può porsi), abbracciante tutti i casi che dovranno apparire non irriducibilmente separati. E' su tale base che Cartesio afferma che l'aritmetica e la geometria ordinarie rappresentano solo due notevoli esempi di una scienza universale logicamente coerente e deduttiva, che li trascende. E nel Discorso sul metodo inserisce applicazioni concrete del suo nuovo modo di procedere, nella Diottrica e nello scritto sulle Meteore vuol dar la prova della fecondità e dell'efficacia del metodo stesso, mentre, come sappiamo, il vero banco di prova del Metodo sarà costituito dallo sviluppo della geometria analitica. Per raggiungere un risultato chiaro e sicuro, l'analisi matematica richiede ordine e misura, e ne esaurisce completamente l'oggetto. Nella misura, la dimensione designa la regola mentale secondo cui un oggetto viene considerato misurabile; al suo concetto attengono la lunghezza di un segmento, la pesantezza come criterio di misura secondo cui è valutato e determinato il peso dei corpi (ed inteso come massa ha rifermento pure all'inerzia dei corpi), la velocità secondo cui è valutata e determinata l'entità del movimento (vanno designate come dimensioni (categoria mentale postulata per soddisfare le esigenze conoscitive della mente) di un ente-oggetto-fenomeno, tutti gli elementi razionali determinati, necessari e sufficienti, che lo rendono univocamente distinguibile dagli altri enti). Come misura (misura comune di tutte le quantità presenti nella trattazione di un determinato problema), possiamo scegliere tanto la lunghezza di un segmento quanto l'elemento indivisibile (poiché il continuo è “dissolvibile nel discreto e viceversa”) che nell'ambito dell'estensione lo potremmo designare col concetto di punto (ma Cartesio non possiede una corretta concezione della dimensione continua e dell'infinitesimale dato che una misura coi punti come coi numeri non avrebbe soddisfatto il criterio di misurabilità e di determinazione di oggetti ma avrebbe generato solo “numerologia”, onde qui andrebbe bene solo la lunghezza di un segmento). Occorre compiere la suddivisione di un'entità nei suoi elementi, e la condizione di ogni indagine condotta con rigore metodico è che, in ogni fase, quanto si ricerca sia esattamente delimitato dal suo rapporto fra certi elementi dati o noti. Ogni cognizione che non sia possibile compiere con un atto semplice ed intuitivo della mente, la otterremo poi con una comparazione tra due o più contenuti, riferendo gli elementi complessivamente noti ed ignoti ad una natura comune, in modo tale che, conforme al rapporto che essi hanno con questo comune sistema di riferimento, se ne possa individuare e determinare direttamente anche la reciproca dipendenza. Ma un rapporto è esattamente possibile solo dove la natura comune degli elementi è suscettibile di un “più” o di un ”meno”, e dunque è un tipo di grandezza. E qui è ancora la grandezza spaziale (la lunghezza di un segmento) quella adeguata a far da confronto, riferimento e misura. L'estensione costituisce allora il supporto comune di ogni determinazione di rapporto in ogni confronto tra grandezze. I rapporti tra grandezze dello spazio sono rappresentati da punti o da segmenti; se tra le due grandezze considerate vi è uno stabile, immutato e ben definito rapporto, esprimibile numericamente da un'equazione (ossia da un insieme infinito di coppie di numeri (o di coppie di punti), per esempio determinanti punti per cui hanno somma costante le loro distanze da due punti fissi), la curva rivela una determinata proprietà geometrica (in tal caso la proprietà dell'ellisse). Ciò che abbiamo preso dalle Regole per guidare la mente, ci ha portato alle soglie dell'invenzione della geometria analitica cartesiana, oltre a mostrarci l'unità delle scienze su base e con strumento matematico di conoscenza. Le proprietà della percezione sensibile, vanno considerate solo in quanto sono esprimibili come grandezze, e Cartesio afferma che ciò è possibile solo riguardo lo spazio, quindi le caratteristiche degli oggetti della scienza, i fenomeni fisici, sono definibili studiabili e rappresentabili solo come rapporti spaziali, tramite le loro dimensioni. Il voler descrivere geometricamente, ossia sotto forma di relazioni spaziali (con misura base la lunghezza), tutti gli eventi e tutti i fenomeni della fisica, è una maestosa immagine simbolica od una grandiosa costruzione dell'intelletto, è un'analogia in senso matematico dove l'estensione funge da strumento della conoscenza. Come il concetto di mathesis universalis trascende la geometria, così la totalità della realtà sperimentale va oltre le determinazioni spaziali; ma come in quella tutto ciò che era attinente alla grandezza andava riferito alla grandezza geometrica, così anche qui tutte le determinazioni devono riferirsi all'estensione spaziale (nel corso dei secoli il concetto di spazio geometrico (pensato da Cartesio) anche per via delle esigenze di conoscenza in fisica, sarà sottoposto ad un processo di notevole estensione ed astrazione, come poi si vede nella teoria degli spazi astratti vettoriali). Per esempio, il colore in se stesso, per sua natura, sia quel che sia, ciò non ci impedirà la sua conoscenza matematica, considerando quegli aspetti determinabili come grandezze, ossia associabili a curve o figure spaziali (e combinazioni o differenze di colori, saranno allora rappresentate da combinazioni o differenze tra figure). Potremmo allo scopo, tramite un prisma dividere un fascio di luce perfettamente bianca nelle sue componenti colorate, inviarle ciascuna in un calorimetro, o semplicemente (senza dispersioni) sul bulbo di un termometro, ed associare o rappresentare ogni colore con la lunghezza (cm) della colonna di mercurio (ogni colore avrà così una lunghezza dal rosso-infrarosso (minima) al viola-ultravioletto (massima)), ed in questo modo conoscendo la lunghezza o “lunghezza d'onda” (e tramite le relazioni che legano alla lunghezza, anche la frequenza, la quantità di moto e l'energia) sarà conosciuta la luce (qualunque sia la sua essenza ed intrinseca natura). Il concetto di natura si origina perché gli oggetti della nostra percezione li studiamo e misuriamo coi concetti matematici, e la loro conoscenza consiste in rapporti e funzioni matematiche. Il metodo cartesiano si rivela subito fecondo in statica, in cui Cartesio enuncia un principio unificatore, ossia il principio di “lavoro” (sarebbe meglio affermare principio di “lavoro virtuale”). In dinamica, rappresentando il problema in termini geometrici, enuncia la completa relatività del movimento, e la conservazione della quantità di moto. Le leggi della natura obbediscono a 3 principi: 1) ogni parte o corpo della materia conserva sempre lo stesso stato finché le altre parti od altri corpi non costringono al mutamento (noto come principio d'inerzia di Cartesio (da cui trarrà Newton)); 2) quando un corpo spinge un altro corpo, non gli trasmette né sottrae movimento senza rispettivamente perderne o acquistarne una quantità eguale (principio di conservazione della quantità di moto, ma non ancora teorema della quantità di moto (enunciato questo da Newton)); 3) quando un corpo è in movimento, ciascuna delle sue parti, presa separatamente, tende sempre a continuare il proprio movimento in linea retta (forse preso da Galileo). Mentre prima l'Universo doveva essere dotato di sensazione ed anima per essere intelligibile (Animazione universale), ora per la medesima ragione la sensazione va esclusa anche per gli animali (le cui leggi d'ora in poi saranno un caso particolare delle leggi fisico-meccaniche-matematiche) e considerati come degli automi e l'uomo un “uomo-macchina”. 


Anche il mutamento, il movimento, lo possiamo rappresentare e determinare riferendolo ad un sistema fisso di riferimento, ossia ad una unità di movimento, pensando che il movimento nel suo attuarsi mantenga un rapporto fisso tra le grandezze che lo determinano ed esprimibile numericamente in un'equazione, ossia mantenga immutata una “quantità fissa e caratteristica di movimento”, da cui deriviamo pure la necessità del concetto di causalità esprimibile in termini matematici. Sappiamo che la costruzione dell'edificio della fisica cartesiana, non essendosi lo stesso Cartesio mantenuto fedele all'applicazione delle sue Regole e del suo Metodo (deduzione di una legge generale e rispetto di un principio di continuità del pensiero), vacilla e crollerà sotto l'attacco di Newton. Cartesio morì nel 1650 a Stoccolma forse di polmonite o forse per avvelenamento da arsenico e le sue ossa ora si trovano nella chiesa Saint-Germain-des-Prés a Parigi, ma manca il teschio il quale magari dopo essere stato per qualche tempo su qualche scrivania di qualche intellettuale (com'era d'uso in quei tempi) oggi si trova esposto al Musée de l'Homme a Parigi (riguardo i dubbi relativi alla morte di Cartesio i lettori interessati potrebbero leggere il libro giallo-storico Il caso Cartesio di Daniele Bondi). 


Il solo matematico che in questo periodo potè rivaleggiare con Descartes, fu Pierre de Fermat (1601-1665, matematico e magistrato francese, tra i principali matematici della prima metà del XVII sec che dette importanti contributi allo sviluppo della matematica moderna tramite il suo metodo per trovare i massimi ed i minimi di una funzione precorrendo come detto l'invenzione del calcolo infinitesimale (differenziale ed integrale) notoriamente attribuito a Newton e Leibniz), un matematico non di professione che studiò i classici anche nel campo della matematica. Mentre affrontava l'impresa della ricostruzione dei “Luoghi piani” di Apollonio (andati perduti) sulla base delle allusioni contenute nelle Collezioni matematiche di Pappo, intorno al 1638-39 scoprì il principio fondamentale della geometria analitica: “ogni qualvolta in un'equazione finale (tipo g(x,y)=0, e poneva l'accento sull'importanza delle equazioni indeterminate che sono appunto delle funzioni implicite) compaiono due quantità incognite (tipo x e y) si ottiene un luogo, l'estremità dell'una (y) descrivendo una linea retta o curva (y=f(x))”. Diversamente da Cartesio, in “Introduzione ai luoghi piani e solidi”. Fermat, usando Viète ed il principio di omogeneità formale, si limitò ai luoghi più semplici. L'Introduzione ai luoghi (opera più sistematica, didattica ma con problemi più semplici di quella cartesiana) fu pubblicata solo dopo la morte di Fermat, per cui storicamente la geometria analitica appare come invenzione solo di Cartesio. Sappiamo inoltre che anche Fermat era consapevole dell'esistenza di una geometria a più dimensioni, g(x,y,...)=0. Nell'opera “Metodo per trovare i massimi ed i minimi”, egli inventò un metodo per individuare i punti estremanti di una generica funzione. Nonostante non possedesse affatto il concetto di limite (il cui padre è piuttosto D'Alembert), sotto molti aspetti il suo metodo, consistente nel “nel mutare leggermente, e sempre meno, la x e vedere il “comportamento della y”, è un calcolo differenziale. Negli stessi anni inventò anche un metodo generale per trovare le tangenti ad una curva. Secondo Laplace, Fermat sarebbe il creatore del calcolo differenziale, oltre che coautore della geometria analitica. Nel 1629 Fermat formulò un teorema per calcolare l'area sotto le curve y=x(elev n), il quale, a differenza di quello degli indivisibili di Cavalieri (pubblicato questo solo nel 1635, e nel '47), valeva anche per n razionale frazionario: egli suddivideva l'intervallo delle ascisse (a-b compresi), in sottointervalli (e l'area sotto la curva in rettangoli) e faceva poi tendere all'infinito il numero di tali suddivisioni ed a 0 la larghezza dei rettangoli. Gregorio di San Vincenzo (Grégoire de Saint-Vincent nato a Bruges, noto in Italia come Gregorio di San Vincenzo, 1584-1667, gesuita e matematico fiammingo ma noto soprattutto per gli studi riguardanti la quadratura del cerchio) risolse anche il caso di n=-1, suddividendo l'intervallo con punti distanti in progressione geometrica, per cui l'area (le aree dei rettangoli, presi comunque piccoli, si sommano in progressione aritmetica) era data da un logaritmo, data la proporzionalità inversa dell'esponenziale nella somma. Fermat si era interessato ai problemi relativi a tangenti, aree, volumi, ecc., e difficilmente potè sfuggirgli il fatto che per trovare le tangenti ad una curva del tipo y=kx(elev n) si moltiplica il coefficiente k per l'esponente n e si riduce l'esponente di 1, n-1, mentre per calcolare le aree si eleva l'esponente aumentato di 1, n+1, e di divide il coefficiente per il nuovo esponente. Sembra inverosimile, eppure non arrivò neppure a “sfiorare” quel teorema fondamentale del calcolo infinitesimale che altrimenti porterebbe il suo nome (“teorema di Fermat del calcolo infinitesimale”) invece di denominarsi spesso teorema di Barrow-Torricelli BT ma molto meglio sarebbe “teorema di Leibniz-Newton”. Forse, dopo essersi accorto che l'operazione di derivazione (ossia problema della tangente alle curve) è l'inversa dell'operazione del calcolo delle aree (ossia dell'operazione di integrazione definita), deve aver considerato il fatto come del tutto accidentale. Fermat diede contributi anche alla teoria dei numeri (lesse con interesse Diofanto), e divenne il fondatore della teoria moderna, occupandosi di numeri perfetti, amicabili, numeri figurati, quadrati magici, terne pitagoriche, divisibilità e soprattutto di numeri primi. Fu uno dei primi ad usare nelle dimostrazioni il metodo della “discesa infinita”, una sorta di induzione matematica a ritrovo. Dimostrò anche, com'è noto, che nessun cubo può essere somma di 2 cubi, ossia z(elev 3) diverso da x(elev 3)+y(elev 3), ed enunciò il suo famoso 3° teorema, o “grande” od “ultimo” teorema per cui dato un intero n positivo maggiore di 2, non esistono interi positivi x,y,z tali che z(elev n)=x(elev n)+y(elev n). “Dispongo di una meravigliosa dimostrazione di questo teorema che non può rientrare nel margine troppo stretto della pagina”, ma la dimostrazione di questo teorema tra le sue carte non fu mai trovata, e quella frase (scritta sulla sua copia personale dell'Arithmetica di Diofanto) divenne il guanto di sfida di generazioni di matematici fino alla sua dimostrazione (contenuta in circa 200 pagine e più con moderne tecniche matematiche sconosciute nel '600) avvenuta ad ott1994 ad opera del matematico Andew Wiles dell'Università di Priceton; questo teorema e relativa dimostrazione sono riportati nell'altra sezione. Il piccolo teorema di Fermat fu dimostrato anche da Leibniz, mentre un'elegante dimostrazione utilizzante l'induzione è stata data da Eulero nel 1736. L'induzione matematica (nota a Fermat ed a Pascal) è a volte detta “induzione di Fermat” od induzione completa, ed utilizza un ragionamento ricorsivo infinito; ed è distinta dall'”induzione scientifico-empirica” od “induzione baconiana” od “induzione incompleta” dovuta a Francesco Bacone. Precisamente l'induzione matematica è un principio che permette di inferire che una proprietà P vale per ogni numero naturale n una volta che sia stato dimostrato che: 1) P vale per lo 0 (base dell'induzione), 2) se P vale per un generico n, vale anche per il successore n+1 (passo dell'induzione). L'induzione è necessaria ed è associata alla serie dei numeri interi finiti, ed a tutte le serie ugualmente ordinate, oltre ad essere un potente metodo di dimostrazione matematica. Una generalizzazione del principio d'induzione (fondamentale in analisi puntuale-funzionale ed in teoria degli insiemi) è l'induzione trasfinita che si applica ad ogni insieme ben ordinato, e quindi per il teorema del buon ordinamento, ad ogni insieme infinito in generale. Molto studiata in tale periodo da Roberval (area, tangente in ogni suo punto, volume generato dalla sua rotazione), da Cartesio e da Fermat (tangente in ogni suo punto), da Torricelli (quadratura e tangente) è la cicloide (della “Elena dei matematici” per le polemiche che occasionò nel XVII sec). Mediante un suo metodo degli indivisibili, nel 1635 Roberval riuscì a tracciare per la prima volta un semi-arco di sinusoide. Torricelli presentò ben 21 diverse dimostrazioni di quadratura della parabola tra cui quello di esaustione e quello degli indivisibili, e poco prima della sua morte, tracciata la curva x=logy (forse la prima rappresentazione grafica di una curva logaritmica) trovò l'area delimitata dalla curva, dal suo asintoto e da un'ordinata. Torricelli (Evangelista Torricelli, 1608-1647, matematico e fisico italiano) morì a 39 anni a Firenze, senza diventare il creatore del calcolo infinitesimale, nonostante nel passare da un'equazione spazio-tempo x-t a quella velocità-tempo v-t e viceversa, egli s'avvide del carattere inverso dei problemi della quadratura e della tangente, senza arrivare però al teorema fondamentale, come abbiamo scritto altrove, circostanza che accadde pure ad altri “precursori di Newton-Leibniz”. La geometria pura e sintetica, in tale periodo, non cadde quasi in totale oblio per la forte immaginazione “teorica” di Girard Desargues (1591-1661, matematico francese considerato uno dei fondatori della geometria proiettiva col suo trattato del 1639), la cui attenzione fu attirata sulle coniche di Apollonio e pure sulle opere di Pappo, ed il cui risultato fu lo sviluppo di una concezione poco ortodossa della teoria della prospettiva, oltre ad uno dei più sfortunati capolavori che sia mai stato scritto “Brouillon project d'une atteinte aux evenemens des rencontres du Cone avec un Plan” ossia “Prima stesura del tentativo di studiare gli effetti dell'incontro di un cono con un piano” o magari “Bozza di un saggio su quello che si ottiene sezionando un cono con un piano” (“forse” intendeva dire “Coniche”! come hanno inteso altri autori, e sarebbe un pò come scrivere un manuale di componenti elettrici dal titolo “Primo tentativo per studiare tecniche per l'interruzione della corrente elettrica nei fili conduttori” invece che “Interruttori elettrici”, o “Primo tentativo di studiare gli effetti della modulazione della larghezza della regione di base e delle polarizzazioni delle giunzioni CE e EB” invece più comunemente di “Transistori”). In questo inizio della geometria proiettiva, Desargues unì il principio di continuità di Keplero (da ellisse a parabola ad iperbole e via) alla tecnica della prospettiva dei pittori rinascimentali, notando che un cerchio visto di sbieco è un'ellisse, che il contorno dell'ombra di un paralume è un cerchio sul soffitto ed un'iperbole sulla parete, che una conica proiettata e riproiettata n volte (come accadrebbe ruotando in continuazione il paralume) rimane sempre una conica, pur mutando ovviamente di classe e di dimensioni geometriche. Per considerare tale continuità ed unità è però necessario pensare che la parabola abbia un fuoco al finito e l'altro fuoco all'infinito, che due rette parallele si incontrano in un punto all'infinito (definito dalla loro giacitura), che il cilindro è un cono col vertice del fascio di rette all'infinito, ecc. La sua trattazione costituiva una teoria unitaria delle coniche nonché molto elegante (elegante più del titolo del libro) mentre della sua originale-bizzarra terminologia (tronchi, rami, mattarelli, ecc.) si è salvato soltanto il nome di “involuzione” (che è invariante per proiezione). Desargues fu il creatore ed il “profeta cieco” della geometria proiettiva. Il suo più grande e famoso allievo, Blaise Pascal (1623-1662, matematico, fisico, filosofo e teologo francese nonché bambino prodigio) inaugurò la sua attività di matematico nel 1640 ossia all'età di 16 anni, con un “Essay pour les coniques” (“Sulle sezioni coniche”) basato su Desargues, contenente quello che è noto come teorema di Pascal dell'esagono qualsiasi inscritto in una conica. Verso i 18 anni costruì una macchina calcolatrice (la Pascalina), poi diede la famosa e semplice legge o principio di Pascal sulle pressioni nei fluidi (quale studio di idrostatica dei fluidi idraulici, principio secondo il quale la pressione esercitata in un punto qualunque di un liquido incomprimibile si trasmette con ugual modulo in tutti i punti del liquido), mentre l'opera maggiore sulle coniche, scritta facendo uso di metodi sintetici, è andata perduta. 


Da un problema sul gioco dei dadi proposto a Pascal dall'amico Chevalier de Mèrè, tramite la corrispondenza avuta da Pascal stesso con Fermat, nacque la moderna teoria della probabilità, mentre Huygens pubblicava nel 1657 un piccolo trattato dal titolo “Ragionamenti sul gioco dei dadi”. Le dimostrazioni sulle proprietà del triangolo aritmetico effettuate da Pascal (detto per questo anche triangolo di Pascal) facevano uso per la prima volta in modo chiaro del principio d'induzione matematica, laddove il termine “induzione” se deve piuttosto a De Morgan nel 1838. Dopo l'esperienza di “estasi religiosa” avuta nella notte della vigilia di Natale 23dic1654, e conseguente abbandono della scienza per la teologia, ritornò nel 1658 ad occuparsi di matematica. Trattando dell'integrazione della funzione seno di un quadrante di cerchio, Pascal giunse ad un passo dall'invenzione del calcolo infinitesimale, al punto che Leibniz scriverà che proprio leggendo l'opera di Pascal aveva avuto una folgorazione improvvisa. Dopo la morte di Desargues, di Pascal e di Fermat, era in attività Philippe de la Hire (indicato anche come Philippe Lahire o Phillipe de La Hire, 1640-1718, matematico, astronomo ed architetto francese) attratto più dalla geometria pura ma con l'utilizzo dei metodi analitici di Cartesio (fu il primo specialista moderno di geometria analitica e sintetica), nella cui opera trattava le proprietà armoniche del quadrilatero inscritto, ed in cui compare la prima equazione in 3 incognite-variabili di una superficie. Il principio della massima economia dei mezzi di costruzione nei problemi piani (effettuabili non solo con riga e compasso, ma anche solo con riga e solo con compasso) porta i nomi di Georg Mohr (Jorgen Mohr, 1640-1697, matematico danese), e di Lorenzo Mascheroni (1750-1800, matematico, letterato, accademico e rettore italiano) che lo riscoprì 125 anni dopo. Pietro Mengoli (1626-1686, matematico italiano con un metodo di calcolo più avanzato di quello degli indivisibili di Cavalieri (cui subentrò alla cattedra di Bologna) ma più primitivo di quello di Leibniz e Newton) continuando le ricerche sugli indivisibili, imparò a trattare con le serie (infinite) riscoprendo la divergenza della serie armonica (teorema solitamente attribuito a J. Bernoulli nel 1689). In Olanda (Paesi Bassi) la geometria cartesiana aveva messo radici prima che altrove per la presenza ventennale di Cartesio, e Franz van Schooten (1615-1660, matematico olandese che incontrò Cartesio nel 1632) scrisse la nuova versione latina migliorata nell'esposizione ed ampliata di La gèomètrie ossia “Geometria a Renato Des Cartes”. In quegli anni furono scritti alcuni Commenti ed Introduzioni alla nuova geometria, ed un più ampio contributo è dovuto a Johan de Witt (o Jan de Witt, 1625-1672, politico e matematico olandese). Alcuni risultati anticipatori dell'analisi infinitesimale (regole per il calcolo di aree od integrazioni, tangenti o derivate, ed operazioni sui coefficienti e sugli esponenti) sono dovuti a Johannes van Waveren Hudde (1628-1704, borgomastro di Amsterdam e matematico). René-François de Sluse (1622-1685, matematico) scoperse la regola per trovare la tangente ad una curva di equazione f(x,y)=0, dove f è un polinomio in x,y, Il miglior allievo di van Schooten, Christiaan Huygens (1629-1695, matematico, astronomo e fisico olandese) sapeva che le oscillazioni del pendolo semplice non sono isocrone seppure vi si avvicinano via via che l'angolo di oscillazione diventa piccolo quindi in tal caso divengono trascurabili, ed allora inventò il pendolo cicloidale, nel quale la cicloide è una curva tautocrona (qualunque sia l'angolo di oscillazione). Sviluppò la teoria dell'evolvente e dell'evoluta, che servì pure per la rettificazione di molte curve. L'opera di Huygens su evolute ed evolventi fu pubblicata nel 1673 a Parigi in “Horologium oscillatorium” (“Horologium Oscillatorium sive de motu pendulorum, che conteneva la legge del moto del pendolo, la legge di conservazione dell'energia cinetica o “forza viva”, la legge della forza centripeta del moto circolare), il quale trattato diventò ben presto un classico e servì da introduzione ai Principia di Newton che usciranno tra 14 anni. Nel frattempo la matematica inglese riprendeva vigore ed importanza, ed il più influente matematico del tempo, John Wallis (1616-1703, presbitero e matematico inglese) pubblicava nel 1665 il “Tractatus de sectionibus conicis” che fu in Inghilterra ciò che l'opera “Elementa curvarum” di De Witt rappresentava nell'Europa continentale, ed entrambe portarono a compimento l'aritmetizzazione della teoria delle coniche iniziata da Cartesio nella sua geometria analitica (tale merito, come detto, spetterebbe maggiormente a J. Wallis). Wallis riportava equazioni canoniche delle coniche con definizioni “assolute”, mentre nella sua più importante opera “Arithmetica infinitorum” del 1656 aritmetizzava la geometria degli indivisibili di Cavalieri (sebbene senza il necessario rigore) ed i metodi di Descartes, quindi operava con sistematizzazioni ed estensioni di metodi analitici senza far più riferimento alle figure-curve geometriche. Intanto la geometria analitica 3-dimensionale segnava il passo, però Wallis nella sua “Algebra” del 1685 aveva incluso lo studio di una superficie appartenente alla classe delle conoidi (non in senso archimedeo). Tra le molte integrazioni di funzioni (y=x(elev m), y=x(elev 1/m), ecc.) egli calcolò anche l'integrale definito del semicerchio. James Gregory (1638-1675, matematico ed astronomo scozzese) apprese in Italia dai successori di Torricelli, e da Stefano degli Angeli (1623-1697, matematico e filosofo italiano), la grande possibilità offerta dagli sviluppi in serie delle funzioni e dei processi infiniti in genere, pubblicando un'opera contenente risultati significativi nel campo dell'analisi infinitesimale. Coi suoi metodi cercò invano di dimostrare l'impossibilità della quadratura del cerchio con soli mezzi algebrici, mentre Huygens era convinto che il numero π potesse “saltar fuori” da una formula algebrica. Gregory abbandonò la distinzione di Cartesio tra “curve geometriche” e “curve meccaniche”, e preferì dividere la matematica in teoremi “generali” e teoremi “particolari” anzichè in funzioni “algebriche” ed in funzioni “trascendenti”. Anch'egli era in possesso di tutti gli elementi per fare il passo decisivo verso il teorema del calcolo infinitesimale, ma forse presentando l'esposizione in veste più geometrica che algebrica, nonostante probabilmente si fosse reso conto che i problemi delle quadrature e delle rettificazioni erano gli inversi dei problemi delle tangenti, non apprezzò l'importanza di quei collegamenti. Nicolaus Mercator (Nikolaus Kauffmann, Niccolò Mercatore, 1620-1687, matematico tedesco) pubblicò nella sua “Logarithmo-technica” del 1668 un risultato simile alla serie di Gregory, detta la “serie Mercatore” (ma già nota a Hudde, a Gregorio di San Vincenzo ed a Newton) approssimante logaritmi (ln(1+x)=x-x(elev 2)/2+x(elev 3)/3-x(elev 4)/4+..., sviluppo ottenuto considerando lo sviluppo in serie geometrica dell'espressione per l'iperbole equilatera 1/(1+x)=1-x+x(elev 2)-x(elev 3)+..., ed applicando il metodo di quadratura di Wallis). I decenni anni '50 e anni '60 del '600 videro la nascita di molti metodi infiniti, compresa la frazione continua (cioè di numero infinito di termini) di William Brouncker (1620-1684, matematico inglese) per la definizione ed il calcolo di π. I primi passi nelle frazioni continue erano stati fatti in Italia da Pietro Antonio Cataldi (1552-1626, matematico italiano) di Bologna. Siamo prossimi alle opere di Newton, il quale avrebbe avuto molto da imparare da James Gregory mentre i suoi maestri furono i due matematici inglesi John Wallis e Isaac Barrow (Londra 1630, Londra 1677, matematico, teologo, erudito ed ecclesiastico inglese, che ha dato un contributo nello sviluppo del calcolo infinitesimale in particole per il calcolo della tangenti (ad esempio per la curva K)). Barrow disprezzava i formalismi algebrici ed era addirittura convinto che l'algebra facesse parte più della logica che della matematica, il qual fatto non lo predisponeva certo a fare scoperte-invenzioni nell'infinitamente piccolo. Ammirava molto gli antichi, ma nel suo nuovo trattato del 1670, Barrow volendo esporre anche le nuove scoperte ed invenzioni degli ultimi anni, v'inserì pure i metodi delle tangenti e delle quadrature nelle quali preferiva le concezioni “cinematiche” di Torricelli all'”aritmetizzazione statica” di Wallis, e sebbene nel ragionamento si sentisse più prossimo a Cavalieri che non a Fermat od a Wallis, nonostante ciò inserì come supplemento un metodo per trovare le tangenti mediante il calcolo analogo a quello di Fermat e più simile a quello del calcolo infinitesimale, che faceva uso di due quantità (in luogo della sola E di Fermat), ossia x+e e y+a, equivalenti ai nostri Δx e Δy rispettivamente (ne abbiamo scritto altrove). Tra coloro che egli citava come fonti delle sue idee v'erano Cavalieri, Huygens, Gregorio di San Vincenzo, James Gregory e Wallis, ma stranamente non c'era Fermat. 


Egli sembra fosse consapevole che i due problemi della quadratura e della tangente erano inversi tra loro, e, per ironia della storia della matematica, colui il cui atteggiamento conservatore lo manteneva legato ai metodi geometrici piuttosto che ai nuovi algoritmi algebrici ed analitici, fu proprio il matematico che maggiormente si avvicinò ed anticipò i concetti fondamentali dell'analisi infinitesimale. Sulla cattedra di matematica di Barrow succederà proprio Newton. Isaac Newton nacque prematuramente il giorno di Natale del 1642, anno stesso della morte di Galileo (o per via del calendario giuliano inglese il 4gen1643). Da giovane studente lesse le opere di Euclide e dei moderni matematici, e più tardi a Robert Hooke scriverà: “Se ho visto più in là di Cartesio è perché mi sono drizzato sulle spalle di giganti ” (lo scrisse ad uno che era quasi un nano, ma la frase è ben più vecchia e regredendo nel tempo troviamo che fu pronunciata da molti fino ad arrivare nel medioevo a Bernardo di Chartres qui pronunciata come segno di modestia). Dopo le prime scoperte all'inizio del 1665 sulle serie e le loro somme, mentre già cominciava a riflettere sulle flussioni ovvero sulla velocità o tasso con cui variano le grandezze capaci di variare con continuità, o “grandezze fluenti” (ossia lunghezze, aree, volumi, distanze, temperature, ecc.) collegando ciò con le serie nel “suo metodo”, nella primavera del 1665 (divenuta nota come “la primavera più feconda di scoperte” di tutta la storia della matematica) egli fece quattro delle sue principali scoperte (e tutte della massima importata): 1) trovò la formula generale delle potenze n=p/q del binomio, inviata nel 1676 a Henry Oldenburg segretario della Royal Society, 2) inventò il calcolo infinitesimale (calcolo flussionale), 3) trovò la legge di gravitazione universale, 4) spiegò la natura dei colori. Nel “De analysi per aequationes numero terminorum infinitas” composta nel 1669, esponeva le tecniche per operare con le serie infinite, ossia gli sviluppi in serie, ora non più sospetti ma perfettamente coerenti ed equivalenti alla funzione stessa e di validità generale. Il De analysi contiene anche l'esposizione sistematica dell'invenzione del calcolo infinitesimale. Nel 1666 già usava un metodo sistematico di differenziazione simile a quello di Barrow, dove a ed e erano però sostituiti da qo e po (Newton considerava “o” come un intervallo comunque piccolo, il rapporto incrementale era “qo/po”, mentre “q/p” rappresentava il rapporto delle variazioni istantanee di y e x ovvero la pendenza o tangente di f(x,y)=0), che poi evolverà nel metodo delle flussioni. Successivamente trattando di funzioni esplicite y=f(x) abbandonò p e q, per far uso solamente dell'incremento delle ascisse, dando il primo esempio di calcolo di un'area ottenuto proprio con l'inverso della tecnica della differenziazione. Newton può effettivamente essere considerato l'inventore del calcolo infinitesimale per aver usato direttamente, consapevolmente e correttamente la relazione inversa, che lega pendenza (derivata) ed area (integrale) di una curva, mediante la sua nuova analisi infinita. Nella sua esposizione più conosciuta del 1671 (pubblicata però solo nel 1742 col titolo “Methodus fluxionum et seriorum infinitorum”), Newton considerava la x e la y della funzione come quantità fluenti (o semplicemente le “fluenti”), di cui p e q rappresentavano le “flussioni” o velocità di variazione, che sostituì con le lettere x puntato e y puntato (ossia il punto sopra le lettere x,y quale segno di derivazione, ancora oggi usato per indicare le derivate temporali, del resto le uniche derivate esistenti per Newton), mentre le fluenti con lineetta (ossia x con sopra una lineetta e y con sopra una lineetta). Nel 1676 Newton redasse una terza esposizione in “De quadratura curvarum”, evitando le quantità infinitamente piccole e le quantità fluenti, ma sostituendole con quello che chiamava il “metodo delle prime ed ultime ragioni” (o rapporti) e trovando la “prima ragione di aumenti crescenti” o l'”ultima ragione di incrementi evanescenti” (riguardo la correttezza filosofica e logica cadendo dunque come si dice “dalla padella nella brace”). Newton era vicino al concetto di limite, ma si può veramente rappresentare un rapporto tra incrementi che sono “svaniti”?... egli non lo chiarì mai, ed i matematici successivi per tutto il '700 ed oltre mantennero  il “mistero”, continuando a prendere troppo sul serio la logica del calcolo di Newton (e di Leibniz). Nonostante le numerose esposizioni del calcolo infinitesimale, Newton pubblicò il suo nuovo calcolo soltanto nel 1687 in “Philosophiae Naturalis Principia Mathematica” PNPM (“Principi Matematici della filosofia naturale”), forse il più famoso ed ammirato trattato scientifico di tutti i tempi (più famoso degli stessi Elementi di Euclide), nel quale sono presentati i fondamenti della fisica classica del meccanicismo ed i fondamenti dell'astronomia (ossia la meccanica classica newtoniana MC e l'astrofisica basata sulla legge di gravitazione) in parte utilizzando il linguaggio della geometria ed in parte in forma analitica (e la trattazione geometrica è comunque maggiore di quella analitica ed il calcolo delle flussioni è molto spesso evitato quando possibile). La prima parte del libro I è intitolata: “Il metodo delle prime ed ultime ragioni delle quantità, con l'aiuto del quale dimostriamo le proposizioni che seguono. Delle quantità, o dei rapporti di quantità, che in un intervallo di tempo finito qualsiasi convergono con continuità verso l'uguaglianza, e che prima della fine di tale intervallo si avvicinano l'una all'altra così tanto che la loro differenza è inferiore a qualunque differenza data, finiscono per diventare uguali...”. E' questo un “tentativo” di definizione di limite di una funzione! In uno scolio vediamo consolidati i due procedimenti dell'integrazione e della derivazione in un algoritmo generale applicabile ad ogni funzione algebrica o trascendente. Nella prima edizione dei Principia Newton ammetteva che pure Leibniz possedeva un metodo simile al suo, ma nella terza edizione del 1726, in seguito all'aspra polemica iniziata nel 1704 tra i sostenitori dei due scienziati in merito alla priorità ed indipendenza dell'invenzione del calcolo infinitesimale, Newton eliminò il riferimento al metodo di Leibniz, polemica che notoriamente non terminò con la morte dei principali attori ma continuò per decine di anni. Oggi sappiamo che nella scoperta Newton precedette Leibniz di circa 10 anni, ma che Leibniz inventò il suo calcolo indipendentemente da Newton e lo precedette nella pubblicazione avvenuta nel 1684 su Acta Eruditorum, un periodico mensile fondato solo due anni prima. Affermiamo ancora che uno dei maggiori contributi di Newton nel campo della matematica pura-applicata consiste proprio nell'invenzione del metodo delle flussioni, o calcolo infinitesimale inglese, ossia del calcolo differenziale e del calcolo integrale. Si tratta di una teoria matematica veramente importante (descritta, come detto, compiutamente nei Philosophiae naturalis principia mathematica PNPM), così ben adatta a rappresentare i fenomeni naturali e tutti i processi continui (e se le equazioni differenziali EDDP sono discretizzate e le grandezze campionate anche i sistemi discreti e numerici-digitali), una teoria per mezzo della quale ora il Mondo viene ad assumere la veste-forma di una Grande Macchina descritta da quelle equazioni basate su principi di simmetria e conservazione (meccanicismo) di cui scriveremo... 


(un'equazione differenziale EDO o EDDP lega matematicamente la funzione f(.) con le sue derivate (e, se vogliamo, pure con i sui integrali), in cui la “parte del leone” la fa comunque la componente algebrica dell'equazione (A), mentre le derivate (D) della funzione danno la variazione della funzione f rispetto alla/e variabile/i indipendente/i ossia danno le differenze vicine (e gli integrali (I) della funzione danno le sommatorie progressive della funzione f ossia danno le somme cumulative-progressive), ma, aggiungiamo, trasformando l'equazione EDO-EDDP secondo Laplace (insieme alla trasformata F(.) della funzione f(.)) e dunque passando al dominio delle frequenze complesse, possiamo notare che il coefficiente algebrico-proporzionale è più importante, laddove la parte derivativa (D) fornisce l'alta frequenza AF dello spettro della funzione F (sistema “anticipatore”), AF tanto più alta quanto maggiore è l'ordine di derivazione od il numero di zeri-poli, la parte integrale (I) fornisce la bassa frequenza BF ed ovviamente il valore medio (o continua) dello spettro della funzione F (sistema “ritardatore”), BF tanto minore quanto più importante è il coefficiente di I, ossia l'equazione differenziale è composta da una parte-sistema algebrico A e da una parte-sistema “correttore” D-I (anticipatore e ritardatore, ovviamente ciò in senso sistematico e non sul piano fisico dato che in quest'ultimo senso non avrebbe significato), e questo ragionamento serve un poco pure a comprendere il funzionamento di un'equazione differenziale, ad esempio nelle equazioni del movimento la derivata dello spazio s(t) percorso è la velocità v(t) di percorrenza (od alta frequenza AF del moto rispetto allo spazio s), lo spazio percorso è l'integrale della velocità (ossia è la bassa frequenza BF del moto rispetto alla velocità v))... “Si rallegrino i mortali perché è esistito un tale e così grande onore del genere umano”. Gottfried Wilhelm von Leibniz (in latino Leibnitius ed a volte in italiano Leibnizio, ossia Leibniz, Lipsia 1646, Hannover 1716, matematico, filosofo, scienziato, logico, teologo, glottoteta, diplomatico, giurista, storico, magistrato tedesco di origine soraba), diede forma al suo nuovo calcolo forse verso il 1676, nel quale nuovamente svolsero inizialmente un ruolo importante le serie e le loro somme, come nelle analogie tra il triangolo aritmetico ed il triangolo armonico. Verso il 1673, Leibniz leggendo il “Traitè des sinus du quart de cercle” di Amos Dettonville, scritto da Pascal, fu colpito dall'intuizione improvvisa che la determinazione della tangente ad una curva era legata al rapporto tra le differenze delle ordinate e le differenze delle ascisse allorchè divenivano sempre più piccole, e che le quadrature od aree sotto le curve dipendevano dalla somma delle ordinate ossia dai rettangolini o rettangoloidi di base sempre più stretta che formavano-riempivano l'area, ed esattamente come nei triangoli aritmetico ed armonico i processi di sommazione e di differenziazione sono inversamente correlati, così anche nella geometria i problemi della quadratura e della tangente (che dipendono rispettivamente da some e da differenze) erano l'uno l'inverso dell'altro, e l'anello di collegamento fu dato dal “triangolo infinitesimale” o “triangolo caratteristico” (come si chiamerà), che già Pascal aveva applicato al calcolo dell'area e Barrow aveva giù usato per il calcolo della tangente. Leibniz, come già precedentemente Newton, si rese conto di essere in possesso di un metodo di grande universalità e di grande potenza, applicabile a funzioni razionali od irrazionali, algebriche o trascendenti (termine quest'ultimo coniato da Leibniz stesso). Per indicare le “minime differenze possibili” o differenziali di x e y, decise infine di usare i simboli dx e dy, dopo avere utilizzato x/d e y/d per indicare l'abbassamento di grado. Inizialmente scrisse omn.y (ossia “tutte le y”) per indicare la somma di tutte le ordinate di una funzione-curva, ma più tardi usò il simbolo di S allungata seguita da y (ossia “integrale di y”) ed ancora più tardi usò S grande-allungata seguita da ydy (ossia “integrale di y in dy”), ove il simbolo dell'integrale, come detto, è l'ingrandimento della lettera S indicante la somma (non esattamente somma delle ordinate ma somma delle aree degli innumerevoli rettangoli di base sempre più stretta). 


Per trovare le tangenti si richiedeva l'uso del calculus differentialis, mentre per trovare le quadrature si richiedeva l'uso del calculus summatorius o calculus integralis, e da queste espressioni leibniziane ebbero origine i nostri “calcolo differenziale” e “calcolo integrale”. La prima esposizione del calcolo differenziale fu pubblicata da Leibniz nel 1684 in “Nova Methodus pro maximis et minimis, itemque tangentibus, qua nec irrationales quantitates moratus” (“Nuovo metodo per trovare i massimi ed i minimi, ed anche le tangenti, non ostacolato da quantità irrazionali”), e due anni più tardi veniva presentata una spiegazione del calcolo integrale come problema inverso del calcolo delle tangenti, ponendo l'accento su teorema fondamentale del calcolo infinitesimale e la stretta relazione tra integrazione e differenziazione. Fu la simbologia di Leibniz (ossia i differenziali leibniziani, di non miglior notazione però, la quale infatti comporterà pure difficoltà concettuali e filosofiche nella spiegazione e nella trattazione della tecnica differenziale, ereditando insieme alla simbologia l'approssimazione e la “rozzezza filosofica” dell'autore) a prevalere rispetto alla notazione del metodo delle flussioni (anche se la derivata temporale, come già scritto, a volte è pure indicata col puntino sopra la funzione). Furono subito sviluppate le derivate di ordine superiore come pure le flussioni di ordine superiore nel punto di una funzione-curva. A Leibniz si deve anche il primo accenno dei determinanti nella matematica occidentale (mentre le matrici era già conosciute), ed in una lettera del 1693 Guillaume François Antoine de Sainte Mesme marchese de l'Hopital (o de l'Hospital, 1661-1704, matematico francese studioso del calcolo infinitesimale), affermava  di far uso di pedici per indicare righe e colonne per un sistema di equazioni, metodo rimasto inedito sino al 1750 circa quando venne nuovamente riscoperto al tempo circa del matematico svizzero Gabriel Cramer. In fatto di invenzione simbolico-notazionali solo Eulero precedette Leibniz. Essendo un filosofo, si occupò pure di logica, con l'ambizione di sviluppare una caratteristica universale sul modello dell'algebra, per ridurre il ragionamento ad un metodo sistematico (ossia ad un'algebra simbolica formale), iniziando nel 1666 con una dissertazione sull'analisi combinatoria; programma che i contemporanei giudicarono troppo metafisico, mentre l'idea di un'algebra della logica sarà ripresa con più fortuna solo alla metà del XIX sec. da De Morgan e da George Boole. In fisica, insieme a Huygens, elaborò il concetto di energia cinetica che nel XIX sec entrerà a far parte del teorema dell'energia. Ma i suoi contributi in campo fisico sono stati certamente oscurati dal lavoro di Newton, il quale elaborò la più grandiosa teoria matematica di una legge della natura mai trovata prima di allora: la legge di gravitazione universale (quale applicazione in meccanica celeste delle leggi della meccanica già elaborate). Nella sezione iniziale dei Principia, Newton formula, seguendo la strada aperta da Galileo, le leggi del moto; poi procede a coordinare le sue leggi (la legge d'inerzia (1), la legge fondamentale della forza (2), e la legge dell'azione e reazione (3)), con le 3 leggi planetarie di Keplero e con la legge della forza centripeta nel moto circolare di Huygens, e quindi a dedurre la sua legge d'attrazione universale (in ciò anticipato da Robert Hooke senza però le necessarie dimostrazioni matematiche) che si esercita tra 2 corpi qualsiasi dotati di massa, con una forza che è proporzionale al prodotto delle loro masse ed inversamente proporzionale al quadrato della loro distanza. Passeranno però circa 40 anni prima che la fisica e la teoria gravitazionale di Newton, divulgata da Maupertuis e da Voltaire, potessero sopraffare la fisica cartesiana (la cui non validità è pure contenuta nei Principia). Scrisse sulla natura della luce, e nel 1704 apparve l'”Ottica” con in appendice il “De quadratura curvarum” contenente l'esposizione del suo metodo analitico, e l'”Enumeratio linearum tertii ordinis” contenente figure di curve algebriche piane di ordine superiore. Vi troviamo anche il metodo di Newton per la risoluzione approssimata delle equazioni f(x)=0, di cui un caso particolare è quello babilonese antico, mentre se f(x) fosse un polinomio esso sarebbe formalmente identico al metodo arabo-cinese o metodo di Horner. Nell'”Arithmetica universalis” del 1707, Newton espose le formule dette “identità di Newton”, ossia le relazioni razionali intercorrenti tra i coefficienti di un'equazione algebrica e le somme delle potenze delle sue radici, oltre alla generalizzazione della regola cartesiana dei segni ed allo studio geometrico della soluzione di equazioni cubiche mediante sezioni coniche (lato antico-conservatore di Newton). I Principia, scritti tardi ma pubblicati subito, ottennero un'approvazione immediata da parte dei matematici e degli scienziati ed arrisero all'autore una fama senza precedenti, proprio compatibile con l'espressione di “rivoluzione newtoniana” (o magari “molto rapida evoluzione”) relativa alla trasformazione subita dalle idee scientifiche ad opera dell'impresa di Newton (rivoluzione (l'etimologia del termine “rivoluzione” sembra ricollegarsi appunto alle orbite dei pianeti intorno al Sole) le cui radici potremmo far risalire al De revolutionibus di Copernico). I Principia sono infatti un notevole esempio di rivoluzione: vi troviamo il principio di inerzia a partire da Galileo (più dubbio) e da Cartesio (più certo), la vis insita o forza-non forza di Newton, il definirsi dei moti centrali e della vis centripeta a partire dalla forza centrifuga di Huygens, ed inoltre il concetto di massa gravitazionale e di massa inerziale a partire dalla moles di Keplero, per la forza impressa, o impulsiva o continua. Dopo la prima generazione dei grandi razionalisti, nonostante il vincolo tra filosofia e scienza matematica si sia allentato, ecco che Newton, dovendo e volendo fissare un sistema di principi, ha creato un nuovo insieme di presupposti teorici, conferendo un nuovo e più profondo significato al concetto di ipotesi, che pure inizialmente aveva respinto. La questione del metodo, che notoriamente aveva avuto il suo esordio col nascere della filosofia razionalista moderna sembra però raggiungere la sua perfetta efficacia solo con la scienza newtoniana, con l'indagine empirica, ossia con l'uomo scopritore e fondatore della teoria e della legge della gravitazione universale, nonchè il fondatore della nuova scienza fisica del meccanicismo. I principi e le forze, di cui questa fisica assume l'esistenza, non sono entità occulte e proprietà nascoste, ossia principi metafisici, ma principi del movimento chiari, distinti, evidenti, e con questi spiegare tutta la realtà fisica. Ciò a cui mira la spiegazione matematica è l'enunciazione delle leggi della natura che ordinano, regolano, calcolano e misurano i fenomeni, ovvero determinano tutte le grandezze dei fenomeni. La concezione newtoniana, secondo cui il nostro sapere fisico attiene solo ai rapporti matematici e non alle cause occulte ed ignote dei fenomeni, trova la sua chiara espressione nel concetto di forza (operante per “contatto” od a “distanza”, secondo varie impostazioni e concezioni) necessaria solo per enunciare le leggi del moto, senza che nulla si sappia della natura, della sostanza e dell'essenza del moto. 


Possiamo dire che in tutta la filosofia matematica moderna (e della fisica) non c'è un termine-grandezza che sia stato pronunciato più volte di quello di forza, credendolo quasi intuitivo e “sostanzialmente vivo”, con annesse invece così scarsa determinazione e comprensione (la forza è solo un operatore matematico e lo si vede ancora meglio se legato e poi equiparato al concetto di accelerazione). 


Anche Newton non è rimasto fedele al suo metodo: quando nella legge fondamentale afferma che la variazione della quantità di moto Q posseduta da un corpo (ossia derivata temporale di Q) è proporzionale alla forza F applicatagli, egli innalza al rango di legge naturale un'asserzione di identità (o meglio una semplice definizione di forza). La nozione di forza, ossia la nozione di causa dell'accelerazione, dovrebbe sparire dalla meccanica, dalla meccanica razionale e dalla fisica, ed al suo posto occorrerebbe porre la sola misura (geometrica) dell'accelerazione del movimento (ossia dell'interazione), come farà Einstein nella relatività generale RG.  Dovrebbe essere proclamato quale principio fondamentale della meccanica il principio del minimo effetto (od un principio variazionale generale per i moti naturali; i principi variazionali della dinamica saranno presentati più oltre). 


C'è una direzione lungo la quale Newton non ha saputo rispettare i confini tra metafisica e matematica, ossia riguardo alla dottrina scientifica ed alla teoria dello spazio e del tempo, in quanto egli arriva a darci di essi una descrizione con attributi divini, dottrina storicamente risalente alla filosofia di Henry More (1614-1687, filosofo britannico appartenente alla scuola platonica di Cambridge ed uno dei primi inglesi entusiasti della filosofia cartesiana, nonostante la sua critica), costituente la vera metafisica su cui Newton baserà la sua teoria. Mentre Cartesio equipara estensione e materia facendo dello spazio materia, è invece il carattere spirituale incorporeo dello spazio quello che vuole dimostrare More. Esiste l'estensione immota ed infinita, immateriale, spirituale, non solo un concetto di relazioni matematiche puramente mentale, spazio puro e tempo puro, una realtà eterna senza alcun fondamento sostanziale se non la sostanza e l'essenza divina la cui illimitata attività ci si rivela con attributi divini: da ciò (spazio puro e tempo puro) prende l'avvio la teoria dello spazio assoluto e del tempo assoluto di Newton. Estensione che è immobilità ma fondamento del movimento, eternità ma fondamento del divenire e della durata finita dei fenomeni, infinità ma fondamento della finitezza, incommensurabilità, omogeneità, unitarietà ed indivisibilità ma fondamento della commensurabilità, dell'eterogeneità, della divisibilità e della delimitazione, un'estensione infinita che sempre pretende una necessaria presenza nella nostra rappresentazione mentale “indipendentemente” da ogni contenuto materiale, anzi anche in assenza di alcun contenuto. Lo spazio assoluto è il fondamento della connessione dei corpi e dei fenomeni come il tempo assoluto è il fondamento della successione dei corpi e dei fenomeni. La critica allo spazio assoluto ed al tempo assoluto, rivela che la loro infinità ed illimitatezza, invece di dimostrare l'esistenza della sostanza e dell'essere assoluto dei medesimi, provano piuttosto che abbiamo a che fare con puri concetti della mente, mentre sappiamo che dalla natura e forma delle nostre idee non è possibile concludere all'esistenza dell'oggetto corrispondente (fra l'esistenza dell'ideale (idea o concetto) e l'esistenza del reale (essere, oggetto o cosa) non esiste il medesimo legame od implicazione logica che c'è fra 2 proposizioni della logica, anzi non vi è alcun legame diretto significativo, e l'idea di un Serbatoio spaziale infinito e di un Ventaglio temporale infinito l'abbiamo nel pensiero mediante l'atto mentale per cui confrontiamo e rapportiamo gli oggetti dell'esperienza). Però l'immagine dell'impossibilità dello “spazio vuoto” e del “tempo nullo”, sembra essere un fantasma della mente (frutto dell'ontologia dell'essere) troppo duro a morire dinanzi all'analisi psicologica. Per esempio immaginiamo per ipotesi che tutti i corpi siano distrutti ed annientati: quel che in tal caso resterà (invece di un “Nulla assoluto”), dopo aver soppresso ogni relazione e connessione spaziale e successione temporale, lo si penserà e forse lo si chiamerà “spazio assoluto” e “tempo assoluto”. Ebbene questo spazio è infinito, immobile, indivisibile, ed essendo annientata la percezione non è neppure percepibile (sembrerebbe ed è “meno consistente dell'etere”!... notoriamente etere così poco denso quale mezzo fluidodinamico elastico dell'universo). Tutti i suoi attributi sono privativi e negativi, una sostanza che resta quando tutte le sue proprietà sono state soppresse... l'unica difficoltà sembrerebbe l'essere ancora esteso, è questa una qualità pur sempre positiva!... però un'estensione non percepibile è una perfetta “immagine” e rappresentazione del nulla (ed allora si scopre l'illusione psicologica di chi pensa, ancora legato al proprio corpo-cervello come all'ultimo sistema di riferimento sopravvissuto (della fisica è forse sopravvissuta solo una forma della legge d'inerzia?)). 


Leibniz tramuterà lo spazio ed il tempo assoluti, in spazio e tempo intellegibili, ossia in idee dell'intelletto puro e fondamento di definizioni matematiche esatte e di dimostrazioni rigorosamente deduttive. Con la vittoria della fisica newtoniana, anche lo spazio assoluto ed il tempo assoluto (quali serbatoi infiniti, informi, neutri, rigidi, disponibili ad accogliere l'evoluzione spazio-temporale della materia) s'imporranno definitivamente, finendo, acriticamente e troppo spesso inconsapevolmente, sempre presupposti come indubitabili ed indispensabili nei futuri testi e manuali di meccanica. 


Ritornando ai Principia di Newton, sappiamo che nella sezione finale egli sviluppa la legge di gravitazione universale, oltre a spiegare come cadono corpi-oggetti verso la Terra, il moto di rivoluzione della Luna, i moti orbitali dei pianeti ed il fenomeno “oscuro” delle maree. Non sappiamo esattamente come scoprì questa legge, ma disse ad un amico (episodio poi narrato da Voltaire nella XV delle sue Lettres philosophiques) che la vista di una mela che cadeva da un albero indirizzò il suo pensiero correttamente. Forse quando Newton dalla sua finestra a Woolsthorpe vide spiccare la mela dall'albero, era presente nel cielo anche la Luna (in prospettiva vicino alla mela), ed egli deve essersi chiesto come mai la mela spiccata dall'albero cade mentre la Luna (chiaramente sempre “spiccata”) non cade a terra, o non sfugge alla Terra. Egli sapeva che la forza di gravità si estendeva senza attenuazione significativa almeno fino alle vette delle montagne; e visto che si estende oltre, perché non fino alla Luna? Forse Newton trovò ispirazione da una sezione dei Massimi Sistemi di Galileo. Avendo un certo peso l'indebolimento della gravità con l'aumentare della distanza, egli eseguì un calcolo molto approssimato basandosi sull'assunto che la gravità s'indebolisca col quadrato della distanza e trovò che “funzionava” abbastanza bene, ma essendo i dati ancora pochi ed inesatti accantonò per il momento il problema della gravità. Sappiamo che Galileo (che morì nel 1642) elogiò Gilbert, il quale nel 1600 aveva assimilato la Terra ad un'enorme calamita, “per essergli caduto in mente concetto tanto stupendo circa a cosa maneggiata da infiniti ingegni sublimi, né da alcuno avvertita” (nessuno, infatti, anche tra gli ingegni non troppo sublimi, aveva ancora avvertito di “nascere, sbagliare e morire” su una gran calamita... se così ancora si chiama (più estesamente: C'era un buio della madonna, ero tutto bagnato, poi all'improvviso una luce intensa in fondo ad un tunnel, mi hanno tirato fuori senza troppe storie, mi hanno dato quattro sberle sul culo e poi mi hanno pure lavato... quindi ho iniziato a cagare (non avevo ancora mangiato quasi niente), poi a sbagliare, a sbagliare, sempre a non capire nulla e sbagliare... ero molto stanco, non vedevo quasi più niente, mi sono addormentato, mi sono anche osservato disteso su un letto, ho visto ancora un luce in fondo al tunnel, poi più nulla, non ricordo assolutamente più nulla)). Ciò che Galileo scrisse di Gilbert, esprime bene ciò che il grande pubblico pensa di Newton quando sente per la prima volta parlare della mela e della legge di gravitazione universale che lega la Terra al Sole ed alla Luna. E ciò chiarisce perchè, il complesso sistema della scienza occidentale è spesso rappresentato, soprattutto in ambito extra europeo-americano e tra gli orientali, dal racconto di Newton e della famosa mela (non sappiamo se mela verde o mela rossa, anche se non Mela-NY, ed inoltre nel 2022 anche il vento a circa 200 Km/h della tempesta Eunice ha sradicato uno degli Alberi Simbolo di Cambridge ossia un clone del melo originale del racconto di Newton). Ma i fatti erano certamente molto più complessi, e quando cadde la mela dall'albero, nella mente di Newton doveva esservi un pensiero diverso da ciò che normalmente pensa la gran parte delle persone (infatti la gran parte della gente usualmente pensa che deve essere matura). John Herivel (John William Jamieson Herivel, 1918-2011, storico della scienza ed ex codebreaker a Bletchley Park nel corso di WWII per la violazione del codice crittografico tedesco della macchina cifratrice Lorenz SZ (come diremo, codice violato ad iniziare da un messaggio (detto fish in Inghilterra) radio cifrato (di circa 4 mila caratteri) trasmesso sulla tratta radio Atene-Vienna, ritrasmesso subito dopo con la medesima chiave (ossia identica configurazione dei rotori) seppure cifrando due messaggi leggermente diversi (di circa 4 mila caratteri il primo e di circa 3500 caratteri il secondo compreso l'inizio del testo iniziante SPRUNCHNUMMER (Messaggio Numero) il primo e SPUNCHNR (Messaggio NR) il secondo) violando così (dolosamente) le regole di cifratura e permettendo ai decrittatori inglesi di risalire alla tecnica di cifratura di Lorenz SZ (detta Tunny in Inglilterra), ma nell'automazione del processo di decrittazione dei messaggi daranno una mano i calcolatori Heath Robinson e poi da gen1944 i 10 calcolatori elettronici Colossus)), ha definitivamente dimostrato che Newton trasse la legge d'inerzia dagli scritti di Renè Descartes, mentre Bernard Cohen (Ierome Bernard Cohen, 1914-2003, storico della scienza statunitense) ha portato prove convincenti che prima della pubblicazione dei Principia nel 1687, Newton aveva letto solamente la traduzione inglese del Discorso sui massimi sistemi. Con la legge d'inerzia (mai chiaramente formulata da Galileo), Newton riflettè che in assenza di forze applicate la Luna avrebbe dovuto muoversi di moto rettilineo uniforme, e si chiese quale fosse la forza esterna applicata alla Luna. 


Nei Massimi sistemi si trova un disegno (al quale abbiamo già fatto cenno) ed una dimostrazione (entrambi però non riferentesi al caso Luna) che non avrebbero non potuto suscitare l'interesse di Newton, soprattutto se applicati all'orbita della Luna. Galileo non tentò mai di applicare la sua fisica ai corpi celesti, ma si occupò solo di corpi gravi in movimento su distanze misurabili in prossimità della superficie della Terra. La sua dimostrazione voleva provare che nessun corpo grave (qualunque fosse il suo peso) posato sulla superficie terrestre avrebbe potuto essere scagliato nello spazio dal movimento di rotazione della Terra, indipendentemente dalla sua velocità angolare. Alcuni autori, tra cui J. Herivel, hanno giudicato la dimostrazione galileana debole e non convincente, e Stillman Drake (1910-1993, storico della scienza canadese noto soprattutto come studioso e traduttore di Galileo Galilei) dimostrazione ingegnosa ma matematicamente errata. Un passo ed un disegno dei Massimi sistemi potrebbero essere stati applicati da Newton ad un problema che non aveva mai sfiorato la mente di Galileo, dato che l'argomento favorevolmente lo permetteva. L'italiano suppose che se un corpo grave in quiete nel punto A fosse stato scagliato via dalla rotazione terrestre, si sarebbe mosso di moto uniforme lungo la tangente AB. In tempi uguali il corpo si sarebbe mosso orizzontalmente per spazi proporzionali, mentre la velocità di caduta in questi stessi tempi sarebbe stata proporzionale alla distanza tangente-traiettoria BB' (nel triangolo rettangolo ABB'). Come già scritto, Galileo avrebbe dimostrato che la distanza verticale dipende, non dal tempo, ma dal quadrato del tempo (essendo il moto lungo la verticale uniformemente accelerato). Quindi ammesso che il corpo si fosse staccato dalla superficie della Terra per un intervallo piccolo quanto si voglia, la sua velocità verticale di caduta sarebbe stata sufficiente a riportarlo sulla superficie (in realtà sufficiente a non farlo mai staccare dalla superficie). Una qualunque tendenza centrale che desse origine ad un'accelerazione costante sarebbe dunque sufficiente a trattenere il corpo dalla proiezione nello spazio, indipendentemente dalla velocità di rotazione terrestre ed indipendentemente dal suo peso (che non incide sulla velocità di caduta come sappiamo) purché ne abbia uno ossia sia un grave. Se la velocità angolare di rotazione della Terra fosse via via aumentata quanto richiesto, il corpo in quiete, perdendo successivamente tutto il suo peso (possibilità estrema, tra l'altro, esclusa invece da Galileo nel suo ragionamento), si sarebbe staccato dalla superficie e sarebbe entrato in orbita, senza però venir proiettato lungo la tangente, ma semplicemente orbitando attorno alla Terra una volta raggiunta la velocità necessaria per il minimo raggio. Il caso cui era interessato Newton era proprio quello escluso da Galileo, ossia quello relativo ad un corpo che ha “perso” tutto il suo peso (ciò che fa della Luna un corpo imponderabile è precisamente una certa quantità di moto ed una certa velocità tangenziale rispetto ad un dato raggio, mentre la gravità, anche se di diversa intensità, attira verso la Terra si la Luna che la mela). Mentre Newton rifletteva sull'orbita della Luna per la prima volta, stava leggendo od aveva appena finito di leggere i Massimi sistemi, in cui era accennato il problema della forza centrifuga. La legge d'inerzia Newton non poté trarla dagli scritti di Galileo (egli non la enuncia formalmente ed in alcuni casi particolari addirittura la nega), bensì la trasse da Cartesio, anche se nei Massimi sistemi sono contenute tutte e tre le condizioni della legge d'inerzia di Newton: uniformità della velocità, carattere rettilineo del moto e sua deviazione per opera di un'altra forza (qui il peso). Cartesio invece rigettò la legge di caduta dei gravi, ma diede un principio universale del moto rettilineo uniforme (negato nella realtà da Galileo). Nonostante la sua legge d'inerzia, Newton con la legge di gravitazione universale, escludeva il moto rettilineo uniforme di un corpo dotato di massa, mentre Einstein avrebbe sostituito la retta euclidea con la geodetica di un opportuno spazio curvato dai coefficienti di connessione della metrica. Si potrebbe dire allora che Galileo “scansò” la difficoltà, Newton “aiutò” Cartesio in difficoltà, ed Einstein “rese evidente” a tutti dove il problema s'era sempre annidato. Per Galileo (scienziato sperimentale) la scienza ricercava meno i principi e più le dimostrazioni ed i risultati delle esperienze; per Cartesio (filosofo e scienziato) tutto ciò che è importante deriva dai principi: il primo scrisse Discorsi e dimostrazioni matematiche intorno a due nuove scienze, il secondo Principia Philosophiae, mentre collocandosi tra la concezione galileana e la concezione cartesiana, Newton scrisse Philosophiae Naturalis Principia Mathematica. Vediamo ora più dettagliatamente di cercare di seguire il percorso che seguì Newton per giungere alla legge di gravitazione universale. La Luna sottratta ad ogni forza nel punto A dell'orbita, procederebbe lungo una retta con quantità di moto costante (in modulo, direzione e verso) ossia inizierebbe a muoversi lungo la tangente AB. Se invece, come mostra l'osservazione, la Luna anziché in B si trova sull'orbita in B', dopo un opportuno intervallo di tempo (che qui assumeremo uguale a 1 secondo), è necessario ipotizzare, nel meccanicismo newtoniano, l'azione di una forza che “tiri” la Luna dalla tangente all'orbita, ossia da B a B' (in 1 secondo). Dato che per la seconda legge della forza, questa forza è proporzionale all'accelerazione, tramite la massa m del corpo, ovvero è proporzionale alla variazione del vettore velocità in due istanti sufficientemente vicini diviso l'intervallo temporale; e dato che tale differenza vettoriale (per esempio tra A e B') è un vettore diretto come il raggio verso il centro, Newton sapeva che la forza che fa orbitare la Luna attorno alla Terra è una forza diretta dalla Luna alla Terra, ossia è una forza centrale (la differenza di velocità nell'intervallo di tempo, ossia l'accelerazione, è sempre diretta verso il fuoco ossia qui verso il centro). Dunque dopo 1 secondo di tempo la Luna attratta dalla Terra è “caduta” dalla tangente all'orbita ellittica-circolare di una quantità h verso il centro. Per la 3° legge di Keplero, la forza di ciò responsabile (forza universale che si esercita tra la Luna e la Terra e viceversa, tra il Sole e la Terra e viceversa, e tra una mela e la Terra e viceversa, o tra qualsiasi corpo e qualsiasi altro), ha un valore inversamente proporzionale al quadrato della distanza della Luna dalla Terra. Dalla legge di caduta dei gravi terrestri di Galileo (ossia s=(1/2)gt(elev 2)), Newton sapeva che sulla superficie terrestre in assenza dell'aria, la mela cade in 1 secondo di tempo di (1/2)x9.81x1(elev 2)=4.9 metri. Ora la Luna dista dal centro della Terra circa 360000 Km; la mela dista dal centro della Terra circa 6400 Km; il rapporto dello loro distanze dal centro della Terra è di 360000/6400=56.25; il suo quadrato è 3164. Newton dedusse allora che la distanza h di cui la Luna cadrebbe dalla tangente all'orbita in 1 sec deve essere di 1/3164 dell'altezza da cui cade la mela nel medesimo intervallo di tempo (ovviamente la Luna al momento del distacco dalla Terra ha ricevuto pure una quantità di moto lungo la tangente che la mela non possiede). 


Dunque h=4.9/3164=0.00155 metri=1.55 millimetri. Cioè nell'intervallo di 1 secondo di tempo mentre la mela cade di 4.9 metri verso il centro della Terra, la Luna, a distanza di 360000 Km di altezza, cade di 1.55 mm verso la Terra ed è così tenuta sull'orbita. Newton deve aver calcolato geometricamente questa distanza, sapendo il raggio dell'orbita della Luna (orbita supposta circolare come in questo ragionamento) ed il tempo che essa impiega a completare la sua orbita intorno alla Terra, dopo aver supposto che la stessa forza applicata alla mela fosse pure quella applicata alla Luna responsabile della sua attrazione Luna-Terra che diminuisce col quadrato della distanza (al riguardo rimandiamo ad altra parte del libro o ad altre opere). Galileo aveva scritto solo di accelerazione, mai di forza, facendo il primo passo nella dinamica balistica; Newton non nominò mai Cartesio quale primo autore della legge d'inerzia, ma non scrisse nemmeno che sua fu la prima formulazione della legge della forza, e dunque quando identificò la forza con l'accelerazione e fece di quest'ultima una misura della forza stessa, il suo pensiero arrivò dove nessuno era ancora arrivato, e forse, come Galileo magnificò il genio di Gilbert, così Newton, grazie a quel brano ed a quel disegno contenuto nei Massimi sistemi, riconobbe a Galileo il giusto od un poco più del dovuto. Analizzando secondo la corrente logicista, le leggi del moto di Newton, diciamo che la 1° legge del moto (ossia la legge d'inerzia) è a volte considerata come la definizione dei tempo uguali. Ciò non è accettabile, poiché in primo luogo i tempi uguali non possono avere altra definizione che quella di tempi la cui grandezza è uguale, ed in secondo luogo, salvo che questa legge ci dicesse quando non vi è accelerazione (e non lo dice), essa non è in grado di farci scoprire quali siano i moti uniformi; in terzo luogo se ha sempre significato affermare che un dato moto è un moto uniforme, non può però esistere un moto mediante il quale definire l'uniformità; in quarto luogo la dinamica sostiene che nessun moto reale è uniforme e quindi deve esistere un significato di moto uniforme indipendente dai moti naturali, ed esso è dato come il moto che descrive distanze uguali (assolute) in tempi uguali (assoluti). La 2° legge newtoniana (legge della forza o teorema della quantità di moto) afferma che la quantità di moto e la velocità di una particella sono costanti (in modulo, direzione e verso) quando non vi sia un'azione causale da parte della materia di altri corpi sulla nostra particella. Essa non ci dice come scoprire l'azione causale, o sulla circostanza per cui è presente. Tuttavia ricordando che la velocità è una definizione matematica e non una realtà fisica (limite di un rapporto incrementale al tendere a 0 dell'incremento della variabile temporale), essa ha il significato per cui i soli eventi che hanno luogo in un qualsiasi sistema materiale sono tutte le posizioni di tutte le particelle, ed allora se ammettiamo che devono esistere relazioni tra le configurazioni, la 1° legge afferma che una tale relazione può sussistere solo fra 3 configurazioni, e non fra 2 configurazioni; infatti 2 configurazioni sono richieste per la velocità, ed un'altra per il mutamento di velocità (così è possibile inferire la configurazione in ogni istante assegnato, una volta conosciute 2 configurazioni in 2 istanti dati). La 2° e la 3° legge introducono il concetto di massa e la 3° legge ci dice anche che l'accelerazione dipende dalla configurazione. La 2° legge (teorema della quantità Q), come sappiamo, non è una vera legge, oltre a non dirci nulla sulla forza impressa o motrice, tranne che la forza produce un cambiamento del movimento (ossia che la forza agisce come una forza). Ma ponendo in relazione la forza applicata con la configurazione si può scoprire una legge importante, che da Russell riporto nel mio scritto maggiore eventualmente da pubblicare (oppure la leggere nei Principia). Le prime due leggi enunciano semplicemente la forma generale della legge di causalità. La 3° legge permette la scomposizione della funzione F (funzione della sola configurazione in quell'istante, e delle posizioni relative delle masse, od in forma più generale può implicare pure altri coefficienti oltre alle masse, e le velocità oltre le posizioni), in una somma vettoriale di funzioni, ciascuna delle quali dipende soltanto da mi (m pedice i) e da un'altra particella m e dalla loro posizione relativa, conducendo alla definizione di baricentro. Le prime due leggi (inerzia e forza) sono completamente contenute nel seguente enunciato: in un qualunque sistema indipendente, la configurazione in un istante qualsiasi è una funzione di quell'istante e delle configurazioni in 2 istanti dati, posto che nella configurazione includiamo le masse delle varie particelle componenti il sistema. La 3° legge inoltre aggiunge che la configurazione può venir scomposta in distanze e rette (ossia può essere definita da segmenti di retta (orientati)); la funzione della configurazione che rappresenta l'accelerazione di qualsiasi particella, è una somma vettoriale di funzioni contenenti solo 1 distanza, 1 retta e 2 masse; inoltre se aggiungiamo la 3° legge, ne risulta un vettore lungo la congiungente delle 2 particelle che entrano nella configurazione (se non fosse per questo fatto e per questa legge, in una configurazione di 1,2,3 o di 1,2,3,4 particelle, potrebbe accadere che l'accelerazione di m risultasse qualcosa di legato all'area del triangolo 123 od al volume del tetraedro 1234). Le 3 leggi di Newton prese assieme ad un assioma, danno la legge di gravitazione tra 2 masse. Per la matematica pura, le leggi del moto e la legge di gravitazione sono piuttosto componenti della definizione di un certo tipo di materia (per molti matematici l'area del cerchio dato il suo diametro ed il numero della sezione aurea dato un segmento (quale rapporto tra un segmento-diagonale ed un suo sotto segmento maggiore = rapporto tra tale segmento maggiore ed il rimanente suo segmento minore) rientrerebbero nel campo della matematica pura, laddove l'area equivalente di un paraboloide o la legge di gravitazione newtoniana od il modello standard Gummel-Poon G-P del transistore Bjt non vi apparterrebbero, ma in tale libro, per ragioni di maggior coerenza, si segue una strada completamente diversa). 


Abbiamo detto che Leibniz è uno del maggiori matematici e scienziati, ed il cardine della sua fisica ruota attorno al concetto di forza, ben diversa dalla forze newtoniana; infatti la forza leibniziana corrisponderebbe più da vicino al moderno concetto di energia cinetica. Egli fu il primo a sostenere il principio della conservazione della “forza” ed a darne una enunciazione rudimentale. La fisica di Leibniz poggia sul principio di continuità, di identità degli indiscernibili, di identità fra causa ed effetto pieno, e va alla ricerca di un finalismo della natura parallelo a quello del meccanicismo. L'effetto corrisponde perfettamente alla sua causa (da cui la conservazione della “forza”), sostiene Leibniz, e perciò è inutile ed irragionevole introdurre un'Intelligenza Suprema per ordinare i fenomeni. Basandosi sul finalismo naturale viene enunciato in forma ancora primitiva il principio di minima azione (principio variazionale che stabilisce che nei fenomeni naturali l'azione S (dimensionalmente energia per intervalli di tempo, EΔt) viene sempre minimizzata, da cui è possibile ricavare la legge del moto di un sistema dinamico, ovvero se un sistema fisico è olonomo (e monogenico) allora è possibile derivare le equazioni del moto di Lagrange dal principio di minima azione, però tra i più noti principi variazionali abbiamo il principio di Maupertuis (richiede il minimo dell'integrale dell'azione sulla traiettoria reale) ed il principio di Hamilton (richiede la stazionarietà dell'integrale d'azione nella traiettoria reale del moto). Newton, negli anni 1673-83, fu tra coloro che svilupparono l'algebra come computazio algebrica ovvero procedimenti di calcolo applicati a grandezze e numeri (che uniforma il numero alla grandezza geometrica... così da fornire il “vero contenuto” dell'algebra). Il modello aritmetico procede con un approccio definito e particolare, quello algebrico con uno sviluppo universale ed indefinito, ma entrambi, pur con differenti postulati, poggianti sugli stessi fondamenti e tendenti allo stesso fine in modo che tutti i loro enunciati e le loro conclusioni, ottenuti col metodo della computazione, potrebbero essere chiamati teoremi. Nel 1696, Newton affaticato dall'attività scientifica, divenne Direttore della Zecca e poi Sovrintendente generale. Nel 1699 fu eletto membro della Acadèmie des Sciences, nel 1703 divenne presidente della Royal Society conservando la carica a vita, e nel 1705 ricevette dalla Regina Anna il titolo di “cavaliere”. 


Ma un'ombra scura scese sulla sua vita, quando seppe da Wallis che in Olanda il calcolo infinitesimale era considerato un'invenzione di Leibniz, e l'ombra era destinata ad allargarsi ed a perdurare a lungo. Nel 1699 l'oscuro o poco noto matematico svizzero Nicolas Fatio de Duiller (od anche Faccio o Facio, 1664-1753, matematico, filosofo naturale ed inventore) in una relazione alla Royal Society suggerì che Leibniz potesse aver preso da Newton (quando Leibniz fu a Londra) il principio del nuovo calcolo infinitesimale (“I recognize that Newton was the first and by many years the most senior inventor of this calculus: whether Leibniz, the second inventor, borrowed anything from him, I prefer that the judgment be not mine, but theirs who have seen Newton's letters and his other manuscripts. Nor will the silence of the more modest Newton, or the active exertions of Leibniz in everywhere ascribing the invention of the calculus to himself, impose upon any person who examines these papers as I have done” da Fatio), ed al riguardo Leibniz replicò su Acta Eruditorum del 1704 rivendicando la priorità nella pubblicazione ed elevando una protesta contro l'accusa a lui rivolta di plagio alla Royal Society. Ebbe così inizio la più clamorosa disputa che la storia della matematica ricordi, forse proprio per la statura dei due principali protagonisti, oltre che per le condizioni socio-politiche-storiche del tempo in Inghilterra-Germania. Sappiamo però che all'invenzione del calcolo infinitesimale contribuirono molti matematici (tra cui B. Pascal, P. de Fermati, B. Cavalieri, E. Torricelli, G. P. de Roberval, C. Huygens, J. Wallis, I. Barrow, ecc.). Come detto, oggi sappiamo che fu Newton ad elaborare per primo il metodo delle flussioni e dei primi ed ultimi rapporti nel 1665-66 (Newton sostenne sempre di aver iniziato il suo studio su una forma di calcolo o metodo delle flussioni e dei fluenti nel 1666 all'età di 23 anni ma non lo pubblicò se non come annotazione in una pubblicazione), mentre il primo a pubblicare nel 1684 i risultati del suo algoritmo differenziale ed integrale fu Leibniz che li elaborò a partire dal 1675 (ma dai suoi appunti e scritti posteriori sembrerebbe che Leibniz avesse inventato il suo calcolo intorno al 1670 ed un momento cruciale sarebbe quello del 17apr1675 quando riuscì ad utilizzare per la prima volta il suo integrale per trovare l'area della figura di un insieme di punti data così: dalla funzione y=x, dall'asse x (ascisse), e dalle rette perpendicolari all'asse x passanti per due suoi punti e parallele all'asse y (ordinate)). Dopo una puntualizzazione di Newton del 1687, la polemica si accese, per l'introduzione di Fatio de Duillier oltre che di Wallis, Johann Bernoulli, G. Cheyne, J. Keill, G. F. de l'Hospital, Conti, R. Clarke, ecc. Nel 1705 Newton ebbe una recensione sfavorevole (redatta forse da Leibniz?) negli Acta Eruditorum, ed il professore di Oxford John Keill (Edimburgo 1671, Oxford 1721, matematico scozzese discepolo di Newton) difese le pretese di Newton. Intanto i ripetuti appelli di Leibniz alla Royal Society, per ottenere giustizia, portarono alla nomina di un comitato per esaminare la questione, il cui rapporto fu pubblicato nel 1712 col nome di “Commercium epistolicum” (“Commercium Epistolicum Collinii & aliorum, De Analysi promota”), senza risolvere il caso. Il punto massimo dei sentimenti di rivalità (anche nazionalistici), si raggiunse nel 1726 (Leibniz era già morto nel 1716), al punto che Newton, come già scritto, eliminò nella 3° edizione dei Principia ogni accenno all'avversario, mentre i matematici inglesi rimasero isolati dai colleghi dell'Europa continentale per tutto il '700, facendo segnare il passo alla matematica sviluppata dell'isola soprattutto in campo infinitesimale. Alla sua morte, avvenuta a Londra il 20mar1727, Newton fu sepolto nell'Abbazia di Westminster con tale pompa che Voltaire, presente ai funerali, scrisse di aver visto un professore di matematica sepolto come un re. Il pensiero matematico e la fisica di Newton, non solo rivoluzionarono la scienza matematica, ma diffusero la loro luce (forse ancora più intensa della luce diffusa dalla teoria copernicana) in tutti gli ambienti della cultura settecentesca ed ottocentesca, al punto che non è raro incontrare ancora il termine “newtoniano” (quanto il termine “copernicano”), usato quale attributo, in molte discipline anche non scientifiche.








   Capitolo 7


L'analisi prende la sua forma.






	Tra gli allievi di Leibniz, troviamo i due fratelli svizzeri Bernoulli, ossia Jakob Bernoulli (noto anche come Jacques Bernoulli o James Bernoulli o Giacomo Bernoulli, Basilea 1654, Basilea 1705, matematico e scienziato svizzero, fratello maggiore di Johann Bernoulli e zio di Daniel Bernoulli), e Jean Bernoulli (o Johann Bernoulli, Basilea 1667, Basilea 1748, matematico svizzero ed uno dei più importanti scienziati della famiglia Bernoulli e professore di Eulero)  membri di una numerosa famiglia che generò una dozzina di matematici in gran parte famosi. Jacques Bernoulli, dopo aver letto le opere di Wallis, Barrow e Leibniz, si impadronì dei nuovi metodi del calcolo infinitesimale (suggerendo a Leibniz stesso il termine di “integrale” (ossia calculus integralis) che Leibniz ritenne migliore di calculus summatorius per indicare l'inverso del calculus differentialis). Sono note le disuguaglianze di Bernoulli, le operazioni sulle serie, le sue equazioni della catenaria, della trattrice e dell'isocrona (traiettoria questa lungo la quale un oggetto cadrebbe con un moto che, se riportato sulla verticale discendente, avrebbe velocità uniforme). Alle equazioni differenziali egli contribuì con lo studio della famosa equazione differenziale ordinaria del 1° ordine di Bernoulli y'+P(x)y=Q(x)y(elev n) dove l'indice ' è il segno di derivata prima, n è una potenza costante, e P(x)=f(x) e Q(x)=g(x) sono dei polinomi in x (il metodo di risoluzione, trovato da Jakob Bernoulli ci dice che per n=1 o per n=0 l'equazione è riconducibile immediatamente alla soluzione generale delle equazioni lineari del 1° ordine, per n reale qualunque il metodo risolutivo generale richiede di dividere l'equazione per y(elev n), tenendo conto del fatto che, per n>0 allora y=0 è una soluzione del primo tipo, e che invece per n<0 la funzione y deve essere necessariamente diversa da 0 per la condizione di esistenza della funzione che la definisce). 


I due Bernoulli si occuparono anche di calcolo delle variazioni, e della curva più veloce tra 2 punti (non collocati sulla  medesima verticale) o brachistocrona (dal greco “il più breve tempo”, curva che risulta essere una cicloide quale curva percorsa da un corpo nel minor tempo, ossia è una traiettoria fra due punti che verifica il principio di Fermat ed è collegata alla legge di Snell, utile dunque in ottica geometrica OG). In molte questioni di matematica, di fisica e d'altre scienze si presenta spesso il problema seguente: assegnate una famiglia F di funzioni y (funzioni di una o più variabili) ed un integrale definito J(y) il sui valore dipende dalla funzione y e da un certo numero di sue derivate, trovare nella famiglia F una funzione che renda J(y) estremante (minimo o massimo, dipende dal problema, se ad esempio è un funzionale energia od entropia, od un perimetro-superficie, ecc.): ciò richiede il calcolo delle variazioni poiché il funzionale dipende da un insieme di funzioni e non da un insieme di punti. Possiamo portare alcuni esempi (usualmente si inizia dagli esempi classici e didattici). Presi nel piano xy due punti P1(a,y1) e P2(b,y2), con a minore di b, determinare, tra tutte le linee regolari y=y(x) di estremi P1 e P2, quella di lunghezza minima. Oppure, dati nel piano xy due punti P1(a,y1) e P2(b,y2), con a minore di b, e y1 minore di y2, trovare tra tutte le curve lisce congiungenti P1 e P2 quella che un corpo pesante deve percorrere per scendere tra i due punti nel minor tempo possibile (abbiamo detto che è la cicloide trattandosi del problema della brachistocrona). J. Bernoulli studiò pure la spirale logaritmica, già accennata da Cartesio e rettificata da Torricelli, e mostrò che l'evoluta, la curva podale (luogo geometrico della proiezione del polo sulle tangenti alla curva data), la caustica (formata dalla riflessione dei raggi che escono dal polo, inviluppo dei raggi riflessi e rifratti in punti della curva data) sono spirali logaritmiche uguali... e chiese che la “spira mirabilis” fosse incisa sulla sua tomba, imitando Archimede che volle fosse incisa la figura di una sfera inscritta in un cilindro. Per la “spirale parabolica” trovò che la lunghezza di un suo arco portava ad un integrale della radice quadrata di un polinomio di 4° grado, ovvero alla prima comparsa nella matematica di un integrale ellittico (gli integrali ellittici di 1°, 2° e 3° forma faranno molta strada). Si chiamano integrali ellittici ed iperellittici, degli integrali abeliani, generalmente non razionalizzabili e rappresentanti una nuova funzione trascendete. Essi trovano applicazioni in fisica matematica, analisi, geometria, meccanica, ecc., ed ovviamente devono il loro nome appunto al problema del calcolo della lunghezza degli archi di un'ellisse (studiati inizialmente da Eulero e Fagnano (Giulio Carlo Fagnano dei Toschi, Senigallia 1682, Senigallia 1766, matematico italiano che ha pure trovato nuovi metodi di risoluzione delle equazioni di 2°-3°-4° grado)), e sono stati ricondotti da Legendre a noti 3 tipi, detti di 1°, 2° e 3° specie. In generale diciamo che in integrale ellittico è dato da una qualsiasi funzione f(x) = integrale, da c a x, di R(t,P(t))dt, dove R è una funzione razionale dei suoi due argomenti t,P, P è la radice quadrata di un polinomio in una variabile di grado 3° o 4° privo di radici multiple, c è una costante, e la funzione R contiene almeno una potenza dispari di P mentre R(elev 2) non ha fattori ripetuti. Jacques Bernoulli scrisse anche un trattato divenuto classico dal titolo “Ars conjectandi” (“Arte di congetturare”) e pubblicato postumo nel 1713, il primo volume importante di teoria della probabilità che portava come introduzione il breve “De ludo alee” di Huygens (al nostro Bernoulli si devono i concetti e proprietà di campionamento bernoulliano, teorema di Bernoulli, di variabile casuale bernoulliana, di numeri di Bernoulli, una teoria generale delle permutazioni e delle combinazioni, nonché il primo accenno al teorema del limite centrale ovvero alla legge dei grandi numeri detta anche teorema di Bernoulli). La legge dei grandi numeri fu progressivamente sviluppata e perfezionata da una successione di matematici, ma inizialmente era un solo corollario del teorema di De Moivre-Laplace, quindi ripresa e generalizzata all'interno di teoria della probabilità negli ultimi due secoli.


Rapidamente diciamo che il teorema del limite centrale o legge dei grandi numeri descrive il comportamento della media di una sequenza di n prove di una variabile casuale, indipendenti e caratterizzate dalla stessa distribuzione di probabilità (n misure della stessa grandezza fisica o non fisica, n lanci della stessa moneta, ecc.), al tendere ad infinito di n. Con l'unica eccezione del teorema di Borel o “legge forte dei grandi numeri” (ossia la media campionaria converge quasi certamente alla media comune delle Xi) queste versioni successive di tale legge possono essere derivate dalla disuguaglianza di Cebysev (Pafnutij L'vovic Cebysev, Akatovo 1821, San Pietroburgo 1894, matematico e statistico russo). L'ultimo dei famosi fratelli Bernoulli, Jean Bernoulli, dopo aver ben assimilato la nuova tecnica del calcolo infinitesimale, in seguito mentre si trovava a Parigi, insegnò al giovane marchese G.F.A. de l'Hospital (Guillaume François Antoine Marquis de l'Hopital o L'Hospital Guillaume-François-Antoine Marquis de l'Hopital o Marquis de Sainte-Mesme o Comte d'Entremont and Seigneur d'Ouques-la-Chaise, 1661-1704, matematico francese) la nuova branca della matematica, impegnandosi per contratto a comunicargli tutte le scoperte nel campo, ed è perciò che uno dei più importanti contributi del 1694 di Bernoulli è invece noto come regola di De l'Hospital sulle forme indeterminate di funzioni differenziabili. 


Tale formula fu inserita da De l'Hospital nel primo manuale (di gran successo per tutto il corso del '700) di calcolo differenziale l'”Analyse des infiniment petits” pubblicato a Parigi nel 1696 (con notazione di derivate simili a quelle di Leibniz). Questa regola o teorema di de l'Hospital serve a calcolare vari limiti di quozienti f(x)/g(x) di funzioni reali di variabile reale f(x) e g(x) per i quali, eseguiti i limiti di numeratore e denominatore, si ottengono quozienti di forme indeterminate del tipo 0/0 od infinito/infinito, onde si richiede di effettuare la derivata prima di numeratore e denominatore e se f'(x)/g'(x) non è una forma indeterminata il suo limite è pure uguale al limite di f(x)/g(x) altrimenti si procede a derivare un'altra volta numeratore e denominatore (derivata seconda) ottenendo f''(x)/g''(x) e così via fino ad ottenere una forma non più indeterminata il cui limite sarà uguale a quello cercato. I concetti di derivata ed integrale caratterizzano storicamente l'Analisi Infinitesimale od Analisi Matematica e l'acquisizione di questi concetti (avvenuta quasi esclusivamente nella matematica occidentale in Europa) segna uno dei momenti culminanti nella storia del pensiero matematico e scientifico: la Matematica fonda su di essi (e quindi sulle conseguenti equazioni differenziali ordinarie EDO ed alle derivate parziali EDDP) una parte amplissima delle sue teorie; la Fisica trova uno strumento mirabilmente adeguato alla formulazione delle leggi dei fenomeni naturali (seppure le equazioni differenziali EDDP si presentino generalmente difficili e poco “amichevoli”); l'Ingegneria fonda sistemi ed innumerevoli applicazioni sulle equazioni differenziali. 


Per il calcolo infinitesimale è necessario il calcolo dei limiti, delle derivate e degli integrali, per cui rinviamo il lettore a leggere le loro rispettive teorie in libri di analisi matematica o su pagine di Internet, mentre qui diamo subito solo qualche esempio. Il limite, per x che tende a 4, di f(x)=3+x è 3+4=7 (ottenuto sostituendo alla variabile x il valore per cui si vorrebbe il limite, qui 4); il limite, per x che tende a +infinito, di f(x)=8+x è 8+infinito=+infinito; la derivata di x(elev 3) è 3x(elev 2) (ottenuta moltiplicando alla base per l'esponente e poi elevando per lo stesso esponente diminuito di 1); la derivata di senx è cosx; l'integrale di x(elev 2) è x(elev 3)/3 (ottenuto aumentando di 1 il nuovo esponente e dividendo il tutto per il nuovo esponente); l'integrale di senx è -cosx. 


Il Calcolo Differenziale trae origine, come già detto e visto, da problemi di geometria e di meccanica, e cioè dalla necessità teorica-pratica di trovare la tangente ad una curva (Leibniz) e dalla necessità di calcolare la velocità di un punto materiale mobile lungo una traiettoria (Newton).  Questo nuovo calcolo infinitesimale è composto da un'operazione di natura algebrica (differenze e quozienti-rapporti ossia rapporti incrementali) e da un'operazione di natura topologica di passaggio al limite. Però è il concetto di limite di una funzione che costituisce il vero fondamento dell'analisi matematica. Esso può introdursi in modo molto generale (in una teoria generale di topologia), pure per una funzione numerica di punto, anche se  inizialmente si sono considerati casi corrispondenti ad ipotesi restrittive sulla natura della funzione e del suo insieme e campo di definizione. Sia allora f(x) una funzione ad un sol valore definita in tutto un intervallo T, esclusi al più un numero finito di punti dell'intervallo medesimo. Può avvenire che per valori di x sempre più prossimi al valore xo, ma distinti da xo, i corrispondenti valori della funzione differiscano assai poco da un certo numero l (elle) e che la differenza possa rendersi piccola a piacere purché si prenda x convenientemente vicino a xo (ossia avvicinandosi indefinitamente a x0 il limite si avvicina indefinitamente al valore l). Si dice allora che la f(x) ha come limite l, per x che tende a xo; questa è una funzione molto regolare perché avvicinandosi indefinitamente a xo possono accedere tante cose “inaspettate”. Le numerose definizioni di limite (finiti ed infiniti) per x tendente a xo (finito ed infinito), nonché la definizione che mette in evidenza maggiormente il carattere topologico dell'operazione, sono tutte riportate nel mio scritto maggiore ed ovviamente su libri di testo di analisi matematica. Sia ora y=f(x) una funzione definita in un intervallo T=(a,b) e sia x un punto di tale intervallo. Se attribuiamo alla variabile indipendente x un incremento Δx diverso da 0 (in modo tale che anche il punto x+Δx appartenga all'intervallo T), la differenza tra i valori della funzione nel punto x+Δx e nel punto x, ossia y=f(x+Δx)-f(x), misura l'incremento della funzione quando la variabile indipendente passa dal valore x al valore x+Δx. Si chiama rapporto incrementale della funzione f(x) il rapporto Δy/Δx=(f(x+Δx)-f(x))/Δx tra l'incremento della funzione e l'incremento della variabile indipendente: e se Δx diverso da 0, si stabilisce un confronto tra i due incrementi quello della funzione e quello della variabile indipendente. Il rapporto Δy/Δx, una volta fissato x, risulta funzione di Δx. Consideriamo ora il limite per Δx che tende a 0 di tale rapporto incrementale; bene, se esso esiste, si dice la derivata di f(x) calcolata nel generico punto di ascissa x e si scrive y', f'(x), dy/dx, Dy, y punto, f punto (ossia il punto sopra la lettera, normalmente usato per le derivate rispetto al tempo t ossia quando x=t). Ciò è alla base del Calcolo Differenziale. Anche per le numerose proprietà della derivata e per un elenco delle derivate comuni di frequente uso rimando il lettore al mio scritto maggiore od a testi di analisi. Il Calcolo Integrale conduce a due operazioni denominate integrazione definita ed integrazione indefinita, nate come già detto da due problemi storicamente ben distinti: il primo è associato al calcolo delle aree di figure piane od al volume di solidi (ed era adottato, sotto forma di metodo di esaustione, come detto, da Archimede); mentre il secondo è strettamente legato all'invenzione del calcolo infinitesimale e correlato al problema della ricerca delle funzioni primitive di una funzione data, cioè di quelle funzioni F(x) che ammettono f(x) come loro derivata F'=f (e definire una primitiva equivale geometricamente a costruire una linea della quale, nel piano xy, sia assegnato per ogni x il coefficiente angolare della tangente (approccio al problema di Leibniz), mentre dal punto di vista meccanico equivale a determinare la legge del moto quando sia nota, in ogni istante, la velocità (approccio al problema di Newton)). L'integrazione indefinita è dunque l'operazione inversa della derivazione (non l'integrazione definita è l'operazione inversa della derivazione, come a volte si dice). 


Ancora, per tutte le definizioni e proprietà relative all'operazione di integrazione definita ed indefinita, come pure alle successive numerose generalizzazioni della definizione di integrale, rimando il lettore alla Storia del pensiero matematico del medesimo autore. La classe delle funzioni elementari non è completa per l'operazione di integrazione, come invece avviene per l'operazione di derivazione: integrando una funzione elementare (oppure algebrica), si ottiene in generale una funzione non elementare (ossia una funzione trascendente). Calcolo infinitesimale è il nome dato insieme al calcolo integrale ed a quello differenziale... anche se poi non vi è alcuna allusione all'infinitesimale (dx, dy, dt, ds, ecc., oppure po, qo di newtoniana memoria) né alcuna implicazione di esso in nessuna parte dell'analisi matematica (semplicemente non esistono quantitativamente i dx, dy, ecc., dato che la quantità di ogni grandezza continua può essere approssimata via via quanto si vuole rispetto al punto di accumulazione senza mai incontrare un valore minimo dx oltre il quale non si può andare verso quel punto, ma gli infinitesimali sono solo simboli matematici necessari per le definizioni ed il relativo calcolo; diciamo che l'inesistenza matematica reale di infinito ed infinitesimale-infinitesimo-infinitesimus è certamente la posizione sostenuta in questo libro, però aggiungiamo che nella seconda metà del XX sec. si è voluto nuovamente introdurre in matematica il concetto di infinitesimale ed infinito esistente, da parte di Abraham Robinson (1918-1974, matematico piuttosto noto per lo sviluppo dal 1961 di non-standard analysis, a mathematically rigorous system whereby infinitesimal and infinite numbers were reincorporated into modern mathematics, proseguendo i lavori di Edwin Hewitt del 1948 e di Jerzy Los del 1955, ossia un sistema matematicamente rigoroso in cui i numeri infinitesimali e infiniti sono stati reincorporati nuovamente nella matematica moderna); in quanto nella moderna matematica gli infinitesimali dx sono quantità più prossime allo 0 di ogni numero reale r ma sono diversi da 0, e dunque gli infinitesimali dx, come pure dy/dx nella derivata, non esistono nel sistema di numeri reali come noi lo abbiamo definito o come generalmente si definisce, ma i dx, e la frazione dy/dx, possono esistere in molti altri sistemi di numeri come i numeri surreali ed i numeri iperreali (ottenuti dal sistema dei reali R appunto con la loro aggiunta), ovvero gli infinitesimali-infiniti sono stati reintrodotti con lo sviluppo di analisi non standard di Abraham Robinson e dei numeri iperreali, dove è stato dimostrato che un trattamento formale del calcolo infinitesimale era possibile, ottenendo la definizione di numeri surreali significanti numeri iperreali+numeri reali (ossia numeri infiniti, numeri infinitesimali e numeri ordinali) formante il campo ordinato più esteso; teorie del genere sono logicamente corrette seppure “non si capisca a cosa possano servire”). La teoria filosofica del calcolo infinitesimale è sempre rimasta, sin dalla sua invenzione (colpa di molti matematici ma soprattutto di Newton e Leibniz), in una situazione che potremmo definire... imbarazzante e deplorevole. Lo stesso Leibniz aveva su tale questione idee delle quali si può solo dire che erano estremamente rozze. Sembra che abbia pure sostenuto che, se si trascurano le sottigliezze metafisiche, il calcolo infinitesimale è soltanto approssimato (!), ma in pratica risulta giustificato dal fatto che gli errori ai quali dà origine sono minori di quelli prodotti dall'osservazione (!!): neppure un semplice tecnico di laboratorio si esprimerebbe così! (qui, le sottigliezze logiche (quelle che lui chiama “sottigliezze metafisiche”) alla base del calcolo sono assolutamente necessarie, ed il problema del calcolo infinitesimale derivata-integrale è completamente teoria ed argomento di logica matematica e le osservazioni sperimentali non centrano assolutamente nulla). Nelle sue considerazioni sulla dinamica, la fede nell'esistenza dell'infinitesimale vero e proprio (ossia le quantità dx, ds e dt) gli impedì persino di scoprire che il calcolo si basa sulla teoria dei limiti, e gli fece interpretare i suoi dx, dy, ds, dt, ecc., né come zero, né come finiti, né come finzioni matematiche ovvero semplice simbologia matematica, ma come rappresentanti effettivamente quelle unità alle quali, nella sua filosofia, supponeva conducesse la divisione infinita (qualcuno saprà che li chiamò monadi ossia atomi indipendenti). Pur rifiutando, in altre occasioni, di considerare gli infinitesimi come filosoficamente validi, tuttavia non riuscì mai a dimostrare in qual modo potessero essere ancora ineccepibilmente corretti ed esatti i risultati dei calcoli dell'analisi (corretti ed esatti come i calcoli aritmetici). Sotto questo aspetto sarebbe preferibile la teoria di Newton a quella di Leibniz: i suoi lemmi collocano il vero fondamento del calcolo infinitesimale nella teoria dei limiti, e basandosi sulla continuità dello spazio e del tempo (serie spaziale e serie temporale nel senso dato dalla teoria elaborata da Cantor (Georg Ferdinand Ludwig Philipp Cantor, San Pietroburgo 1845, Halle 1918, matematico tedesco padre della moderna teoria degli insiemi) nella seconda metà dell'800), forniscono solide dimostrazioni delle sue regole. Ma anche Newton non scherzava in scorrettezze logiche, ed ignorava completamente che i suoi teoremi dipendessero dalla moderna teoria della continuità, e come tutti sapranno era del tutto inutile e limitativo il rifermento al tempo ed al mutamente che compare nel suo concetto di flussione (tutte le sue flussioni o derivate sono derivate temporali seppure questa costituisca una semplice interpretazione fisica), ed il riferimento poi allo spazio (ma non era ancora stata data la definizione di continuità di Cantor); ovviamente è facile col senno di poi criticare dei matematici del '600 ma bisognerebbe piuttosto mettersi nelle stesse loro condizioni di conoscenze. Leibniz, dunque, definì il suo coefficiente differenziale per mezzo della tangente ad una curva. E dando tanta importanza all'infinitesimale, fornì un indirizzo sbagliato a tutti i matematici posteriori venuti prima di Weierstrass (tranne forse il solo De Morgan), nonché a tutti i filosofi fino ad oggi (il concetto di infinitesimale, come pure altri concetti tipo il principio di indeterminazione o quello di causalità in fisica quantistica, sono entrati anche nelle varie correnti filosofiche, affermando spesso delle vere bestialità). Affermiamo che Dini (Ulisse Dini, Pisa 1845, Pisa 1918), allievo di Betti, matematico e politico italiano) ha dato una definizione precisa ed ineccepibile di una funzione continua. Se una funzione f(x) è differenziabile, fatto allora il rapporto fra l'incremento della funzione in corrispondenza dell'incremento della variabile indipendente, può accadere che questo rapporto incrementale abbia limite finito quando Δx tende a 0 (come scritto, chiamato derivata della f(x) nel punto x). In tale definizione, come notiamo, non è minimamente implicato l'infinitesimale. L'incremento Δx è sempre finito (piccolo quanto si voglia ma finito) e nella definizione di limite non esiste nulla che implichi “quantità infinitesimali”. 


Del resto il valore del rapporto incrementale è indeterminato (0/0) per Δx=0, ed il limite di una funzione per un dato x è cosa del tutto diversa dal valore della funzione per quel dato x. L'integrale indefinito, anch'esso non implica affatto il concetto di infinitesimale. Proprio come la derivata di una funzione calcolata in x è il limite della frazione o rapporto incrementale, quando l'incremento dell'ascissa x tende a 0, così l'integrale definito è il limite di una somma di prodotti costituita da termini, ognuno dei quali è dovuto all'intervallo (“intervallino” i-esimo) e all'ordinata corrispondente ad un punto interno a tale intervallo. L'integrale definito non implica nè l'infinito, nè l'infinitesimale, ed esso è non una somma ma soltanto e rigorosamente il limite di una somma i cui termini sono necessariamente tutti finiti, e la somma stessa è finita. E' vero che se dovessimo supporre il limite “effettivamente raggiunto” (come se “il limite fosse un termine della serie limitante”!), il numero degli intervalli sarebbe infinito, e dunque la grandezza di ciascuno sarebbe infinitesimale, ma in tal caso la somma diverrebbe priva di ogni significato e senso (ogni termine della serie è finito e si raggiunge aggiungendo 1 all'indice della posizione del predecessore). Qualunque serie che sia monotona e che non abbia un ultimo termine, non può “raggiungere il suo limite”! (altre serie può darsi che abbiano un termine uguale al loro limite, ma ciò sarebbe del tutto casuale, ed il limite di una serie è cosa affatto diversa da quel termine solo numericamente uguale). Il calcolo infinitesimale, nonostante il suo nome, non ha nulla a che fare con l'infinitesimale (concetto dunque matematicamente inutile oltre che logicamente errato), e solo indirettamente ha a che fare con l'infinito essendo ciò dovuto al fatto che esso implica dei limiti, e solo serie con un numero infinito di termini hanno almeno un punto di accumulazione e dunque un limite. 


Differentemente dai concetti di limite e di continuità, i concetti di derivata ed integrale non possono essere puramente ordinali, implicando anche rapporti e somme algebriche-aritmetiche. Però si possono estendere a qualunque grandezza o quantità purché misurabili numericamente (diremo altrove che le grandezze sono le dimensioni necessarie e sufficienti a rappresentare corpi-oggetti-cose e fenomeni fisici mentre le quantità si ottengono associandovi una qualche funzione matematica di misura rispettante adeguati postulati) e perciò è possibile definire derivate ed integrali (se esistono) in tutte le serie dove i tratti o le distanze siano suscettibili di misura, e dato che le serie spaziali e la serie temporale sono proprio di questo tipo, allora il calcolo infinitesimale è vantaggiosamente applicabile alla geometria ed alla meccanica-dinamica e da qui a tutta la fisica. Sappiamo come l'infinitesimale fosse sempre stato definito vagamente, come una grandezza od un numero che, pur non essendo “nullo” o zero, era comunque più piccolo di qualunque grandezza o numero del suo genere. Dapprima lo si volle pensare come il dx o dy del calcolo, o come il momento durante il quale una palla lanciata verticalmente in alto sta in quiete, nel punto più alto raggiunto della sua traiettoria, prima di invertire il verso del suo moto e ridiscendere, oppure come la distanza fra un punto su una retta ed il punto “immediatamente successivo”, ecc. Affermiamo che di tali opinioni e nozioni non ve n'è una sola che minimamente regga... ed i dx, dy, ecc., sono effettivamente e rigorosamente nulla sul piano filosofico, logico, matematico. Il dy/dx non è affatto una frazione (meglio indicarlo con y' o f'(x) per non essere indotti in tentazione e magari “cancellare un dt al numeratore con un dt al denominatore che vien però da un'altra parte!... anche se spesso “funziona”!), bensì dy/dx è il limite di una frazione ossia del rapporto incrementale il cui numeratore ed il cui denominatore sono comunque sempre finiti. L'istante in cui la palla lanciata verticalmente in aria rimane sospesa, nel suo punto più alto prima dell'inversione del moto, non esiste neppure e la palla ha moto continuo e non si ferma mai (esattamente come non si ferma mai lanciandola leggermente obliquamente con moto parabolico). La distanza poi tra due punti consecutivi presuppone che esistano “punti consecutivi”, mentre tra 2 punti o numeri comunque vicini, in una serie continua di numeri reali (oppure anche in una serie densa come quella dei razionali Q) esiste sempre un altro punto, e dunque un numero infinito di punti, esattamente 2(elev alef0)=2(elev αo) potenza o cardinalità del continuo (oppure alef0=αo potenza o cardinalità del denso ossia degli insiemi infiniti numerabili). Possiamo moltiplicare gli esempi che dimostrano che non esistono tratti o distanze nell'intorno di un punto di accumulazione che siano minori di tutte quelle del loro genere, senza essere 0 (se lo possono). Vi è una sola definizione che renda l'infinitesimale una nozione puramente relativa rispetto a ciò che si considera finito, e ciò si ottiene negando l'assioma di Archimede, proprio come si otterrebbe un tutto infinito od un cardinale trasfinito negando il principio di induzione matematica. Per esempio, due tutti infiniti possono essere tali che uno è infinitamente meno divisibile dell'altro. 


Consideriamo un segmento finito di retta, questo è infinitesimo (per l'assioma di Archimede) rispetto ad un'area finita-limitata che è infinitesimale rispetto ad un volume finito-limitato che è infinitesimale rispetto all'intero spazio non finito, dato che tali grandezze (sono tutte grandezze dello stesso genere, ossia grandezze di divisibilità) sono ordinalmente infinitesimali/infinite le une rispetto alle altre, nonostante tutte siano delle divisibilità infinite, e nonostante che tutte siano composte dallo stesso numero di elementi (atomi, punti, indivisibili), dato che un segmento comunque piccolo, come un'area, un volume, o l'intero spazio infinito, posseggono tutti la medesima cardinalità o potenza del continuo e dunque siano composti esattamente di 2(elev αo) elementi. La supposizione che debbano esistere numeri consecutivi, sia nella serie densa dei razionali Q che nella serie continua dei reali R (e dunque punti nelle serie spaziali ed istanti nella serie temporale consecutivi, il qual fatto indicherebbe un uso illegittimo dell'induzione) è stata forse generata e poi rafforzata dall'idea comune del mutamento continuo, senza soluzione di continuità come si dice, di una natura fenomenica “che non fa salti”, insito nel definire x,y,z,t,... “variabili”. Il passaggio del tempo, ed il mutamento di cose, oggetti, fenomeni e processi nel tempo, ha molto influenzato la nascita e poi lo sviluppo del calcolo infinitesimale. L'uomo comune ed il vasto pubblico spesso ritengono inconsciamente che una variabile (come il tempo t), nel passare da un suo valore ad un altro suo valore di una serie continua (ma, come detto, varrebbe anche densa), ossia da t1 a t2, assuma successivamente tutti i valori intermedi (tutti gli infiniti istanti tra quei due istanti) senza “tralasciarne o scavalcarne” alcuno. Come fa una variabile continua a passare da x1 a x2 (o da t1 a t2), senza passare per tutti i punti o tutti gli istanti consecutivi in modo che “lasciato” un valore “assuma” subito il valore vicino-successivo-consecutivo, secondo l'analogia del moto dove un punto materiale (od il baricentro di un sistema materiale) passa attraverso tutti i punti spaziali intermedi sulla traiettoria del movimento (nonostante che tra due valori o punti o istanti presi comunque vicini ve ne sia non solo un altro, ma infiniti altri, anzi esattamente 2(elev αo) potenza del continuo, cioè tanti quanti tutti i punti del mondo e tutti gli istanti del mondo)? Il continuo deriva da un ordinamento di un insieme di un numero di infiniti elementi ossia di un tutto infinito composto di elementi-termini (numeri, punti, istanti, …, colori, ...), e questi non hanno nulla a che vedere con dx, dy, ds, dt, ecc. Poi sappiamo che il fenomeno finito della fisica, non è pensabile come somma dei suoi elementi ultimi della classe cui appartengono, ma è pensabile come un integrale definito, il quale non è una somma di elementi del continuo (ossia di punti di un segmento di retta, di istanti di un periodo di tempo, di un fascio di linee di un'area, di un fascio di superfici di un volume, ecc.), infatti, per esempio, la lunghezza di una curva come di una traiettoria, ottenuta per mezzo di un'integrazione, non è affatto la somma dei suoi punti, ma esattamente e rigorosamente il limite della spezzata rettilinea poligonale inscritta alla curva stessa quando la lunghezza dell'intervallo di suddivisione tende a 0, ossia è una (grandezza) lunghezza composta di tratti-distanze comunque piccoli; dato che come somma di punti ha invece significato solo la classe logico-insiemistica alla quale appartengono e cioè la curva, non la sua lunghezza (classe di elementi la cui cardinalità, come già scritto, è la medesima di quella i cui elementi o punti sono quelli di tutto lo spazio finito-infinito... e se davvero avessimo a che vedere, non con integrali di lunghezze o di aree o di volumi, o di intervalli di tempo, ecc., ma con i termini costituenti la classe di appartenenza di tali enti linee-curve-superfici-ecc., allora quegli integrali di cui è piena la fisica e l'ingegneria non avrebbero senso). 


Concludendo, per ciò che riguarda il calcolo infinitesimale, nel quale si ha a che fare con serie continue, il concetto di infinitesimale non è necessario ed è invece erroneo, contraddittorio ed autocontraddittorio. Di De l'Hospital, nel 1707, venne pubblicata postuma la sua opera “Traitè analytique des sections coniques”, che rappresentò per la geometria analitica del '700 quello che l'Analyse fu per il calcolo infinitesimale. Jean Bernoulli scrisse intorno al problema dell'isocrona, dei solidi di minima resistenza, scrisse sulla catenaria, sulla trattrice, sulle traiettorie, sulle curve caustiche, sui problemi isoperimetrici, su sviluppi in serie, sulle geodetiche di una superficie come contributo alla geometria differenziale; gli venne attribuita l'invenzione del calcolo esponenziale, ed è considerato pure l'inventore del calcolo delle variazioni a motivo della brachistocrona. Jean e Jacques Bernoulli conoscevano le relazioni tra le funzioni trigonometriche ed i logaritmi di numeri immaginari (i logaritmi di numeri complessi z=x+iy si indicano ln(z) o log(z), così come le esponenziali di numeri complessi e(elev z) e sono funzioni complesse; in lnz=ln(x+iy)=c, il numero complesso z è quello che si ottiene elevando e a c ossia z=e(elev c), notando che e(elev z)=e(elev (x+iy))=e(elev x)(cosy+iseny))), caddero però in errore ritenendo log(-n)=log(n), cercarono di sviluppare analiticamente trigonometria e logaritmi, e riscoprirono lo sviluppo in serie delle funzioni trigonometriche come di sen(nθ) e cos(nθ). Daniel Bernoulli divenne celebre per le sue ricerche sull'idrodinamica col suo noto teorema di Bernoulli, per cui lungo un filetto di fluido omogeneo in moto permanente, ammessa nulla la viscosità (ossia nell'ipotesi di fluido perfetto), ed escluso ogni scambio di calore con la massa di fluido-liquido circostante (in ipotesi di processo isotermo), il carico idraulico (z+(p/γ)+v(elev 2)/2g=H in ogni sezione; il trinomio ha le dimensioni di una lunghezza (m), composto rispettivamente di altezza geometrica, altezza piezometrica ed altezza cinematica) o carico totale, si mantiene rigorosamente costante H (altrove abbiamo dato degli esempi pratici nel dimensionamento di macchine ed acquedotti). L'equazione di Bernoulli, ottenuta col precedente teorema dall'integrazione dell'equazione di Eulero della quantità di moto lungo una linea-filetto di flusso nonché descrivente il moto di un fluido perfetto lungo tale linea, invece è p+γv(elev 2)/2+γgh=costante; in fisica matematica e nella teoria generale di EDDP l'equazione differenziale di Eulero si potrebbe scrivere come x(zx)+y(zy)=nz, dove zx è la derivata parziale di z rispetto a x, zy è la derivata parziale di z rispetto a y, e n maggiore di 0. 


Nel mio scritto maggiore è riportata correttamente la teoria generale come sui testi di idraulica e fluidodinamica (dei fluidi omogenei incomprimibili perfetti non viscosi in moto stazionario). Egli in teoria della probabilità, distinse tra “speranza matematica” e “speranza morale”, ossia tra “fortuna fisica” e “fortuna morale”, e fece emergere nel 1738 il famoso problema noto come il paradosso di Pietroburgo (il quale descrive un particolare gioco d'azzardo basato su una variabile casuale con valore atteso infinito ossia con una vincita media di valore infinito, ma nonostante ciò ragionevolmente si ritiene adeguata solo una minima somma da pagare per partecipare al gioco). Nel 1711 Abraham De Moivre (Vitry-le-François 1667, Londra 1754, matematico francese in relazione con Isaac Newton) pubblicò una lunga memoria sulle leggi del caso, che poi nel 1718 sviluppò in “Doctrine of Chances” (“Doctrine des chances”) comprendente 50 problemi e numerose questioni sul gioco dei dadi, sul problema dei punti con diseguale probabilità di vittoria, sull'estrazione di palle di diverso colore da un sacchetto e su altri giochi (parzialmente già trattati in Ars conjectandi di Bernoulli), ed introducente in “anticipo” pure la variabile casuale poissoniana. Egli derivava la teoria delle permutazioni e delle combinazioni dai principi della probabilità (oggi accade piuttosto il contrario). In matematica la probabilità inerisce a numeri assegnati nell'intervallo 0-1 inclusi associati ad eventi la cui ricorrenza è casuale. Abbiamo 4 definizioni fondamentali di teoria della probabilità. 1) Definizione assiomatica che richiede la teoria della misura. Denotiamo con S l'evento certo che si verifica in ogni prova (per esempio, nel lancio del dado non truccato, S=uscita di una faccia), e chiamiamo P(A) e P(B) le probabilità che accada l'evento A o l'evento B. Allora i postulati, che permettono di sviluppare la teoria assiomatica, sono: P(A) maggior-uguale 0, P(S)=1, P(A+B)=P(A)+P(B) se gli eventi A e B si escludono reciprocamente. Tale teoria assiomatica della probabilità ha carattere deduttivo, fornisce un bagaglio di nozioni preliminari per affrontare le applicazioni, e la trattazione analitica basata sulla teoria assiomatica di Kolmogorov (Andrej Nikolaevic Kolmogorov, Tambov 1903, Mosca 1987, matematico sovietico), teoria sviluppata nel 1930 quale studio di uno spazio astratto di probabilità (su cui sono definite le variabili aleatorie) dato da una terna (Ω, F, P) dove Ω è lo spazio (campionario) delle variabili, F è una sigma-algebra di insiemi di Ω i cui elementi sono chiamati eventi, e P una misura di probabilità tale che P(Ω)=1, richiede la conoscenza della teoria della misura e della teoria degli insiemi. 2) Definizione basata sul concetto di frequenza relativa, familiare a fisici e ingegneri (teoria di von Mises). L'esperimento E viene ripetuto n volte. Se l'evento A si presenta na volte, allora la probabilità P(A) si definisce come il limite della frequenza relativa na/n attinente all'evento A, per n tendente all'infinito. Sotto l'ipotesi che esista il limite, si sviluppa anche in questo caso una teoria assiomatica che discenderebbe dalla definizione precedente (la quale sarebbe però preferibile) se richiedessimo che il postulato “P(A) è “quasi certamente” il limite di na/n”, per la legge dei grandi numeri (che qui “entrerebbe come postulato”). Questa definizione libera la teoria della probabilità dal suo carattere metafisico, però pone discutibilmente alla base della deduzione, una frequenza relativa, “celata nel profondo della nostra lunga esperienza”, e dunque pone non un'ipotesi assiomatica bensì la teoria della misurazione. 3) Definizione di carattere aprioristico della probabilità P(A) di un evento A, come rapporto fra il numero dei casi favorevoli Na, in un esperimento E effettuato, ed il numero dei casi equipossibili N, P(A)=Na/N, quale definizione classica di probabilità nonché più conosciuta (uscite favorevoli su tutte le prove). Ora mentre na e n della definizione 2) non danno luogo ad equivoci, Na e N, radicalmente diversi, sono invece definiti ambiguamente. La definizione classica migliorata sarebbe: la probabilità attinente all'evento A uguaglia il rapporto tra il numero dei casi favorevoli ed il numero dei casi possibili, ammesso che essi siano tutti ugualmente verosimili, ma questa definizione presenta una “circolarità” giustificando le premesse coi risultati (termine “verosimili”); può essere usata solo per una classe ristretta di problemi (per esempio, solo con dadi non truccati con facce equiprobabili), ma fa comunque ricorso indirettamente al concetto di frequenza relativa, cade poi in difetto quando il numero dei risultati possibili è indefinito, necessitando dell'introduzione della misura di un insieme infinito, come nel calcolo della lunghezza di una linea o di un'area. 4) Definizione come misura di un'opinione che appoggia su un ragionamento di induzione empirica (non induzione matematica). Definizione “soggettiva” di probabilità che si occupa di un singolo evento (“è probabile che oggi piova”), e non dei vari momenti statistici. Essa ha una sua validità nel trattare i fenomeni comuni e nelle applicazioni di ogni giorno; ed anche in matematica o nelle scienze l'approccio iniziale ad alcuni problemi è di tipo induttivo empirico. Un tal concetto di probabilità non può trovare posto nello sviluppo di una teoria matematica esatta, tuttavia quando occorre determinare i dati probabilistici (come nella prima fase di un'indagine fisica nella quale spesso la probabilità P(A) di un evento A è posta “uguale alla frequenza relativa di occorrenza” di tale evento na/n), si può ricorrere a questo ragionamento, come talvolta è fatto in statistica (teoria di Bayes), purché le quantità P(A) aprioristicamente determinate influiscano in maniera trascurabile sul calcolo finale dei risultati (probabilità a posteriori) e ciò avviene a mano a mano che aumenta il numero dei dati sperimentali riguardanti la frequenza relativa. Spesso anche laddove vigono le leggi deterministiche dei fenomeni, come in fisica e negli esperimenti fisici, incontriamo la teoria della probabilità, quando l'”incertezza delle conclusioni” porta a resoconti e relazioni (all'uscita dei laboratori di ricerca di vari settori delle scienze naturali e biologiche od anche di fisica sperimentale) che normalmente iniziano con “Entro i limiti degli errori sperimentali ed in ben determinati campi di validità dei parametri che entrano in gioco...”, oppure “Con elevato grado di certezza, qualora n sia sufficientemente grande...”, spesso con l'uso non accettabile od “accettabile” di teoria della probabilità. Talvolta i fenomeni a carattere probabilistico vengono associati alle imponderabili cause di discontinuità con gli effetti che loro stesse producono. Se nel gettare in alto una moneta non truccata (p(t)=p(c)=0.5) costruissimo un esatto e completo modello matematico della sua dinamica e risolvessimo esattamente le equazioni deterministiche del suo moto (usando Newton o Lagrange) con le precise condizioni iniziali ed al contorno, allora sapremmo sempre con certezza se uscirà “t” o ”c” (e così non avremmo un problema di probabilità), ma le numerosissime e lievissime cause praticamente incontrollabili, oltre a rendere deterministicamente incalcolabile il risultato, lo rendono pure casuale secondo una certa distribuzione della funzione densità di probabilità: è proprio quando agiscono un numero “illimitatamente grande” di cause (nessun delle quali strettamente dominante) non controllabili sperimentalmente od il cui modello non è dominabile teoricamente, che l'applicazione di una teoria  probabilistica è più facile e favorevole, a differenza dei casi deterministici dove le cause devono essere poche, dominabili e ben conosciute. Esempi di fenomeni fisici classici perfettamente deterministici (a parte, ad esempio, considerazioni quantistiche sull'approssimazione inerente all'ipotesi dell'esistenza di corpi ed onde nello spazio-tempo, anziché veri enti quantistici nei relativi spazi o nello “spazio delle fasi”), che danno luogo ad eventi probabilistici e poi a processi stocastici tipici dei fenomeni aleatori, possono essere: testa e croce, la palla del flipper o del bigliardino, o la 18° cifra binaria dopo la conversione di un segnale analogico definito solo con precisione 10(elev -3) sempre che la macchina sequenziale non vi introduca (subdolamente) la sua periodicità ciclica, ecc.  A De Moivre viene attribuito il calcolo della probabilità di eventi composti indipendenti (del tipo se due o più eventi sono indipendenti (ossia il verificarsi e la probabilità dell'uno non influenza il verificarsi e la probabilità degli altri) allora la probabilità congiunta che si verifichino insieme è fato dal prodotto delle probabilità dei singoli eventi; ad esempio se P(E1) è la probabilità di E1 e P(E2) è la probabilità di E2 allora la probabilità composta o congiunta P(E1 e E2)=P(E1)P(E2)); inoltre presentò per primo la legge o curva degli errori, ed era interessato allo sviluppo di un'”algebra” delle relazioni. Bernoulli già conosceva la probabilità che un evento A, di probabilità P(A), si verifichi k volte in ordine qualsiasi in n esperimenti ripetuti. Nel corso della sua trattazione dei numeri immaginari e delle funzioni circolari, De Moivre giunse quasi al riconoscimento delle funzioni iperboliche estendendo teoremi concernenti settori di cerchio ad analoghi risultati concernenti settori di iperbole rettangolare od equilatera. Desiderò completare alcune ricerche avviate da Roger Cotes (Burbage 1682, Cambridge 1716, matematico inglese noto per i suoi contributi ai primi sviluppi del calcolo infinitesimale e delle flussioni, e per aver letto (e “corretto in alcuni punti”) la seconda stesura dei Principia PNPM di Newton), enunciando il teorema di De Moivre collegato alla “proprietà del cerchio di Cotes”, quest'ultimo, come appena detto, curatore della 2° edizione dei Principia e molto ammirato da Newton, il quale Cotes per primo riconobbe la periodicità delle funzioni trigonometriche. Cotes fu forse il primo a trovare nel 1714 la famosa relazione, in forma logaritmica, ln(cosx+isenx)=ix, dove ln è il logaritmo naturale-neperiano, attribuita ad Eulero come suo teorema in forma moderna esponenziale (ottenuta elevando all'esponenziale la precedente) e(elev ix)=cosx+isenx. Colin MacLaurin (Kilmodan 1698, Edimburgo 1746, matematico scozzese) scrisse “Geometria organica” in cui vengono estesi e generalizzati i risultati di Newton e di Stirling sulle coniche (James Stirling, Stirling 1692, Edimburgo 1770, matematico scozzese), sulle cubiche e su curve algebriche di ordine superiore, e conteneva numerose costruzioni “organiche” di coniche e curve, oltre a “De linearum geometricarum proprietatibus”. Nonostante i suoi importanti risultati in geometria, oggi il nome di MacLaurin è notoriamente associato alla famosa serie di MacLaurin pubblicata nel suo “Trattato sulle flussioni” (“Treatise on fluxions” del 1742, quale trattato in cui si proponeva di fondare in modo logicamente rigoroso e coerente il calcolo delle flussioni di Newton), serie nel cui sviluppo è stato preceduto da una mezza dozzina di matematici (tra cui Stirling in “Methodus differentialis” o “Methodus differentialis, sive Tractatus de summatione et interpolatione serierum infinitarum”, pubblicata 12 anni prima), oltre a costituire un caso particolare della nota serie di Taylor (generalizzazione questa della formula di Lagrange) per rappresentare in un intervallo una funzione indefinitamente derivabile tramite una serie di potenze partendo delle derivate di tutti gli ordini (ogni termine è derivata n-esima di f(xo)/n! moltiplicato per (x-xo)(elev n), per n da 1 a ...), a sua volta pubblicata nel 1715 in “Methodus Incrementorum Directa et Inversa” (Brook Taylor, Edmonton 1685, Londra 1731, matematico britannico). Dobbiamo dire che la serie generale di Taylor era già nota molto tempo prima a James Gregory, e nella sua sostanza era pure già conosciuta da Jean Bernoulli. 


Fin dalla sua invenzione il calcolo infinitesimale era stato oggetto di numerose contestazioni e controversie, tra cui quella del vescovo George Berkeley (Kilkenny 1685, Oxford 1753, filosofo, teologo e vescovo anglicano irlandese, noto filosofo empirista (“Esse est percipi”) assieme a John Locke e David Hume) sostenuta in un suo opuscolo del 1734 “The Analyst” (“A Discourse addressed to an Infidel Mathematician”), nel quale scriveva che il calcolo infinitesimale gli appariva come una “compensazione di un duplice errore”, una delle tante critiche alle fondamenta del calcolo infinitesimale, per altro calcolo ben funzionante. Il Treatise of Fluxions di MacLauren rappresentava il tentativo di porre la nuova branca della matematica sulla via percorsa nell'antichità da Archimede, ovvero su una base logicamente più solida. Gabriel Cramer (Ginevra 1704, Bagnols-sur-Cèze 1752, matematico svizzero professore di filosofia e matematica a Ginevra) è oggi noto noto per la famosa “regola di Cramer” pubblicata nel 1750 in “Introduction a l'analyse des lignes courbes algebriques”, ma probabilmente già conosciuta da MacLaurin fin dal 1729 ed esposta in “Treatise od Algebra”. La teoria dei sistemi algebrici lineari di m equazioni algebriche in n incognite, si basa su due enunciati fondamentali: la regola di Cramer ed il teorema di Rouchè o di Rouchè-Capelli, in virtù dei quali si riconosce che il sistema può avere una ed una sola soluzione quando esso è possibile e determinato, nessuna soluzione quando esso è impossibile, infinite soluzioni quando è possibile ed indeterminato (ricordiamo i matematici Eugène Rouché (Sommières, 1832, Lunel 1910, matematico francese) ed Alfredo Capelli (Milano 1855, Napoli 1910, matematico italiano) che diedero il loro nome al teorema). Per m e n qualsiasi la soluzione dei sistemi di equazioni algebriche rientra nell'algoritmo generale detto Calcolo delle matrici (con elementi reali o complessi), ed in tale calcolo ha parte essenziale il concetto di determinante introdotto verso la fine del '600 per lo studio dei sistemi algebrici, da Leibniz e dal matematico giapponese Seki Shinsuke Kowa (Seki Takakazu 1642, 1708, matematico noto come Newton giapponese). La teoria fu poi sviluppata da Cramer, Laplace, Gauss, Benet, Cauchy e Jacobi. Fu successivamente ripresa, verso la metà dell'800, ed inquadrata nel più ampio Calcolo delle Matrici di Sylvester (James Joseph Sylvester, Londra 1814, Londra 1897, matematico britannico), la cui terminologia matriciale è divenuta universale, Caley (Arthur Cayley, Richmond upon Thames 1821, Cambridge 1895, matematico inglese), Hamilton (Sir William Rowan Hamilton, Dublino 1805, Dublino 1865, matematico, fisico, astronomo e poliglotta irlandese noto per i suoi contributi allo sviluppo di algebra, ottica, meccanica analitica-razionale), mentre la riduzione a forma canonica delle matrici quadrate venne attuata da Wierstrass (Karl Theodor Wilhelm Weierstrass, Ostenfelde 1815, Berlino 1897, matematico tedesco spesso chiamato il “padre dell'analisi moderna”) e da Jordan (Camille Jordan o Marie Camille Ennemond Jordan, Lione 1838, Parigi 1922, matematico francese). Sappiamo che il teorema di Laplace ci permette di calcolare il determinante detA di una matrice quadrata A, anche se il suo effettivo calcolo numerico è possibile e vantaggioso per i calcolatori elettronici utilizzando le numerose proprietà di calcolo del determinante generalmente riportate (manualmente non si può fare agevolmente se non per determinanti di ordine non superiore al 3°-4°). Se consideriamo le n-ple ordinate di numeri complessi (o reali), affermiamo che la loro totalità costituisce un insieme Xn, che diremo uno spazio Complesso (o Reale) a n dimensioni, e solitamente si denota con x=(x1,x2,...,xn) una di tali n-ple, ossia un punto nello spazio Xn di cui xk sono le coordinate. Osserviamo che la medesima n-pla definisce pure un vettore; pertanto Xn si può interpretare come lo Spazio dei Vettori n-dimensionali. Sugli Spazi Vettoriali (o lineari) definiti sul campo K dei reali o dei complessi, scriveremo più in là. Sia Yp un secondo Spazio Vettoriale di dimensione p, in cui ogni n-pla y=(y1,y2,...,yp) rappresenta un punto di coordinate yk ed un vettore a p componenti. Supponiamo ora di aver assegnato una legge che ad ogni punto x appartenente a Xn faccia corrispondere un punto y appartenente a Yp, in modo tale che le coordinate di y risultino polinomi lineari omogenei nelle coordinate di x, ossia una trasformazione che indicheremo come y=g(x). Introdotta la matrice B di ordine (p,n), i cui elementi sono i coefficienti del polinomio, abbiamo y=Bx, cioè il vettore y è dato dal prodotto della matrice B per il vettore x; in questo modo abbiamo collegato lo spazio vettoriale X n-dim con lo spazio vettoriale Y p-dim tramite una trasformazione lineare rappresentata nel calcolo matriciale. MacLaurin nel 1746, De Moivre morirà otto anni dopo, e da allora la matematica inglese subirà un'eclissi di Sole. Il nome del matematico di non primissimo piano E. W. von Tschirnhaus (Ehrenfried Walther von Tschirnhaus o Tschirnhausen, Kieslingswald 1651, Dresda 1708, matematico, inventore, fisico, medico e filosofo tedesco, fu inventore della porcellana in Europa, ma in algebra sviluppò la trasformazione polinomiale omonima) è legato in algebra appunto alle “trasformazioni di Tschirnhaus” con le quali sperava di trovare un metodo di validità generale per risolvere le equazioni algebriche di grado superiore (soprattutto ridurle alla forma pura di soli termini in y(elev n) e quelli di grado 0); tale fu il contributo più importante dato dal XVII sec alla soluzione con mezzi algebrici delle equazioni algebriche di grado n maggiore di 4. Tuttavia tale metodo (più generale di quello di Cardano e di Viète per le equazioni di 3° e 4° grado) si rivelò subito inefficace per le equazioni di 5° e 6° grado, come pure costatarono anche E. S. Bring (1736-1798) e G. B. Jerrard (morto nel 1863) con altri criteri. Il matematico Jacob Hermann (Jakob Hermann, Basilea 1678, Basilea 1733, matematico svizzero) discepolo di Jacques Bernoulli, diede contributi alla geometria analitica solida ed allo sviluppo delle coordinate polari, alle equazioni polari di curve algebriche ed alle equazioni della trasformazione delle coordinate ortogonali in coordinate polari; egli fu il primo ad usare il termine di geometria cartesiana nella quale faceva uso sistematico delle coordinate spaziali xyz fin dal 1692. Per gli elementi fondamentali di geometria analitica solida, con le equazioni delle rette, dei piani, delle normali e delle tangenti, del piano tangente ad una superficie, dell'equazione generale di una superficie, delle quadriche, del cilindro, del cono, delle rigate, della famiglia degli ellissoidi, famiglia degli iperboloidi, famiglia dei paraboloidi, ecc., rimando i lettori ai testi di geometria solida od al mio libro maggiore. Un teorema divenuto fondamentale nel calcolo infinitesimale, ma inizialmente formulato subordinatamente alla ricerca di una soluzione approssimata di certe equazioni, è il teorema del 1691 di Rolle (Michel Rolle, Ambert 1652, Parigi 1719, matematico francese) di cui alcuni affermano pure già conosciuto dal matematico indiano Baskara o da altri matematici riguardo i punti stazionari delle orbite planetarie; il teorema di Rolle afferma che se una funzione è continua in un intervallo chiuso a-b, derivabile in ogni punto di a-b aperto, ed assume valori uguali agli estremi f(a)=f(b), allora esiste almeno un punto c interno ad a-b aperto in cui la derivata di f(x) si annulla ossia f(c)=0 detto punto stazionario o punto critico). Le sue critiche al calcolo infinitesimale, da lui descritto come una congerie di errori ingegnosi, trovarono una replica vigorosa da parte di Pierre Varignon (Caen 1654, Parigi 1722, matematico e presbitero francese che ha dato contributi al calcolo infinitesimale, alla fisica ed alla statica) che fu pure corrispondente di Leibniz, e che mostrò come il nuovo calcolo (in cui il differenziale non era una costante piccola quanto si voglia, né un preciso valore, ma in modo ancora confuso una differenza di valori variabile ed ““inesauribile” rispetto ad una cosa infinitamente piccola”) potesse essere riconciliato con la geometria euclidea antica degli Elementi. Nel suo “Traitè d'algèbre” del 1690, Rolle sembra sia stato il primo ad affermare che esistono n valori della radice n-esima di un numero, ma riuscì a dimostrarlo solo per n=3, ed inoltre è sua l'attuale notazione standard di (radice n-esima di x) con simbolo di radice dato da V grande e sopralineatura a destra. Rolle divenne il matematico più abile fra i membri dell'Acadèmie des Sciences, e dopo la sua piena accettazione dell'analisi infinitesimale, questa branca della matematica iniziò un secolo di rapido sviluppo senza ostacoli in Francia ed in Europa, che la porterà sulla rotta verso i più importanti contributi apportati da Cauchy (Augustin-Louis Cauchy, Parigi 1789, Sceaux 1857, matematico ed ingegnere francese, il quale è soprattutto ricordato per la formulazione e dimostrazione rigorosa dei teoremi dell'analisi infinitesimale basati sull'utilizzo del concetto di limite e di continuità). 


Tra i matematici italiani, conosciamo Giovanni Ceva (Milano 1647, Mantova 1734, matematico italiano) col suo teorema di geometria, e Jacopo Riccati (Venezia 1676, Treviso 1754, matematico italiano) il quale oltre a far conoscere in Italia la matematica e la fisica di Newton, è oggi ben noto per l'equazione differenziale di Riccati quale generalizzazione di un caso particolare dovuto a Jacques Bernoulli; l'equazione differenziale ordinaria EDO di Riccati che è quadratica nella funzione y(x) incognita è y′(x)=qo(x)+q1(x)y(x)+q2(x)y(x)(elev 2) dove qo(x) diverso da 0, q2(x) diverso da 0, laddove se qo(x)=0 diviene l'equazione differenziale di Bernoulli, e se q2(x)=0 diviene un'equazione differenziale lineare di 1° ordine. Si dice equazione differenziale di ordine n ogni equazione del tipo f(x, y, y', y'', …, y(elev (n)))=0, con f funzione assegnata delle n+2 variabili x, y, derivata prima y', derivata seconda y'', … derivata n-esima y(elev (n)) che leghi la variabile indipendente x con una funzione incognita y(x) e con le sue derivate da quella del 1° ordine a quella di n° ordine. E', per esempio un'equazione differenziale del 2° ordine la seguente: e(elev y'')-y'sen(y-x)-1=0, un cui integrale o soluzione, si costata facilmente essere y=x (basta sostituire nell'equazione), come pure soluzione è y=C costante arbitraria (abbiamo trovato due integrali particolari di tale equazione differenziale semplicemente ipotizzando una soluzione ragionevole e poi vedendo se soddisfa l'equazione differenziale stessa, e geometricamente sono la bisettrice del 1° e 3° quadrante (y=x) e la retta parallela all'asse delle ascisse di ordinata generica C (y=C)). Un'altra equazione differenziale del 1° ordine potrebbe essere y'(x)=y(x) ossia una funzione y(x) uguale alla sua derivata per ogni x, un cui integrale particolare è y=e(elev x) dato che la derivata dell'esponenziale è la stessa esponenziale: queste sono semplici equazioni differenziali ordinarie EDO, mentre tutt'altra questione sono le equazioni differenziali alle derivate parziali EDDP. La teoria delle equazioni differenziali costituisce il capitolo più importante di Analisi Matematica, sia per le profonde ricerche a carattere teorico cui ha dato luogo, sia per i contributi essenziali portati alla Geometria Differenziale, alla Meccanica Razionale, alla Fisica in tutti i campi, permettendo di scrivere le leggi dei fenomeni e le equazioni dei modelli meccanici (ad esempio le equazioni cardinali della dinamica, o le equazioni di Lagrange del moto o le equazioni dei sistemi canonici di Hamilton), della termodinamica (per esempio le equazioni di Eulero e delle trasformazioni di calore in lavoro), e dell'elettromagnetismo (per esempio le equazioni di Maxwell MD-MI)... ed in generale a tutte le Scienze esatte. Se nella funzione f compare più di una variabile indipendente, per esempio x e y, oppure x,y,z,t (che sono anche le variabili indipendenti della funzione incognita g(x,y)=0 o y=f(x), o g(x,y,z,t)=0, ossia dell'integrale dell'equazione), allora l'equazione differenziale è detta equazione differenziale alle derivate parziali EDDP. La genesi di un'equazione differenziale è data da: 1) problemi geometrici, 2) problemi fisici, 3) primitive ossia le relazioni che legano la, o le variabili indipendenti, a n costanti arbitrarie essenziali ottenute dall'integrazione indefinita. Una primitiva con n costanti arbitrarie ed indipendenti darà origine ad un'equazione differenziale di ordine n, e si otterrà eliminando le n costante dal sistema delle n+1 equazioni costituito dalla primitiva stessa e dalle n equazioni che risultano da n derivazioni successive della primitiva rispetto alla variabile indipendente. Ed è proprio quello della ricerca delle funzioni y(x) primitive di un'assegnata f(x) continua in T, l'esempio più elementare di nascita e scrittura di un'equazione differenziale. Rifacendoci ad un esempio precedente, consideriamo la famiglia di linee esponenziali di equazione y=Ce(elev x) con C costante arbitraria. Derivando si ottiene y'=Ce(elev x), e quindi tutte le linee della famiglia esponenziale sono linee integrali dell'equazione differenziale y'=y in cui l'equazione è uguale alla sua derivata prima. 


Consideriamo la famiglia formata dalle infinito(elev 2), od infinito al quadrato, rette del piano, di equazione y=C1x+C2, dove C1 e C2 sono costanti arbitrarie e C1 loro coefficiente angolare. Derivando due volte rispetto a x otteniamo y'=C1, y''=0. Perciò tutte le linee della famiglia che sono le rette del piano xy (ad inclinazione costante escluse le sole parallele all'asse y) sono integrali dell'equazione differenziale y''=0. Possiamo naturalmente portare esempi tratti dalla fisica, dalla cinetica chimica, dall'econometria, dall'ingegneria, ecc., ecc. Un esempio classico ed elementare di sistema di equazioni differenziali di 3 equazioni differenziali del 2° ordine è dato dalla dinamica del punto materiale libero. Il problema di trovare la totalità degli integrali generali presenta generalmente difficoltà assai gravi, mentre il più delle volte interessa solo un particolare integrale ottenibile imponendo n condizioni, le quali sono di diversa natura e danno luogo quindi a problemi diversi relativi all'equazione differenziale od al sistema di equazioni differenziali considerati. I più notevoli sono due: 1) il problema di Cauchy o delle condizioni iniziali (che dà un'interpretazione geometrica dei sistemi differenziali, che individua la curva incognita tramite un punto iniziale e la tangente in tal punto, e l'interpretazione meccanica che individua la traiettoria di un punto materiale dando la posizione iniziale e la velocità iniziale); 2) il problema ai limiti, nel quale le condizioni prescritte concernono due valori distinti della variabile indipendente x (ad esempio: data un'equazione differenziale del 2° ordine, trovare un integrale y=y(x) definito in un assegnato intervallo a-b chiuso, il quale assuma agli estremi dell'intervallo medesimo valori fissati e prescritti y(a)=A, y(b)=B, oppure assuma agli estremi a e b, i valori di due combinazioni lineari dell'integrale stesso e della sua derivata prima k1y(a)+k2y'(a)=A, k3y(b)+k4y'(b)=B). Il problema ai limiti si presenta sovente in meccanica dei corpi elastici od in scienza delle costruzioni o nei molti modelli di ingegneria strutturale dove si danno le condizioni al contorno per la risoluzione del sistema differenziale. La differenza fondamentale tra il problema di Cauchy o delle condizioni iniziali e quella del problema ai limiti o delle condizioni al contorno, è che nel primo caso si cerca un integrale definito in un intorno non assegnato (ovvero problema in piccolo); nel secondo (in cui capita anche di far largo uso delle teorie e dei metodi di analisi funzionale) si assegna l'intervallo di esistenza della soluzione (ovvero problema in grande) creando così maggiori difficoltà che non il problema di Cauchy, per cui può esistere, mancare, o mancare l'unicità dell'integrale. I due problemi dei valori iniziali ed al contorno sono ben lontani dall'esaurire il campo sterminato in cui determinare la totalità degli integrali di un'equazione differenziale o di un sistema di equazioni differenziali, per cui nonostante la nascita delle equazioni differenziali EDDP risalga a più di due secoli fa ancora oggi è oggetto di grandi ricerche. L'analisi qualitativa, senza passare per l'integrazione, ci permette di dedurre le proprietà degli integrali e di indagare l'esistenza o meno di particolari integrali prefissati cui si è interessati (come funzioni periodiche, funzioni d'onda che si propagano, ecc.). L'analisi quantitativa, o calcolo numerico della soluzione (come per esempio il calcolo delle differenze finite), invece, cerca di risolvere numericamente anziché analiticamente, la singola equazione od il singolo sistema (ogni mutazione di parametri richiede allora la risoluzione da zero dell'equazione e del problema), e da 70-80 anni è diventato di grande importanza con l'uso dei programmi automatici implementati su calcolatori elettronici (la grande velocità e le ottime prestazioni dei calcolatori del nostro tempo fanno sì che non sia svantaggioso risolvere ogni problema numerico da zero rispetto alle medesime risoluzioni numeriche manuali richieste fino agli anni '50-60 del '900, anzi a livello pratico e progettuale si guadagna molto con l'introduzione dell'uso di tecniche CAD-CAM dei calcolatori anche se si guadagna meno in teoria). Il metodo di Cauchy-Lipschitz, legato all'interpretazione geometrica delle equazioni differenziali, è particolarmente indicato per il calcolo numerico della soluzione, approssimando il grafico con una spezzata poligonale; di grande utilità, da tale punto di vista, è il metodo Runge-Kutta che è un raffinamento del metodo di Caychy-Lipschitz, e l'uso dei calcolatori elettronici ne ha reso l'applicazione frequentissima con risultati pratici decenni ha impensabili al punto che tutti gli uffici tecnici di progettazione di tutte le Aziende non potrebbero non possedere calcolatori elettronici e personal computer coi relativi programmi software di settore. Il metodo di Peano-Picard consente di dimostrare il teorema di esistenza ed unicità, e rientra, al pari del metodo di Goursat per le funzioni implicite in quei procedimenti di approssimazioni successive che trovano il loro naturale fondamento nel teorema delle contrazioni di Banach. Qui il problema di trovare un integrale della y(x) con le condizioni iniziali è tradotto nella risoluzione di un'equazione integrale (su cui scriveremo, i cui studi pionieristici risalgono a Volterra e Fredholm, sapendo che nelle equazioni integrali la funzione incognita compare sotto il segno di integrale, ma la stessa equazione di risoluzione di equazioni differenziali è un'equazione integrale ed ovviamente ci sono buoni legami tra equazioni differenziali ed integrali ed equazioni integrali, al punto che modelli di molte teorie sono formulati sia con equazioni differenziali (in piccolo, o nell'intorno infinitesimale di ogni punto) che con equazioni integrali (in grande, o su aree-volumi finiti comunque grandi) e molti sapranno ciò relativamente al campo elettromagnetico di cui si danno le equazioni di Maxwell in forma differenziale MI e le equazioni di Maxwell in forma integrale MI ottenute le une dalle altre per integrazione-derivazione). Anche se meno adatto del metodo Runge-Kutta per il calcolo numerico della soluzione, è però utili per un “affinamento” ed un controllo del metodo dei poligoni. Il metodo degli sviluppi in serie di Taylor permette di calcolare in un punto fissato, conoscendo i valori iniziali, l'andamento della curva integrale, e di calcolarne lo sviluppo in serie a meno del resto. Ricordiamo i matematici appena citati, ovvero: Giuseppe Peano (Cuneo 1858, Cavoretto 1932, matematico, logico e glottoteta italiano “curioso” inventore del latino sine flexione ovvero una lingua ausiliaria internazionale derivata dalla semplificazione del latino classico), Charles Émile Picard (Parigi 1856, Parigi 1941, matematico ed accademico francese), Carl David Tolmé Runge (Brema 1856, Gottinga 1927, matematico e fisico tedesco, qui ricordato per la famiglia di metodi di iterazione per dare soluzioni di equazioni), Martin Wilhelm Kutta (Byczyna 1867, Furstenfeldbruck 1944, matematico tedesco). Rudolph Otto Sigismund Lipschitz (Konigsberg 1832, Bonn 1903, matematico tedesco), Erik Ivar Fredholm (Stoccolma 1866, Stoccolma 1927, matematico svedese). Vito Volterra (Ancona 1860, Roma 1940, matematico, fisico, politico italiano, tra i fondatori dell'analisi funzionale). Stefan Banach (Cracovia 1892, Leopoli 1945, matematico polacco). 


La teoria delle equazioni differenziali lineari e dei sistemi differenziali lineari, teorie molto sviluppate, ha degli aspetti peculiari, che permettono un approfondimento assai maggiore che non per le equazioni e sistemi differenziali non lineari (lo si vedrà pure per le leggi fisiche e per i processi di sistemi ingegneristici formalizzati da equazioni differenziali non lineari), In questa teoria lineare ha parte essenziale il principio di sovrapposizione (ossia principio di sovrapposizione delle cause e degli effetti), un principio che “domina dall'alto” tutti i “mille” sistemi lineari ed i “mille” problemi lineari, traducibili, cioè, in equazioni di 1° grado nell'incognita y e nelle sue derivate. La teoria generale delle equazioni differenziali e dei sistemi di equazioni differenziali lineari è esposta compiutamente nel mio libro e numerosissimi sono i testi che la trattano. Essa ha grande importanza per le applicazioni in numerosissimi campi, in particolare in Meccanica, in Fisica ed in Ingegneria (per esempio nello studio dei circuiti elettrici lineari e tempo-invarianti). E' inoltre da notare che numerosi problemi, non lineari in una trattazione esauriente o “per loro natura”, vengono sovente linearizzati, almeno in certi campi od in certi intorni di punti, mediante ipotesi semplificatrici, al fine di renderne meno difficile lo studio (per esempio nel caso di circuiti elettrici non lineari, ma linearizzabili nell'intorno di alcuni valori delle variabili tensioni e correnti; la linearizzazione riguarda le equazioni tipicamente non lineari di Ohm generalizzate di alcuni bipoli di rete, per il resto rete di lati lineare). Segue nel mio libro maggiore una breve trattazione delle coniche definite in termini di distanza dai fuochi e direttrice ed in particolare in termini di eccentricità, con le loro principali proprietà. I matematici italiani furono poco attivi nel '700, forse tranne il solo Girolamo Saccheri (Giovanni Girolamo Saccheri, Sanremo 1667, Milano 1733, gesuita, matematico, docente ed accademico italiano), il quale nell'opera del 1733 “Euclide liberato da ogni macchia” (“Euclides ab omni naevo vindicatus”) affrontò il compito di dimostrare il 5° postulato degli Elementi ossia il noto postulato delle parallele, partendo da un quadrilatero birettangolo isoscele ovvero un quadrilatero con due lati opposti congruenti ed entrambi perpendicolari ad uno solo degli altri lati ossia la base (il “quadrilatero di Saccheri”, come scriveremo altrove) applicandovi il metodo della reductio ad absurdum. Nel suo procedimento introdusse dunque tre ipotesi sugli angoli del quadrilatero opposti a quelli costruiti retti alla base ossia 1) Ipotesi dell'angolo retto (gli angoli sono entrambi retti e questo equivale al 5° postulato), 2) Ipotesi dell'angolo ottuso (gli angoli interni sono entrambi ottusi, con negazione del 5° postulato), 3) Ipotesi dell'angolo acuto (gli angoli interni sono entrambi acuti, con negazione del 5° postulato). Voleva arrivare a confutare le ipotesi dell'angolo acuto e dell'angolo ottuso e quindi rendendo possibile la sola ipotesi 1 dell'angolo retto; onde confutò l'ipotesi dell'angolo ottuso usando il 2° postulato euclideo che afferma che un segmento possa essere illimitatamente prolungato lungo una retta (ma rinunciando al 2° postulato si può considerare valida anche l'ipotesi dell'angolo ottuso come farà Riemann sviluppando così la geometria ellittica, ma Saccheri concluse che “L'ipotesi dell'angolo ottuso è completamente falsa, poiché distrugge se stessa”); la confutazione di Saccheri dell'ipotesi dell'angolo acuto è molto più debole, supponendo egli che ciò che vale per un punto a distanza finita dalla retta dovesse valere anche per un punto "a distanza “infinita” seppure questa ipotesi renda inaccettabile la confutazione e concludendo “L'ipotesi dell'angolo acuto è assolutamente falsa, poiché ripugna alla natura della linea retta”. 


Dunque convinto com'era che l'unica geometria possibile fosse la geometria euclidea, non fece un solo passo verso le geometrie non euclidee. Guido Grandi (Luigi Guido Grandi pseudonimo di Francesco Lodovico Grandi, Cremona 1671, Pisa 1742, matematico e filosofo italiano, allievo di Saccheri e tra i primi a diffondere in Italia l'analisi degli infiniti con l'opera “De infinitis infinitorum, et infinite parvorum ordinibus disquisitio geometrica”) studiò le serie di termini di moduli uguali e di segni alternati (ad esempio il lemma di Grandi afferma che la somma infinita S=1-1+1-1+1-1+...=1/2, infatti se eseguiamo 1-S=1-(1-1+1-1+...)=1-1+1-1+...=S, onde 1-S=S, 2S=1, da cui S=1/2, però bisogna prestare attenzione quando si calcola con serie (infinite) e con somme infinite, ad esempio come qui cambiando segno, termine per termine, ad ogni termine). Con ciò si arrivò (Jean Bernoulli e Leibniz) a discutere sulla natura dei logaritmi di numeri negativi, questione risolta da Leonardo Eulero (Leonhard Euler noto in Italia col nome di Eulero, Basilea 1707, San Pietroburgo 1783, matematico e fisico svizzero, il più importante del XVIII sec e forse uno dei 5 maggiori matematici di tutti i tempi; nel suo elogio funebre scritto da Nicolaus Fuss e Condorcet leggiamo “...il cessa de calculer et de vivre...” o “... ha cessato di calcolare e di vivere...”). Secondo l'accademico francese Francois Arago (Francois Jean Dominique Arago, Estagel 1786, Parigi 1853, matematico, fisico, astronomo e uomo politico francese) Eulero era in grado di eseguire calcoli complicati senza alcun sforzo apparente magari mentre simultaneamente in parallelo svolgeva altre operazioni, inoltre pubblicava frequentemente sulla rivista dell'Accademia di Pietroburgo (nel corso della sua lunga carriera tra Germania e Russia, comprendente gli anni 1727-83, scrisse oltre 500 lavori tra libri ed articoli, più di qualsiasi altro matematico). Egli contribuì notevolmente a dare quella veste, quella forma e quella notazione alla matematica ed all'analisi matematica, che oggi ci sono così familiari... ed il titolo di questo capitolo sarebbe ben incarnato da lui. Nella sua “Meccanica” (“Mechanica, sive motus scientia analytica exposita”) del 1736, opera nella quale la dinamica newtoniana per la prima volta è esposta in forma squisitamente analitica, compare ed entra nell'uso la lettera “e” per indicare la base dei logaritmi naturali. 


Riguardo il simbolo “e”, forse scelto quale iniziale di esponenziale, riportiamo anche come veniva indicata la base dei logaritmi naturali-neperiani (negli anni 1690-1787) ossia (in ordine di: Anno, Lettera, Autore, Opera): 1690, b, Leibniz, Letter to Huygens; 1691, b, Leibniz, Letter to Huygens; 1703, a, A reviewer Acta eruditorum; 1727, e, Euler, Meditatio in Experimenta explosione tormentorum nuper instituta; 1736, e, Euler, Mechanica sive motus scientia analytice exposita; 1747, c D'Alembert, Histoire de l'Académie; 1747, e, Euler, various articles; 1751, e, Euler, various articles; 1760, e, Daniel Bernoulli, Histoire de l'Académie Royal des Sciences; 1763, e, J. A. Segner, Cursus mathematici; 1764, c, D'Alembert, Histoire de l'Académie; 1764, e, J. H. Lambert, Histoire de l'Académie; 1771, e, Condorcet, Histoire de l'Académie; 1774, e, Abbé Sauri, Cours de mathématiques; ecc. I tre simboli “e”, “π”, “i”, per invenzione e diffusione dovuti in larga misura ad Eulero, insieme ai numeri 0 e 1, possono associarsi nella relazione e(elev iπ)+1=0, ossia e(elev iπ)=-1 ovvero e(elev iπ)=cosπ+isenπ=-1, relazione contenente i 5 simboli “più significativi” della matematica; e quell'espressione può ben rappresentare o “riassumere”, sotto veste simbolica, tutte le relazioni ed equazioni della matematica (pensano questo soprattutto i “matematici puri” i quali magari avendo poco da fare hanno pure il tempo per pensare a tutte le stupidaggini (infatti una relazione che comprenda i simboli e, π, i, 0,1, non sembra affatto così significativa in matematica, tranne che a loro, e certamente ce ne saranno decine di equazioni più adatte a questo scopo anche con qualche x e y ed anche z); relazione ritenuta da Richard Feynman “la più bella formula di tutta la matematica”, poi nel 1988, i lettori della rivista di matematica inglese Mathematical Intelligencer la votarono come “La più bella formula matematica di sempre” (saranno forse stati indotti a ciò dai matematici), ed inoltre Eulero aggiungiamo era lo scopritore di tre delle cinque formule più votate). Ricordiamo anche l'elegante formula abc=4rRs, dove a,b,c sono i lati del generico triangolo di semiperimetro s, R il raggio del cerchio circoscritto, r il raggio del cerchio inscritto (ovvero il prodotto dei 3 lati uguaglia il quadruplo del prodotto di semiperimetro e raggio del cerchio circoscritto e raggio del cerchio inscritto). Suo è il simbolo f(x) per indicare una generica funzione di variabile x. Possiamo affermare che Eulero fece per l'analisi infinitesimale di Newton e Leibniz, ciò che Euclide fece per la geometria di Eudosso e Teeteto, o ciò che Viète aveva fatto per l'algebra di al-Khuwarizmi e di Cardano. Egli trattò il calcolo differenziale, integrale ed il metodo delle flussioni, come parti di una branca della matematica dell'infinitamente piccolo, che da allora prenderà il nome di analisi infinitesimale (e successivamente di analisi matematica, non più limitata alle sole operazioni connesse col concetto di limite). Se gli Elementi furono le fondamenta della geometria, e se il trattato Al-jabr (al-Kitab al-mukhtaṣar fi ḥisab al-jabr wa al-muqabala) pose le fondamenta dell'algebra, l'Introductio in analysin infinitorum (di Eulero uscita in 2 volumi nel 1748) può ben essere considerata la chiave di volta dell'analisi. Da questo momento sarà il concetto di “funzione” che diverrà preminente nell'analisi matematica... quel concetto che affondava le sue radici nella dottrina e teoria medioevale della “latitudine delle forme” (Latitudine-Longitudine, V-t) delle forme degli esseri di Oresme, ed era già implicito nella geometria analitica di Fermat e di Cartesio, oltre che nel calcolo di Newton e di Leibniz, anche se tutte queste definizioni e concezioni di “funzioni” erano estremamente rozze. L'Introductio di Eulero definisce la funzione di una variabile (la y=f(x) per antonomasia) come “una qualsiasi espressione analitica formata da quella quantità variabile e dai numeri o quantità costanti”. Altrove concepì la sua funzione in modo più “formale”, più astratto e generale, ossia come una relazione tra le due coordinate x e y dei punti di una curva tracciata in qualche modo preventivamente in un piano (definizione più geometrica di funzione, e forse egli aveva in mente le curve algebriche e le curve trascendenti elementari). Alcune di tali definizioni di funzioni non possono più essere accettate, ed oggi noi per funzione f, od applicazione o trasformazione, designiamo una particolare corrispondenza tra 2 insiemi I e J tale che ad ogni elemento x (gli elementi sono generici ed astratti come in analisi funzionale, in particolare sono numeri o punti) di I associa uno, ed un solo, elemento y di J, detto valore della funzione f in x, od immagine di x, ossia f:I va in J (indicato usando la freccia). I è il dominio di f, J=f(I) è il codominio. Una funzione può essere definita esplicitamente od implicitamente, può essere suriettiva, iniettiva, biiettiva, o reale, complessa, ecc. Eulero iniziò la vera trattazione rigorosamente analitica delle funzioni trigonometriche, trigonometriche inverse e logaritmiche. Dagli sviluppi in serie di potenze, ad Eulero fu poi facile passare alle “identità o formule di Eulero” relative a funzioni circolari ed iperboliche. 


Trattò le frazioni continue, i prodotti infiniti e le serie, anche se senza la necessaria cautela, ma ottenendo notevoli successi, come la somma dei reciproci dei quadrati perfetti e potenze pari. La sua ricca immaginazione matematica lo portò a trovare relazioni tra l'analisi e la teoria dei numeri. Operava con disinvoltura sulle serie, e trattava senza fondate giustificazioni 0 e infinito come fossero l'uno il “reciproco” dell'altro (dove esiste grande regolarità, in matematica come nei modelli matematici della natura, ciò usualmente “funziona bene”, come saprà il lettore). Eulero diede l'esatta definizione di logaritmo di numeri negativi, oltre alla notazione e definizione in termini di esponenti per cui, il logaritmo in base a di x (a=numero reale diverso da 1, x=numero reale positivo qualsiasi) è l'esponente y che bisogna assegnare alla base a per ottenere il numero x, ossia y=log(x) in base a. Sappiamo dunque che ciò equivale ad a(elev y)=x, per cui la teoria del calcolo dei logaritmi è una teoria ed un calcolo analogo e “parallelo” a quello esponenziale, ed un'operazione inversa a quella dell'elevamento a potenza: è ovvio allora che le proprietà dei logaritmi rifletteranno, per analogia, le proprietà delle potenze. Jean Le Rond D'Alembert (Jean-Baptiste Le Rond d'Alembert, Parigi 1717, Parigi 1783, enciclopedista, matematico, fisico, filosofo ed astronomo francese, noto protagonista dell'Illuminismo ed il maggior matematico del '700 insieme ad Eulero), è lo scienziato di vasta cultura che gli servirà quando dal 1751 al 1772, insieme a Denis Diderot (Langres 1713, Parigi 1784, filosofo, enciclopedista, scrittore e critico d'arte francese, uno dei massimi rappresentanti dell'Illuminismo ed uno degli intellettuali più rappresentativi del XVIII sec amico-collaboratore di Voltaire e del barone d'Holbach), collaborerà alla realizzazione dei 28 volumi della famosa e storica “Encyclopédie ou dictionnaire raisonné des sciences, des arts et des métiers”, per la quale redasse molte voci, nonché il noto Discorso preliminare (Discours prèliminaire, Encyclopédie, tomo 1, 1751) molto apprezzato nel passato come al presente. Come è noto, e come scriveremo, D'Alembert diede significativi contributi alla meccanica, statica e dinamica. Invece di far uso delle equazioni cardinali della dinamica (per i sistemi rigidi isolati le due equazioni cardinali sono: 1) vettore risultante delle forze R=derivata rispetto al tempo del vettore quantità di moto Q; 2) vettore risultante del momento delle forze M=derivata rispetto al tempo del vettore momento della quantità di moto Γ), in base al postulato per cui nel calcolo del movimento di un sistema di punti materiali potremmo riguardare i punti materiali stessi come liberi dai vincoli pur di aggiungere alle forze attive le reazioni vincolari che su di assi esercitano i vincoli, dedusse le note relazione ed equazione simboliche della dinamica razionale. Dall'equazione simbolica della dinamica del sistema materiale si possono ottenere tante equazioni “pure” indipendenti quanti sono i gradi di libertà del sistema stesso, per calcolare il movimento. Ponendo l'accelerazione uguale 0, da queste equazioni otteniamo pure la relazione e l'equazione simboliche della statica. Diciamo che le forze perdute per effetto dei vincoli si fanno istante per istante equilibrio, in virtù dei vincoli stessi. E' questo il principio di d'Alembert (equivalente al principio del farsi equilibrio, istante per istante, le forze attive con le forze d'inerzia, ed all'equilibrarsi delle forze perdute): si può passare dalle equazioni di equilibrio della statica di un sistema alle equazioni dinamiche, sostituendo nelle prime alle forze attive le forze perdute, e questo è molto utile nel calcolo del movimento di un sistema meccanico poiché è più facile prima scrivere le equazioni della statica e poi trasformale nel modo detto in equazioni della dinamica del sistema. Riscriviamo ancora le equazioni cardinali della dinamica di un corpo rigido libero (ovvero di un sistema di punti materiali cui è imposto il vincolo di rigidità) ossia le 2 equazioni differenziali alle derivate parziali: 1) la derivata della quantità di moto Q rispetto al tempo è uguale al risultante delle forze attive applicate R (generalmente Q e R sono vettori); 2) la derivata rispetto al tempo del momento della quantità di moto Γ rispetto ad un punto O è uguale al momento delle forze M rispetto allo stesso punto O (generalmente Γ e M sono vettori). Per il movimento di un sistema conosciamo anche la 1° e 2° forma delle equazioni di Lagrange; 2° forma: le componenti della sollecitazione attiva secondo le coordinate lagrangiane, Qk, sono uguali alla derivata temporale della derivata parziale dell'energia cinetica T rispetto alle derivate temporali delle coordinate lagrangiane qk, diminuite della derivata parziale dell'energia cinetica T stessa rispetto al tempo; oppure, per un sistema con sollecitazione attiva, posizionale e conservativa, per cui quindi è definito un potenziale U=-V, V=energia potenziale, la derivata temporale della derivata parziale della funzione lagrangiana L (ovvero differenza tra energia cinetica ed energia potenziale, L=T-V=T+U) rispetto alle derivate temporali delle coordinate lagrangiane qk, diminuita  della derivata parziale della funzione lagrangiana T rispetto alle coordinate lagrangiane qk, è nulla. Ci possiamo addentrare un poco nella Meccanica Analitica, trasformando i sistemi lagnangiani a n gradi di libertà (sistemi differenziali del 2° ordine in n coordinate; sistema di n equazioni in n incognite), in sistemi hamiltoniani (sistemi differenziali del 1° ordine in 2n coordinate; sistema di 2n equazioni in 2n incognite), per poi istituire il metodo di integrazione di Jacobi (Carl Gustav Jacob Jacobi, Potsdam 1804, Berlino 1851, matematico tedesco). Tale sistema è detto sistema canonico o hamiltoniano, di 2n equazioni differenziali canoniche nelle 2n funzioni incognite variabili canoniche q (le n coordinate) e p (gli n momenti cinetici), costituito con le derivate dell'unica funzione di Hamilton H(p,q,t), la quale, quando i vincoli sono fissi, rappresenta l'energia totale (H=E=T+V somma di energia cinetica ed energia potenziale). Per calcolare il movimento di un sistema materiale olonomo a n gradi di libertà, a vincoli lisci bilateri, soggetto a sollecitazione attiva conservativa, potremmo, invece che integrare il sistema lagrangiano formato da n equazioni differenziali del 2° ordine, od il sistema hamiltoniano formato di 2n equazioni differenziali del 1° ordine, determinare un integrale completo di un'unica equazione differenziale alle derivate parziali del 1° ordine ossia l'equazione di Jacobi. Mediante un tale processo è possibile mostrare come il fenomeno meccanico, costituito dal movimento di un sistema meccanico, venga ad assumere un aspetto ondulatorio, anche in meccanica classica (assai prima di Schrodinger e di De Broglie). Ad ogni integrale o soluzione dell'equazione di Jacobi può associarsi la propagazione ondosa di un fenomeno che ammette superfici di discontinuità variabili (ciò che qui si propaga non sono i corpuscoli ma l'onda di un fenomeno ondulatorio, come nel moto ondoso alla superficie di un lago non si propaga l'acqua ma il fenomeno ondoso periodico costituito dall'alzarli-abbassarsi dell'acqua locale). 


In tal modo al moto dei corpuscoli o di insiemi di corpi si dà un aspetto ondulatorio di propagazione, oltre al noto fenomeno meccanicistico newtoniano di forze che i corpi si scambiano. Nella scelta poi del fenomeno, la cui propagazione ondosa si associa (ed ovviamente si sostituisce) al movimento del corpuscolo, retto dall'equazione di Jacobi, si hanno ampie possibilità, ma la scelta più diretta e spontanea cade sui fenomeni che sono governati dall'equazione di d'Alembert, cioè dall'equazione differenziale lineare alle derivate parziali EDDP della funzione del fenomeno. Questa equazione di d'Alembert domina l'acustica della propagazione delle onde sonore di pressione dell'aria, la dinamica dei corpi deformabili, l'elettromagnetismo della propagazione dei campi elettromagnetici, le piccole vibrazioni trasversali di un filo o di una membrana elastici, i piccoli movimenti di un gas e quindi la propagazione del suono, o di un fluido in cui è creata una perturbazione (ad esempio sulla superficie dell'acqua). Al movimento di un punto materiale P di massa m, di energia totale E, di potenziale U, può associarsi un fenomeno ondulatorio retto dall'equazione di d'Alembert, ossia l'equazione della funzione d'onda φ del punto materiale P, e costatiamo che la velocità di propagazione della funzione d'onda non coincide con la velocità di cui è dotato il punto materiale, essendo invece questa la radice quadrata di (2/m)(E+U). L'equazione di Schrodinger sta a fondamento della meccanica ondulatoria di Erwin Schrodinger (Erwin Rudolf Josef Alexander Schrodinger, Vienna 1887, Vienna 1961, fisico austriaco noto in particolare proprio per aver sviluppato la meccanica ondulatoria), formulata nel 1926, poco dopo lo sviluppo della meccanica delle matrici da parte di Werner Heisenberg (Werner Karl Heisenberg, Wurzburg 1901, Monaco di Baviera 1976, fisico tedesco noto in particolare proprio per lo sviluppo della meccanica delle matrici), e successivamente, quale concetto di funzione d'onda, generalizzata da Luis-Victor de Broglie (Louis-Victor Pierre Raymond de Broglie comunemente chiamato Louis de Broglie, Dieppe 1892, Louveciennes 1987, fisico, matematico e storico francese). Secondo la teoria fenomenologica della Meccanica Ondulatoria, che però non è equivalente alla teoria della meccanica quantistica in generale (come del resto per tutte le teorie quantistiche), è necessario (in “tutta la fisica”, ma soprattutto ai limiti quantistici nell'ambito della microfisica) tener conto del completo aspetto sia corpuscolare che ondulatorio dei fenomeni meccanici, qual è per esempio fornito dall'equazione di Schrodinger; i corpi interagiscono come corpuscoli in meccanica corpuscolare su traiettorie determinate da forze mutamente applicate, e le loro funzioni d'onda di De Broglie interagiscono come onde in meccanica ondulatoria interferendo-diffondendo-rifrattendo, e ad esempio in campo ottico abbiamo i noti fenomeni di fasci di fotoni o di onde luminose, ma in generale di moti di elettroni-protoni-ecc. od onde di De Broglie di elettroni-protoni-ecc. Dunque ogni fenomeno quantistico si presenta, a seconda della distribuzione della massa-energia totale in massa ed energia, e quindi anche a seconda delle grandezze caratteristiche delle velocità e delle azioni (dimensionalmente energia per tempo) in gioco, prevalentemente sotto l'aspetto corpuscolare (ossia come corpo newtoniano soggetto alle leggi del meccanicismo di forze e reazioni, in cui è prevalente la massa), o sotto l'aspetto ondulatorio (ossia come propagazione-interazione di funzioni d'onda soggette alle leggi dei campi d'onde, in cui è prevalente l'energia), dove ogni frequenza f=ν è legata all'energia totale E dalla nota relazione di Einstein (Albert Einstein, Ulma 1879, Princeton 1955, fisico, filosofo ed accademico tedesco naturalizzato svizzero e statunitense) ossia dalla formula E=hν=hf, dove h è la costante di Planck (Max Planck nato Marx Karl Ernst Ludwig Planck, Kiel 1858, Gottingen 1947, fisico tedesco iniziatore della fisica quantistica) che vale 6.62607015x10(elev -34) Js=6.626x10(elev -34) joule secondo=6.626x10(elev -27) erg secondo=0.6627 mffJs=4.135667697x10(elev -15) eV. Nella corrispondenza però tra lo schema corpuscolare dell'interazione dei corpi e lo schema ondulatorio della propagazione delle onde, vi è un'indeterminazione (dovuta al principio di indeterminazione di Heisenberg in fisica quantistica), che è essenziale, fintanto che si studia il fenomeno quantistico riducendolo ad uno dei due aspetti corpuscolare/ondulatorio, come movimento di massa-energia nello spazio-tempo. Questa indeterminazione riguarda il passaggio dall'equazione di Jacobi, che definisce la propagazione ondosa, alle equazioni che, come tipicamente quella di d'Alembert, reggono i fenomeni che si propagano; non riguarda invece la corrispondenza fra il movimento corpuscolare e la propagazione dell'onda definita dall'equazione di Jacobi. Il movimento di un punto materiale, o di un sistema materiale, non è individuato da un integrale particolare dell'equazione di Jacobi, ma da un integrale completo di questa equazione, cioè da un integrale che contiene in modo essenziale tante costanti arbitrarie quanti sono i gradi di libertà del sistema. L'integrale generale del sistema canonico contiene 2n costanti arbitrarie, ossia corrisponde al movimento di infinito(elev 2n) corpuscoli, o sistemi materiali, che differiscono soltanto per posizione iniziale ed atto di moto iniziale. Tale è per esempio il caso di infinito(elev 2n) granelli di una “infinita” manciata di sabbia lanciata nel vuoto. Consideriamo allora quelli degli infinito(elev 2n) movimenti le cui coordinate iniziali si lasciano rappresentare sull'ipersuperficie di continuità (luogo di infinito(elev 2n) linee uscenti); essi corrispondono a ciò che diciamo uno “sciame” di corpuscoli o più generalmente di sistemi materiali. Una propagazione ondosa corrisponde proprio al movimento di uno sciame. E noi eravamo partiti dall'equazione di Jacobi il cui integrale completo reggeva il moto di un punto materiale, non di uno sciame di punti materiali, oppure di un punto che rappresentava un sistema nello spazio delle configurazioni e non uno sciame di punti rappresentanti sistemi nello spazio delle configurazioni. Quindi al movimento di un corpuscolo corrisponde la propagazione di un gruppo di onde, ad una propagazione di onde corrisponde il movimento di uno sciame di corpuscoli. Vedremo più oltre come si presenta questa indeterminazione direttamente nell'ambito della meccanica quantistica. Il modello di una realtà fatta di corpi discreti interagenti in uno spazio-tempo continuo, ed il modello di una realtà fatta di onde continue propagantesi in uno spazio-tempo di livelli energetici e frequenze discrete, più o meno si implicano l'un l'altro. Avendo privilegiato il pensiero matematico che sorregge e che costituisce il sistema della meccanica razionale, vorremmo ora all'opposto volgere lo sguardo al lontano passato per tratteggiarne brevissimamente la sua lunga storia fino al 19 sec. Le radici della meccanica si sono sviluppare in terra greca, dove germogliarono i primi rudimenti della cinematica e della statica, le cui fruttificazioni possiamo trovare esposte nelle opere di Aristotele. Archimede di Siracusa (Archimédes, Siracusa 287 a.C. circa, Siracusa 212 a.C., matematico, fisico ed inventore), come già abbiamo visto, per primo fece uso degli stessi metodi descritti negli Elementi di Euclide, ponendo la matematica e la geometria al servizio della fisica e della sperimentazione dei fenomeni naturali e fisici. Pervenendo così ai principi fondamentali della leva, dei baricentri dei corpi e dell'idrostatica dei corpi immersi nei fluidi. Successivamente con maggior empirismo Erone di Alessandria (od anche Erone il Vecchio, I sec d.C. circa (certamente tra I e III sec), matematico ed inventore greco antico che realizzò l'eolipila ossia una rudimentale turbina a vapore, ed altri congegni meccanici), applicò tali principi alle macchine elementari, esponendo la materia dei suoi meccanismi in “Automata”. Poco apportò alla meccanica il medioevo tranne la contestazione alle teorie aristoteliche e l'inizio dello sviluppo della teoria dell'impeto di Filopono (Giovanni Filòpono, 490-570 d.C., filosofo, teologo e scienziato bizantino). 


Dopo il tramonto del mondo antico, passeranno 700-750 anni, prima dell'avvio delle speculazioni filosofiche di Giordano Nemorario (Jordanus Nemorarius o Jordanus de Nemore o Giordano di Nemi, 1225-1260, matematico ed astronomo italiano) basate sulla meccanica greca, ed a cui dobbiamo un'incerta ma corretta formulazione della legge del piano inclinato. Con Tommaso di Bradwardine (Thomas Bradwardine, Chichester 1290, Lambeth 1349, teologo e matematico britannico) e soprattutto con Giovanni Buridano (Jean Buridan o Ioannes Buridanus, Béthune 1295/1300 circa, 1361, filosofo, logico francese e maestro delle arti a Parigi) assistiamo ai primi tentativi di fondare la dinamica, liberandola dagli errori aristotelici per i quali la velocità v di un corpo muoventesi in un mezzo opponente una resistenza, era proporzionale alla forza motrice F ed inversamente proporzionale alla resistenza R (ossia in formula, v=kF/R). Ma le conoscenze matematiche e lo “sforzo sperimentale” non erano sufficienti, come costatiamo nella teoria dell'impeto di Buridano. Oggi il fisico parigino è più conosciuto per l'asino di Buridano, sfruttato dai suoi avversari per criticare la sua dottrina della volontà. Nicola Oresme (Nicola d'Oresme o Nicole Oresme, Fleury-sur-Orne 1323, Lisieux 1382, matematico, fisico, astronomo, economista, vescovo, filosofo, psicologo e musicologo francese, un pensatore abbastanza influente del tardo medioevo) sviluppò un protografico per rappresentare geometricamente forme uniformemente difformi ed in particolare la forma del movimento (in Tractatus de configuratione qualitatum et motuum) aiutando così ad aprire la strada a Galileo verso la formulazione della teoria e della legge del moto uniformemente accelerato, riprendendo la teoria dell'impeto di Buridano che si era trovato attaccato da critiche filosofiche e teologiche. Dobbiamo arrivare verso la seconda metà del '400 per incontrare la personalità di Leonardo da Vinci (Leonardo di ser Piero da Vinci, Anchiano 1452, Amboise 1519, inventore, artista e scienziato italiano nonché uomo e talento universale del rinascimento) che annuncia l'alba di una nuova epoca in cui Madre Natura trova in sé le sue leggi, epoca nella quale le fondamenta del pensiero scientifico, basate sull'uso del metodo matematico, saranno gettate da Keplero e da Galileo. Leonardo coltivò interessi in meccanica, e possiamo attribuirgli in statica la scoperta della parallelogramma delle forze e la legge del piano inclinato, oltre a studi e ricerche in meccanica (ideò macchine per volare, macchine nautiche e macchine belliche); parlando di Leonardo lo si sente spesso definire genio del rinascimento, ma ovviamente il genio di Newton, o di Gauss o di Lagrange o di Einstein, ecc., sono tipi di genio assai diversi, ed al buon Leonardo possiamo attribuire una grande curiosità in tutte le cose importanti, una grande universalità di interessi, ma le sue idee erano profonde intuizioni che quasi sempre non davano alcun frutto (seppure i tempi della scienza non erano ancora maturi e lo spirito e la filosofia empirica (sperimentale) vagavano ancora nel buio), per cui anche in meccanica l'attribuzione della legge del piano inclinato non sarebbe possibile e riguardo il parallelogramma delle forze ebbe solo la sua intuizione senza dare alcuna legge (vettoriale?) di composizione delle forze. Nella dinamica ebbe intuizioni geniali specie sul principio di conservazione dell'energia nel moto dei gravi, ma tutte queste idee erano grandi intuizioni senza alcuna dimostrazione matematica; qualche scienziato e ricercatore (ad esempio qualche ingegnere del California Institute of Technology CalTech), analizzando i suoi disegni (ad esempio contenuti nel Codice Arundel con lavori dal 1478 al 1518 (“Codice Arundel (da nome del suo primo possessore riconosciuto Henry Howard, XXII Conte di Arundel) è una raccolta di disegni, note e scritti di Leonardo da Vinci, comprendente 283 fogli databili tra il 1478 ed il 1518, attualmente conservato alla British Library di Londra; rilegato in cuoio marocchino consta in carte, di vario formato, provenienti da vari manoscritti efficacemente incollate su fogli di dimensioni 28 x 18 cm; gli argomenti ivi trattati sono, tra gli altri, di fisica, meccanica, ottica, geometria (euclidea), architettura (tra i quali gli studi per la residenza di Francesco I a Romorantin), fossili di balena, volo degli uccelli, moto dell'acqua dei fiumi)), ed i suoi immaginari esperimenti, attribuirebbe a Leonardo anche altre intuizioni geniali su gravità, forza ed accelerazione (movimento naturale, movimento diretto, equalizzazione del movimento) precorrenti di decenni-secoli idee di Galileo e di Newton, secondo le quali le forze producono la gravità (non sembrerebbe lontano Newton) e la gravità è strettamente legata all'accelerazione (non sembrerebbe lontano Galileo) ossia la gravità produce la velocità del cambiamento di velocità di caduta, ma senza poter teoricamente formulare meglio le sue intuizioni (ad esempio versando della fine sabbia su un piano orizzontale aveva osservato che essa formava una montagnetta con semi sezione verticale di un triangolo rettangolo isoscele (Equatione di Moti sull’ipotenusa di un triangolo rettangolo), od una caraffa si sposta trasversalmente su un piano orizzontale mentre versa del liquido (questo movimento crea i due lati di un triangolo rettangolo che coincidono con il moto trasversale dell’oggetto che versa e con il moto naturale dell’acqua versata (da Flavio Noca “II moto traversal del vaso che versa, col moto natural della cosa versata han creati e’ due lati dell’ortogonio, del quall’ipotemissa è la cosa che versa”, ossia secondo Leonardo la velocità di caduta non è costante ma subisce un’accelerazione legata sia alla velocità con cui si muove l’oggetto che versa l’acqua che ad una forza che spinge verso il basso, forza legata all'accelerazione, poi aveva pure capito che muovendo il vaso alla stessa velocità impartita all’acqua da tal forza (la forza di gravità) allora il filetto d'acqua cadendo avrebbe disegnato l’ipotenusa di un triangolo equilatero)) seppure sembrerebbe essersi avvicinato alla “stima della costante di gravitazione g”, ma sostanzialmente aderiva alla dottrina aristotelica della forza, inoltre non conosceva il principio d'inerzia (di futura origine cartesiana), e la gravità è ancora la tendenza naturale dei corpi ad andare alla loro miglior destinazione finale), poi quasi 200 anni dopo arrivò Newton il quale formulò da sé le leggi della meccanica (e della gravitazione universale) al quale Newton furono solo di ispirazione i lavori di Galileo, Cartesio, Bullialdus, Borelli, Hook, ecc.; Leonardo (tanto amato dal divulgatore scientifico Piero Angela) torna pure di tanto in tanto agli onori della cronaca anche più di molti altri contemporanei specialmente in Italia, e qualche volta anche per delle vere scoperte e ritrovamenti dall'eco internazionale come recentemente nel 2011-15 (quando il pubblico ne venne a conoscenza durante una mostra alla National Gallery di Londra) per via dell'attribuzione del dipinto Salvàtor Mundi (una pittura a olio su tavola di 66x46 cm a lui attribuita, databile al 1499 circa e dal 2017-18 conservata in una collezione privata di Abu Dhabi), ma sappiamo che l'attribuzione a Leonardo è da alcuni confermata e da altri contestata, comunque nel 2017 in un'asta di Christie's il Salvator Mundi è stato venduto al prezzo di 410 milioni di dollari (450.3 milioni di dollari coi diritti d'asta) dall'ultimo suo proprietario Dmitri Ryobovlev (pure presidente della squadra di calcio AC Monaco, che a sua volta aveva acquistato l'opera per 108 milioni di dollari) al Dipartimento di Cultura e Turismo di Abu Dhabi, e possiamo dire che da quella data 2017 questa è l'opera venduta-acquistata da privati di maggior valutazione economica (dunque sul mercato Leonardo ha battuto Picasso)... ma io non l'avrei acquistata non per 450 milioni di dollari ma neanche per 450 dollari diritti compresi; aggiungiamo anche che, terminata la realizzazione, da mar21 è trasmessa su Rai 1 una nuova serie televisiva (in 8 episodi trasmessi in 4 serate) relativa alla storia romanzata sulla vita ed opere di Leonardo Da Vinci (in realtà un crime mistery e thriller che inizia nella Milano del 1506 con le indagini sull’omicidio di Caterina da Cremona, e mostra Leonardo Da Vinci quale uomo del suo tempo oltre che figura poliedrica di inventore, artista, pittore (non solo dell'Ultima Cena ma anche di altre opere incompiute od andate perse), architetto, ingegnere, scienziato italiano) con attori protagonisti Aidan Turner (nei panni di Leonardo) e Matilda de Angelis, realizzata da una produzione internazionale comprendente Lux Vide, Sony Pictures Television, Rai Fiction, Big Light Productions, France Télévisions, RTVE e Alfresco Pictures, da un'idea di Frank Spotnitz (da ricordare per la serie tv L'uomo nell'alto castello, I Medici, X-Files) e Steve Thompson (già in Sherlock e Doctor Who), con la regia Dan Percival (L'uomo nell'alto castello) e Alexis Sweet (Don Matteo, Back to the Island), con un budget stimato di circa 30 milioni di euro, richiedendo il confezionamento di oltre 2500 abiti storici per circa 3000 comparse ed attori, con un notevole cast di attori ossia l’irlandese Aidan Turner (Kíli nella trilogia de Lo Hobbit diretta da Peter Jackson) qui recitando Leonardo Da Vinci, Matilda De Angelis nel ruolo della misteriosa Caterina da Cremona, Giancarlo Giannini nel ruolo di Andrea Verrocchio maestro di Leonardo, Freddie Highmore (già protagonista in The Good Doctor) nel ruolo di Stefano Giraldi (quale investigatore incaricato dal Podestà di risolvere un intricato mistero), James D’Arcy nel ruolo di Ludovico Sforza, Carlos Cuevas è Salaì, Alessandro Sperduti nel ruolo di Tommaso Masini, ecc. (ma, piuttosto, prima di chiudere, aggiungiamo qualche frase famosa tratta dalle sue opere, ossia: “Triste è quel discepolo che non avanza il suo maestro”, “Quelli che s'innamorano di pratica senza scienza son come il nocchiere, che entra in naviglio senza timone o bussola, che mai ha certezza dove si vada”, “Come il ferro in disuso arrugginisce, così l'inazione sciupa l'intelletto”, “Siccome una giornata bene spesa dà lieto dormire, così una vita bene usata dà lieto morire”, “Una volta che abbiate conosciuto il volo camminerete sulla terra guardando il cielo, perché là siete stati e là desidererete tornare”, “Costanzia: non chi comincia, ma quel che persevera”, “Ogni nostra cognizione, principia dai sentimenti”, “Chi non punisce il male comanda che lo si faccia”, “Acquista cosa nella tua gioventù, che ristori il danno della tua vecchiezza. E se tu intendi la vecchiezza aver per suo cibo la sapienza, adoprati in tal modo in gioventù, che a tal vecchiezza non manchi il nutrimento”, ma ne ha scritte tante altre interessanti). 


Il periodo moderno della meccanica si annuncia con Niccolò Copernico (Nicolaus Copernicus o Mikolaj Kopernik, Torun 1473, Frombork 1543, astronomo e matematico polacco) che portò la riforma astronomica della teoria eliocentrica del sistema solare fin dal 1507, oltre all'analisi cinematica dei moti planetari, originata però ancora dal concetto metafisico di armonia universale, attuata da Johannes Keplero (Giovanni Keplero o Johannes Kepler, Weil der Stadt 1571, Ratisbona 1630, astronomo, matematico, cosmologo e filosofo della natura tedesco). Il maggior scienziato del XVI-XVII sec per parere praticamente unanime è Galileo Galilei (Pisa 15feb1564, Arcetri 8gen1642, fisico, astronomo, filosofo, matematico ed accademico italiano, considerato il padre della scienza moderna per l'introduzione del metodo di procedere scientifico, nonché per il suo contributo alla cinematica del moto balistico uniformemente accelerato-ritardato dei gravi sulla superficie terrestre, ed in astronomia legato soprattutto al perfezionamento del telescopio (chi per primo ha inventato il telescopio rifrattore?: Galileo Galilei (ago1609) o Leonardo da Vinci (1508) come indicherebbero alcuni suoi disegni nel Codice Atlantico ed in alcune pagine dei Manoscritti A-E-F conservati in Francia, dato che Leonardo costruiva e limava-rettificava lenti per correggere la presbiopia dal 1492, ma altrove abbiamo detto che fu inventato nel 1608 dall'ottico olandese Hans Lippershey (primo telescopio rifrattore)), nonchè Galileo personaggio esemplare della Rivoluzione scientifica) fondatore appunto del metodo scientifico sperimentale (insieme a Francesco Bacone (Sir Francis Bacon, latinizzato in Franciscus Baco(nus), Londra 1561, Londra 1626, filosofo, politico, giurista e saggista inglese vissuto alla corte inglese sotto il regno di Elisabetta I Tudor e di Giacomo I Stuart) per il metodo spesso usato nelle scienze naturali). Per ciò che strettamente attiene alla meccanica, a Galileo è attribuibile la legge della caduta dei gravi nel vuoto, la nozione di accelerazione a (non di forza F questa invece attribuita a Newton), il principio di relatività galileana, ed il concetto che le cause del moto determinano le accelerazioni, ma non la legge d'inerzia come voglio alcuni autori (o forse a lui attribuibile con qualche riserva solo come “legge limite”); 


la legge d'inerzia (1° legge dei Principia) Newton la trarrà piuttosto da Cartesio. Come sappiamo tra i discepoli di Galileo eccellerà in particolare Evangelista Torricelli (Roma 1608, Firenze 1647, matematico e fisico italiano) noto soprattutto per il famoso esperimento, eseguito nel 1643, sulla pressione dell'aria e per l'invenzione del barometro a mercurio (la pressione di 1 millimetro di Hg è pari a 1 torr=133.322 pascal=0.0013158 atm=0,0013332 bar). 


Cartesio (René Descartes o Renatus Cartesius, La Haye en Touraine (oggi Descartes) 1596, Stoccolma 1650, filosofo e matematico francese fondatore del razionalismo moderno) darà contributi fondamentali per la fondazione e lo sviluppo della statica e della dinamica, formulando la legge d'inerzia, il principio della conservazione della quantità di moto per un sistema isolato, nonché introducendo il fondamentale concetto di lavoro (o lavoro virtuale). John Wallis (Ashford 1616, Oxford 1703, presbitero e matematico inglese) continuò l'opera di Cartesio in meccanica. Seguace di Cartesio e di Galileo, Christiaan Huygens (L'Aia 1629, L'Aia 1695, matematico, astronomo e fisico olandese fra i protagonisti della rivoluzione scientifica insieme a Keplero, Galileo, ecc.) acquisì alla meccanica nuovi principi inerenti alla dinamica dei sistemi, come la legge del pendolo composto e dell'isocronismo collegati pure alla costruzione di orologi nel 1673, le leggi dell'urto elastico, i concetti di momento d'inerzia e quello di forza centrifuga, come pure la prima intuizione del principio di conservazione dell'energia. Nel frattempo Simone Stevino (Simon Stevin o Simone di Bruges, Bruges 1548, L'Aia 1620, ingegnere, fisico e matematico fiammingo) sviluppò sistematicamente la statica come una nuova scienza, tutta fondandola sul geniale uso dell'impossibilità del moto perpetuo di 1° specie (non si può generare più energia di quanta se ne consumi, ad esempio in una macchina, legato al principio di conservazione dell'energia, e dunque moto perpetuo di 1° specie in contraddizione coi principi della termodinamica, oppure secondo la definizione di Max Planck “È impossibile ottenere il moto perpetuo per via meccanica, termica, chimica, od in qualsiasi altro metodo, ossia è impossibile costruire un motore che lavori continuamente e produca dal nulla lavoro od energia cinetica”). Fece l'ingegnoso studio sulle condizioni di equilibrio di due pesi collegati e posti su due piani inclinati a pendenza diversa. A Stevino dobbiamo le celebri dimostrazioni della legge del piano inclinato, del parallelogramma delle forze, della legge di composizione delle forze, e del principio dell'idrostatica archimedeo. Cartesio e Wallis enunciarono il principio dei lavori virtuali PLV (oggi teorema dei lavori virtuali TLV, il quale sostanzialmente afferma che per un sistema in equilibrio statico ad ogni spostamento virtuale infinitesimo nello spazio delle fasi è associato un lavoro meccanico nullo ossia un lavoro virtuale nullo, ovvero il lavoro meccanico eseguito da una forza relativo ad uno spostamento virtuale infinitesimo; siano q=(q1,q2,…) le coordinate (generalizzate) del sistema meccanico-elastico (od anche x=(x1,x2,...), o s=(s1,s2,...)) e Fj la j-esima risultante delle m forze agenti nella direzione qj, allora il TLV afferma che ad una variazione infinitesima δq rispetto alla posizione di equilibrio è associato un lavoro L nullo). Blaise Pascal (Clermont-Ferrand 1623, Parigi 1662, matematico, fisico, filosofo e teologo francese, e bambino prodigio (a 16 anni scrisse un trattato di geometria proiettiva), contribuì in modo significativo alla costruzione di calcolatori meccanici, e soprattutto allo studio dei fluidi coi suoi concetti di pressione e di vuoto andando ben oltre Torricelli, diede notevoli contributi alla matematica, ed è inoltre autore delle famose Lettere provinciali) procedendo oltre Archimede diede il famoso principio dell'idrostatica secondo il quale la pressione esercitata in un generico punto di una massa fluida incomprimibile si trasmette vettorialmente in ogni direzione (perpendicolare-normale al contorno) ed è di modulo uguale in ogni punto, gettando pure le fondamenta dell'idrostatica moderna. Insieme a Torricelli, Pascal, Otto von Guericke (Magdeburgo 1602, Amburgo 1686, politico, giurista e fisico tedesco) e soprattutto  Robert Boyle (Lismore 1627, Londra 1691, chimico, fisico, inventore e filosofo naturalista irlandese, famoso pure per i suoi studi teologici) stabilirono le prime leggi sugli aeriformi. Pierre Varignon (Caen 1654, Parigi 1722, matematico e presbitero francese) diede il noto teorema di Varignon (la somma algebrica dei momenti di più forze piane rispetto ad un polo è uguale al momento del risultante delle forze rispetto al medesimo polo), e fondò tutta la statica sulla legge del parallelogramma delle forze (in “Proyect d'une nouvelle mechanique” del 1688), in sostanza diede la prima definizione di risultante di più forze e di momento statico, portandola quasi allo stato che oggi conosciamo. Siamo ormai prossimi all'anno fatidico 1687, anno in cui fu pubblicato il 1° volume di “Philosophiae naturalis principia mathematica” PNPM di Isaac Newton in cui sinteticamente confluirono i risultati fino ad allora maturati ed in cui furono enunciate, scoperte da Newton stesso, le 3 famose leggi della dinamica (legge d'inerzia, legge fondamentale della forza, legge di azione e reazione). Egli definì il concetto di massa in modo più fondamentale di quanto fecero Keplero e Galileo, generalizzò e definì il concetto di forza (in modo però non del tutto soddisfacente), formulò le 3 leggi del moto e fondò con la legge di gravitazione universale la meccanica celeste. Per la risoluzione dei problemi di meccanica e dei fenomeni naturali, ben impostati con i suoi principi e le sue leggi, come abbiamo scritto, fu necessaria l'invenzione di una nuova macchina matematica ossia la teoria del calcolo infinitesimale, contemporaneamente ma indipendentemente da parte di Newton e di Leibniz, il quale ultimo però rifiutò il meccanicismo newtoniano. Successivamente i tre fratelli Bernoulli, ossia Jakob B. (o Jacques Bernoulli o Giacomo Bernoulli, Basilea 1654, Basilea 1705, matematico e scienziato svizzero), Johann B. (o Jean I Bernoulli, Basilea 1667, Basilea 1748, matematico svizzero, conosciuto per i suoi contributi al calcolo infinitesimale) e Daniel B. (Groninga 1700, Basilea 1782, matematico e fisico svizzero, conosciuto soprattutto per le applicazioni della matematica alla meccanica specialmente alla fluidodinamica-idrodinamica e per l'inizio di teoria della probabilità), stabilirono in forma generale il teorema dell'energia cinetica, laddove Johann Bernoulli diede una nuova enunciazione del principio dei lavori virtuali. Mentre il teorema della quantità di moto (altro nome della legge fondamentale della forza, risultante vettor R=derivata temporale vettor Q) è dovuto a Newton, il teorema del momento della quantità di moto (o momento angolare o momento polare, ma si usi piuttosto la dizione momento della quantità di moto) è enunciato contemporaneamente da Leonardo Eulero e da Daniel Bernoulli. Eulero inoltre precisò il principio della minima azione per il punto materiale, enunciato inizialmente da Pierre Louis Maupertuis (Pierre-Louis Moreau de Maupertuis, Saint-Malo 1698, Basilea 1759, matematico, fisico, filosofo, naturalista ed astronomo francese, il quale introdusse in Francia le teorie di Newton), e da analista quale era gettò le fondamenta della futura meccanica analitica. 


Poco dopo J. B. le Rond d'Alembert (Jean-Baptiste Le Rond d'Alembert, Parigi 1717, Parigi 1783, matematico, fisico, filosofo, astronomo ed enciclopedista francese) enuncerà il principio per cui le forze perdute soddisfano le relazioni di equilibrio portando così alla relazione ed equazione simboliche della dinamica grazie alle quali un problema dinamico è ottenibile o riconducibile alla relativa formulazione statica di equilibrio (azione=reazione): sostanzialmente il principio di d'Alembert equivale alla 2° legge della dinamica nell'ipotesi che i vincoli si comportino dinamicamente come staticamente anche se le reazioni sono in genere diverse. Sappiamo che d'Alembert applicò il suo principio alla teoria della precessione degli equinozi, ed elaborò la fondamentale teoria delle corde vibranti. Alexis-Claude Clairaut (o Clairault, Parigi 1713, Parigi 1765, matematico ed astronomo francese, nonché bambino prodigio (all'età di 12 anni scrisse una memoria su 4 curve da lui inventate e l'anno successivo la lesse davanti all'Académie francaise)) studioso di geodesia diede contributi alla risoluzione del problema della forma geometrica della Terra. Infine Giuseppe Luigi Lagrange (Joseph-Louis Lagrange nato Giuseppe Luigi Lagrangia, Torino 1736, Parigi 1813, matematico ed astronomo italiano attivo per vari anni a Berlino ed a Parigi, tra i maggiori matematici del XVIII sec, con immortali contributi alla meccanica analitica in “Mécanique analytique” del 1788 delineando pure i fondamenti di meccanica razionale nella teoria detta meccanica lagrangiana, ed in campo matematico ricordato per i contributi alla teoria dei numeri, per il calcolo delle variazioni, per i risultati nel campo delle equazioni differenziali e per essere stato uno dei pionieri della teoria dei gruppi) dando compimento al metodo euleriano di ricavare le leggi meccaniche e le formulazioni dei problemi dai principi per via analitica scrisse la citata “Meccanica analitica” della quale conosciamo la teoria e le equazioni di Lagrange: opera che rappresenta una fase culminante dello sviluppo della meccanica. All'inizio dell'800 assistiamo alla fondazione da una parte della fisica matematica e dall'altra parte della meccanica applicata e di statica delle costruzioni (da molto tempo al presente detta Scienza delle costruzioni, col nome altisonante di scienza quale insegnamento base degli ingegneri strutturali), che in certo senso a monte confinano teoricamente con Meccanica razionale per gli strumenti matematici che le improntano (come noi stessi abbiamo altrove più volte mostrato in relazione al grande Mondo delle costruzioni degli Edifici (sotto la protezione del “Dio dell'Equilibrio”), ed al grande Mondo delle Macchine (sotto la protezione del “Dio del movimento”)). Con Pierre Simon de Laplace (Pierre-Simon Laplace marchese di Laplace, Beaumont-en-Auge 1749, Parigi 1827, matematico, fisico, astronomo e nobile francese, tra i principali scienziati nel periodo napoleonico e dell'École Polytechnique di Parigi, con fondamentali contributi a vari campi della matematica, dell'astronomia e della teoria della probabilità) giunse ad una fase di maturazione analitica la meccanica celeste ora solidamente fondata contenuta nei 5 volumi di “Mécanique Céleste” (“Meccanica celeste”, 1799-1825) ossia quel capolavoro che rappresenta il degno coronamento di Newton ed una fase culminante dello studio dei Cieli, anche se nel nostro libro, come ben costata il lettore, il nome di Laplace è spesso citato in campo elettrico e nel campo dei sistemi e processi ingegneristici. Possiamo considerare Simèon Denis Poisson (Pithiviers 1781, Parigi 1840, matematico, fisico, astronomo e statistico francese, e successore di Fourier), che contribuì a sviluppare e studiò la teoria del potenziale gravitazionale, uno dei primi iniziatori della fisica matematica. Karl Friedrich Gauss (Johann Friedrich Carl Gauss, Carolus Fridericus Gauss, Braunschweig 1777, Gottinga 1855, matematico, astronomo e fisico tedesco, che ha dato contributi determinanti in analisi matematica, teoria dei numeri, statistica, calcolo numerico, geometria differenziale, geodesia, geofisica, magnetismo, elettrostatica, astronomia ed ottica, spesso ritenuto il “Principe dei matematici”) studiò la teoria dell'equilibrio di masse fluide rotanti, la statica delle lamine liquide, ed enunciò il famoso principio variazionale della meccanica, ossia il principio della minima costrizione dei vincoli. Poinsot (Louis Poinsot, Clermont 1777, Parigi 1859, matematico e fisico francese, conosciuto per i suoi contributi alla dinamica dei solidi) sviluppò geometricamente la meccanica dei solidi, e di lui conosciamo il moto di un corpo rigido attorno ad un punto, di cui casi particolari sono il moto per inerzia rotatorio uniforme attorno ad un asse fisso rispetto ad un osservatore O assoluto (con l'ellissoide d'inerzia ridotto ad una sfera), ed il moto di un corpo a struttura giroscopica, il moto alla Poinsot in cui rimane costante il vettore velocità angolare ossia l'asse di rotazione (ellissoide d'inerzia di rotazione). Le relazioni fondamentali della meccanica dei sistemi continui ossia l'inizio dello studio dei corpi elastici furono date da Augustin-Louis Cauchy (Parigi 1789, Sceaux 1857, matematico ed ingegnere francese, colui che ha iniziato la rigorosa fondazione dell'analisi infinitesimale basata sul concetto di limite di una funzione e di continuità, ha dato contributi alla teoria delle funzioni di variabile complessa e alla teoria delle equazioni differenziali, nonché tra i padri dell'analisi matematica). La dimostrazione del teorema delle accelerazioni (accelerazione di Coriolis od accelerazione complementare che produce la nota forza di Coriolis) nel moto relativo fu compiuta da Gustave de Coriolis (Gaspard-Gustave de Coriolis, Parigi 1792, Parigi 1843, matematico, fisico ed ingegnere meccanico francese, legato alla macchina a vapore e protagonista della rivoluzione industriale) il quale diede pure precisione al concetto di lavoro e di energia cinetica. William Rowan Hamilton (Sir William Rowan Hamilton, Dublino 1805, Dublino 1865, matematico, fisico, astronomo e poliglotta irlandese, piccolo bambino prodigio, noto per i suoi contributi nello sviluppo dell'ottica, della meccanica e dell'algebra, ma il suo maggior contributo è dovuto allo sviluppo della meccanica newtoniana sotto forma di meccanica analitica hamiltoniana che è parte della meccanica razionale, e tale teoria si è dimostrata necessaria per lo studio di teorie di campo classiche (come l'elettromagnetismo) e per lo sviluppo della meccanica quantistica in cui è centrale l'operatore hamiltoniano H (come nella meccanica delle matrici di Heisenberg dove H è una matrice, usualmente l'operatore H=T+V è l'operatore energia totale)) enunciò il principio variazionale che porta il suo nome e diede il teorema di Cayley-Hamilton. Sia Hamilton che Carl Gustav Jacobi svilupparono e perfezionarono la parte matematica della meccanica ovvero la meccanica analitica, e di Hamilton conosciamo la formulazione analitica generale delle equazioni del moto detta sistema canonico, un sistema differenziale del 1° ordine in 2n coordinate (o variabili, ossia posizioni e momenti cinetici) ottenibile dai sistemi lagrangiani del 2° ordine in n coordinate, per sistemi materiali a n gradi di libertà. Henri Poincarè (Jules Henri Poincaré, Nancy 1854, Parigi 1912, matematico e fisico teorico francese, ma pure uomo enciclopedico ed in matematica l'ultimo universalista in tutti i settori) contribuì allo studio della meccanica celeste ed alla teoria dell'equilibrio dei fluidi in rotazione. Daniel Bernoulli gettò le fondamenta della dinamica dei fluidi perfetti, con una prima sistemazione ad opera di Eulero, ed alla quale contribuirono d'Alembert, Lagrange, Hermann Ludwig von Helmholtz (Hermann Ludwig Ferdinand von Helmholtz, Potsdam 1821, Berlino-Charlottenburg 1894, medico, fisiologo e fisico tedesco, un homo universalis e scienziato poliedrico), Gustav Robert Kirchhoff (Gustav Robert Georg Kirchhoff, Konigsberg 1824, Berlino 1887, fisico e matematico tedesco, noto per i suoi lavori in spettroscopia con Robert Bunsen, per la risoluzione completa (1882) delle equazioni di Maxwell dell'elettromagnetismo, per la sua legge sui poteri emissivi (1860) e le sue ricerche sul principio di Huygens, oltre che per i suoi lavori nel campo dell'elasticità), e William Thomson Lord Kelvin (Lord William Thomson barone Kelvin comunemente noto come Lord Kelvin, Belfast 1824, Largs 1907, fisico ed ingegnere britannico, il quale a Glasgow compì importanti lavori nell'analisi matematica dell'elettromagnetismo e della termodinamica, oltre ai tentativi di unificazione della fisica, ma conosciuto per aver sviluppato la scala Kelvin per la misura della temperatura assoluta (in °K), ed anche come inventore o co-inventore del telegrafo elettrico). In particolare riguardo Kirchhoff, oltre a dare contributi in tutti i settori delle scienze fisiche, lo ricordiamo anche perché nel 1845, ancora studente, onde esprimere la conservazione della carica Q e dell'energia E in un circuito elettrico chiuso, sviluppò le leggi per rappresentare e calcolare le correnti e le differenze di potenziale (tensioni) in un circuito elettrico, ossia le note 2 leggi di Kirchhoff delle tensioni (che qui noi indichiamo LKT) e delle correnti (che qui noi indichiamo LKC), le quali rapidamente riportiamo: LKC o legge delle correnti o legge dei nodi (la somma algebrica delle correnti nei rami-lati facenti capo allo stesso nodo è uguale a zero, e ciò vale per tutti i nodi del circuito; LKT o legge delle tensioni o legge delle maglie (la somma algebrica di tutte le tensioni lungo i lati di una maglia di un circuito è uguale a zero, e ciò vale per tutte le maglie che si possono individuare in un circuito). Partendo dalle prime esperienze effettuate da Coulomb (Charles Augustin de Coulomb, Angouleme 1736, Parigi 1806, ingegnere e fisico francese, considerato il fondatore della teoria matematica dell'elettricità e del magnetismo) che formulò la prima teoria dell'attrito per cui l'equilibrio è possibile anche quando la forza vettor F ha una componente tangenziale purché il vincolo sia scabro con un certo coefficiente d'attrito, venne fondata nella prima metà dell'800 la dinamica dei fluidi viscosi con gli studi di Poisson, Stokes (George Gabriel Stokes, Skreen 1819, Cambridge 1903, matematico e fisico irlandese, conosciuto nella dinamica dei fluidi per le equazioni di Navier-Stokes, ed in fisica matematica per il teorema di Stokes), Rayleigh (John William Strutt Rayleigh, Langford Grove 1842, Witham 1919, fisico britannico) ed Osborne Raynolds (Belfast 1842, Watchet 1912, fisico e ingegnere nordirlandese) che studiò la transizione tra moto laminare e moto turbolento. Gli studi moderni della flessibilità-flessione ed elasticità dei corpi si raggiungono coi Bernoulli ed Eulero, anche se alcune anticipazioni come tentativi di studiare l'elasticità dei corpi si possono far risalire fino a Galileo e persino a Leonardo da Vinci, mentre la formulazione della legge fondamentale dell'elasticità è di Robert Hooke (Freshwater 1635, Londra 1703, fisico, biologo, geologo ed architetto inglese, ma ricordato soprattutto per la legge che porta il nome, mancando però egli la legge di gravitazione come detto differentemente da come invece fece Newton) la quale afferma la proporzionalità tra le deformazioni elastiche e gli sforzi applicati (legge di Hooke). Invece la formulazione matematica si sviluppò ad opera di Poisson, Lamè (Gabriel Lamé, Tours 1795, Parigi 1870, matematico e fisico francese), de Saint-Venant (Adhémar-Jean-Claude Barré de Saint-Venant, Villiers-en-Bière 1797, Saint-Ouen 1886, matematico ed ingegnere francese ma ricordato per gli studi sulla resistenza dei materiali e sulla teoria dell'elasticità di cui è considerato uno dei fondatori, che particolarmente applicò la teoria dell'elasticità a scienza delle costruzioni come vedremo scrivendo di essa), Rudolf Freiedrich Alfred Clebsch (Konigsberg 1833, Gottinga 1872, matematico tedesco), Kirchhoff, Enrico Betti (Pistoia 1823, Soiana 1892, matematico italiano), Voigt (Johann Carl Wilhelm Voigt, 1752-1821, geologo tedesco), e Somigliana (Carlo Somigliana, Milano 1860, Valmorea 1955, matematico e fisico italiano). Connessa con la termodinamica, nella seconda metà dell'800 nascerà la meccanica statistica ad opera di James Clerk Maxwell (Edimburgo 1831, Cambridge 1879, matematico e fisico scozzese, di cui si ricorda soprattutto la sua teoria elettromagnetica e la teoria cinetica dei gas e la statistica di Maxwell), Josiah Willard Gibbs (New Haven 1839, New Haven 1903, ingegnere, chimico e fisico statunitense) e Ludwig Boltzmann (Ludwig Eduard Boltzmann, Vienna 1844, Duino 1906, fisico, matematico e filosofo austriaco, conosciuto per gli studi di termodinamica e meccanica statistica), con apporti di Fourier (Jean Baptiste Joseph Fourier, Auxerre 1768, Parigi 1830, matematico e fisico francese, conosciuto soprattutto per le sue famose serie e trasformata e per la sua legge sulla conduzione del calore), Sadi Carnot (Nicolas Léonard Sadi Carnot, Parigi 1796, Parigi 1832, fisico, ingegnere e matematico francese, noto per i suoi studi di termodinamica teorica, per la macchina di Carnot, il ciclo di Carnot ed il teorema di Carnot), Julius von Mayer (Julius Robert von Mayer, Heilbronn 1814, Heilbronn 1878, medico e fisico tedesco) e Rudolf Clausius (Rudolf Julius Emanuel Clausius, Koslin 1822, Bonn 1888, fisico e matematico tedesco). Verso la fine dell'800 le tecniche matematiche dell'algebra e dell'analisi vettoriale, la tecnica delle matrici ed il calcolo tensoriale entrano a costruire ed a sorreggere la formulazione matematica della meccanica teorica (e della fisica) con Gibbs, Hermann Grassmann (Hermann Gunther Grassmann, Stettino 1809, Stettino 1877, matematico e linguista tedesco), James Sylvester (James Joseph Sylvester, Londra 1814, Londra 1897, matematico britannico noto per i suoi risultati in algebra e matematica discreta, in particolare per la teoria delle matrici), e Gregorio Ricci-Curbastro (Lugo 1853, Bologna 1925, matematico italiano). Si svilupparono i metodi necessari per studiare e rendere conto della resistenza idrodinamica e della portanza aerodinamica con gli studi sulla dinamica dei fluidi di Joukowski (il teorema di Kutta-Joukowski afferma: in un campo irrotazionale con potenziale, la portanza per unità di apertura agente su un corpo in un flusso irrotazionale è il prodotto della circolazione attorno alla sezione del corpo stesso, per la densità del gas e per la velocità relativa del flusso indisturbato rispetto al corpo, oppure la portanza L è data da (1/2) per densità dell'aria per il quadrato della velocità per l'area della superficie alare e per il coefficiente di portanza), di Ludwig Prandtl (Frisinga 1875, Gottinga 1953, ingegnere e fisico tedesco, noto per i principi fondamentali dell'aerodinamica subsonica e per lo sviluppo della teoria dello strato limite), di Theodor von Karman (Budapest 1881, Aquisgrana 1963, ingegnere, fisico e matematico ungherese naturalizzato USA, ricordato per i suoi studi di aeronautica ed astronautica in particolare per flussi supersonici ed ipersonici). Grazie al nuovo calcolo tensoriale (Ricci-Curbastro e Tullio Levi Civita (Tullio Levi-Civita, Padova 1873, Roma 1941, matematico e fisico italiano, noto per l'invenzione del 1900 insieme a Curbastro del calcolo tensoriale che sarà la macchina matematica della relatività generale RG)), ed alle geometrie riemanniane, preparato il terreno dalla revisione critica dei fondamenti della meccanica ad opera di Ernst Mach (Ernst Waldfried Josef Wenzel Mach, Brno 1838, Haar 1916, fisico e filosofo austriaco) e di Poincarè, il fisico Albert Einstein (Ulma 1879, Princeton 1955, fisico, filosofo ed accademico tedesco naturalizzato svizzero e statunitense, divenuto il maggior scienziato del XX sec ed uno dei più importanti della storia la cui fama uscì dallo stretto ambito scientifico ed accademico ed il cui nome è divenuto sinonimo di genialità e di grande intelligenza; vogliamo riportare qui alcune delle più belle e note citazioni di Albert Einstein; Ultime parole famose: Attualmente non c'è la benché minima indicazione in merito a quando questa energia (l'energia nucleare) sarà ottenibile o se sarà ottenibile del tutto. Essa infatti presupporrebbe una disintegrazione dell'atomo a comando - una frantumazione dell'atomo, e fino ad oggi ci sono davvero poche evidenze che questo sarà mai possibile. Osserviamo la disintegrazione atomica solo dove è la Natura stessa a presentarla, come nel caso del radio, la cui attività dipende dalla continua decomposizione esplosiva del suo atomo. Tuttavia, possiamo soltanto stabilire la presenza di questo processo, mentre non siamo ancora in grado di riprodurlo e, alla luce dello stato attuale della Scienza, sembra quasi impossibile che potremo mai riuscirci (At present there is not the slightest indication of when this energy will be obtainable, or whether it will be obtainable at all. For it would presuppose a disintegration of the atom effected at will – a shattering of the atom. And up to the present there is scarcely a sign that this will be possible. We observe atomic disintegration only where Nature herself presents it, as in the case of radium, the activity of which depends upon the continual explosive decomposition of its atom. Nevertheless, we can only establish the presence of this process, but cannot produce it; Science in its present state makes it appear almost impossible that we shall ever succeed in so doing); C'è qualcosa come "lo stato reale" di un sistema fisico che esiste obiettivamente, indipendentemente da ogni osservazione o misurazione e che in linea di principio si descrive con i mezzi di espressione della fisica... Questa tesi sulla realtà non ha il senso di un enunciato chiaro in sé, a causa del suo carattere "metafisico". Ha soltanto il carattere di un programma (Es gibt so etwas wie den «realen Zustand» eines physikalischen Systems, was unabhangig von jeder Beobachtung oder Messung objektiv existiert und mit den Ausdrucksmitteln der Physik im Prinzip beschrieben werden kann... Diese These der Realitat hat nicht den Sinn einer an sich klaren Aussage, wegen ihrer «metaphysischen» Natur; sie hat eigentlich nur programmatischen Charakter); Ciò che veramente mi interessa è se Dio avesse potuto fare il mondo in una maniera differente, cioè se la necessità di semplicità logica lasci qualche libertà (Was mich eigentlich interessiert, ist, ob Gott die Welt hatte anders machen konnen; das heibt, ob die Forderung der logischen Einfachheit uberhaupt eine Freiheit lasst); Dostoevskij a me ha dato più di qualunque scienziato, più di Gauss! (Dostojewski gives me more than any scientist, more than Gauss!; È la teoria a decidere che cosa possiamo osservare; Finché le leggi della matematica si riferiscono alla realtà, non sono certe, e finché sono certe, non si riferiscono alla realtà (Insofern sich die Satze der Mathematik auf die Wirklichkeit beziehen, sind sie nicht sicher, und insofern sie sicher sind, beziehen sie sich nicht auf die Wirklichkeit); Ho pensato ai problemi quantistici cento volte di più che alla teoria della relatività generale; Il grande obiettivo di tutta la scienza è quello di comprendere il maggior numero di fatti empirici tramite deduzione logica dal più piccolo numero di ipotesi o assiomi; In considerazione di tale armonia nel cosmo, che io, con la mia mente umana limitata, sono in grado di riconoscere, ci sono ancora persone che dicono che Dio non esiste. Ma ciò che veramente mi fa più arrabbiare è che mi citano a sostegno di tali opinioni (In view of such harmony in the cosmos which I, with my limited human mind, am able to recognize, there are yet people who say there is no God. But what really makes me angry is that they quote me for the support of such views); L'essere umano è una parte di quel tutto che noi chiamiamo "Universo", una parte limitata nello spazio e nel tempo. L'uomo sperimenta sé stesso, i suoi pensieri e i suoi sentimenti scissi dal resto - una sorta di illusione ottica della propria coscienza. Lo sforzo per liberarsi di questa illusione è l'unico scopo di un'autentica religione. Non per alimentare l'illusione ma per cercare di superarla: questa è la strada per conseguire quella misura raggiungibile della pace della mente (A human being is a part of the whole, called by us "Universe," a part limited in time and space. He experiences himself, his thoughts and feelings as something separate from the rest - a kind of optical delusion of his consciousness. The striving to free oneself from this delusion is the one issue of true religion. Not to nourish the delusion but to try to overcome it is the way to reach the attainable measure of peace of mind; sembrerebbe di dover passare da Sento dunque sono, a Credo dunque sono, a Penso dunque sono); La consolante filosofia (o religione?) di Heisenberg e Bohr e così ben congegnata che, per il momento, offre ai suoi credenti un soffice cuscino di piume dal quale non è facile staccarli. E allora lasciamoceli riposare; La musica di Mozart è così pura e bella che la considero un riflesso del funzionamento interno dell'universo (Mozarts Musik ist so rein und schon, dass ich sie als die innere Schonheit des Universums selbst ansehe); La parola Dio per me non è nulla se non l'espressione di un prodotto della debolezza umana, la Bibbia una collezione di onorevoli, ma pur sempre puramente primitive, leggende che sono comunque piuttosto infantili. Nessuna interpretazione, per quanto sottile, può per me cambiare questo fatto. Per me la religione ebraica, così come tutte la altre religioni, è una incarnazione delle più infantili superstizioni (The word God is for me nothing more than the expression and product of human weakness, the Bible a collection of honorable, but still purely primitive, legends which are nevertheless pretty childish. No interpretation, no matter how subtle, can change this for me. For me the Jewish religion like all other religions is an incarnation of the most childish superstition); La teoria speciale della relatività deve le sue origini alle equazioni del campo magnetico di Maxwell; Massa ed energia sono manifestazioni diverse della stessa cosa; Ogni raggio di luce si muove nel sistema di coordinate 'in quiete' con una velocità costante ben definita, indipendentemente dal fatto che sia emesso da un corpo in quiete o da un corpo in movimento; Quando mi domando come mai sia stato proprio io ad elaborare la teoria della relatività, la risposta sembra essere legata a questa particolare circostanza: un normale adulto non si preoccupa dei problemi dello spaziotempo, tutte le considerazioni possibili in merito alla questione sono già state fatte nella prima infanzia, secondo la sua opinione. Io, al contrario, mi sono sviluppato così lentamente che ho cominciato a interrogarmi sullo spazio e sul tempo solo dopo essere cresciuto e di conseguenza ho studiato il problema più a fondo di quanto un normale bambino avrebbe fatto (When I ask myself how it happened that I in particular discovered the relativity theory, it seems to lie in the following circumstance. The normal adult never bothers his head about spacetime problems. Everything there is to be thought about it, in his opinion, has already be done in early childhood. I, on the contrary, developed so slowly that I only began to wonder about space and time only when I was already grown up. In consequence I probed deeper into the problem than an ordinary child would have done); Rendo onore a Lenin come uomo che ha interamente sacrificato sé stesso e dedicato tutte le proprie energie alla realizzazione della giustizia sociale. Non considero i suoi metodi funzionali, ma una cosa è certa: uomini come lui sono i guardiani e i restauratori dell'umanità (I honor Lenin as a man who completely sacrificed himself and devoted all his energy to the realization of social justice. I do not consider his methods practical, but one thing is certain: men of his type are the guardians and restorers of humanity); Sei l'unica persona (e' detto di Schrodinger) con cui mi piace avere discussioni. Quasi tutti passano dalla teoria ai fatti, e non dai fatti alla teoria. Le persone sono incapaci di uscire dall'insieme dei concetti ammessi e continuano a girarci intorno in modo grottesco (You are the only person with whom I am actually willing to come to terms. Almost all the other fellow do not look from the facts to the theory but from the theory to the facts; they cannot extricate themselves from a once accepted conceptual net, but only flop about in it in a grotesque way); [Gli atei fanatici] sono come schiavi che ancora sentono il peso delle catene dalle quali si sono liberati dopo una lunga lotta. Essi sono creature che - nel loro rancore contro il tradizionale "oppio dei popoli" - non sopportano la musica delle sfere (They [fanatical atheists] are like slaves who are still feeling the weight of their chains which they have thrown off after hard struggle. They are creatures who - in their grudge against the traditional "opium for the people" - cannot bear the music of the spheres); Sono sicuro che è più facile imparare la matematica che non il baseball; Sono sicuro che lei imparerebbe la matematica prima che io possa imparare il baseball (...I'm sure you'd learn mathematics faster I'd learn baseball); Tutte le religioni, le arti e le scienze sono rami dello stesso albero (All religions, arts and sciences are branches of the same tree); Pensieri di un uomo curioso: Conosco ormai l'incostanza di tutti i rapporti umani e ho imparato a isolarmi dal freddo e dal caldo in modo da garantirmi comunque un buon equilibrio termico; Personalmente ho provato il piacere più grande a contatto con le opere d'arte. Mi danno una felicità che non riesco a trovare altrove; 


Se verrà dimostrato che la mia teoria della relatività è valida, la Germania dirà che sono tedesco e la Francia che sono cittadino del mondo. Se la mia teoria dovesse essere sbagliata, la Francia dirà che sono un tedesco e la Germania che sono un ebreo; Per punirmi del mio disprezzo per l'autorità, il destino ha fatto di me un'autorità; Non mi preoccupo mai del futuro, arriva sempre abbastanza presto; Non ho particolari talenti, sono soltanto appassionatamente curioso; Se tornassi giovane e dovessi decidere come guadagnarmi la vita, non cercherei di diventare uno scienziato, uno studioso o un insegnante. Sceglierei piuttosto di fare l'idraulico o lo straccivendolo, nella speranza di trovare un minimo di indipendenza, quel poco che nelle attuali circostanze è ancora possibile; Dio mi ha dato la cocciutaggine di un mulo e il fiuto di un buon segugio; Quando rifletto su di me e sui miei metodi intellettuali, mi sembra quasi che il dono della fantasia mi sia servito più della capacità di impadronirmi della conoscenza assoluta; Niels Bohr con Albert Einstein: Poche volte una persona mi ha dato tanta gioia con la sua sola presenza com'è stato il Suo caso; Bohr è stato qui e sono innamorato di lui quanto te. È come un fanciullo sensibilissimo che si muove in questo mondo in una specie di trance; È veramente un genio... Ho una fiducia totale nel suo modo di pensare; Esprime le sue opinioni come se brancolasse perennemente nel buio, e mai come chi crede di essere in possesso della verità definitiva; Non credo che la signorina Curie sia assetata di potere o di alcunché. È una persona senza pretese e onesta che ha avuto più responsabilità e fatiche del dovuto. Ha un'intelligenza scintillante ma nonostante la sua natura passionale non è tanto carina da rappresentare un pericolo per chicchessia; La signora Curie è molto intelligente ma fredda come un'aringa, intendendo con ciò che è assolutamente priva di sentimenti di gioia e di tristezza. Forse l'unico modo in cui esprime i propri sentimenti è quando si scaglia contro le cose che non le piacciono (sappiamo che i sentimenti si generano quando un cervello è composto di molti miliardi di neuroni ognuno con molte migliaia di dendriti e non si stabilisce un collegamento funzionale deterministico tra i vettori sensoriali d'ingresso (di segnali esterni ed interni) ed il vettore attuatore d'uscita, ma integrando una miriade di tali funzioni verso la direzione d'uscita da dare l'impressioni di istinto ed irrazionalità); Su Sigmund Freud: Il vecchio aveva... una visione acutissima: non si lasciava cullare dalle illusioni se non da una fiducia eccessiva nelle proprie idee; Credo che Gandhi abbia avuto la visione più illuminata di tutti i politici del nostro tempo. Dovremmo sforzarci di operare nel suo spirito; di non usare la violenza nel combattere per la nostra causa e di rifiutarci di partecipare a qualsiasi iniziativa che noi crediamo sia volta al male; Gandhi, il più grande genio politico del nostro tempo... ha dimostrato di quali sacrifici è capace l'uomo quando abbia trovato la via giusta; Il fenomeno Gandhi è il risultato di una straordinaria forza intellettuale e morale, unita a grande abilità politica e a circostanze eccezionali; Su Johann Wolfgang von Goethe: Sento in lui un certo atteggiamento di condiscendenza nei confronti del lettore, una certa mancanza di quell'umile dedizione che, soprattutto, nei grandi uomini, ci è di tanto conforto; Su Heike Kamerlingh Onnes; Si è conclusa una vita che rimarrà sempre modello per le future generazioni... Non ho conosciuto nessun altro per cui il dovere e la gioia erano la stessa e identica cosa. È questa la ragione della sua vita armoniosa; La cosa più importante della filosofia di Kant, mi sembra, sono le sue categorie a priori che servono anche per costruire la scienza; Al di fuori della Russia Lenin e Engels non sono ovviamente dei pensatori scientifici apprezzati e non potrebbe interessare a nessuno confutarli come tali. Può darsi che lo stesso sia in Russia, ma lì nessuno si azzarda a dirlo; Lorentz è una meraviglia di intelligenza e ha un tatto squisito. Un'opera d'arte vivente! A mio avviso era il più intelligente tra i teorici presenti [al Congresso Solvay di Bruxelles]; 


La mia sensazione di inferiorità intellettuale nei Suoi confronti non riesce a rovinare la grande delizia delle nostre conversazioni, soprattutto perché la Sua benevolenza paterna verso tutti noi ci trattiene dal piombare nello sconforto; La gente non si rende conto di quale grande influenza abbia avuto Lorentz sullo sviluppo della fisica. Non possiamo immaginare come sarebbe andata se egli non avesse dato tanti contributi impareggiabili; Era così forte in lui il piacere immediato di vedere e capire - l'amor dei intellectualis di Spinoza - che fino in tarda età ha guardato il mondo con gli occhi curiosi di un bambino, continuando a trovare gioia e appagamento nel capire i nessi tra le cose; Mach era un ottimo studioso della meccanica, ma un pessimo filosofo; Penso sempre a Michelson come all'artista della scienza. Sembrava trarre la massima gioia dalla bellezza dell'esperimento in sé e dall'eleganza del metodo utilizzato; Su Isaac Newton: Le sue idee lungimiranti e grandiose conserveranno per tutti i tempi il loro significato unico, su di esse si basa l'intero edificio dei nostri concetti nell'ambito delle scienze della natura; Per me, i più grandi geni sono stati Galileo e Newton. In un certo senso mi sembrano formare un'unità nella quale è stato Newton a compiere l'impresa più prodigiosa in campo scientifico; Su Isaac Newton: Nella stessa persona erano riuniti lo sperimentatore, il teorico, l'artigiano e, in misura non minore, il maestro nell'arte di esporre; Come sarebbe diverso, e come sarebbe meglio per l'umanità se ci fosse più gente come lui... Sembra che in ogni tempo e su ogni continente le personalità più eccelse siano costrette a stare in disparte, incapaci di influenzare gli avvenimenti del mondo; Su Max Planck: Era una delle persone migliori che io abbia mai conosciuto [...] ma non capiva proprio niente di fisica perché durante l'eclissi del 1919, è rimasto in piedi tutta la notte per vedere se sarebbe stata confermata la curvatura della luce dovuta al campo gravitazione. Se avesse capito davvero [la teoria della relatività], avrebbe fatto come me e sarebbe andato a letto; In qualsiasi momento quest'uomo ci avesse lasciato, avremmo provato un senso di perdita irreparabile [...]. Possa egli avere un'influenza duratura sul cuore e sulla mente degli uomini!; La lucidità, la convinzione e l'imparzialità che nei Suoi libri Lei applica alle questioni logiche, filosofiche e umane non hanno parallelo nella nostra generazione; Sulle polemiche seguite al conferimento di un incarico accademico a Bertrand Russell alla City University di New York: I grandi spiriti hanno sempre incontrato la violenta ostinazione delle menti mediocri. La mente mediocre è incapace di comprendere chi, rifiutando di inchinarsi ciecamente ai pregiudizi convenzionali, scelga invece di esprimere le proprie opinioni con coraggio e onestà; Su Albert Schweitzer: È l'unico occidentale che abbia avuto sull'attuale generazione un'influenza morale paragonabile a quella di Gandhi. Come nel caso di Gandhi, la portata della sua influenza è dovuta soprattutto all'opera esemplare alla quale ha dedicato la vita; Spinoza è una delle personalità più profonde e pure che la nostra stirpe ebraica abbia mai prodotto; Rimane per molti versi il primo profeta del nostro tempo [...]. Non c'è oggi nessuno che abbia il profondo discernimento e la forza morale di Tolstoj; Su Chaim Weizmann: L'eletto del popolo eletto; [Il sionismo] è un nazionalismo il cui obiettivo non è il potere ma la dignità; La maggior parte degli insegnanti perde tempo a fare domande che mirano a scoprire ciò che l'alunno non sa, mentre la vera arte del fare domande mira a scoprire ciò che l'alunno sa o che è capace di sapere; È per me una grande gioia avere un figlio che ha ereditato il tratto principale del mio carattere: la capacità di elevarsi al di sopra della mera esistenza e di sacrificarsi a lungo per uno scopo che la trascende. Questo è il modo migliore, anzi l'unico attraverso il quale riusciamo a renderci indipendenti dalla nostra sorte individuale e dagli altri esseri umani; La Germania ha avuto la sventura di venir avvelenata prima dalla ricchezza e poi dalla povertà; Mi sento talmente parte di tutto ciò che vive che non m'importano per niente l'inizio e la fine dell'esistenza concreta di una singola persona in questo flusso eterno; La nostra morte non è una fine se possiamo vivere nei nostri figli e nella giovane generazione. Perché essi sono noi: i nostri corpi non sono che le foglie appassite sull'albero della vita (l'Albero della Vita dev'essere un albero molto antico (la specie più antica di albero storico può possedere anche 200-300 milioni di anni), ma per curiosità tra gli alberi attualmente vivi il più antico dovrebbe essere l'albero di pino Matusalemme presente in Ancient Bristlecone Pine Forest sulle White Mountains in USA con un'età di circa 4852 anni (aveva un'età di oltre 2000 anni alla nascita di Roma, più di 2800 anni alla nascita dell'Impero Romano, circa 4323 anni quando Cristoforo Colombo sbarcò in America), laddove l'ulivo più antico dovrebbe crescere sull'isola di Creata e vanterebbe un'età grossolanamente di 1 migliaio di anni minore di Matusalemme, mentre l'albero più alto arriverebbe a toccare i 115.8 metri ed è una sequoia che vive in California, l'albero più grande e voluminoso dovrebbe essere una sequoia gigante denominata il Generale Sherman (con quasi 1500 metri cubi di volume ed alta 82 metri), l'albero con la circonferenza maggiore del tronco singolo di ben 36 metri vivrebbe a Tule in Messico, l'albero invece che vive alla maggior altitudine di circa 5 mila metri si trova sulle Ande, e quello più maestoso con diametro di circa 100 metri si trova in Brasile); A chi è piegato dall'età, la morte verrà come un sollievo. Lo sento molto fortemente ora che sono arrivato io stesso alla vecchiaia, e a considerare la morte come un vecchio debito che è giunto il momento di pagare. Ma istintivamente, facciamo di tutto per ritardare quest'ultimo adempimento. 


Così la natura si diverte a giocare con noi; [Ogni tentativo di liberare le grandi forze della materia] è un po' come sparare agli uccelli di notte in un posto dove gli uccelli sono rarissimi; Non è degno di una grande nazione stare a guardare mentre piccoli paesi dalla grande cultura vengono distrutti con cinico disprezzo; La forza organizzata si può combattere soltanto con la forza organizzata. Per quanto ciò mi dispiaccia moltissimo, non c'è altro modo; Finché ci saranno gli uomini, ci saranno le guerre; Se ha successo [il tentativo di produrre una bomba all'idrogeno] l'avvelenamento radioattivo dell'atmosfera e quindi la distruzione di qualsiasi vita sulla terra rientrerà nell'ambito di ciò che è tecnicamente fattibile; Dal mio punto di vista, uccidere in guerra non è affatto meglio che commettere un banale assassinio; Ho fatto un errore, nella vita, quando ho firmato quella lettera [Lettera Einstein-Szilárd] al presidente Roosevelt chiedendo che venisse costruita la bomba atomica. Ma forse mi si potrà perdonare: infatti tutti noi eravamo convinti che fosse altamente probabile che i tedeschi riuscissero a costruirla, e a usarla per diventare la razza padrona; Chi ha cari i valori della cultura non può non essere pacifista; Il mio pacifismo è un sentimento istintivo, un sentimento che mi abita perché l'omicidio è ripugnante. Non nasce da una teoria intellettualistica, ma da un profondo orrore per ogni forma di odio e di crudeltà; Non sono mai stato comunista, ma se lo fossi stato non me ne vergognerei; Bisogna spartire il proprio tempo tra la politica e le equazioni. Ma per me, le nostre equazioni sono molto più importanti; Tutto è determinato [...] da forze sulle quali non abbiamo alcun controllo. Lo è per l'insetto come per le stelle. Esseri umani, vegetali o polvere cosmica, tutti danziamo al ritmo di una musica misteriosa, suonata in lontananza da un pifferaio invisibile; Credo nel Dio di Spinoza che si rivela nell'armonia di tutto ciò che esiste, ma non in un Dio che si occupa del destino e delle azioni degli esseri umani; Esiterei a dire che saranno la filosofia e la ragione a guidare le azioni umane in un futuro prevedibile, comunque rimarranno, come sempre un bellissimo santuario per gli eletti; Leggo spesso la Bibbia, ma il suo testo originale mi è rimasto inaccessibile; Non cerco di immaginare un Dio, mi basta guardare con stupore e ammirazione la struttura del mondo, per quanto essa si lascia cogliere dai nostri sensi inadeguati; Senza un contatto con la scienza l'epistemologia diventa uno schema vuoto. La scienza senza epistemologia, se pure la si può concepire, è primitiva e confusa; Non è come se tutta la filosofia fosse scritta con il miele? A prima vista, sembra chiara, ma quando la si guarda di nuovo, è scomparsa e resta solo la pappa; La mia religione consiste in una umile ammirazione dello spirito superiore e infinito, il quale si rivela nei dettagli minuti che riusciamo a percepire con le nostre menti fragili e deboli. Ecco la mia idea di Dio, la convinzione profondamente emotiva della presenza di una razionalità suprema che si rivela nell'universo incomprensibile; Più la teoria dei quanti ha successo e più sembra una sciocchezza; In tal caso mi spiacerebbe proprio per il buon Dio: la teoria è giusta!; Il Signore è sottile, ma non malizioso (Raffiniert ist der Herr Gott, aber boshaft ist Er nicht); La natura nasconde i propri segreti perché è sublime, non perché è imbrogliona; Ero seduto nell'Ufficio brevetti a Berna quando all'improvviso mi ritrovai a pensare: se una persona cade liberamente, non avverte il proprio peso. Sobbalzai. Questo pensiero semplice mi colpì profondamente e mi spinse verso una teoria della gravitazione; Lo scienziato trova la sua ricompensa in ciò che Henri Poincaré chiama la gioia della comprensione, e non nelle possibilità applicative delle sue scoperte; Ho imparato una cosa nella mia lunga vita, e cioè che rispetto alla realtà tutta la nostra scienza è primitiva e infantile, eppure è la cosa più preziosa che abbiamo; I bambini non danno retta all'esperienza dei genitori e le nazioni ignorano la storia. Le brutte lezioni vanno sempre imparate da capo; Non si può insegnare a un gatto a non cacciare gli uccellini; La paura o la stupidità sono sempre state alla base della maggior parte delle azioni umane; Se non c'è un prezzo da pagare, allora non ha valore; Soltanto una vita vissuta per gli altri è una vita che vale la pena vivere; Una vita che miri principalmente a soddisfare i desideri personali conduce prima o poi a un'amara delusione; L'amore porta molta felicità, molto più di quanto struggersi per qualcuno porti dolore; Sono convinto che alcune attività politiche e sociali delle organizzazioni cattoliche siano pregiudizievoli e perfino pericolose per la comunità nel suo insieme, qui e ovunque. Citerò soltanto la lotta contro il controllo delle nascite in un'epoca in cui la sovrappopolazione è diventata in vari paesi una seria minaccia alla salute della gente e un grave ostacolo a ogni tentativo di organizzare la pace sul pianeta; Non fate mai nulla contro la vostra coscienza, anche se è lo Stato a chiedervelo; La cosa importante è di non smettere mai di interrogarsi. La curiosità esiste per ragioni proprie. Non si può fare a meno di provare riverenza quando si osservano i misteri dell'eternità, della vita, la meravigliosa struttura della realtà. Basta cercare ogni giorno di capire un po' il mistero. Non perdere mai una sacra curiosità; La curiosità è una piantina delicata che, a parte gli stimoli, ha bisogno soprattutto di libertà; Quando le donne stanno a casa, si attaccano ai loro mobili [...] continuano a spostarli e a risistemarli. Quando viaggio con una donna, sono l'unico mobile di cui dispone e per tutto il giorno non riesce a impedirsi di spostarmi e di sistemarmi qualcosa; Mi fa orrore quando una bella intelligenza è abbinata a una personalità ripugnante; Tutte le grandi conquiste scientifiche nascono dalla conoscenza intuitiva, vale a dire da assiomi a partire dai quali si fanno delle deduzioni [...]. L'intuizione è la condizione necessaria per la scoperta di questi assiomi; Ho sempre amato la solitudine, una caratteristica che tende ad accentuarsi con l'età; La vecchiaia ha i suoi momenti belli; Il matrimonio è il tentativo fallimentare di trasformare un caso in qualcosa di duraturo; Il matrimonio non è altro che una schiavitù travestita da civiltà; Il matrimonio fa sì che due persone si trattino come oggetti di proprietà e non più come esseri umani liberi; Sul proibizionismo: Non bevo, quindi per me fa lo stesso; Ho sempre mangiato la carne con un pizzico di cattiva coscienza; È difficile sapere cosa sia la verità, ma a volte è molto facile riconoscere una falsità; Persino Chaplin mi guarda come se fossi una specie di creatura esotica e non sapesse che fare con me. Nella mia stanza si è comportato come se l'avessero portato in un tempio (Even Chaplin looks at me like I'm some kind of exotic creature and doesn't know what to make of me. In my room he acted as if he were being brought into a temple); Kant è una specie di autostrada con tante, tante pietre miliari. 


Poi arrivano tutti i cagnolini e ognuno deposita il suo contributo alle pietre miliari; La sfortuna si adatta incommensurabilmente bene al genere umano: meglio del successo (Misfortune suits minkind immeasurably better than success); Le persone sono come le biciclette: riescono a mantenere l'equilibrio solo se continuano a muoversi (People are like bicycles. They can keep their balance only as long as they keep moving); L'uomo è nato per odiare in misura quasi maggiore d'amare: e l'odio non si stanca di afferrare qualsiasi situazione disponibile (Man is born to hate in almost higher measure than to love, and hate does not tire in taking grasp of any aviable situation); Benché sia stato impedito da circostanze esterne ad osservare una dieta strettamente vegetariana, sono stato a lungo un aderente alla causa in linea di principio. Oltre a concordare con gli obiettivi del vegetarianismo per ragioni estetiche e morali, è mia opinione che uno stile di vita vegetariano, per il suo effetto puramente fisico sul temperamento umano, avrebbe la più benefica influenza sulle sorti dell'umanità (Although I have been prevented by outward circumstances from observing a strictly vegetarian diet, I have long been an adherent to the cause in principle. Besides agreeing with the aims of vegetarianism for aesthetic and moral reasons, it is my view that a vegetarian manner of living by its purely physical effect on the human temperament would most beneficially influence the lot of mankind); Dunque sto vivendo senza grassi, senza carne, senza pesce, ma in questo modo mi sento proprio bene. A me pare sempre che l'uomo non sia nato per essere un carnivoro; Citato in Walter Isaacson: Il primo articolo [Un punto di vista euristico...] ha per oggetto la radiazione e le proprietà energetiche della luce ed è decisamente rivoluzionario; Le cose veramente originali si inventano soltanto quando si è giovani, poi si diventa più esperti, più famosi... e più stupidi; Riferito alla meccanica quantistica: Quest'orgia impregnata di epistemologia dovrebbe esaurirsi. Ma senza dubbio sorridi di me e pensi che, dopotutto, molte giovani mignotte diventano vecchie bigotte, e che più di un giovane rivoluzionario diventa un vecchio reazionario; 


Il tuo gatto [paradosso del gatto di Schrodinger] dimostra che siamo in completo accordo sulla tua valutazione del carattere della teoria attuale. Una funzione psi che contiene tanto il gatto vivo quanto il gatto morto non può certo essere considerata una descrizione di uno stato di cose reale; I fisici contemporanei in qualche modo credono che la teoria quantistica fornisca una descrizione della realtà, e per di più una descrizione completa. Questa interpretazione è, però, confutata nel modo più elegante dal tuo sistema di atomo radioattivo + contatore Geiger + amplificatore + carica esplosiva + gatto in una scatola, in cui la funzione psi del sistema contiene il gatto sia vivo che fatto a pezzi; Breve è questa esistenza, come una visita fugace in una casa sconosciuta. La via da seguire è scarsamente rischiarata dal lume tremolante della coscienza; La cosa strana dell'invecchiare è che l'intima identificazione con il qui e ora si va lentamente perdendo. Ci si sente trasposti nell'infinito, più o meno soli; Il nazionalismo è una malattia infantile, il morbillo del genere umano; Nessuno può leggere i Vangeli senza avvertire la presenza reale di Gesù. La sua personalità pulsa in ogni parola. Nessun mito è così pieno di vita; [“Lei crede in Dio?”] Non sono un ateo. Il problema è troppo vasto per le nostre menti limitate. Siamo nella posizione di un bimbetto che entra in un'immensa biblioteca piena di libri scritti in molte lingue. Il bambino sa che qualcuno deve aver scritto quei libri. Ma non sa come. Non capisce le lingue in cui sono scritti. Intuisce indistintamente un ordine misterioso nella disposizione dei libri, ma non sa quale sia. Questo, mi sembra, è l'atteggiamento anche del più intelligente degli esseri umani verso Dio. Vediamo un universo meravigliosamente organizzato che obbedisce a certe leggi, ma comprendiamo solo indistintamente queste leggi; Sono un determinista. Non credo nel libero arbitrio. Gli ebrei credono nel libero arbitrio. Credono che l'uomo decida della propria vita. Io respingo questa dottrina. Per questo aspetto non sono ebreo; Sono affascinato dal panteismo di Spinoza, ma ammiro ancor di più il suo contributo al pensiero moderno perché è il primo filosofo ad aver trattato corpo e anima come un tutt'uno, e non come due cose separate; L'immaginazione è più importante della conoscenza. La conoscenza è limitata; l'immaginazione racchiude il mondo; Attribuite: Ci sono solo due modi di vivere la propria vita: uno come se niente fosse un miracolo; l'altro come se tutto fosse un miracolo (There are only two ways to live your life. One is as though nothing is a miracle. The other is as though everything is); Descrivere ogni cosa in modo scientifico sarebbe possibile, ma assurdo. Non avrebbe senso, sarebbe come descrivere una sinfonia di Beethoven in base alla variazione della pressione dell'onda. Come si può mettere la Nona di Beethoven in un diagramma cartesiano? Ci sono delle realtà che non sono quantificabili. L'universo non è i miei numeri: è pervaso tutto dal mistero. Chi non ha il senso del mistero è un uomo mezzo morto; I problemi non possono essere risolti con lo stesso livello di consapevolezza che li ha creati (The significant problems we face cannot be solved at the same level of thinking we were at when we created them); Non m'è riuscito di leggerlo: il cervello umano non è complesso fino a questo punto (pronunciato da Einstein restituendo a Thomas Mann un libro di Franz Kafka che gli era stato prestato); Quando un uomo siede due ore in compagnia di una bella ragazza, sembra sia passato un minuto. Ma fatelo sedere su una stufa per un minuto e gli sembrerà che siano passate due ore. Questa è la relatività (When you sit with a nice girl for two hours you think it's only a minute, but when you sit on a hot stove for a minute you think it's two hours. That's relativity); Se non posso disegnarlo, non posso capirlo (If I cannot picture it, I cannot understand it); Se non sai spiegarlo a un bambino di sei anni, non l'hai capito neanche tu (If you can't explain something to a six-year-old, you really don't understand it yourself (spesso attribuita a Richard Feynman, forse basata su una citazione simile su come spiegare la scienza ad un barista di Ernest Rutherford); Solo due cose sono infinite, l'universo e la stupidità umana, e non sono sicuro della prima (Two things are infinite, as far as we know - the universe and human stupidity (1947); Two things are infinite: the universe and human stupidity (1969); Two things are infinite, the universe and human stupidity, and I am not yet completely sure about the universe (1969) attribuita da Perls ad Einstein); Tutto dev'essere reso quanto più semplice possibile. Ma non più semplice di così (Everything should be made as simple as possible, but no simpler); Uno stomaco vuoto non è un buon consigliere politico (An empty stomach is not a good political advisor); ma ne esistono molte altre e tante sono erroneamente attribuite ad Einstein), Einstein dicevamo, nel 1905 elaborò la teoria della relatività ristretta RR, e nel 1916 la teoria della relatività generale RG ossia (data l'equivalenza accelerazione costante a=-g accelerazione gravitazionale) una teoria geometrica della gravitazione universale. L'altra rivoluzione in meccanica e fisica, ovvero la teoria dei quanti, s'inizia nel 1900 con Max Karl Planck (Max Planck nato Marx Karl Ernst Ludwig Planck, Kiel 1858, Gottingen 1947, fisico tedesco, notoriamente iniziatore della fisica quantistica) e Niels Bohr (Niels Henrik David Bohr, Copenaghen 1885, Copenaghen 1962, fisico danese noto per l'elaborazione della struttura atomica) sulla quale scriveremo più in là. 


Poi la meccanica razionale, da tempo divenuta una scienza ben fondata, approfondisce le sue teorie ed amplia il suo dominio tramite le teorie matematiche più avanzate (e ricorrendo pure all'uso di programmi automatici su calcolatori elettronici per la risoluzione numerica delle equazioni e per la simulazione dei sistemi). Studia quindi i nuclei atomici e le particelle elementari, le oscillazioni non lineari, ma pure le stringhe e la supergravità, il moto dei missili a massa variabile, i corpi plastici superato il limite di elasticità, il moto dei fluidi in condizioni supersoniche o transoniche, ed i sistemi non lineari. Dopo questa rapida esposizione della storia della meccanica, ritorniamo ad Eulero ed alle sue ricerche, il quale dimostrò che l'unità negativa ha per logaritmo un numero puramente immaginario, mentre i numeri negativi hanno logaritmi dati da numeri complessi, laddove tutti i numeri (positivi e negativi) hanno non solo un logaritmo bensì infiniti logaritmi con la medesima parte reale (o determinazione fondamentale) e con infiniti coefficienti della parte immaginaria tutti multipli di π. La teoria delle funzioni analitiche, creata essenzialmente da Cauchy, Riemann e Weierstrass, è una parte fondamentale della matematica. E' inoltre ricca di applicazioni ad altre scienze: in particolare è utilizzata in idrodinamica, in aerodinamica, nella teoria dell'elasticità, dell'elettrostatica, della magnetostatica, dell'elettromagnetismo, della diffusione, in teoria dei controlli automatici, ecc. La teoria delle funzioni analitiche ha inizio, nell'indirizzo di Cauchy-Riemann, con l'estensione del concetto di derivata dal campo reale al campo complesso della funzione w=f(z)=f(P)=f(x,y), dove z=x+iy (in molti campi applicativi si scrive z=x+jy, ma in matematica usualmente l'unità immaginaria si indica con i). Una funzione f(z) dotata di derivata complessa in tutto il suo campo di definizione si dice funzione analitica. La condizione di analiticità di una funzione analitica, rispetto alla totalità delle funzioni di 2 variabili f(x,y) è data dalla seguente equazione differenziale alla derivate parziali (della quale tutte le funzioni analitiche sono soluzioni), ossia equazione differenziale e condizioni di Cauchy-Riemann fy(x,y)=ifx(x,y) dove fy e fx (f pedice y o x) sono le derivate parziali di f rispetto a y e x rispettivamente (ossia la derivata parziale di f(x,y) fatta rispetto a y è uguale a i volte la derivata parziale di f(x,y) fatta rispetto a x), oppure con f(z)=u(x,y)+iv(x,y) allora la condizione di analiticità sarà ux=vy, vx=-uy (dove ux significa derivata parziale di u(x,y) fatta rispetto a x, e così via). La somma f(z) di una serie di potenze è indefinitamente derivabile nel cerchio di convergenza. La classe delle funzioni analitiche coincide con la classe delle funzioni sviluppabili in serie di Taylor, in un intorno di ogni punto del loro campo di esistenza. Se nelle serie di potenze f(x), a coefficienti reali o complessi, sostituiamo la variabile indipendente x con la variabile indipendente z, otteniamo una serie di potenze di z, e la funzione analitica f(z) si dice ottenuta per prolungamento dal campo reale R al campo complesso C. D'Alembert aveva dedicato molto tempo e grandi sforzi nel tentativo di dimostrare il teorema congetturato da Girard (oggi noto come il teorema fondamentale dell'algebra, ma in Francia, a riconoscimento del suo duro e zelante lavoro, detto ancora teorema di d'Alembert): ossia  che ogni equazione algebrica f(x)=0, a coefficienti complessi e di grado in x maggior-uguale 1, ha almeno una radice complessa. Se concepiamo la soluzione di un'equazione algebrica come generalizzazione implicita di operazioni algebriche esplicite (dove un numero, coefficiente complesso, viene moltiplicato per un altro numero (incognito, ma esistente) elevato alla potenza n, e poi sommato o sottratto ad un altro numero, coefficiente complesso moltiplicato per lo stesso numero incognito elevato alla potenza n-1, ecc., ecc.) possiamo dire che d'Alembert aveva in mente di dimostrare che il risultato di qualsiasi operazione algebrica su un numero complesso, è a sua volta un numero complesso. Eulero aveva mostrato che il sistema o classe dei numeri complessi è un sistema ed una classe chiusi rispetto alle operazioni trascendenti, mentre d'Alembert aveva intuito che la classe dei complessi è chiusa rispetto alle operazioni algebriche. D'Alembert aveva sollevato obiezioni contro l'assunzione euleriana che i differenziali fossero simboli di quantità, “quantitativamente uguali a 0” ma “qualitativamente distinti da 0” (ciò sembra frutto della filosofia di Eulero). Eulero aveva sempre evitato le sottigliezze metafisiche, potendoselo permettere finchè operata con funzioni che non presentavano comportamenti stani. D'Alembert riteneva invece che la “vera metafisica” del calcolo infinitesimale risiedesse nel concetto di limite, idea che verrà debitamente sviluppata in seguito da Cauchy. Nell'articolo scritto per l'Enciclopèdie, alla voce “Differenziale” d'Alembert affermava “che la differenziazione (derivazione) delle equazioni consiste semplicemente nel trovare i limiti del rapporto delle differenze finite di due variabili che compaiono nell'equazione”. Contro la concezione di Leibniz, Newton ed Eulero, d'Alembert sosteneva che una quantità o è qualcosa o non è nulla, ed il dx non può non essere né una quantità finita né 0, e supporre l'esistenza di una grandezza intermedia tra una quantità che esiste e 0 è “una pura chimera”. D'Alembert riteneva invece che la nozione di differenziale fosse un modo conveniente di parlare e di scrivere, che trovava la sua giustificazione e legittimazione nel concetto esatto di limite. In quell'articolo, d'Alembert, facendo riferimento al De quadratura curvarum di Newton, interpretava l'espressione “prima ed ultima ragione” come limite di un rapporto, invece che come un rapporto o frazione di due quantità “che hanno appena cominciato ad esistere, o stanno per terminare la loro esistenza” (come se un rapporto iniziale finito tra due quantità, potesse, mutando via via le quantità andare esattamente a 0 senza mettere direttamente a 0 una delle quantità, seppure in quest'ultimo caso viene meno tutto il ragionamento). Sempre su l'Encyclopèdie, nell'articolo “Limite”, d'Alembert chiamava una quantità (costante) il limite di una seconda quantità (variabile), se questa seconda quantità si avvicina alla prima così tanto che la differenza può essere resa inferiore a qualunque quantità assegnata, senza tuttavia coincidere con essa. Questa è una definizione di limite, ma ancora così imperfetta, tanto imprecisa e logicamente non corretta, da non poter venir accettata dai matematici dell'800, quando poi verrà sostituita da quella più coerente di Cauchy, mentre è soprattutto per la sua mancanza di chiarezza che, fino alla fine del'800, i manuali di analisi faranno ancora ricorso alla definizione di Leibniz e di Eulero, non certo però più precise della sua (sappiamo che per una definizione almeno accettabile di limite bisogna introdurre nella definizione stessa almeno due variabili ausiliarie dando ad esempio la definizione epsilon-delta). D'Alembert, avendo bandito l'infinito e l'infinitesimale come quantità esistenti ma diverse dalle finite e da 0, definiva l'infinitamente grande come limite. Ossia affermava che una linea era infinita rispetto ad un'altra linea se il rapporto tra la 1° e la 2° era maggiore di qualsiasi quantità data, e così per gli infiniti di ordine superiore. Egli negava l'esistenza dell'infinito attuale, e parlando di quantità infinitamente grandi pensava forse più a grandezze geometriche che non alla teoria degli insiemi e delle classi elaborata però un secolo dopo. Nello studio delle corde vibranti giunse alla prima formulazione dell'equazione differenziale del 2° ordine alle derivate parziali di cui abbiamo scritto, per cui la derivata parziale seconda di una funzione, fatta rispetto al tempo due volte, è proporzionale alla derivata parziale seconda della medesima funzione, fatta rispetto allo spazio due volte, per la quale nel 1747 diede negli Atti dell'Accademia di Berlino, la soluzione u=f(x+t)+g(x-t), dove f e g sono funzioni arbitrarie (sono due funzioni d'onda o forme d'onda che si propagano una verso +t e l'altra verso -t, ma solo il fenomeno ondulatorio f-g si propaga perché la corda e la materia di cui è fatta rimangono sempre al loro posto a parte le vibrazioni “infinitesime”). Nella dinamica dei sistemi deformabili continui, soggetti a sollecitazione continua, il caso dei fili (sistema monodimensionale perfettamente flessibile) e delle verghe (sistema monodimensionale non flessibile), rappresentato geometricamente da archi di linee, è più semplice rispetto alla dinamica delle membrane (equivalente bidimensionale flessibile del filo) e delle lastre (equivalente bidimensionale rigido delle verghe) che sono entrambe rappresentate da porzioni di superfici, passando poi alla dinamica dei corpi deformabili continui, dei corpi elastici ed alla dinamica dei fluidi. Il problema del calcolo del movimento è ricondotto all'integrazione di equazioni differenziali alle derivate parziali rispetto alle coordinate spaziali (od alla coordinata se monodimensionale) ed alla coordinata temporale. Tale circostanza può prevedersi pensando ai sistemi deformabili continui come limite per n tendente ad infinito di sistemi aventi n gradi di libertà, e ricordando che per questi ultimi il calcolo del movimento dipende dall'integrazione di n equazioni differenziali ordinarie rispetto al tempo. Le equazioni della dinamica dei fili si ottengono, per il principio di d'Alembert, sostituendo nelle equazioni indefinite della statica dei fili soggetti a sollecitazione continua, al posto della forza per unità di lunghezza, la forza perduta per unità di lunghezza. Un caso particolare, ma notevole, è quello di un filo inestensibile omogeneo non soggetto ad alcuna forza distribuita lungo di esso; in condizioni di equilibrio il filo si atteggia secondo una retta che assumiamo come asse x, mentre in condizioni di moto (vibratorio) esso si scosta pochissimo dalla configurazione di equilibrio, ed il movimento di ogni suo punto avviene dunque tutto nella direzione dell'asse y perpendicolare all'asse x (condizione di perturbazioni, moti e vibrazioni trasversali piane “infinitesimali”). Dall'equazione di d'Alembert, possiamo affermare che se in un tratto di filo immobile provochiamo una piccola perturbazione trasversale, ad esempio pizzicando il filo in un punto, questa perturbazione si propaga lungo il filo in entrambi i sensi (verso +x e verso -x) con velocità di modulo V (legata al coefficiente di proporzionalità dell'equazione di d'Alembert, ossia proporzionale alla tensione T lungo il filo pari alle forze applicate agli estremi (come nel caso degli strumenti musicali a corda) ed inversamente proporzionale alla densità k del filo); cioè se in un istante t si ha un movimento non nullo entro il tratto P1P2, mentre esternamente ad esso sul filo regna la queste, il punto P1rappresenta un fronte d'onda monodimensionale che avanza lungo x con velocità -V, e P2 rappresenta un secondo fronte d'onda che avanza lungo x con velocità +V. L'integrale generale dell'equazione di d'Alembert, sotto tali condizioni, sarà dato da y=f(x-Vt)+g(x+Vt), dove f e g sono due funzioni a priori arbitrarie dei loro argomenti (qua della variabile x). Il movimento del filo risulta composto dei due movimenti y=f(x-Vt) e y=g(x+Vt). Grazie al 1° movimento la forma del filo rimane fissa rispetto ad un osservatore che si muove lungo l'asse x con velocità +V che è quella con la quale si propaga la 1° perturbazione od “onda progressiva”. Analogamente in virtù del 2° movimento, la forma del filo rimane fissa rispetto ad un osservatore che si muove lungo x con velocità -V, che è la velocità della 2° perturbazione od “onda regressiva”. Il movimento del filo corrisponde alla sovrapposizione delle due onde progressiva+regressiva ed avviene nella direzione y. Le due funzioni f e g del fenomeno ondoso sono a priori arbitrarie e risultano determinate assegnando la posizione iniziale (linea secondo cui s'atteggia il filo) e la velocità iniziale. Fra le soluzioni hanno particolare importanza quelle in cui la f è una funzione circolare sinusoidale del suo argomento (dato che ogni funzione sotto ampie condizioni è sviluppabile in serie di Fourier, ossia in funzioni ortogonali sinusoidali e cosinusoidali di frequenze multiple di una frequenza fondamentale), e g=0. Possiamo considerare come caso particolare quello di una corda omogenea della quale fissiamo lungo l'asse x l'estremo di ascissa x=0 e quello di ascissa x=l (x = elle), in modo che entrambe le forze applicate agli estremi abbiano un assegnato valore invariabile col tempo t: così appunto avviene con le corde degli strumenti musicali a corda, le cui piccole vibrazioni trasversali hanno notevole interesse per l'Acustica e per la Musica. Per ogni costante intera n=1,2,..., abbiamo una soluzione semplice, le sinusoidi di frequenza fondamentale e delle sue armoniche superiori (la soluzione del problema della corda vibrante è dato dalla loro sommatoria da 1 ad infinito). Ed in corrispondenza di ogni soluzione semplice (sinusoide di ampiezza Ai, frequenza fi, fase φi, potenza Pi) si ha una vibrazione-oscillazione della corda, che, trasmessa all'aria per conforme variazione di pressione, provoca attraverso l'orecchio (entro i limiti uditivi da circa 20 Hz a circa 20000 Hz dell'apparato sensoriale uditivo normale) una particolare sensazione sonora. Le condizioni iniziali (ossia posizione iniziale od ampiezza della perturbazione nel pizzicare o sfregare la corda, e velocità iniziale) caratterizzano le ampiezze C, le intensità C(elev 2) e le potenze C(elev 2)/2 delle singole note del suono emesso dalla corda, nonché la fase iniziale. Anche il timbro del suono, ossia la composizione delle varie ampiezze e potenze delle varie armoniche o potenze delle vari righe dello spettro di frequenze (che lo rendono più dolce (“flautato”) o più duro (“metallico”), e ciò farà sì che il Do fondamentale e di ottave superiori (e così vale per tutte le altre note) suoni diversamente su un pianoforte che su un violino o chitarra acustica od elettrica, (od oboe, o clarinetto; riguardo il pianoforte i tasti bianchi suonano la scala del Do maggiore (ossia le 7 note fondamentali do, re, mi, fa, sol, la si) e così per i tasti delle altre 7 ottave della tastiera, mentre i 5 tasti neri per ogni ottava, collocati tra i tasti bianchi, servono ad alzare-abbassare di mezzo tono le note rappresentando rispettivamente i diesis ed i bemolle e si possono alzare-abbassare di un semitono solo le note do, re, fa, sol, la, di ogni ottava), ecc.), dipende dalle condizioni iniziali (stabilite in parte dal costruttore dello strumento ed in parte dalla tecnica del suonatore), non solo con corde di strumenti diversi ma anche con le stesse corde dello stesso strumento; mentre la frequenza fondamentale fo=(1/2l)(T/k)(elev (1/2)) e tutte le sue armoniche fn=nfo, sono determinate dalla sola geometria (lunghezza l) della corda, e dalla fisica della corda e dello strumento ossia densità k e tensione T (da qui la necessità di una corretta taratura iniziale o magari periodica dello strumento a corda tipo pianoforte o chitarra, ecc.). Possiamo applicare l'equazione di d'Alembert anche a casi cui non avrebbe pensato l'autore dell'equazione, come ai due casi seguenti. 


Per esempio ad una linea di trasmissione elettrica bifilare, uniforme ed ideale (i cui risultati non sono poi tanto lontani dalla realtà pratica, dato che tali linee sono pure utilizzate ad alte frequenze) visto che qui ci si avvicina all'idealità andando verse le alte frequenze, diversamente da come riportato più correttamente in altre parti del libro. L'approccio è quello convenzionale ossia è un approccio circuitale, che parte dalle induttanze (henry/metro, H/m) e dalle capacità (farad/metro, F/m) distribuite lungo la linea atteggiata in direzione z. Nell'analisi convenzionale pensiamo in termini di corrente I che fluisce nei conduttori (+I in un conduttore e -I nell'altro conduttore della linea bifilare nella medesima sezione trasversale), ed in termini di una differenza di tensione V esistente tra i due conduttori. Le due equazioni differenziali della linea ideale uniforme hanno soluzione (in tensione V) V=F1(t-z/v)+F2(t+z/v) dove v è la velocità delle onde sulla linea. L'altro caso a cui applicare l'equazione di d'Alembert è l'esempio più elementare di propagazione di onde elettromagnetiche. Per scrivere le equazioni d'onda del campo elettrico e del campo magnetico, dobbiamo partire dalle equazioni di Maxwell (ossia dalle 4 equazioni differenziali del 1° ordine MD composte di due rotori e due divergenze, oppure dalle 4 equazioni di Maxwell integrali MI, ma riguardo le equazioni della teoria elettromagnetica classica scriveremo più oltre), che qui verbalmente esponiamo brevemente. L'integrale della densità di flusso elettrico vettor D attraverso la superficie chiusa S è uguale alla carica elettrica totale Q contenuta nel volume racchiuso nella superficie stessa; l'integrale della densità di flusso magnetico vettor B attraverso la superficie chiusa S è nullo, ovvero il flusso magnetico attraverso una superficie chiusa è nullo, essendo il campo magnetico vettor H un campo solenoidale ossia a divergenza nulla. Entrambe le due equazioni sono state ottenute dalle prime due equazioni differenziali della divergenza di vettor D e vettor B, integrandole su un certo volume arbitrario ed applicando il teorema della divergenza o teorema di Gauss. L'integrale esteso alla linea chiusa l del campo elettrico vettor E è uguale a meno (-) la derivata rispetto al tempo dell'integrale esteso ad una superficie sottesa della linea stessa della densità del flusso magnetico vettor B, ovvero è uguale all'opposto della derivata temporale del flusso magnetico vettor Φ; se la derivata del flusso magnetico è nulla ossia esso non varia nel tempo, allora il campo elettrico (in tal caso campo elettrostatico) è irrotazionale ovvero ha rotore nullo (come avviene pure nel modello topologico di circuito elettrico). L'integrale esteso alla linea chiusa l del campo magnetico vettor H è uguale all'integrale della densità di corrente attraverso una superficie sottesa dalla linea stessa, sommata alla derivata rispetto al tempo dell'integrale della densità di flusso elettrico attraverso una superficie sottesa dalla linea stessa, ovvero è uguale alla somma delle derivate rispetto al tempo della carica elettrica totale Q e flusso elettrico Ψ. Le ultime due equazioni integrali sono state ottenute integrando le corrispondenti due equazioni differenziali dei rotori del campo elettrico vettor E e del campo magnetico vettor H su una superficie S sottesa da una linea chiusa l, applicando il teorema di Stokes o teorema del rotore. La 1° equazione in forma differenziale afferma che la divergenza della densità di flusso elettrico vettor D è uguale alla densità di carica elettrica ρ, ed in forma integrale afferma che l'integrale della densità di flusso elettrico vettor D attraverso una superficie chiusa S è uguale alla carica elettrica totale Q contenuta entro la superficie chiusa; essa è la legge di Gauss, e significa che il flusso elettrico Ψ che esce da una superficie chiusa in ogni istante di tempo è uguale alla carica elettrica Q racchiusa in quell'istante. La 2° equazione in forma differenziale afferma che la divergenza della densità di flusso magnetico vettor B, od anche la divergenza del campo magnetico vettor H, è nulla, e la legge in forma integrale stabilisce che l'integrale esteso alla superficie chiusa S della densità di flusso magnetico vettor B, e quindi anche del campo magnetico vettor H, è nullo, ovvero che il flusso magnetico vettor Φ uscente da una superficie chiusa S è nullo in ogni istante, essendo il campo magnetico un campo solenoidale ossia a divergenza nulla; ciò significa che non esistono in natura cariche magnetiche di polarità nord-sud separate, come invece esistono cariche elettriche positive-negative separate. Se però la caccia ai monopoli magnetici, in corso in esperimenti da anni, dovesse dimostrare la loro esistenza separata (cariche magnetiche nord e cariche magnetiche sud, secondo una terminologia tradizionale consolidata) allora la divergenza della densità di flusso magnetico sarebbe uguale alla densità di carica magnetica ρm, e l'integrale della densità di flusso magnetico vettor B attraverso una superficie chiusa S, invece che nullo sarebbe uguale alla totale carica magnetica Qm racchiusa nel suo volume. Per la terminologia (magari ritenuta “curiosa”) delle cariche magnetiche, notiamo che nel 1269 il francese Petrus Peregrinus (Petrus Peregrinus de Maricourt o Pierre Pelerin de Maricourt o Peter Peregrinus of Maricourt, maestro di Ruggero Bacone, che nel XIII sec conduceva esperimenti sul magnetismo terrestre riportati ad esempio in “Epistola Petri Peregrini de Maricourt ad Sygerum de Foucaucourt, militem, de magnete” (“Letter of Peter Peregrinus of Maricourt to Sygerus of Foucaucourt, Soldier, on the Magnet”) scrisse un trattato epistolare sul magnetismo stampato nel 1558 (contenente studi su polarità, azioni attrattiva tra poli differenti e repulsiva tra poli uguali ritenuta soltanto apparente, magnetizzazione del ferro per contatto, seguiti dalle applicazioni della bussola magnetica), in cui descrisse l'orientamento di frammenti di ferro in prossimità della superficie di grosse calamite, ed osservò che le “linee di forza” erano concentrate in due zone, allo stesso modo in cui i meridiani terrestri s'incontrano in poli geografici opposti, e tale analogia lo portò dunque a chiamare i due estremi del magnete: polo Nord e polo Sud. L'importanza di cariche magnetiche separate si fece ancora sentire nel 1931, quando P.A.M. Dirac (Paul Adrien Maurice Dirac, Bristol 1902, Tallahassee 1984, fisico britannico, tra i fondatori della meccanica quantistica) dimostrò che un'importante proprietà osservata per le particelle dotate di carica elettrica poteva essere spiegata ipotizzando l'esistenza di particelle elementari, dotate di carica magnetica. La 3° equazione, o legge di Faraday, in forma differenziale afferma che il rotore del campo elettrico vettor E è uguale alla derivata temporale della densità di flusso magnetico vettor B cambiata di segno, ovvero in forma integrale che l'integrale esteso ad una linea chiusa l del campo elettrico vettor E (uguale alla forza elettromotrice E=V), è l'opposto della derivata temporale o velocità di variazione dell'integrale esteso ad una superficie chiusa S sottesa dalla linea l della densità di flusso magnetico vettor B, od uguale all'opposto della derivata temporale del flusso magnetico Φ, che taglia la superficie S sottesa dalla linea l od anche che scorre all'interno della traiettoria chiusa l. La 4° equazione di Maxwell, o legge di Ampere generalizzata che include anche la corrente di spostamento (derivata temporale D o Dpunto, ossia derivata temporale della densità di flusso elettrico), in forma differenziale afferma che il rotore del campo magnetico vettor H è uguale alla somma della densità di corrente di conduzione vettor J e della densità di corrente di spostamento vettor (derivata D), ed in forma integrale che l'integrale esteso ad una linea o traiettoria chiusa l del campo magnetico vettor H (uguale alla forza magnetomotrice M), è uguale all'integrale esteso ad una superficie S sottesa dalla linea l della densità di corrente di conduzione vettor J e di spostamento vettor (derivata D), ovvero è uguale alla corrente totale di conduzione e di spostamento che passa attraverso la traiettoria o linea chiusa l. In regime sinusoidale, di frequenza ω=2πf, facendo uso del metodo dei fasori, le equazioni di Maxwell si ottengono sostituendo la derivata temporale con il prodotto jω=j2πf. Detto ciò, attraverso la legge dei rotori giungiamo all'equazione di d'Alembert, il cui integrale (per il campo elettrico vettor E, nella sola direzione x normale alla propagazione lungo z) è dato da Ex=Fx(t-z/v), mentre l'integrale dell'equazione del campo magnetico sarà dato da Hy=Fy(t-z/v-φ/ω). Abbiamo dunque un'onda di campo elettrico di forma generica Fx dove il vettore elettrico varia la propria ampiezza (secondo la frequenza f) nella direzione trasversale x e si propaga nella direzione z; ed un'onda associata di campo magnetico vettor H di forma generica (modulo Fy)=η(modulo Fx), il sui vettore H varia la propria ampiezza (secondo la medesima frequenza f) nella direzione y, sfasata di π=180 gradi nel tempo rispetto all'ampiezza del vettore elettrico E: quando Ex è massimo allora Hy è 0 e viceversa (ovvero al massimo della tensione V associata al campo elettrico corrisponde il minimo della corrente I associata al campo magnetico e viceversa), e si propaga nella medesima direzione z. Le due onde accoppiate del campo elettrico E e del campo magnetico H (per via della legge dei rotori) sono della medesima forma, sfasate però di 90 ° nello spazio (Ex e Hy) e di 180 ° nel tempo. Solo per esempio, se l'ampiezza del campo elettrico fosse di 1 volt/metro=1 V/m allora la potenza trasportata dall'onda elettromagnetica nella direzione z, sarebbe 1.32 milliwatt/metro quadrato=1.32 mW/m quadro (data dal vettore di Poynting P=S=EH/2, sapendo che l'impedenza di spazio libero od impedenza caratteristica è Zo=radice quadrata di (permeabilità magnetica vuoto/costante dielettrica vuoto)= radice quadrata (μo/εo)=120π=377 ohm circa (non è però necessario pensare all'etere elettromagnetico che riempia tutto quanto lo spazio per attribuirvi un'impedenza eterea Zo ohm), quindi se E=1 V/m allora H=1/377 A/m, onde P=(1/2)(1/377)=1.3263 mW/m quadro), e vedremo più il là che in media per ragioni di sicurezza è stato stabilito che l'ampiezza massima del modulo del campo elettrico E non deve superare 6 V/m cui sono sottoposti i comuni individui. La teoria delle equazioni differenziali ordinarie EDO sostanzialmente era già stata completamente sviluppata prima del tempo di d'Alembert (non appena venne riconosciuta l'esistenza delle operazioni inverse di differenziazione ed integrazione), invece la teoria delle equazioni differenziali alle derivate parziali EDDP era un'altra faccenda ed un nuovo campo, e fu proprio Eulero a fare i primi passi trovando la soluzione più generale, di cui s'è scritto, u=f(x+at)+g(x-at) dove f e g sono funzioni generiche differenziabili. Nonostante molte equazioni differenziali richiedano per la loro risoluzione complicati algoritmi, nel '700 si scoprirono gruppi o famiglie di equazioni risolvibili con tecniche abbordabili. 


Un tale gruppo di equazioni differenziali fu scoperto da Alexis Claude Clairaut (Parigi 1713, Parigi 1765, matematico ed astronomo francese) come detto uno dei matematici più precoci della storia. All'età di 10 anni padroneggiava già tutta l'analisi e leggeva correntemente i manuali di De l'Hospital sul calcolo infinitesimale e sulle coniche; a 13 anni presentò una memoria sulla geometria all'Acadèmie des Sciences della quale divenne membro a 18 anni (con speciale deroga sul limite minimo d'età fissato a 24 anni) lo stesso anno 1731 in cui presentò il trattato, destinato al successo, “Recherches sur les courbes a double courbure” che realizzava lo studio delle curve nello spazio, 1° trattato di geometria analitica solida. Scrisse pure nel 1743 “Théorie de la figure de la terre, tirée des principes de l'hydrostatique”, e nel 1752 “Théorie de la lune, déduite du seul principe de l'attraction” facendo uso per la prima volta della teoria del potenziale gravitazionale (inoltre in fisica matematica, tra le EDDP si può incontrata l'equazione di Clairaut x(ux)+y(uy)+f(ux,uy)=u, dove ux è la derivata parziale della funzione u rispetto a x, uy la derivata parziale di u rispetto a y). Un suo fratello, detto “le cadet Clairaut”, pubblicò a 15 anni un trattato sul calcolo infinitesimale “Traitè de quadratures circulaires  et hyperboliques”. Una breve esposizione di geometria analitica solida è riportata nel mio libro maggiore: definizione di superficie, limite, continuità, derivate parziali (il cui calcolo è dovuto sostanzialmente a D'Alembert), differenziali, differenziali totali e di ordine superiore, sviluppi in serie, teorema di Eulero, ecc., studio di superfici e determinante hessiano. Studio generale di funzioni a più variabili e ricerca degli invarianti, tra cui l'operatore di Laplace ossia il laplaciano: somma delle derivate parziali seconde della funzione rispetto ad ognuna delle coordinate. Quando esso è nullo otteniamo l'equazione di Laplace (laplaciano posto =0), le cui soluzioni sono le funzioni armoniche, che hanno grande importanza in Matematica, Fisica ed in tutte le Scienze esatte. 


In elettrostatica, il potenziale elettrico V in presenza di cariche soddisfa invece l'equazione di Poisson: somma delle derivate parziali seconde fatte nelle 3 direzioni x,y,z rispettivamente, uguale all'opposto della densità di carica elettrica diviso per la costante dielettrica del mezzo, mentre in assenza di carica il potenziale V soddisfa l'equazione di Laplace, e dunque il potenziale elettrico V di un campo elettrostatico senza sorgenti è una funzione armonica, e quindi la divergenza del gradiente del campo elettrico vettor E è nulla. Dal punto di vista matematico i problemi di elettrostatica sono problemi delle equazioni di Poisson e di Laplace, e per la loro risoluzione vanno specificate le dovute condizioni al contorno, che usualmente consistono in dati valori del potenziale o di densità di cariche. Le tecniche per la risoluzione delle equazioni di Poisson e di Laplace sono il metodo delle immagini (vantaggioso per contorni rettilinei o curvilinei non eccessivamente complicati), il metodo della separazione delle variabili (occorre trovare una combinazione di funzioni potenziale ottenute con la separazione che soddisfino le condizioni al contorno), i metodi di trasformazione conforme (per problemi bidimensionali 2-dim, e consistenti nel trasformare un problema in un altro problema di cui è già nota la soluzione, sfruttando le proprietà delle funzioni analitiche), ed alcuni metodi numerici e grafici che risolvono i casi singoli. Può essere conveniente usare il metodo del rilassamento grafico nel quale l'intero spazio va riempito di linee di flusso che terminano perpendicolarmente sui contorni, e di linee equipotenziali che incrociano ad angolo retto le linee di flusso in ogni punto del disegno (campo); può essere usato ed è conveniente quando i contorni sono molto complicati, dato che la soluzione si trova per via grafica e non numerica, e con tale metodo nel lontano passato sono stati pure progettati trasformatori elettrici con forma particolare del circuito magnetico e macchine elettriche speciali. 


Esistono due metodi di rilassamento numerico, ossia il metodo delle differenze finite ed il metodo variazionale degli elementi finiti. Nel metodo delle differenze finite (metodo favorevolmente assolutamente convergente) si tratta di calcolare il campo (continuo) in un numero discreto di punti disposti agli incroci di una maglia rettangolare o quadrata, dove ogni punto è ovunque circondato da altri 4 punti in una stella simmetrica; dopo aver assegnato ad ogni punto valori arbitrari del potenziale V (ma ragionevoli, guardando anche i valori assegnati sul contorno, se si vuole ridurre al minimo il numero delle iterazioni in cui consiste l'algoritmo), il metodo si basa sul concetto di residuo, ossia sulla somma dei potenziali nei suddetti 4 punti diminuita di 4 volte il potenziale del centro stella, diviso tutto per 4 e sommato al vecchio valore del residuo (ciò darebbe risultato uguale a 0 solo per potenziali già correttamente esatti), ma in generale non essendo così il residuo va sistematicamente e progressivamente ridotto od azzerato in ogni punto (tale residuo si “sparge” intorno nei punti circostanti) e ad ogni passo delle iterazioni, fino a raggiungere la precisione voluta dei potenziali. E' nell'arco di anni che va dagli anni '40 agli anni '50 del '900 che si sviluppò la nuova classe dei metodi risolutivi detti metodi d rilassamento (o SOR “successive overrelaxation methods”). Questa tecnica era stata introdotta da S. P. Frankel nel 1950 (Stanley Phillips "Stan" Frankel, Los Angeles 1919-1978, scienziato dei calcolatori, che aveva pure lavorato nella T-Division al Manhattan Project a Los Alamos nel 1943, e sviluppato vari calcolatori come consulente per il calcolo della diffusione di neutroni nell'assemblaggio critico di ordini all'uranio, e partecipato allo sviluppo di Monte Carlo analysis), e precedentemente nel 1946 da R. V. Southwell (Sir Richard Vynne Southwell, 1888-1970, matematico britannico specializzato in meccanica applicata), a cui negli anni 1950-54 seguì la teoria generale di D. M. Young. L'idea fondamentale dei metodi di rilassamento è appunto quella di diminuire sistematicamente un termine residuo (ossia tendere all'annullamento di esso) in analogia con alcuni problemi di tipo meccanico o di magnetismo. Il metodo iniziale di Southwell era iterativo, aciclico, manuale e difficilmente implementabile su calcolatore (in quel periodo precedente gli anni '50 si dubitava ancora che il calcolo automatico potesse rivaleggiare con le capacità della mente umana, persino laddove regna una notevole sistematicità e ripetitività), mentre Young elaborò un metodo iterativo ciclico, sistematico ed automatizzabile, assai utile nella risoluzione numerica di equazioni differenziali incontrate in ingegneria. Ritornando allo studio delle superfici, tra gli invarianti, oltre al laplaciano, come già scritto, troviamo il determinante hessiano della matrice hessiana (2x2) di una funzione di 2 variabili f(x,y) formato dalle derivate parziali seconde (ossia riga1: fxx(x,y), fxy(x,y); riga2: fyx(x,y), fyy(x,y)) per trovare massimi-minimi in 2 variabili. Un'equazione studiata in quel periodo era l'equazione differenziale di Riccati, già accennata, che fu affrontata in maniera diversa da Eulero. Nei due grandi trattati “Institutiones calculi differentialis” del 1755 ed “Institutiones calculi integralis” in 3 volumi del 1768-70, Eulero contribuì ad elaborare molti metodi oggi noti per la risoluzione delle equazioni differenziali come l'uso dei fattori di integrazione, metodi sistematici per risolvere le equazioni lineari di ordine n superiore a coefficienti costanti, nozioni quali la distinzione tra equazioni lineari omogenee e non omogenee, tra soluzioni particolari ed integrali generali, ecc., assieme a noti esempi specifici ricavati poi dai suoi manuali. Nel campo delle equazioni differenziali, intorno agli anni '40 del '700, vanno pure riconosciuti meriti a Daniel Bernoulli ed a d'Alembert. Nei 4 volumi delle Institutiones di Eulero troviamo la più esauriente trattazione del calcolo infinitesimale fino ad allora fatta. Vi erano contenute pure le forme normali per gli integrali ellittici, i quali, come già scritto, sono particolari integrali abeliani. Si dice integrale abeliano (dal nome del matematico Niels Henrik Abel, Finnoy 1802, Froland 1829, matematico norvegese, ricordato anche dal premio che porta il suo nome)) ogni integrale di una funzione razionale R (ma in generale irrazionale) di 2 variabili x,y, dove la y è a sua volta radice di un'equazione algebrica in x,y, o magari R(x,w) dove w è legata a x in un polinomio non lineare. Gli integrali ellittici, che non sono razionalizzabili, sono stati ricondotti da Adrien-Marie Legendre ai noti 3 tipi o specie rappresentanti 3 nuove funzioni trascendenti. Nell'opera di Eulero vi troviamo pure la teoria delle funzioni beta e gamma (o funzioni fattoriali) basate sugli “integrali euleriani”. Circa un secolo più tardi, l'integrale che compare nella funzione beta fu generalizzato da Pafnuti L. Cebysev. Ritornando a scrivere di probabilità, diciamo che la teoria della probabilità è solamente uno strumento matematico per determinare le probabilità incognite di certi eventi in termini di probabilità di altri eventi che si suppongono noti. Nei problemi pratici, queste ultime devono essere eventualmente determinate per mezzo di un esperimento o tramite l'esperienza (tratta a sua volta da esperimenti). Questo anello di congiunzione fra la teoria della probabilità e la sua applicazione pratica è oggetto della statistica (naturalmente sono teorie ben distinte la probabilità e la statistica). Ma quella parte della statistica che ha carattere deduttivo fa ricorso pure a ragionamenti ed argomentazioni di tipo probabilistico. La sua qualità peculiare risiede nel fatto  che i risultati finali riguardano eventi con probabilità 1 (o prossimi a 1), o variabili aleatorie con densità di probabilità concentratissima o ad impulso-”impulso”. I parametri incogniti possono allora essere determinati mediante un “singolo esperimento”, che di solito consiste nell'esecuzione ripetuta di un altro esperimento. Tutto ciò si basa sul seguente ragionamento: se P(A) è prossimo a 1, allora, “con un elevato grado di certezza” l'evento A si presenta in ogni singola prova. Si potrebbe tentare di attribuire un contenuto probabilistico all'espressione “elevato grado di certezza”; tuttavia, è ovvio, un tale tentativo non farebbe altro che rimandare a poi la conclusione, in quanto è inevitabile il dover ricorrere, prima o poi, ad un ragionamento induttivo, qualunque esso sia. Ciò accade, per esempio, volendo determinare il valor medio di x, E(x). Allora, quella parte della statistica avente carattere deduttivo, ed interessante particolarmente il pensiero matematico, termina qui, perché qui termina il suo carattere di teoria scientifica. Nell'Età dell'illuminismo si andò sviluppando la tendenza ad applicare maggiormente la ragione in più ampi ambiti dello scibile, ed anche la ragione matematica (in fin dei conti l'unica ragione, come sostenuto nel presente libro) e quei metodi quantitativi che tanti brillanti risultati avevano già dato nelle scienze fisiche; si scrisse su problemi come la speranza di vita o sulla vita media e sul numero di anni che ad una certa persona restano statisticamente da vivere, e sulle rendite di vitalizio, sui giochi d'azzardo e su altri vari aspetti delle scienze sociali. D'Alembert è ricordato in teoria della probabilità per il suo atteggiamento critico ritenendo mal fondati i suoi postulati ed i principi fondamentali, mentre Buffon (Georges-Louis Leclerc conte di Buffon, Montbard 1707, Parigi 1788, naturalista, matematico e cosmologo francese, esponente del movimento scientifico illuminista con influenze in campo evoluzionistico), noto per aver tradotto in francese il Metodo delle flussioni di Newton e noto pure per l'ago di Buffon, proponeva di introdurre una nuova branca della teoria della probabilità connessa con la geometria. 


A differenza di altri importanti matematici, Eulero si occupò pure di teoria dei numeri, mettendo in crisi una congettura di Fermat per cui i numeri della forma 2(elev 2(elev n))+1 siano sempre primi, ed oggi sappiamo che è vero piuttosto il contrario. Nel 1736 Eulero, ricorrendo al principio d'induzione, dimostrò il piccolo teorema di Fermat, mentre Leibniz ne aveva dato una dimostrazione solo in manoscritto. Eulero poi dimostrò il grande teorema di Fermat solo per n=3; l'impossibilità di z(elev n)=x(elev n)+y(elev n) ossia z(elev n)-x(elev n)-y(elev n)=0 per z,x,y,n interi appartenenti a N e n maggiore di 2 rimaneva ancora da dimostrare, come abbiamo scritto nell'altra parte. Il noto criterio di convergenza della serie di Cauchy, era stato invece già ottenuto nel 1776 da Edward Waring (Old Heath 1736, Pontesbury 1798, matematico inglese e professore lucasiano a Cambridge), ma questi argomenti sulle serie numeriche, di funzioni e di matrici sono riportati nell'altro mio libro. Nei manuali d'algebra del '700 (come quello di MacLaurin, di Simson, di Eulero, di Saunderson) permane ancora una notevole incertezza sui fondamenti logici e concettuali, soffermandosi invece sulle regole che governano le operazioni come le moltiplicazioni dei numeri negativi, o respingendo la possibilità di moltiplicare numeri negativi, mentre più avanti vedremo come l'algebra e l'aritmetica verranno poste su fondamenta più solide, oltre che sviluppate in senso più formale ed astratto. Il primato delle edizioni di testi di matematica spetta però agli “Elemets of Euclid” di Robert Simson (1687-1768, matematico scozzese, professore di matematica all'università di Glasgow) uscito nel 1756 e che raggiunse la 24° edizione inglese nel 1834, oltre alle numerose traduzioni ed ai manuali di geometria su di esso modellati. L'Inghilterra fu la roccaforte della geometria sintetica, mentre non si svilupparono ugualmente, analogamente che in Europa, la geometria analitica e l'analisi infinitesimale, per la preferenza degli inglesi al metodo delle flussioni e forse per un eccessivo rigore logico. Comunque i risultati ottenuti in Europa nella geometria analitica, sono ben maggiori di quelli in geometria sintetica. Invece di concentrare l'attenzione sulle sezioni coniche, Eulero presentò una teoria generale delle curve (intere classi sia algebriche che trascendenti, oltre ai sistemi di coordinate e loro trasformazioni) basata sul concetto di funzione (ed equazioni parametriche delle curve), centro concettuale del 1° volume dell'Introductio. Vi troviamo per la prima volta il concetto che le superfici del 2° ordine e le equazioni di 2° grado algebriche f(x,y,z)=0, costituiscano una famiglia di quadriche nello spazio xyz, analoghe alle coniche nel piano xy di f(x,y)=0. Importante fu il suo uso delle equazioni di traslazione e rotazione degli assi (dette ancor oggi equazioni di Eulero), per ridurre l'equazione di una superficie quadrica priva di singolarità ad una delle forme canoniche. Johann Heinrich Lambert (o Jean-Henri Lambert, Mulhouse 1728, Berlino 1777, filosofo, matematico, fisico ed astronomo svizzero contemporaneo di Eulero e tra i primi nelle geometrie non euclidee), cercando di migliorare la dimostrazione di Saccheri attinente alla dimostrazione del postulato V degli Elementi, partì da un quadrilatero avente 3 angoli retti (oggi noto come “quadrilatero di Lambert”), ed in relazione al 4° angolo, nei 3 casi possibili acuto-retto-ottuso, dimostrò che la somma degli angoli interni di un triangolo sarebbe stata rispettivamente inferiore, uguale, maggiore di 2 angoli retti, dove la misura in cui era inferiore o maggiore era proporzionale all'area del triangolo; a differenza di Saccheri egli era però consapevole del fallito tentativo della dimostrazione del 5° postulato della geometria di Euclide, e più di ogni altro si avvicinò all'invenzione delle geometrie non euclidee. Mentre Eulero aveva dimostrato nel 1737 che “e” è un numero irrazionale, Lambert dimostrò nel 1761 che “π” è un numero irrazionale, ma questa dimostrazione non poteva porre fine alla millenaria questione della quadratura del cerchio, dato che sono possibili espressioni algebriche irrazionali di 2° grado. In tal periodo si diffonde la nuova geometria iperbolica sviluppata (soprattutto da Lambert) dal confronto tra l'equazione del cerchio x(elev 2)+y(elev 2)=1 e l'equazione dell'iperbole x(elev 2)-y(elev 2)=1, con i relativi sviluppi in serie (dovuti soprattutto a Vincenzo Riccati). Ricordiamo qui almeno le fondamentali relazioni iperboliche Chx(elev 2)-Shx(elev 2)=1, e(elev x)=Shx+Chx, dette anche Shx=senhx, Chx=coshx (analoghe alle fondamentali relazioni della trigonometria circolare senx(elev 2)+cosx(elev 2)=1, e(elev x)=cosx+isenx). Il XVIII sec produsse molti manuali e corsi di analisi (cours d'analyse) come il famoso “Cours de mathèmatique” di Bèzout in 6 volumi, uscito nel 1764-1769 (Étienne Bézout, Nemours 1730, Avon 1783, matematico francese), da cui derivò pure il primo manuale americano di geometria analitica del 1826. Migliorando risultati già noti a Cramer ed a MacLaurin, Bèzout (sulla risoluzione di sistemi di equazioni algebriche in “Sur le degré des équations résultantes de l'évanouissement des inconnues”) oggi è conosciuto per il teorema che porta il suo nome (2 curve algebriche di grado m e n rispettivamente si intersecano in generale in mxn punti). Con la riforma degli ordinamenti degli studi, avvenuta dopo la grande Rivoluzione francese, come vedremo, la Francia diverrà nuovamente il centro dello sviluppo del pensiero matematico.








   Capitolo 8. Parte 1.   


Verso l'avvento del rigore matematico.






	Mentre il rigore filosofico, logico e matematico si affermerà nell'800, il '700 si può considerare il secolo dei geni o “geni”, laddove al '600 dobbiamo l'invenzione della geometria analitica e dell'analisi infinitesimale. Il '700 passerà alla storia pure come il secolo e l'Età delle rivoluzioni politiche, sociali, economiche ed industriali (in tale secolo si iniziarono a gettare le basi della futura società economico-industriale tra l'altro difficilmente compatibile con l'ancient regime). Oltre alla “rivoluzione industriale”, sul piano socio-politico, nel 1776 si afferma la rivoluzione americana, e 13 anni dopo ossia nel 1789 la rivoluzione francese che segna una svolta cruciale per la Francia e per tutta l'Europa seppure un poco meno per la Gran Bretagna. Dai contributi dati e dai risultati conseguiti dal pensiero matematico e scientifico, possiamo affermare che l'età di cui scriviamo apporta pure la “rivoluzione geometrica” (attuata anche nell'800), la “rivoluzione analitica” e la “rivoluzione chimica”. In quest'ultimo campo, come scriveremo altrove, la teoria del calore, l'abbandono della teoria del flogisto ed il definitivo accantonamento della dottrina filosofica dei 4 elementi, porrà le basi della chimica scientifica moderna. La trasformazione che il concetto di forza (e di accelerazione) subisce nel XVIII sec, è strettamente correlato con la trasformazione del concetto di materia, il quale non rimase estraneo alla rivoluzione operata da Galileo, Cartesio e Newton, seppure la trasformazione della teoria della materia passerà anche per le vie dell'alchimia (al-kimia ossia dottrina della chimica prescientifica).  La chimica, nonostante tutto, e nonostante il passaggio dall'alchimia alla iatrochimica operato principalmente da Paracelso, nel '500 restava indubbiamente ancorata alla dottrina ed alla concezione medioevale sostanzialmente alchemica. 


Come sappiamo, è il concetto ed il criterio qualitativo che domina l'alchimia; le sostanze si trasformano le une nelle altre sul piano dell'essere tramite l'agire-patire di essenze e principi metafisici, ed i singoli metalli devono essere trasmutabili gli uni negli altri (ed il piombo in oro, il più pesante) perché tutti posseggono una qualità-proprietà fondamentale partecipando della medesima natura. Ciò considerato l'elemento chimico non è un corpo autonomo, rappresentabile separatamente ed indipendente dagli altri, bensì è l'espressione di una proprietà fondamentale. Nell'antica alchimia o al-kimia si designava con argento vivo (altro nome di mercurio) le proprietà permanenti e comuni a tutti i metalli, mentre con l'elemento zolfo si spiegava la decomponibilità dei corpi empirici; a questi Paracelso, restando però entro l'antica concezione, aggiunse il sale. Questi 3 elementi-principi (Sale, Zolfo e Mercurio) rappresentano stati qualitativi della materia, presenti in tutti i corpi materiali con diversi gradi o livelli di purezza, ossia tali elementi o proprietà qualitative, quali essenze reificate, passano da un corpo all'altro durante le trasformazioni. Con la vittoria definitiva della concezione meccanica della natura nel campo della fisica teorica e matematica, accade anche che nella teoria della materia s'impone una nuova concezione iniziata da Robert Boyle (Lismore 1627, Londra 1691, chimico, fisico, inventore e filosofo naturalista irlandese, sostanzialmente un alchimista in parte seguace di Bacone e del “Novum Organon” ma molto più sperimentale) che definisce un nuovo concetto di elemento caratterizzato da determinazioni quantitative misurabili e particolari (e si risolve in esse), secondo la teoria corpuscolare la quale procede con forma, grandezza e movimento. Il “Chemista Scepticus” (“The Sceptical Chymist di Boyle pubblicato nel 1661) s'incammina dunque sulla via aperta mezzo secolo prima in fisica da Galileo e Cartesio: il sapere scientifico della costituzione dei corpi si raggiunge abbandonando scetticamente ogni pretesa di giungere alle qualità primarie od essenze che rimarranno metafisicamente nascoste se si vuole raggiungere la conoscenza quantitativa dei fenomeni, ed in questo programma sono necessari i concetti di materia, grandezza e movimento. In “De ipsa natura” Boyle si chiedeva se la natura fosse un oggetto reale esistente oppure un nome designante collettivamente la molteplicità dell'essere. Liberando la natura dalle forze ed energie intrinseche sul piano qualitativo, si fonderà allora il concetto di natura come una creazione intellettuale matematica ed intellegibile. Oggi Boyle è ricordato per legge di Boyle (o Boyle e Mariotte) la quale afferma che in condizioni di temperatura T costante la pressione p di un gas perfetto è inversamente proporzionale al suo volume V ovvero che il prodotto della pressione p del gas per il suo volume V è costante, ossia pV=k a T=cost, oppure p1V1=p2V2, dove k dipende dalla natura del gas ideale, dalla temperatura T e dal numero di moli. Nella prima metà del '700 la chimica resta dominata dalla teoria qualitativa dei flogisti. Ovunque una pluralità di corpi presenta determinate proprietà, Sennert (Daniel Sennert, 1572-1637, fisico tedesco noto in alchimia e chimica a Wittenberg) sostiene ancora che in quelli è contenuto essenzialmente e sostanzialmente il principio loro comune. Se una categoria di corpi presenta la proprietà di infiammabilità, allora essi contengono il principio dell'infiammabilità (o phlogiston) ed anche se tale elemento non si potrà materialmente individuare sarà sufficiente che esso sia desunto e dimostrato dal suo concetto. E come viene introdotto il flogisto così vengono pure adottati altri principi immanenti e permanenti: la comune proprietà qualitativa degli acidi è attribuita al possesso del protoacido, degli alcali al principio caustico. Con il “Trattato elementare di chimica” (“Traité Élémentaire de Chimie”) del 1789, Antoine-Laurent Lavoisier (Antoine-Laurent de Lavoisier, Parigi 1743, Parigi 1794, chimico, biologo, filosofo ed economista francese) fonderà una nuova teoria chimica distanziantesi nettamente dalle precedenti teorie, inizialmente basata sulla precisa determinazione quantitativa e sulla comparazione numerica del peso che posseggono i corpi prima e dopo una determinata operazione o reazione chimica, la quale porterà a una nuova concezione del processo di combustione e ad una nuova concezione e denominazione degli elementi chimici, seguendo la via della meccanica scientifica e ponendosi come Keplero si pose nei confronti di Robert Fludd (o Flud o Robertus de Fluctibus, Milgate House 1574, Londra 1637, medico, alchimista, astrologo e filosofo ermetico britannico); secondo un criterio o legge matematica, ogni trasformazione chimica è legata alla condizione che siano rispettate certe equazioni che legano lo stato iniziale dei reagenti con lo stato finale dei composti della reazione o reagiti. Invochiamo l'immutabilità dei principi e delle leggi, e le sostanze chimiche, da occulte essenze, sono ora ipotizzate per rispettare le equazioni quantitative del processo. La nuova metodologia chimica è analoga a quella newtoniana, in quanto si rinuncia a spiegare il “perchè” e l'inutile “essenza” delle cose per raggiungere la loro conoscenza quantitativa (operativa ed utile). Allora possiamo designare col nome di elementi chimici le sostanze ultime (sostanze elementari od elementi, ossia quelle sostanze per cui non è vantaggiosa un'ulteriore scomposizione, necessarie e sufficienti per rispettare i dati delle equazioni di trasformazione) cui giunge la nostra analisi matematica delle trasformazioni della materia. Il primo volo in atmosfera con ascensione in pallone aerostatico ad aria calda del 1783, segnò anche la fine della teoria del flogisto, dovuta alla scoperta che i gas si distinguono anche in base al loro peso. All'inizio del '700 era ancora dominante l'idea che la materia fosse composta di 4 elementi (terra, acqua, aria, fuoco) e George Stahl (Georg Ernst Stahl, Ansbach 1659, Berlino 1734, medico, fisico e chimico tedesco, conosciuto soprattutto per la sua theoria stahliana del flogisto) sviluppava la teoria del flogisto (phlogiston, dal greco “infiammabile” era il nuovo nome dato alla terra grassa, questa introdotta come 5° elemento dal maestro di Stahl, ossia Johann Becher (Johann Joachim Becher, 1635-1682, fisico, alchimista conosciuto per lo sviluppo della teoria del phlogiston nella combustione)). All'inizio della loro attività anche Black, Cavandesh (Henry Cavendish, Nizza 1731, Londra 1810, chimico e fisico scozzese), Priestley (Joseph Priestley, Birstall 1733, Northumberland 1804, chimico e filosofo inglese) e Lavoisier erano dei convinti  sostenitori della teoria del flogisto, e Cavendish e Priestley lo resteranno per tutta la loro vita, nonostante certamente contribuirono più di altri a distruggerla. 


Nel 1774 Priestley scoprì l'aria deflogistizzata, ribattezzata ossigeno da Lavoisier. Black e Cavendish provarono che i vari gas erano entità chimiche separate tra loro e dall'aria comune o fissa. Nel 1783 Lavoisier lesse una memoria in cui annunciava che l'acqua (ossigeno deflogistizzato) era un composto di idrogeno (o aria infiammabile, aria con flogisto o ricca di flogisto) ed ossigeno (aria deflogistizzata), e poteva essere scomposta nei (ed ottenuta dai) suoi costituenti. L'esperimento col quale si ottenne questo risultato diede il colpo mortale alla teoria del flogisto, oltre a porre definitivamente termine alla millenaria dottrina del 4 elementi quale archè greco di Eraclito dominante per 2280 anni circa. Nel suo trattato di chimica del 1789, Lavoisier elenca 33 elementi (di cui 31 trovano posto nella tabella periodica degli elementi chimici), e dà inizio alla teoria chimica moderna basata su principi logici e quantitativi della costituzione della materia. E così anche in questo campo, il concetto di sostanza abbandona il suo significato ontologico per assumere definitivamente il nuovo significato gnoseologico e scientifico moderno, essendo ora  concepito come puro concetto correlativo del principio di conservazione quantitativa della materia: nulla si crea e nulla si distrugge, ma tutto si trasforma, ossia gli elementi chimici, l'essere, non si creano e non si distruggono, ma soltanto si trasformano gli uni negli altri, ovvero all'interno di un sistema chiuso, in una reazione chimica la massa dei reagenti è esattamente uguale alla massa dei prodotti reagiti, anche se tale massa appare in diverse forme e stati di aggregazione, od anche in una reazione chimica nulla si crea, nulla si distrugge, ma tutto si trasforma, storicamente “Rien ne se perd, rien ne se crée, tout se transforme”. Allo stesso tempo però, dalla teoria specifica della chimica e della materia, si ha pure un riflesso sulla logica matematica: la funzione della designazione, che qui ha rilevato la sua importanza, ci porta al problema fondamentale della funzione universale del concetto matematico. Sappiamo che ogni età rivoluzionaria è stata preceduta dall'avvento di predicatori e precursori (che respiravano nell'aria della storia ciò che altri avrebbero solo successivamente capito ed accettato), e tra gli ideologi e preparatori della Rivoluzione Francese vi furono Voltaire (Voltaire quale pseudonimo di Francois-Marie Aroue, Parigi 1694, Parigi 1778, filosofo, drammaturgo, storico, scrittore, poeta, aforista, enciclopedista, romanziere e saggista francese, il cui nome è strettamente legato al movimento culturale dell'illuminismo), Rousseau (Jean-Jacques Rousseau, Ginevra 1712, Ermenonville 1778, filosofo, scrittore e musicista svizzero), d'Alembert, e Denis Diderot (Langres 1713, Parigi 1784, filosofo, enciclopedista, scrittore e critico d'arte francese) il quale rifiutò ogni concezione finalistica della natura, condivise la posizione del deismo (scrisse: “È molto importante non confondere la cicuta col prezzemolo, ma credere o non credere in Dio non lo è per nulla”... anche se non proprio circa le conseguenze pratiche che possono essere diverse, ad esempio si veda Simeone Stilita che visse 37 anni su una colonna) ed insieme a d'Alembert fu l'ideatore e direttore dell'Encyclopedie, come si vede tutti filosofi precursori dell'imminente rivoluzione sociale, politica, economica, nessuno dei quali però giunto a vedere i fatidici eventi che la scatenarono nel 1789 ossia la presa della Bastiglia quale prigione-fortezza il 14lug per procurasi la polvere da sparo da parte degli insorti, mentre alcuni di loro ed in particolare Condorcet oltre alla presa della Bastiglia giunsero pure alla “presa della pastiglia” (evidentemente contro il mal di testa, mal da ghigliottina) cadendo vittima degli effetti della rivoluzione come appunto detto Condorcet (Marie-Jean-Antoine-Nicolas de Caritat marchese di Condorcet noto come Nicolas de Condorcet, Ribemont 1743, Bourg-la-Reine 1794, matematico, economista, filosofo e politico rivoluzionario francese) che più di altri rivoluzionari aveva contribuito a far sorgere. I matematici di maggior rilievo di questo periodo, in cui alla Francia ritorna il primato dello sviluppo del pensiero matematico, sono sei ossia: Gaspard Monge (conte di Pelusium, Beaune 1746, Parigi 1818, matematico, ingegnere ed inventore della geometria descrittiva), Joseph-Louis Lagrange (1736-1813), Pierre-Simon de Laplace (1749-1827), Adrien-Marie Legendre (Parigi 1752, Parigi 1833, matematico francese), Lazare-Nicolas Carnot (Lazare Nicolas Marguérite Carnot, Nolay 1753, Magdeburgo 1823, matematico, fisico, generale e politico francese, membro della Convenzione Nazionale e del Direttorio durante la Rivoluzione francese, e membro del Comitato di salute pubblica). Nel '700 la maggior parte dei matematici aveva rapporti, non con le Università come secoli avanti (l'Università di Parigi e di Oxford, ed esempio, erano rimaste indietro rispetto al tempo e non primeggiavano più come nel XIV sec), ma avevano rapporti con la Chiesa, con l'esercito e con le Accademie militari e scientifiche, oppure vivevano alla corte di re e principi. I trattati di Bezout, come il suo “Course mathèmatique” (“Cours de mathématiques à l'usage des Gardes du Pavillon et de la Marine” pubblicato in 4 volumi tra il 1764 e il 1769) furono quelli di maggior successo del '700, anche in USA, dove alcune parti di esse furono tradotte in inglese ed adottate all'Accademia di West Point. Lagrange aveva pubblicato la sua “Mècanique analytique” nel 1788, e Condorcet il suo “De calcul intègral” nel 1765. Monge, che successe a Bezout come esaminatore alla Scuola della Marina nel 1768, scrisse il suo capolavoro “Gèomètrie descriptive” (che non sarà pubblicato subito per via del segreto militare posto per ragioni di difesa nazionale ma riservato solo agli ufficiali superiori). L. Carnot aveva già pubblicato una 2° edizione nel 1786 di “Essai sur les machines ed gènèral” (classico trattato oggi acquistabile con copertina flessibile a circa 10 euro su Amazon), oltre agli scritti “Réflexions sur la puissance motrice du feu” (“Reflections on the motive power of heat”). Tutte queste opere contenevano trattazioni essenzialmente teoriche, e quella di Lagrangre conteneva la promessa di un'esposizione della meccanica e della geometria totalmente analitica. Laplace, colui che relativamente più di altri si approssimò alla matematica applicata, creò pure una parte di teoria della probabilità, e di esso conosciamo il teorema di De Moivre-Laplace riguardante la probabilità che un evento di probabilità p (e di non verificarsi q, p+q=1), in un esperimento E ripetuto n volte, si presenti k volte in ordine qualsiasi, quando n sia grande e npq sia molto maggiore di 1. Laplace affrontò pure problemi di meccanica celeste, e nel mio scritto maggiore è molto brevemente riportata la trattazione del problema fondamentale della meccanica celeste, consistente nell'applicazione del metodo di Jacobi per il calcolo del movimento di un punto materiale libero soggetto all'attrazione newtoniana di un centro O da ritenersi fisso come centro di massa, ossia di un corpo P sotto l'azione di una forza centrale. Si perviene così ad una sestupla (6°) di variabili canoniche dette le variabili kepleriane canoniche (cui solo l funzioni del tempo), tra cui l'anomalia media l, l'argomento di longitudine del perielio g, la longitudine del nodo ascendente γ. Se il punto P non è soggetto solo all'attrazione newtoniana del centro fisso O, ma il suo movimento è perturbato da altre forze, le suddette variabili canoniche non sono in generale tali che una di esse (la l), è funzione lineare del tempo e le altre 5 costanti. Allora nella funzione di Hamilton H introdurremo la funzione perturbatrice conosciuta delle variabili kepleriane. Se supponiamo che la perturbazione sia piccola rispetto a H, come avviene nel caso in cui un pianeta P sia soggetto all'attrazione dominante del Sole e la perturbazione sia dovuta all'attrazione degli altri pianeti (o principalmente di un pianeta dominante, come ad esempio Giove), si considererà una sestupla dove ad ogni variabile precedente è sommata la sua perturbazione da riguardarsi come infinitesima. 


Integrando il sistema rispetto al tempo, otteniamo le 6 funzioni perturbatrici: questo è il teorema fondamentale della teoria delle perturbazioni (di 1° ordine). Nello sviluppo in serie di Fourier, integrando termine a termine (data la linearità del problema), la forza perturbatrice è la somma del valor medio, detto “perturbazione o diseguaglianza secolare” che varia sempre nello stesso senso al passare del tempo e dunque prevale sull'altra; e tutti gli altri infiniti termini detti “perturbazioni o diseguaglianze periodiche”. Queste perturbazioni secolari e perturbazioni periodiche delle 6 variabili kepleriane canoniche, in tale modello matematico del problema fondamentale della dinamica del sistema solare, sono fatti astronomici che le osservazioni possono mettere in evidenza. Vediamo così come la teoria adeguandosi ai fatti astronomici, permetta di seguire senza elementi intermedi le vicende del sistema solare. Sappiamo infatti come fu Laplace a togliere le ultime ipotesi divine (ancora necessarie a Newton per correggere “una tantum” (ogni tot secoli-millenni) il meccanismo del sistema solare e mantenerlo “eternamente” così come l'osservazione ce lo mostra), nella teoria del moto del sistema solare, dato che esso periodicamente (anche se con periodi diversi e lunghi) ritornava comunque sulle sue traiettorie chiuse e sempre uguale a se stesso. Ricaviamo che il semiasse maggiore A dell'orbita non ammette perturbazioni secolari: questo è il teorema di Laplace. Non vi sono neppure perturbazioni secolari nel valore della velocità angolare n del “moto medio” e conseguentemente neppure sul valore del periodo di rivoluzione T. Si riscontrano invece perturbazioni secolari per le altre variabili kepleriane canoniche, ed in particolare per l'argomento g, l'argomento di longitudine del perielio, per cui si ha uno spostamento secolare del perielio di un pianeta per effetto delle perturbazioni provocate dagli altri pianeti. Per Mercurio tale spostamento-precessione risulta dai calcoli uguale a 532 secondi d'arco/secolo, mentre l'osservazione astronomica dà 574 secondi d'arco/secolo (con errore fino agli anni '60 di +/-2 %); i rimanenti 574-532=42'' a secolo, ovvero derivata temporale di ω=42.98 secondiarco/100anni=0.4298'' d'arco/giorno, trovano la loro corretta spiegazione nella teoria della relatività generale RG. Se si considerano i pianeti più lontani dal Sole di Mercurio, le differenze tra la meccanica celeste classica MC e la meccanica celeste relativistica MCR sono così poco sensibili da rendere l'esperienza delle osservazioni pienamente-”pienamente” conforme sia alla teoria classica MC che a quella relativistica MCR. Non così per Mercurio, il pianeta più prossimo al Sole. Se Mercurio fosse solo in presenza del campo gravitazionale del Sole, la sua orbita, secondo la meccanica newtoniana, sarebbe ellittica ed il perielio rimarrebbe fisso. Questo problema, nella teoria RG comporta invece uno spostamento del perielio di 42'' d'arco/secolo. E l'osservazione mostra appunto che il perielio di Mercurio si sposta di 574'' d'arco/secolo, di cui, come detto, 532'' d'arco/secolo sono dovuti alla circostanza che Mercurio non è solo ad orbitare intorno al Sole. Per la Terra il calcolo dà circa 1160-1163'' d'arco/secolo=0.322-0.323°/secolo (l'osservazione darebbe 1166'' d'arco/secolo +/-7''). I nostri matematici parteciparono ai vari progetti nel settore della matematica sorti ed elaborati durante il periodo rivoluzionario, come la riforma del sistema dei pesi e delle misure proposto fin dal 1790 da Talleyrand (Charles-Maurice de Talleyrand-Périgord, Principe di Benevento, Parigi 1754, Parigi 1838, vescovo cattolico, politico e diplomatico francese) e demandato al comitato dell'Acadèmie des Sciences di cui facevano parte Lagrange e Condorcet. Il comitato infine s'accordò su un sistema decimale (base di numerazione b=10) propugnato con decisione da Lagrange contro i sostenitori  del sistema duodecimale (base 12). Come misura di lunghezza, una proposta era quella di prendere come unità la lunghezza del pendolo che batte 1 secondo al livello del mare (ossia semiperiodo tau=π(radice quadrata di l/g)) che avrebbe comportato come misura della lunghezza fondamentale 0.993 metri (misurata col nostro metro), ma colpiti dall'accuratezza con cui Legandre ed altri matematici avevano misurato la lunghezza del meridiano terrestre, alla fine il metro fu definito come 1/10000000 della lunghezza della distanza polo-equatore P-E (infatti oggi tale distanza geodetica è pari a 10000 Km; nel 1983 l'unità di lunghezza metro è stata definita in rapporto con la velocità della luce (299792458 m/s) ossia 1 m=1/299792458 parte della distanza coperta dalla luce in 1 secondo). Il nuovo sistema era pronto nel 1791, mentre il sistema metrico fu completato nel 1799; ed al comitato fu poi affidata la responsabilità dell'Institut National, che nel 1793 aveva sostituito la vecchia Acadèmie des Sciences. Convinto che l'educazione avrebbe eliminato ogni vizio, Condorcet propose un sistema di istruzione pubblico e gratuito che soltanto dopo la sua morte sarà realizzato in Francia. Monge invece fu il maggior sostenitore di una scuola per la formazione di tecnici ed ingegneri di cultura superiore, così che nel 1794 venne formata una Commissione dei Lavori Pubblici, dalla quale nacque la famosa Ecole Polytechnique (nella quale Monge era amministratore e docente); scuola di tipo politecnico (École d'ingénieurs, fondata come “École centrale des travaux publics” ossia “Scuola Centrale dei Lavori Pubblici” e nel 1795 rinominata École Polytechnique, e militarizzata nel 1804 da Napoleone), secondo le concezioni illuministiche fondata da Jacques-Élie Lamblardie, Gaspard Monge, Lazare Carnot e Prieur de la Cote-d'Or. Nel nuovo corso di Stereotomia (o geometria descrittiva), che come gli altri insegnamenti richiedeva nuovi manuali, trattava dello studio delle ombre, della prospettiva, della topografia, delle proprietà delle superfici, delle normali, di piani tangenti, e della teoria delle macchine, ponendo l'accento sulla trattazione analitica e dando un contributo alla nascita, o rinascita dopo Eulero e Clairaut, della geometria solida. Monge fu un vero specialista di geometria, oltre che un famoso insegnante all'Accademia militare. In tale periodo venne anche fondata nel 1794 l'Ecole Normale (École normale supérieure quale istituzione di insegnamento superiore francese costituita al fine di creare la classe insegnante francese, insieme alle altre due analoghe fondate successivamente facente parte della struttura delle Grandes écoles sotto il patrocinio del ministero dell'educazione nazionale, con criteri d'ammissione meno severi), e nella quale insegnò pure Monge (le cui lezioni vennero pubblicate col titolo di “Gèomètrie descriptive”), oltre a Lagrange, Legendre e Laplace. L'École normale supérieure è pure legata alla Scuola Normale superiore di Pisa in Italia la quale era inizialmente una filiale della scuola di Parigi. Il concetto che sta alla base della geometria descrittiva è quello della doppia proiezione ortogonale (metodo oggi così noto nel disegno tecnico, meccanico ed industriale, seppure con l'uso dei programmi a calcolatore che privilegiano le rappresentazione direttamente in 3-dm o 3D, non più molto utilizzata), effettuata su due piani, uno verticale (la cui proiezione è detta “elevazione”) ed uno orizzontale (la cui proiezione è detta “pianta”) perpendicolari tra di loro, di cui quello verticale viene ribaltato di 90° e portato pure esso sullo stesso piano orizzontale della pianta (tramite l'uso di riga e compasso). Nel 1795 scrisse un testo che oggi potremmo chiamare di introduzione alla geometria differenziale in cui la geometria analitica solida diventava una disciplina indipendente. Il teorema contenuto nella memoria del 1802 di Monge e Jean-Nicholas-Pierre Hachette (Jean Nicolas Pierre Hachette. Mézières 1769, Parigi 1834, matematico francese) “Application d'algèbre a la gèomètrie” è una generalizzazione del teorema di Pitagora allo spazio xyz: la somma dei quadrati delle aree delle 3 proiezioni su 3 piani mutuamente ortogonali di una figura, è uguale al quadrato dell'area della figura stessa nello spazio. Due teoremi di Monge riguardano il tetraedro e le quadriche. Un notevole numero di manuali, a partire dall'anno 1798, furono prodotti dai discepoli di Monge, i quali citavano spesso Lagrange, e Lacroix (Sylvestre Francois Lacroix, Parigi 1765, Parigi 1843, matematico francese) scriveva “evitando accuratamente ogni costruzione geometrica, vorrei che il lettore si rendesse conto che esiste un metodo di considerar la geometria che potremmo chiamare geometria analitica, e che consiste nel dedurre le proprietà dell'estensione dal minimo numero possibile di principi con metodi puramente analitici, come ha fatto Lagrange nella sua meccanica per quanto riguarda la proprietà dell'equilibrio e del movimento...”. Egli sosteneva che i risultati dell'algebra e della geometria, raggiunti separatamente, servissero poi a chiarire anche gli aspetti “oscuri” dell'altra. Pure nel presente libro si è voluto evitare l'introduzione e l'uso delle figure (e di qualunque altra forma d'immagine), che avrebbero comunque contribuito a chiarificare il relativo testo soprattutto riguardo il pensiero matematico e la matematica dei periodi antichi e passati fino almeno all'avvento del calcolo infinitesimale, giustificando ciò ed apportandovi l'opposto contributo di una maggior generalizzazione del pensiero (o meglio tendendo verso una conoscenza ed una rappresentazione del pensiero matematico più formalizzate ed astratte), che però sarà soddisfacentemente raggiunta, come vedremo, solo con l'algebra e le geometrie quali studio dei gruppi d'invarianza. In realtà, sospetterà giustamente il lettore, la non introduzione di figure e di grafici rende meno onerosa la scrittura (e pubblicazione) di tali libri... e non avrebbe torto. Sappiamo, infatti, che non più di una convenzione ci “costringe” ad esporre il pensiero algebrico ricorrendo ai numeri ed il pensiero geometrico facendo uso di punti, rette, piani, enti e luoghi geometrici collocati nello spazio, mentre le idee che sostengono tale pensiero possono avere delle forme più generali (delle forme apportatevi dai numeri e dai punti); e dunque in omaggio al principio della massima astrazione e formalizzazione del pensiero matematico (il quale nel lungo corso del tempo si allontana sempre più, non solo da ogni antropomorfismo, ma pure da ogni residuo di rappresentazione visiva, da ogni residuo di immagine), abbiamo fatto uso solo di concetti con le loro rappresentazioni simboliche più astratte, sebbene sia indiscutibile il grande aiuto fornito alla comprensione da figure-grafici-immagini-ecc. 


Come la fisica abbandona la costruzione di modelli meccanici e visivi (questa fase iniziò già nella fisica classica) per rappresentare la realtà, così la matematica deve ricorrere a rappresentazioni simboliche sempre più formali ed astratte. Carnot, durante il suo esilio (nel 1797 quando essendo nel Direttorio rifiutò di partecipare al colpo di stato a favore di Napoleone), potè portare a termine il suo trattato “Rèflexions sur la mètaphisique du calcul infinitèsimal”, un'opera che godette di una vasta popolarità ed ebbe numerose edizione in parecchie lingue. Vi veniva trattata la matematica pura con annesse questioni filosofiche che preannunciavano quell'esigenza di maggior rigore che sarà raggiunta solo nel corso del XIX sec. I risultati del calcolo infinitesimale erano entusiasmanti e quanti problemi erano stati affrontati soddisfacentemente con esso, ma regnava grande confusione sui suoi fondamenti. Nè il metodo newtoniano delle flussioni, né il metodo leibniziano del calcolo infinitesimale e neppure il metodo di d'Alembert basato sul concetto di limite sembravano soddisfacenti. Carnot allora, tra le rivali interpretazioni e fondazioni, cercò di trovare il “vero spirito” ed un miglior fondamento della nuova analisi. Ma nell'individuare il principio unificatore, per lui soddisfacente, commise un grave errore facendo una scelta gravemente sbagliata, perché raggiunse la convinzione che il vero principio metafisico del calcolo infinitesimale fosse il “principio della compensazione degli errori”, ovvero ritenne gli infinitesimi come “quantitèes inapprèciables” che analogamente ai numeri immaginari vengono introdotti soltanto allo scopo di facilitare i calcoli per essere poi eliminati nel risultato finale, a calcoli terminati. “Equazioni imperfette” vengono rese “perfettamente esatte” eliminando quelle quantità, come gli infinitesimi d'ordine superiore, la cui presenza possa dar luogo ad errori! Che grande “capacità” sembrerebbe abbiano anche gli errori ma allora saranno “errori introdotti correttamente”. Sia il metodo di Newton che quello di Leibniz (e di Fermat, di Cavalieri, ecc.), per Carnot non sarebbero altro che il vecchio metodo di esaustione archimedeo, ridotto ad un conveniente algoritmo moderno. La diffusione delle sue Rèflexions contribuì ad alimentare nei matematici il senso di insoddisfazione per gli “abominevoli piccoli zeri” introdotti nell'analisi, ed a preparare la strada per l'avvento di maggior rigore logico. Cercò poi di dare alla geometria pura un'unificazione paragonabile a quella della geometria analitica, mostrando come molti teoremi di Euclide potessero avere una formulazione unificata più generale. Nella sua “Gèomètrie de position” del 1803 sviluppava ulteriormente tali idee con la sua teoria delle correlazioni tra le figure geometriche, anticipando le moderne teorie topologiche che studiano le proprietà degli enti che rimangono invariate attraverso qualunque deformazione continua. Dato che le proprietà delle curve sono intrinseche alle loro definizioni, Carnot pensò l'opportunità di trovare un sistema di coordinate non basato su alcuna ipotesi particolare, nessuna scelta specifica degli elementi del sistema di riferimento (assi, poli, ecc.) e nessun termine di riferimento spaziale, ossia diremmo oggi un sistema di coordinate intrinseco. Egli individuò 2 coordinate intrinseche nel raggio di curvatura di una curva e nell'aberrazione od angolo di deviazione, entrambe generalizzazioni del concetto di tangenza e di curvatura. Mentre la pendenza (legata alla derivata prima, f'(x)) è costante in una retta, la curvatura (legata alla derivata seconda, f''(x)) è costante in un cerchio, così l'aberrazione (legata alla derivata terza, f'''(x)) è costante in una conica (ad esempio nella parabola). Il teorema di Carnot, noto come teorema del coseno, è una generalizzazione del teorema di Menelao di Alessandria. In “Elèments de gèomètrie” del 1794, Legendre, mirando ad alcune caratteristiche di rigore in Euclide (di questo e del “non eccessivo” rigore degli Elementi scriveremo altrove), cercò di portare maggior rigore nei procedimenti. Tale opera di geometria di Legendre diverrà pure il più influente manuale di geometria utilizzato negli USA. Legendre realizzò significativi progressi anche nella teoria delle equazioni differenziali EDO-EDDP, nel calcolo differenziale ed integrale, nella teoria delle funzioni, nella teoria dei numeri, e pure nella matematica applicata. In “Traitè des fonctions elliptiques et des intègrales eulèriennes” del 1825-32 scritto in 3 volumi e derivato dall'ampliamento di “Exercises du calcul intégral” del 1811-19), egli introdusse il nome di integrali euleriani per le funzioni beta e gamma, e presentò le funzioni (o per n intero, i polinomi) di Legendre. Come già scritto, ridusse a 3 forme canoniche che integrali ellittici, di cui il 1° tipo si presenta nella soluzione dell'equazione differenziale relativa al pendolo semplice. Diciamo pendolo semplice un punto materiale che si muove, per sola azione del proprio peso, lungo una circonferenza liscia posta in un piano verticale. Esso può essere convenientemente realizzato, fissando un grave puntiforme ad un estremo di un'asta rigida, libero di ruotare attorno ad un perno orizzontale passante per l'altro estremo, quando la massa dell'asta è trascurabile di fronte a quella del grave, e si ritenga trascurabile la resistenza dell'aria (oppure si faccia avvenire il moto nel vuoto) e trascurabile la resistenza del perno; l'asta rigida può essere sostituita da un filo inestensibile, quando il moto è tale che la componente della reazione vincolare è sempre positiva ossia quando il filo è sempre tenuto teso. Quando l'angolo dell'oscillazione è compreso tra -π e +π, il movimento è manifestamente periodico, ed il semiperiodo è proporzionale a (radice quadrata di (l/g)) ossia proporzionale alla sua lunghezza ed inversamente proporzionale all'accelerazione di gravità g, tramite un coefficiente C che in generale dipende dall'ampiezza delle oscillazioni. Nel caso delle oscillazioni di angolo infinitesimale (praticamente delle piccole oscillazioni), nello sviluppo in serie di potenze, si possono trascurare i quadrati e le potenze di grado superiore dell'angolo, per cui il coefficiente C=π, ossia semiperiodo tau=π(radice l/g); ad esempio se l=1 m, al livello del mare g=9.8066 m/sec quadro allora tau=1.0032 sec. Il periodo delle piccole oscillazioni non dipende dunque dalla loro ampiezza (come detto purché sia piccola): esse sono isocrone (questo era già noto a Galileo). Volendo invece tener conto anche dei termini quadratici, le oscillazioni cessano di essere isocrone, ed il semiperiodo è dato da tau=π(1+α(elev 2)/16)(radice di l/g) dove α è l'angolo in radianti. L'integrale ellittico di 2° specie, invece, si presenta quando si cerca la lunghezza di un arco di ellisse. Integrali ellittici figuravano anche in memorie di Legendre sull'attrazione gravitazionale di un ellissoide, problema in connessione col quale comparivano pure le note funzioni armoniche, poi utilizzate da Laplace nella teoria del potenziale. Nel campo della geodesia, Legendre sviluppò il noto metodo statistico dei minimi quadrati. Nel 1825 diede l'insolubilità del grande teorema di Fermat per n=5. Legendre si avvicinò alla verità con la sua congettura circa la “densità” dei numeri primi nella serie numerica, ed il numero π(n) di quelli inferiori ad un fissato n, che nel 1896 si troverà tendere a n/ln(n): sembra questo (ossia sapere la densità dei primi almeno fino a un dato n) un argomento molto interessante (!) per la matematica pura... e “purtroppo” anche la crittografia moderna ha dato una mano incrementandone l'interesse. Per i corsi di livello superiore dell'Ecole Polytechnique, scrisse nel 1797 il famoso “Thèorie des fonctions analytiques”. Affermiamo che con le Rèflexions di Carnot e con la “Thèorie des fonctions analytiques” (anno 1797 importante per la matematica), inizia l'Età del rigore in Matematica. Nell'opera di Lagrange (che porta a maturazione la teoria delle funzioni di variabile reale, teoria che da allora sarà centrale nell'analisi matematica) si faceva uso della funzione derivata (da cui il successivo nome di “derivata”) legata agli sviluppi in serie di potenze di una funzione, meno maneggiabile però del differenziale, pensando così l'autore d'aver eliminato la necessità del ricorso ai concetti di infinitesimale e di limite. Ma il maggior contributo d Lagrange alla matematica resta forse il calcolo delle variazioni (il termine “variazione” deriva dalla notazione utilizzata dal 1760 dallo stesso Lagrange). Come già scritto, il calcolo delle variazioni ha lo scopo di determinare una funzione y=y(x) capace di rendere minimo o massimo ossia estremale (non sono però questi i consueti problemi di minimo-massimo del calcolo infinitesimale) un integrale J(y) ossia un funzionale della funzione y(x), sapendo che il funzionale è un ente il cui dominio è a sua volta un insieme di funzioni. Il Calcolo delle variazioni è pertanto il 1° capitolo di Analisi Funzionale, che si occupa dell'estensione ai funzionali degli ordinari problemi di massimo e di minimo per  funzioni di punto, teoria generale che può presentare grande difficoltà (il cui teorema più importante è dato dalla classica equazione di Eulero-Lagrange che garantisce condizioni di stazionarietà per il funzionale), e che ha ricevuto recentemente, sia col contributo di Tonelli (Leonida Tonelli, Gallipoli 1885, Pisa 1946, matematico italiano, uno dei massimi analisti della prima metà del XX sec), sia con l'integrazione di Lebesgue (Henri Léon Lebesgue, Beauvais 1875, Parigi 1941, matematico francese, famoso soprattutto per la moderna teoria dell'integrazione del 1902), una soddisfacente sistemazione; ma del calcolo delle variazioni abbiamo scritto pure altrove. 


Allora scriviamo da Wikipedia solo qualcosa in generale su Teoria dei sistemi “In ambito scientifico la teoria dei sistemi, più propriamente teoria del sistema generale (definizione di Ludwig von Bertalanffy, ma in questo libro Teoria dei sistemi è presentata con approccio più ingegneristico ed assiomatico in vista anche delle applicazioni nel mondo dell'ingegneria, della tecnologia e dell'industria, e del nome di Bertalanffy non c'è molta roba (“Ludwig von Bertalanffy (Vienna, 1901 – New York, 1972) è stato un biologo austriaco, noto soprattutto per aver dato il via alla teoria generale dei sistemi. Biografia. Dopo gli studi universitari a Innsbruck e Vienna in storia, biologia e filosofia, conseguendo un dottorato nel 1926, e dopo una breve parentesi negli Stati Uniti, a Vienna iniziò la sua carriera universitaria, dirigendo – dal 1938 – l'Istituto di Biologia dell'Università di Vienna, e dove ben presto aderì ad un gruppo di scienziati e filosofi noto a livello internazionale come Circolo di Vienna (di cui abbiamo scritto in rapporto al neopositivismo ed alla logica moderna). Trasferitosi in Canada, divenne – dal 1949 – direttore del Dipartimento di Biologia dell'Università di Ottawa. Dal 1954 al 1959 lavorò pure al Mount Sinai Hospital di Los Angeles, quindi insegnò biologia teorica all'Università dell'Alberta a Edmonton fino al 1969, quando passò all'Università di Buffalo, nello stato di New York, dove rimase fino alla morte. Come biologo, diede importanti contributi alla fisiologia cellulare e alla diagnostica del cancro. Tuttavia, egli è noto soprattutto per aver introdotto, negli anni sessanta, un nuovo approccio di studio ed una innovativa metodologia di ricerca in biologia nota come teoria dei sistemi, delineati in un primo libro del 1968, nella cui introduzione egli scrive: «Pensare in termini di sistemi gioca un ruolo dominante in un ampio intervallo di settori che va dalle imprese industriali e dagli armamenti sino ai temi più misteriosi della scienza pura...». Considerava infatti gli organismi viventi come sistemi in stato stazionario; le sue teorie, sebbene molto criticate, ebbero grande influenza. Tale approccio sistemico verrà poi esteso a quasi tutte le discipline che trattano di interazioni, quali le scienze naturali, quelle tecnologiche (soprattutto in ingegneria e informatica) e quelle sociali. Opere principali. Theoretische Biologie, 2 voll., Gebruder Borntraeger, Berlin, 1932, 1942. Modern theories of development. An introduction to theoretical biology, Oxford University Press, London, 1933. Problems of life. An evaluation of modern biological and scientific thought, Harper & Broth, New York, 1960. Il sistema uomo: la psicologia nel mondo moderno, Istituto Librario Internazionale (ILI), Milano, 1967. General system theory. Foundations, development, applications, Penguin, London, 1968. Teoria generale dei sistemi. Fondamenti, sviluppo, applicazioni, ISEDI, Milano, 1971 (con successive edizioni e ristampe)”)), detta anche teoria generale dei sistemi e ancora generalizzata in sistemica (systemics in inglese e systémique in francese), è un settore di studi spesso interdisciplinare, a cavallo tra matematica e scienze naturali, che si occupa dell'analisi delle proprietà e della costituzione di un sistema in quanto tale. La teoria si compone essenzialmente della teoria dei sistemi dinamici (semplici e complessi) e della teoria del controllo ed è alla base di diverse discipline come l'automatica, la robotica e la fisica cibernetica nonché lo studio tecnico-scientifico dei sistemi in generale. Generalità. La teoria dei sistemi nacque come risposta alle nuove conoscenze che la biologia cominciò a sviluppare nei primi anni del XX secolo e che fecero nascere la scuola di pensiero organicistica che si opponeva a quella meccanicistica, caratteristica del XIX secolo. Uno dei primi esponenti di questo tipo di pensiero fu il biologo Ross Harrison (1870-1959) che studiò il concetto di organizzazione identificando nella configurazione e nella relazione i due elementi più importanti degli oggetti che compongono un sistema. Uno degli elementi fondamentali dell'organizzazione negli organismi viventi è la sua natura gerarchica, ovvero l'esistenza di più livelli di sistema all'interno di ogni sistema più ampio. Così le cellule si combinano per formare i tessuti, i tessuti per formare gli organi e gli organi per formare gli organismi. A loro volta gli organismi vivono in gruppi formanti sistemi sociali che vanno poi a formare attraverso l'interazione con altre specie gli ecosistemi. Ciò che risultò subito chiaro fu l'esistenza di diversi livelli di complessità e che ad ogni livello di complessità i fenomeni osservati mostrano proprietà che non esistono al livello inferiore. Nei primi anni venti il filosofo C. D. Broad coniò per questo tipo di proprietà il termine emergenza. Questo tipo di concezione contraddice il paradigma cartesiano secondo cui il comportamento del tutto può essere compreso completamente studiando le proprietà delle sue parti. La teoria dei sistemi non si può dunque conciliare con l'approccio analitico o riduzionistico che aveva caratterizzato il modus operandi degli scienziati fino a quel tempo (anche se era pure chiaro che una classe è a sua volta un elemento (di altre classi) come pure elementi sono i suo componenti). Il concetto di sistema si è rapidamente diffuso nell'ingegneria dove certi strumenti interpretativi ad esso connessi possono ritenersi patrimonio consolidato. Particolarmente efficace è la possibilità di ridurre, in sede di analisi, il funzionamento di fenomeni fisici complessi all'interazione di sistemi più semplici e, viceversa, la possibilità di progettare sistemi in maniera strutturata componendo unità più semplici ottenendo strutture più complesse. Tutti i sistemi fisici di interesse per l'ingegnere sono sistemi dinamici orientati che descrivono una vasta gamma di fenomeni e di processi. La dipendenza dagli interventi esterni (orientamento), messa in evidenza nel modello matematico, ne caratterizza la collocazione tra le scienze dell'ingegneria. Scopo della teoria dei sistemi è introdurre ai principali metodi di studio dei sistemi dinamici orientati con particolare riferimento alla classe dei sistemi lineari e stazionari, a tempo continuo ed a tempo discreto. In ingegneria la necessità di associare ai fenomeni una loro descrizione quantitativa ha poi dato luogo all'associazione sistema-modello, cuore della teoria dei sistemi: questa pertanto ha l'obiettivo di inquadrare in maniera unitaria le relazioni di causa-effetto e fornire degli strumenti di analisi matematica e sintesi ingegneristica. Per esempio, lo studio delle proprietà nel dominio del tempo e della frequenza fornisce elementi essenziali di interpretazione del comportamento di fenomeni e processi caratteristici dei diversi settori applicativi dell'automatica e dell'informatica. Alcuni programmi di calcolo e simulazione attualmente disponibili costituiscono un formidabile ausilio all'utilizzo delle tecniche della teoria dei sistemi di cui hanno anche adottato il linguaggio grafico. Un sistema è una qualsiasi identità che è possibile analizzare e quindi scomporre. Ogni sistema ha degli attributi/proprietà che possono essere: Variabili/condizionate, Costanti, Relazioni, Cambiamenti. Definizione di sistema. In generale condizione necessaria perché sia stabilito un sistema e sia mantenuto come tale (senza degenerare nell'insieme dei suoi componenti) è che i suoi elementi interagiscano tra loro. In grande approssimazione, più elementi sono detti interagire quando il comportamento dell'uno influenza quello dell'altro, ad esempio attraverso scambi di energia negli urti, svolgendo funzionalità diverse, ad esempio in un circuito elettronico, e scambiando informazioni come nei sistemi sociali. I sistemi non possiedono proprietà, ma ne acquisiscono continuamente, eventualmente le stesse, grazie all'opportuno continuo interagire funzionale dei componenti (es. dispositivi elettronici - sistemi artificiali - sistemi biologici - sistemi naturali). Quando i componenti cessano di interagire (ad esempio per mancanza di energia in un sistema elettronico), i sistemi degenerano in insiemi. Le proprietà sistemiche non sono il risultato di interazioni poi mantenute, come accade ad esempio in processi di miscelazione di acqua colorata o nel cucinare cibi. La stabilità della proprietà è dovuta all'interazione continua. Un intervento sistemico, quindi, opera non sugli elementi, bensì, ad esempio, sulle interazioni, sulle relazioni, sull'energia fornita, sulle perturbazioni e sulle fluttuazioni o sulla somministrazione degli input. Gli interventi sistemici, cioè sulle proprietà del sistema, dipendono dal tipo di sistema. Gli interventi sopra citati vanno bene per sistemi non autonomi, come in fisica, mentre per quelli autonomi, dotati di sistema cognitivo, è importante agire sull'apprendimento, sul modello cognitivo, le informazioni disponibili, le rappresentazioni e la memoria. Riferito al lancio del dado (in latino «alea» significa «dado»), il calcolo aleatorio, applicato alla sistemistica, indica il calcolo delle probabilità. Classificazione dei sistemi. Nell'ambito dell'elettronica e della fisica alcune classificazioni dei sistemi sono: Sistemi lineari e non lineari, Sistemi stazionari e non stazionari, Sistemi statici e dinamici, Sistemi a costanti concentrate od a costanti distribuite, Sistemi a tempo discreto od a tempo continuo, Sistemi a stati discreti o a stati continui, Sistemi autopoietici o eteropoietici, Sistemi deterministici o stocastici. Sistemica. Con il termine sistemica si fa riferimento ad un'estensione concettuale, metodologica e culturale, della teoria generale dei sistemi. Si riferisce in sostanza ai concetti, principi, applicazioni e metodi basati sul concetto di sistema, proprietà sistemiche, interazione, auto-organizzazione ed emergenza con riferimento alla scienza della complessità. Approccio sistemico. Con il termine approccio sistemico ci si riferisce alla dimensione metodologica generale della sistemica, per cui, considerando un problema si valuta l'efficacia di modellare usando i sistemi che identificano il livello di descrizione più adeguato, come i componenti, la scalarità, le interazioni, il ruolo costruttivista dell'osservatore che inventa le variabili. Gli esperimenti sono come domande alla natura che risponde facendoli accadere: non vi sono risposte in natura senza domande, al più effetti che attendono una domanda adeguata per diventare risposta. Teoria generale dei sistemi originariamente teoria generale del sistema. In realtà non esiste una teoria nel senso compiuto del termine, ma diversi approcci teorici che usano il concetto di sistema in diversi contesti disciplinari come fisica, biologia, economia, ecologia e geologia. Oggi l'aspetto generale è considerato nelle teorie dell'emergenza. Teorie dei sistemi. Intendendo contesti disciplinari, come in ingegneria, quali la teoria dei controlli, la teoria degli automi, la dinamica dei sistemi intesa come reti di feedback dei controlli tipiche dell'ingegneria e la teoria dei flow network. Teoria dei sistemi classica. Possiamo rappresentare un sistema come una scatola nera con ingressi (solitamente indicati con u(t) ed uscite y(t). Lo stato del sistema è descritto da un insieme di variabili, dette appunto "variabili di stato", solitamente indicate con x(t) che definiscono la situazione e stato in cui si trova il sistema in un certo istante temporale t generico. Gli ingressi agiscono sullo stato del sistema e ne modificano le caratteristiche, ovvero i valori, in un dato istante temporale t; le modifiche vengono registrate dalle variabili di stato. I valori delle uscite del sistema, solitamente le uniche variabili misurabili (ingressi esclusi), dipendono a loro volta dalle variabili di stato del sistema e dagli ingressi (in maniera più o meno diretta). Per lo studio del sistema si analizza e si fissa il periodo di tempo [T] nel quale sarà studiato. In questo intervallo di tempo (insieme ordinato di istanti) si considera una serie di istanti particolari. «Ordinato» significa che prendendo due elementi qualsiasi possiamo stabilire con certezza quale dei due precede l'altro. Gli elementi necessari per studiare un sistema sono: t=t0, t1, ..., ti // Insieme ordinato del tempo, u=u0, u1, …, ui // Insieme delle variabili di ingresso, y=y0, y1, …, yi // Insieme delle variabili di uscita, x=x0, x1, …, xi // Insieme delle variabili di stato, f=f(t,u,y,x) // Equazione di stato, g=g(t,u,y,x) // Equazione di uscita. L'equazione di stato f serve a calcolare lo stato interno del sistema in un determinato istante t, ovvero la sua evoluzione nel tempo: x(ti)=f(x(t0),u,[t0,ti]). Si tiene conto, cioè, dello stato iniziale e di tutti gli ingressi fino a quel momento ti. Grazie a questa funzione possiamo studiare l'evoluzione dello stato interno di un sistema. L'equazione di uscita g serve a calcolare l'uscita y(ti) nell'istante ti: y(ti)=g(x(ti), u(ti)). Essa tiene conto, quindi, dello stato interno del sistema e degli ingressi all'istante ti. Il sistema, dunque, dipende da questa sestupla di dati vettori e funzioni: S=S(t,u,y,x,f,g). In ambito ingegneristico sono formalmente possibili tre diverse modellizzazioni matematiche equivalenti e interscambiabili di un sistema dinamico: il modello ingresso-stato-uscita (ISU, UXY), il quale, come visto, evidenzia lo stato interno del sistema, le cause perturbanti e forzanti che agiscono su di esso ovvero gli ingressi, ed infine l'output di uscita; il modello ingresso-uscita (IU, UY, modello ARMA, Auto-Regressive Moving Average, o modello auto-regressivo a media mobile), che lega direttamente gli ingressi (e le sue derivate) con le uscite (e le sue derivate) “nascondendo” le variabili di stato; il modello tramite funzione di trasferimento, per sistemi lineari tempo invarianti (LTI), ottenuto nel dominio della trasformata di Laplace, della trasformata di Fourier o della trasformata Zeta. Il modello ISU è quello che, tramite lo stato, mette in evidenza ed include maggiori informazioni e proprietà del sistema; si ottiene direttamente dal sistema ingresso-uscita mettendone in evidenza le variabili di stato ed in tal caso è un problema di identificazione; queste in generale possono non essere univoche, ma la loro scelta è spesso dettata dalla ragionevolezza o semplicità del caso in oggetto. Il modello ingresso-uscita ARMA si ottiene, invece, direttamente come equazione differenziale od integro-differenziale dalle equazioni di bilancio del sistema fisico in oggetto (meccanico, termodinamico, elettrico). In generale, da una modellizzazione ingresso-uscita differenziale lineare di ordine n si ricavano n equazioni differenziali lineari del primo ordine esprimibili poi in maniera compatta tramite il formalismo matriciale. Analisi. L'analisi di tali sistemi può essere fatta tramite l'ottenimento della cosiddetta funzione di trasferimento ovvero il rapporto tra la Trasformata di Laplace LT dell'uscita e la trasformata LT dell'ingresso ovvero tramite la cosiddetta risposta impulsiva, antitrasformata della funzione di trasferimento ovvero risposta da un impulso semplice, dove l'uscita viene computata nel dominio del tempo dalla convoluzione di tale risposta impulsiva con l'ingresso desiderato ovvero con il prodotto della funzione di trasferimento per l'ingresso LT trasformato e poi il tutto antitrasformatato. Altro modo di rappresentazione analogo è il modello autoregressivo ingresso-stato-uscita a media mobile (ARMA). Sistema dinamico. In fisica, matematica ed ingegneria, in particolare nella teoria dei sistemi, un sistema dinamico è un modello matematico che rappresenta un oggetto (sistema) con un numero finito di gradi di libertà che evolve nel tempo secondo una legge deterministica; tipicamente un sistema dinamico viene rappresentato analiticamente da un'equazione differenziale, espressa poi in vari formalismi, e identificato da un vettore nello spazio delle fasi, lo spazio degli stati del sistema, dove "stato" è un termine che indica l'insieme delle grandezze fisiche, dette variabili di stato, i cui valori effettivi "descrivono" il sistema in un certo istante temporale t, come già detto. Descrizione. Lo studio dei sistemi dinamici rappresenta uno dei più antichi e importanti settori della matematica e della fisica; si tratta di un modello matematico utilizzato per descrivere i sistemi meccanici nell'ambito della meccanica classica e nella sua riformulazione assiomatica sviluppata dalla meccanica lagrangiana e dalla meccanica hamiltoniana, e che è presente in molti settori dell'ingegneria, come l'automatica e l'ingegneria dei sistemi. Le applicazioni sono molteplici, spaziando dai circuiti elettrici ai sistemi termodinamici. Alla fine del 19° secolo, poi, Henri Poincaré osserva la possibilità di un comportamento fortemente irregolare di alcuni sistemi dinamici studiando il problema dei tre corpi: negli anni '50 del secolo successivo, in seguito agli esperimenti “numerici” del meteorologo Edward Lorenz, che studiando l'atmosfera terrestre rivelò la dipendenza sensibile dalle condizioni iniziali, i risultati di Poincaré vennero presi in grande considerazione dalla comunità scientifica e posero le basi alla teoria del caos. Il comportamento caotico dei sistemi dinamici, la cui controparte matematica può raggiungere gradi di complessità che rendono vincolante l'utilizzo del calcolatore, è stato riscontrato in molti e diversi ambiti dello studio della natura della civiltà umana, tra cui la biologia e l'economia. Si può definire sistema dinamico un sistema la cui modellizzazione matematica può essere espressa da un'equazione differenziale (ordinaria EDO o alle derivate parziali EDDP). A partire da questo esistono diversi formalismi matematici utili alla sua descrizione e studio sia in ambito fisico che ingegneristico (ingegneria dei sistemi e teoria dei controlli automatici). Si possono identificare due tipologie di sistema dinamico: se l'evoluzione avviene ad intervalli discreti di tempo il sistema viene chiamato sistema dinamico discreto ed è definito dall'iterazione di una funzione (alle differenze finite); se l'evoluzione è continua e definita da un'equazione differenziale, il sistema viene chiamato sistema dinamico continuo. Di particolare importanza sono i sistemi dinamici lineari, i più semplici da analizzare in quanto le equazioni non lineari non sono solitamente risolvibili in modo semplice od esatto. Tra i sistemi lineari, i sistemi lineari tempo-invarianti (sistemi LTI) vengono ampiamente utilizzati nella teoria dei segnali e nella teoria del controllo. Una delle caratteristiche fondamentali dei sistemi dinamici che viene studiata più spesso è la stabilità. Per esempio, è comune studiare la stabilità in termini di limitatezza delle uscite nei confronti di un ingresso limitato (stabilità esterna), oppure in termini di allontanamento da uno stato di equilibrio (stabilità interna). Per analizzare matematicamente il comportamento di un sistema dinamico si utilizzano soprattutto due tipologie di descrizione, la rappresentazione in spazio di stato ed il formalismo del dominio della frequenza complessa (si veda la funzione di trasferimento nel caso di sistemi stazionari). Definizione. Nello specifico, per ogni t si può definire Φ tale che: Φ(0,x)=x, Φ(t1,x) o Φ(t2,x)=Φ(t1, Φ(t2,x))=Φ(t1+t2,x), per t1, t2, t1+t2 appartenenti a I(x), dove: I(x)={t appartenente T:(t,x) appartiene U}. Ciò rispecchia il fatto che la legge di evoluzione Φ del sistema non cambia essa stessa nel tempo. Le funzioni Φ(t,x) parametrizzate da t, con la legge di composizione Φ(t1,x) o Φ(t2,x) formano un gruppo commutativo ad un parametro. Frequentemente nel caso discreto T coincide con Z, mentre nel caso continuo T coincide con R. Il grafico della funzione Φ è la traiettoria del sistema nel tempo e l'insieme: γx0:={Φ(t,x0): t appartiene a I(x0)} è l'orbita del movimento passante per x0 (ovvero l'immagine del flusso in x0). Un sottoinsieme S contenuto in M è detto Φ-invariante se: Φ(t, x) contenuto S per ogni x contenuto S e per ogni t contenuto T. In particolare, affinché S sia invariante si deve verificare I(x)=T per tutti gli x appartenenti S, ovvero il flusso lungo x deve essere definito per tutti i punti di S ad ogni tempo t. Allora abbiamo la seguente definizione: sia U una varietà differenziale n-dimensionale, con n finito, e Φ={Φt, t appartenente T} un gruppo di diffeomorfismi di mappe regolari Φt: U → U, (ossia Φ apice t), allora la coppia (U,Φ) è detta sistema dinamico regolare invertibile (continuo se T=R o discreto se T=Z oppure T=N). Sistemi fisici. Meccanica lagrangiana e Meccanica hamiltoniana. La dinamica dei sistemi fisici può essere caratterizzata dal fatto che il loro moto tra due punti di coordinate generalizzate q (t1) e q(t2) segue un cammino che rende stazionario (ovvero a variazione nulla) il funzionale azione: δA=0, in accordo con il principio di minima azione (principio variazionale di Hamilton). L'azione A è l'integrale nel tempo della lagrangiana L(q˙,q,t), dove q˙ è la derivata temporale di q, A=∫ da t1 a t2 di Lgotico in dt, dove Lgotico appartiene allo spazio C2[t1,t2]. Si dimostra che Lgotico così definita soddisfa le equazioni di Eulero-Lagrange: d/dt (∂Lgotico/∂q˙) − ∂Lgotico/∂q = 0, dove q˙= qpunto = q˙(p,q,t). Rendere stazionaria l'azione A corrisponde a rendere minima l'energia del sistema considerato, e solitamente si fa corrispondere all'energia totale del sistema una funzione H=H(q,p,t), detta hamiltoniana ed introdotta nel 1835 da William Rowan Hamilton, che dipende dalle coordinate generalizzate q e dai rispettivi momenti coniugati: pj = ∂/∂q˙j (Lgotico(q˙,q,t)) onde p = ∂/∂q˙ (Lgotico(q˙,q,t)). La funzione hamiltoniana H è data dalla somma H=T+V ovvero dell'energia cinetica T e dell'energia potenziale V del sistema, ed è la trasformata di Legendre della lagrangiana Lgotico: H(p,q,t) = p ⋅ q˙ − Lgotico(q˙,q,t), dove q˙=q˙(p,q,t). La formalizzazione di un problema dinamico tramite il principio di minima azione (valido per sistemi olonomi e monogenici) è alla base della riformulazione della meccanica classica sviluppata dalla meccanica hamiltoniana e lagrangiana. In particolare le equazioni di Hamilton: dp/dt = −∂H/∂q, dq/dt = + ∂H/∂p, sono equivalenti alle equazioni del moto di Eulero-Lagrange, a loro volta equivalenti alle equazioni cardinali della meccanica di Newton. Il principio di conservazione dell'energia viene poi espresso, in tale contesto, dicendo che H è un integrale primo delle equazioni di Hamilton, oppure con il fatto che la lagrangiana Lgotico non dipende esplicitamente dal tempo t: dH/dt = −∂Lgotico/∂t = 0. Più in generale, per il teorema di Noether ad ogni simmetria della lagrangiana, ovvero ad ogni trasformazione infinitesima continua delle coordinate (q˙,q,t) che lascia inalterata Lgotico(q˙,q,t), corrisponde una quantità estensiva conservata. Esempio. In meccanica classica un esempio elementare di sistema dinamico è fornito da un punto materiale che si muove nello spazio. Il punto materiale viene completamente caratterizzato dalla sua posizione r(t) (un vettore dipendente da t appartenente a R) e dalla sua velocità v(t)=r˙(t)=rpunto(t)=dr/dt. Lo stato di tale sistema è il vettore (r(t),v(t)) appartenente a R n-dim, dove R(elev 2)=R n-dim è lo spazio degli stati utilizzato ed i suoi elementi rappresentano tutti i possibili stati che il sistema può assumere. Lo spazio degli stati viene anche detto spazio delle fasi. L'evoluzione temporale del punto è quindi data dalle due derivate: r˙(t)=v(t), r¨(t)=v˙(t)=a, dove rpunto è la derivata temprale prima e rduepunti è la derivata seconda, ed a è l'accelerazione del punto (che dipende dal risultante delle forze a cui è soggetto). Definendo: x(t)=(r(t),v(t)), il moto del punto materiale può essere scritto con l'equazione ordinaria autonoma: x˙(t) = f(x(t)). Scegliendo un punto ed una velocità iniziali x0=(r0,v0), ovvero ponendo x(t=0) = x0, si ottiene l'evoluzione del sistema a partire da x0 (problema di Cauchy per l'equazione differenziale). Tutti i sistemi dinamici a tempo continuo vengono scritti in modo analogo, eventualmente con f che dipende esplicitamente dal tempo: x˙(t) = f(x(t),t), x appartenente a R(elev 2)=R n-dim, dove f : R(elev n) x R → R(elev n) è una funzione almeno differenziabile. Tale sistema può essere ricondotto a quello autonomo (f : R(elev n) va in R(elev n)) con un cambio di variabili. La soluzione (x0,t) al variare di t è la traiettoria (orbita) seguita dal sistema nello spazio delle fasi a partire da x0. Nell'impostare formalmente lo studio di un sistema dinamico si fa in modo che la funzione f sia sufficientemente regolare da fornire una soluzione unica (teorema di esistenza ed unicità), in accordo con il fatto che l'evoluzione del sistema a partire da un punto dato è unica. In generale, un sistema dinamico (T, M, Φ) è definito da un gruppo (od un semigruppo) T che è l'insieme dei valori del parametro tempo t, ed un insieme M detto lo spazio delle fasi o spazio degli stati. La funzione di evoluzione temporale (flusso) Φ : U contenuto in TxM va in M determina l'azione di T su M. Nella teoria ergodica M è uno spazio misurabile con misura di probabilità μ e Φ è una funzione misurabile che preserva μ, mentre nella cosiddetta topologia dinamica M è uno spazio topologico completo e Φ è una funzione continua (spesso anche invertibile). Esempi tipici di sistemi dinamici continui sono: il sistema preda-predatore di Volterra-Lotka per la dinamica delle popolazioni; il sistema di Lorenz per l'evoluzione delle condizioni meteorologiche; ma ovviamente ce ne sono molti. Esempi di sistemi dinamici discreti sono: la mappa logistica; la mappa di Hénon; la mappa standard. Classificazione. Sistemi continui. Data una varietà S, sia v : S → S un campo vettoriale differenziabile, cioè che associa ad ogni punto z appartenente a S un vettore le cui coordinate sono legate alle coordinate di z (definite in un suo intorno rispetto a qualche base) tramite una funzione differenziabile. Un sistema dinamico è definito dall'equazione autonoma (l'equazione del moto per sistemi meccanici): v(z) = dz/dt. Trattandosi di un'equazione differenziale ordinaria, il relativo teorema di esistenza ed unicità della soluzione stabilisce che preso un punto iniziale z0 esiste un intervallo a minor-uguale t minor-uguale b, con a, b > 0, in cui il sistema dinamico ha una soluzione unica z(t)=ϕt(z0). Se la soluzione (traiettoria) esiste per tutti i tempi e per qualsiasi scelta del punto iniziale z0 si ha che il tempo può scorrere nel verso contrario, ovvero è possibile predire il passato conoscendo uno stato del sistema nel futuro. In particolare, si verifica che ϕ(t-1) =  ϕ(pedice t, apice -1) = ϕ-t =  ϕ (pedice -t) e l'insieme delle ϕt forma un gruppo continuo ad un parametro di diffeomorfismi su S. La struttura matematica che viene assegnata allo spazio delle fasi M dipende comunque dal contesto; solitamente è uno spazio topologico, in cui ha senso parlare di continuità nell'evoluzione temporale dello stato. Uno spazio topologico in cui è possibile definire ed utilizzare strumenti metrici e differenziali è ad esempio la varietà differenziabile, una delle strutture più utilizzate in fisica-ingegneria in quanto risulta particolarmente adatta per modellare i sistemi fisici ed i processi ingegneristici. Per i sistemi nei quali allo stato viene associata una nozione di misura, ad esempio una probabilità, si utilizza uno spazio misurabile. Si richiede inoltre che il flusso Φ sia compatibile con la struttura di M: nel caso in cui M sia rispettivamente uno spazio topologico, uno spazio misurabile, una varietà differenziabile o una varietà complessa, Φ è un omeomorfismo, una funzione misurabile, un diffeomorfismo od una funzione olomorfa. Sistemi discreti. I sistemi dinamici discreti sono definiti da un'iterazione del tipo: X(n+1) = f(Xn), per n maggior-uguale 0 (n+1 e n sono pedici), di una funzione f : S → S, con S contenuto in R(elev n) ossia R n-dim. Può essere vista come un'equazione alle differenze: X(n+1) − Xn = f(Xn) − Xn, per n maggior-uguale 0, che definendo F(Xn) = f(Xn) − Xn assume la stessa forma dell'equazione differenziale ordinaria del caso continuo. Le orbite di un sistema discreto sono una successione di stati {Xn} con n da 1 a ∞. Il gruppo di trasformazioni è quindi dato dall'insieme: G = {Id, f, f(elev 2), f(elev 3), …, f(elev n), ...}, dove l'espressione f(elev k) indica la composizione di funzioni f o … o f di f con sé stessa iterata k volte. Classificazione in base a ingressi (I, U) ed uscite (U, Y). In ambito ingegneristico i sistemi dinamici vengono pure classificati in base al numero di variabili d'ingresso e d'uscita, si hanno infatti: sistemi a singolo ingresso e singola uscita (SISO, Single input-single output); sistemi ad ingresso multiplo ed uscita multipla (MIMO, Multiple input-multiple output); e meno frequentemente: sistemi a singolo ingresso ed uscita multipla (SIMO, Single input-multiple output); sistemi ad ingresso multiplo ed singola uscita (MISO, Multiple input-single output). Sistemi lineari. Una classe molto importante di sistemi dinamici è quella dei sistemi lineari, in cui il legame tra le variabili di ingresso e l'uscita è lineare come l'equazione del sistema. Sono utilizzati ad esempio nella teoria dei segnali o nella teoria dei circuiti, e spesso sono analizzati in frequenza (frequenza complessa s) tramite l'utilizzo di trasformate integrali, come la trasformata di Fourier FT o la trasformata di Laplace LT. Un sistema lineare di n stati x appartenenti a R n-dim, m input u appartenenti a R m-dim e q uscite y appartenenti a R q-dim viene descritto da un'equazione lineare del tipo:  x˙(t) = A(t)x(t) + B(t)u(t), y(t) = C (t)x(t) + D(t)u(t), dove A appartiene a R nxn dim, B appartiene a R nxm dim, C appartiene a R qxn dim, e D appartiene a R qxm dim, sono matrici (che nel caso stazionario non dipendono dal tempo t); tale equazione sarebbe bene che i lettori la imparassero, magari nella forma da noi data altrove. Sistemi lineari e stazionari. Un sistema dinamico lineare e stazionario è anche detto lineare tempo-invariante, abbreviato spesso con la sigla LTI (Linear Time-Invariant). Nel caso di un sistema continuo, è caratterizzato dal fatto che l'uscita y(t) per un segnale in ingresso x(t) è descritta dalla convoluzione: y(t) = x(t) * h(t) = ∫ da -∞ a + ∞, di x(t-τ)h(τ)dτ = ∫ da -∞ a +∞, di x(τ)h(t-)d⁡τ, dove h(t) è la risposta impulsiva, ovvero la risposta od uscita del sistema quando l'ingresso x(t) è la funzione a delta di Dirac. Se la funzione h(τ) è nulla quando τ<0 allora y(t) dipende soltanto dai valori assunti da x precedentemente al tempo t, ed il sistema è detto causale. Un sistema a tempo discreto trasforma la successione in ingresso{x} in un'altra successione {y}, data dalla convoluzione discreta con la risposta impulsiva h alla funzione delta di Kronecker: y[n] = ∑ k, da -∞ a +∞, di x[k] ⋅ h[n-k] = ∑ k, da -∞ a +∞, di x[n-k] ⋅ h[k]. Gli elementi di {y} possono dipendere da ogni elemento di {x}. Solitamente y[n] dipende maggiormente dagli elementi in prossimità del tempo discreto n tanto più quanto più alto è l'ordine del sistema. I sistemi lineari stazionari sono spesso descritti nel dominio della frequenza complessa (tramite la risposta in frequenza) attraverso la funzione di trasferimento H(s), definita come la trasformata di Laplace della risposta h(t) all'impulso a delta. Sistemi strettamente propri. Una ulteriore classificazione per i sistemi lineari li suddivide in strettamente propri (o puramente dinamici) quando l'uscita dipende esclusivamente dagli stati del sistema, e in tal caso nella rappresentazione matriciale ciò corrisponde ad una matrice D(t) nulla, mentre si parla di sistema improprio in tutti gli altri casi. Un caso particolare di sistema proprio si ha quando la matrice C(t) è nulla, ed in tal caso il sistema è detto non dinamico e non è necessario ricorrere a variabili di stato per rappresentarlo, poiché il legame fra ingresso e uscita è istantaneo. È possibile dimostrare che un sistema puramente dinamico ha funzione di trasferimento con grado del numeratore minore a quello del denominatore mentre un sistema non dinamico ha funzione di trasferimento con grado zero. Sistemi non lineari. In matematica un sistema non lineare (o nonlineare) è un sistema di equazioni in cui almeno una di esse è non lineare, cioè non esprimibile come combinazione lineare delle incognite presenti e di una costante. Ad esempio potrebbe contenere equazioni algebriche con almeno un termine di grado maggiore di uno, o più in generale dei termini non polinomiali (irrazionali o trascendenti). In teoria ed in pratica, ogni sistema di equazioni che non sia lineare è detto non lineare. Sistemi complessi. In fisica attuale un sistema complesso è un sistema dinamico a multicomponenti ossia composto da diversi sottosistemi che tipicamente interagiscono tra loro. Tali sistemi vengono usualmente studiati attraverso apposite metodologie di indagine di tipo "olistico" ossia come computazione "in toto" (secondo il principio "il tutto è maggiore della somma delle singole parti") dei comportamenti dei singoli sottosistemi assieme alle loro reciproche interazioni (eventualmente non-lineari), descrivibili analiticamente tramite modelli matematici, anziché in maniera, filosofia e tecnica "riduzionistica" (cioè scomponendo ed analizzando il sistema nei suoi componenti). Analisi dei sistemi dinamici. L'analisi dei sistemi dinamici è lo studio del comportamento di tali sistemi. Dal momento che la definizione di sistema dinamico è molto generale, sono diverse le discipline che propongono un modello matematico di sistema dinamico in riferimento a contesti particolari. Ad esempio, in meccanica classica le equazioni del moto di Newton sono state riformulate dalla meccanica lagrangiana e dalla meccanica hamiltoniana, mentre in ingegneria i sistemi dinamici (che possono essere ad esempio circuiti elettrici, ma noi abbiamo portato molti esempi di sistemi dinamici) sono delle scatole nere caratterizzate da un'uscita Y ed un ingresso U. Nel caso gli ingressi siano “sottoposti ad un segnale aggiuntivo di controllo”, si entra nell'ambito dell'analisi dei sistemi di controllo. In tutti i casi, l'analisi dei sistemi dinamici viene effettuata impostando un sistema di una o più equazioni differenziali per le quali si specificano dei dati iniziali. Rappresentazione nel dominio del tempo e delle frequenze complesse. In matematica, ingegneria, fisica, statistica, ed altri ambiti delle scienze, l'analisi nel dominio della frequenza di una funzione del tempo (o segnale) ne indica la descrizione in termini dell'insieme (lo Spettro S(f)) delle sue frequenze. Ad esempio, è una nozione ed una pratica diffusa nell'ambito delle tecnologie audiovisive o nelle telecomunicazioni valutare quanto un segnale elettrico (o elettromagnetico) sia compreso in bande di frequenze di particolare interesse o d'utilizzo. Rappresentazione nello spazio di stato. In fisica matematica, in meccanica razionale e nella teoria dei sistemi dinamici, una rappresentazione in spazio di stato (nota anche come rappresentazione in spazio di fase) è una descrizione di un sistema dinamico in cui si fa particolare riferimento alle variabili di stato del sistema, le quali formano uno spazio vettoriale in cui esso viene rappresentato. La dimensione dello spazio vettoriale è pari al doppio del numero di gradi di libertà del sistema; viceversa, uno spazio vettoriale che abbia dimensione pari al numero di gradi di libertà riuscirà a tener conto soltanto dello stato del sistema in un singolo istante. Rappresentazione grafica. Traiettorie di stato. Supponendo di perturbare un sistema ed osservando la traiettoria di una grandezza, si verificano casi di particolare interesse quando l'evoluzione tenderà a stabilizzarsi in una posizione di equilibrio, ossia un punto fisso dell'evoluzione del sistema. Gli equilibri di un sistema cambiano al variare di ingressi e disturbi (supposti costanti), ad esempio modificando la tensione ai morsetti di un motore varia la velocità raggiunta a regime. Lo studio degli stati di equilibrio di un sistema dinamico è di estremo interesse, tipicamente i problemi di controllo possono essere interpretati come una modifica del punto di equilibrio di un dato sistema. Un esempio semplice è dato dall'equilibrio termico di un appartamento, la cui temperatura interna è l'equilibrio imposto dalle condizioni ambientali ed interne. L'utilizzo di un condizionatore d'aria (sistema di controllo) modificando la temperatura interna alla stanza non fa altro che modificare il punto di equilibrio del sistema. Modello a scatole (blocchi). Nell'ingegneria dei sistemi un sistema può essere modellizzato graficamente tramite una scomposizione in un insieme di sottosistemi collegati tra loro in vario modo (serie-cascata, parallelo, retroazione, ecc.), ciascuno dei quali è identificato da uno scatolotto (blocco) il cui funzionamento o comportamento è descritto da una funzione di sottoprocesso che esso svolge all'interno del sistema generale. Lo schema risultante si dirà schema a blocchi del sistema (Modello black-box, Modello white-box e Modello grey-box). L'analisi di tali sistemi può essere fatta tramite la cosiddetta funzione di trasferimento ovvero il rapporto tra la trasformata di Laplace dell'ingresso e la trasformata LT dell'uscita ossia tramite la cosiddetta risposta impulsiva quale antitrasformata della funzione di trasferimento, ossia risposta da un impulso semplice dove l'uscita viene computata nel dominio del tempo dalla convoluzione di tale risposta impulsiva con l'ingresso desiderato ossia con il prodotto della funzione di trasferimento per l'ingresso trasformato e poi il tutto antitrasformatato. Altro modo di rappresentazione analogo è il modello autoregressivo ingresso-stato-uscita ISU (UXY) a media mobile (ARMA). Stabilità e punti di equilibrio. Si possono definire diversi tipi di stabilità per un sistema dinamico, ad esempio la stabilità esterna, anche detta stabilità BIBO (da Bounded Input, Bounded Output), ovvero la proprietà di ottenere un'uscita limitata se l'ingresso è limitato, oppure la stabilità interna che si riferisce approssimativamente alla capacità di tornare in una configurazione di equilibrio dopo una perturbazione dello stato di equilibrio stesso. La stabilità esterna viene generalmente utilizzata per analizzare il comportamento di sistemi lineari stazionari (per i quali si valutano i poli della funzione di trasferimento), mentre la stabilità interna sfrutta la rappresentazione in spazio di stato del sistema ed è stata studiata in particolare da Aleksandr Michajlovic Ljapunov. L'analisi della stabilità di un sistema meccanico è legata con il fatto che il sistema, se lasciato libero dai vincoli di evolvere, tende spontaneamente a portarsi in una configurazione dove la sua energia potenziale è minima (è minima l'energia totale ad entropia costante): tale configurazione corrisponde ad uno stato di equilibrio stabile (si veda il teorema di Lagrange-Dirichlet). Stabilità interna. In matematica, la stabilità interna (o stabilità di Ljapunov) di un sistema dinamico è un modo per caratterizzare la stabilità delle traiettorie compiute dal sistema nello spazio delle fasi in seguito ad una sua perturbazione in prossimità di un punto di equilibrio. Un punto di equilibrio è detto stabile (secondo Ljapunov) se ogni orbita del sistema che parte sufficientemente vicina al punto di equilibrio rimane nelle vicinanze del punto di equilibrio, ed è detto asintoticamente stabile se l'orbita converge al punto di equilibrio per il tempo t che tende ad infinito. Stabilità esterna. Un sistema è stabile esternamente (BIBO stabile) se ad un ingresso limitato corrisponde una uscita limitata. La limitatezza di una funzione scalare f  è generalmente definita in tale contesto dal fatto che esiste un M < ∞ tale che: sup, per t maggior-uguale 0, di |f(t)| < M. Nel caso di sistemi dinamici lineari, un sistema lineare è BIBO stabile se e solo se la risposta impulsiva h(t) è assolutamente integrabile, cioè esiste un M′ < ∞ tale che: ∫, da -∞ a +∞, di |h(τ)|dτ < M′. Stabilità strutturale. In matematica, la stabilità strutturale è una proprietà fondamentale dei sistemi dinamici descrivibile qualitativamente come l'inalterabilità delle traiettorie a seguito di piccole perturbazioni di classe C(elev 1) ossia C 1-dim. Esempi di queste proprietà qualitative sono il numero di punti fissi e di orbite periodiche (ma non i loro periodi). A differenza della stabilità secondo Liapunov, che considera perturbazioni nelle condizioni iniziali di un certo sistema, la stabilità strutturale riguarda le perturbazioni del sistema stesso. Le varianti di questa nozione si applicano ai sistemi di equazioni differenziali ordinarie, ai campi vettoriali su varietà regolari, i flussi da essi generati, e i diffeomorfismi. Controllabilità e osservabilità. I concetti di controllabilità e osservabilità di un sistema dinamico sono stati introdotti da Kalman nel 1960 e sono alla base della teoria del controllo. Informalmente, un sistema è controllabile se è possibile portarlo in qualsiasi configurazione finale agendo opportunamente sull'ingresso in un tempo finito; viceversa, è osservabile se dall'uscita è possibile risalire allo stato del sistema. Nei sistemi lineari controllabilità e osservabilità sono due proprietà duali. Sistemi lineari. Dato un sistema dinamico lineare: x˙ = Ax + bu, y = cTx, dove cT (c apice T) è un vettore costante, si consideri la matrice: T = [cT, cTA, cTA(elev 2), …,  cTA(elev n-1]T, dove T è sempre apice. Il sistema è completamente osservabile se il rango di T è massimo. Considerando invece la matrice: R = [b, Ab, A(elev 2)b, …, A(elev n+1)b], il sistema è completamente controllabile se la matrice R ha rango massimo. Definendo il sistema duale: x˙ = ATx + cu, y = bTx, (T sempre come apice), si dimostra che il sistema di partenza è completamente osservabile se e solo se il sistema duale è completamente controllabile, ed è completamente controllabile se e solo se il sistema duale è completamente osservabile. Sistemi non lineari. Dato un sistema dinamico definito su una varietà M appartenente a C(elev ∞) di dimensione m: x˙ = f(x,u), x appartenente a M, y = g(x), con u appartenente a Ω contenuto in R(elev 1)=R l-dim l'ingresso, y appartenente a R n-dim l'uscita, e f, g appartenenti a C(elev ∞), i problemi di controllabilità si traducono nel verificare se lo spazio delle fasi M è sufficientemente grande da contenere tutti gli stati possibili (altrimenti il sistema non è osservabile), o se, al contrario, contiene stati che il sistema non può raggiungere (il sistema non è controllabile). Una descrizione matematica comunemente utilizzata considera l'algebra di Lie F di campi vettoriali sullo spazio delle fasi M generata dal campo vettoriale f(⋅,u), con u appartenente a Ω  un controllo costante: se la dimensione dell'algebra è costante esiste un'unica sotto-varietà M′ appartenente a M tangente lo stato iniziale x0 contenente tutte le orbite raggiungibili dal sistema (andando verso +t o verso -t) passanti per x0. Se la dimensione di F(x0) è m allora M=M′ ed il sistema è in qualche modo controllabile; in caso contrario, se la dimensione è minore di m si considera solo l'insieme M′ in cui il sistema è controllabile. Sistemi ergodici. La teoria ergodica (dal greco érgon, lavoro, energia, e hodós ossia via o percorso) si occupa principalmente ed approssimativamente dello studio matematico del comportamento medio, a lungo termine t, di sistemi dinamici (ma dei sistemi e dei processi ergodici abbiamo scritto altrove). Teoria delle biforcazioni. La teoria delle biforcazioni si occupa delle variazioni nella struttura delle orbite di un sistema dinamico al variare di un parametro del sistema stesso, nel caso in cui tali variazioni non siano topologicamente equivalenti. Caos ed attrattori. In matematica la teoria del caos è lo studio, attraverso modelli propri della fisica matematica, dei sistemi dinamici che esibiscono una “sensibilità esponenziale” rispetto alle condizioni iniziali. I sistemi di questo tipo, pur governati da leggi deterministiche, sono in grado di mostrare un'empirica casualità nell'evoluzione delle variabili dinamiche. Questo comportamento casuale è solo apparente, dato che si manifesta nel momento in cui si confronta l'andamento temporale asintotico di due sistemi con configurazioni iniziali arbitrariamente simili tra loro. Esempio. Per introdurre l'analisi di un sistema dinamico possiamo fare riferimento al modello costituito da un serbatoio d'acqua forato. In tale modello fissiamo le variabili e le costanti del sistema che si è creato. Abbiamo: la sezione del serbatoio S che rimane costante nel tempo; una costante generale K del liquido considerato che comprende diversi fattori costanti rispetto al tempo come la densità del liquido e la dimensione del foro; il livello di acqua nel serbatoio x(t) che definiamo come variabile di stato del sistema; la portata d'acqua entrante che definiamo ingresso del sistema u(t); la portata uscente dell'acqua che definiamo uscita del sistema y(t) la quale è proporzionale alla quantità di liquido sovrastante (ossia livello d'acqua x(t) per la sezione del serbatoio) ed alla costante del sistema, infatti y(t) = Kx(t). Sappiamo che (essendo un serbatoio un sistema dinamico) il suo stato al tempo t è definito sia dalla variabile di ingresso, sia dalla variabile di uscita, sia dallo stato precedente del sistema x(t+Δt). Possiamo quindi definire la formula od equazione generale dei sistemi dinamici (del 1° ordine: ossia quelli definiti da una sola variabile di uscita) per i quali: Δx/Δt = Ax(t) + Bu(t). Se vogliamo sapere il livello di acqua nel serbatoio all'istante t possiamo ragionare sulle variabili del sistema: sappiamo che u(t) – Kx(t) corrisponde alla quantità di liquido del serbatoio (quantità entrante meno quantità uscente), sappiamo che tale valore è uguale a S(Δx/Δt) (in quanto tale valore corrisponde anch'esso alla variazione di livello di liquido all'interno del serbatoio nell'unità di tempo t), quindi u(t) - Kx(t) = S(Δx/Δt), onde ricaviamo il rapporto Δx/Δt, ed otteniamo Δx/Δt = kx(t)/S + u(t)/S che corrisponde perfettamente con la formula generale dei sistemi di 1° ordine. Se volessimo analizzare graficamente l'andamento dello stato del sistema potremmo, tramite foglio di calcolo, determinare l'avanzare del sistema in funzione di un intervallo di tempo Δt che viene scelto "empiricamente" tramite la formula Δt = 0,1/|A| ossia 0,1 diviso il valore assoluto del coefficiente moltiplicante lo stato del sistema nella formula-equazione generale dei sistemi. Graficamente otterremmo un iniziale andamento esponenziale del sistema seguito da un equilibrio dello stato del sistema. Tendenza dei sistemi dinamici è infatti il raggiungimento di uno stato di equilibrio che si conservi nel tempo. Questa rapida trattazione di Teoria dei sistemi non ha una impostazione strettamente ingegneristica, per cui il lettore eventualmente faccia riferimento a quanto riportato altrove nel libro riguardo Teoria dei sistemi e Teoria dei controlli automatici. 


Continuando, occorre rilevare che, specialmente dopo l'opera di Lagrange, varie leggi della meccanica sono state formulate o riformulate come principi variazionali. Nel calcolo delle variazioni rientrano anche alcuni capitoli e sezioni di teoria dei sistemi, di teoria dei controlli automatici, di teoria della regolazione, ed i metodi di ottimizzazione interessanti sia l'ingegneria che l'economia. Nel calcolo delle variazioni poi è divenuta classica l'equazione differenziale di Eulero-Lagrange od equazione di Lagrange (in meccanica razionale le equazioni di Lagrange sono le equazioni del moto di un sistema meccanico conservativo ottenute a partire dal principio variazionale di Hamilton minimizzando l'azione, e descrivono la dinamica del moto di un corpo che obbedisce alla 2° legge della meccanica-dinamica mettendo in relazione posizione e velocità di ogni punto materiale). Classicissimo tra i problemi di calcolo delle variazioni, è quello di trovare tra tutte le linee chiuse di assegnato perimetro quella che racchiude il dominio di area massima (che sappiamo essere la circonferenza) ed analogamente tra tutte le superfici chiuse quella di volume massimo (che sappiamo essere la sfera). 


Abbiamo già detto che, nella teoria della dinamica razionale, nessun principio può stabilirsi che non sia già implicitamente contenuto nell'equazione simbolica (della dinamica). E' però teoricamente interessante, utile e molto significativo dal punto di vista speculativo porre l'equazione simbolica sotto tale forma che essa affermi essere il moto quello per cui risulta stazionaria, o meglio minima, un'opportuna espressiva quantità, in confronto a tutti i movimenti che soddisfano determinate late condizioni. Si ottengono così i principi variazionali della dinamica, fra i quali sono particolarmente importanti il principio variazionale di Gauss relativo alla minima costrizione dei vincoli, il principio variazionale di Hertz della direttissima, il principio variazionale di Hamilton, il principio variazionale di Maupertuis dell'azione stazionaria, poi il principio di Eulero ed il principio di Holder. Definita come costrizione dei vincoli nel moto, tra l'istante t e l'istante t+tau, la sommatoria fatta su tutti i punti materiali del prodotto della loro massa per il quadrato della loro distanza tra la posizione nel moto naturale in t+tau e la posizione che il punto occuperebbe in t+tau se il vincolo venisse meno in t, allora in ogni istante le accelerazioni nel moto naturale sono quelle che, fra tutte le accelerazioni permesse, rendono minima la quantità data dal quadrato delle forze perdute diviso la massa, e quindi rendono minima la costrizione dei vincoli (il quadrato di una forza diviso la massa è legato all'accelerazione ed una forza diviso la massa è un'accelerazione la quale durante il moto genera anche le reazioni vincolari). Dunque secondo il principio variazionale di Gauss della minima costrizione dei vincoli o “del minimo sforzo lungo la traiettoria”, affermiamo che il moto di un sistema materiale soggetto a vincoli lisci bilateri è caratterizzato, fra tutti i moti compatibili coi vincoli, come quello per cui risulta minima la costrizione dei vincoli, in un intervallo opportunamente piccolo. Come conseguenza possiamo stabilire il principio variazionale di Hertz, ovvero della direttissima: il moto avviene lungo la traiettoria più diritta concessa, istante per istante, dai vincoli, ovvero avviene lungo la geodetica di quello spazio (se non vi sono masse e dunque forze applicate allora si tratta di una retta inerziale). Il principio variazionale di Hamilton afferma che ogni variazione sincrona del moto naturale, che rispetta le configurazioni estreme, verifica la relazione per cui è nullo l'integrale tra due istanti, della somma delle variazioni sincrone del lavoro virtuale L delle forze attive e dell'energia cinetica T. Quando la sollecitazione attiva è conservativa (campo irrotazionale dotato di funzione potenziale), detto U il potenziale, risulta che la variazione del lavoro virtuale L è uguale alla variazione del potenziale U, e quindi la variazione sincrona dell'integrale della somma dell'energia cinetica e del potenziale (T+U) è nulla (T+U=0). Se introduciamo la funzione di Lagrange Lgotico=T+U=T-V, ed indichiamo con S (che diremo “azione hamiltoniana”, dimensionalmente energia per tempo (joule sec)) l'integrale tra i due istanti della funzione Lgotico, allora S risulterà stazionaria nel moto naturale (di tanto diminuisce il potenziale di quanto aumenta l'energia cinetica), in confronto a tutti i moti variati sincroni che avvengono nell'assegnato intervallo di tempo, rispettando le configurazioni estreme. Dunque per i sistemi conservativi il principio di Hamilton asserisce che il moto naturale di un sistema materiale, soggetto a vincoli bilateri lisci ed a sollecitazione attiva conservativa, è quello che rende minimo l'integrale S, rispetto a tutti i moti variati sincroni, che rispettano le configurazioni estreme. Osserviamo che S differisce per il fattore costante intervallo temporale dal valore medio di Lgotico, cioè dalla differenza fra il valore medio dell'energia cinetica T ed il valore medio dell'energia potenziale V. Ne segue che il moto naturale di un sistema materiale è quello per cui risulta minima, rispetto a tutti i moti variati sincroni fra le medesime configurazioni estreme, la differenza fra il valor medio di T ed il valor medio di V; l'energia E si ripartisce dunque in media quanto più possibile equamente fra le sue due forme in gioco, ossia la cinetica T e la potenziale V. Il principio dell'azione stazionaria, dovuto nella sua formulazione generale a Holder, non si riferisce ai moti variati sincroni, come il principio di Hamilton, bensì ai moto variati asincroni. Fra tutti i moti variati asincroni isoenergetici (in cui resta inalterata l'energia totale E=T+V), che rispettano le configurazioni estreme, il moto naturale è quello per cui l'azione A risulta stazionaria, dove A è il valor medio dell'energia cinetica T nell'intervallo considerato, moltiplicato per 2 volte l'intervallo temporale stesso. Nel caso di un sistema olonomo a vincoli fissi, soggetto a sollecitazione attiva conservativa, si dimostra che l'azione A risulta, non solo stazionaria, ma anche minima: si ha allora il principio variazionale dell'azione minima, che nel caso di un sol punto materiale era già stato enunciato da Maupertuis, ed in forma più precisa e generale da Eulero. Per tale principio, sotto veste geometrica, la traiettoria del moto naturale spontaneo (di un punto materiale sottratto a forze), segna il minimo cammino fra due punti geometrici estremi; dunque se il punto materiale è libero da vincoli la traiettoria è una retta, se invece il punto materiale è vincolato ad una superficie fissa liscia (o si muove in uno spazio di analoga curvatura), la traiettoria è una geodetica di questa superficie (od una geodetica di quello spazio). Per un sistema olonomo a vincoli fissi e soggetto a sollecitazione attiva conservativa, essa è una geodetica di una certa varietà metrica, metrica determinata dal potenziale U=U(x,y,z) del luogo ovvero dalla distribuzione di massa-energia nello spazio. Si può raffrontare il principio della minima azione sotto forma geometrica, col principio di Fermat che individua il percorso di minima durata dei raggi luminosi in un mezzo trasparente, il quale porta alla relazione per cui è nulla la variazione dell'integrale su una linea passante per 2 punti estremi dell'indice di rifrazione n, dove il potenziale U=n(elev 2)/2m. Diciamo che l'identificazione del principio di Fermat con quello della minima azione suggerisce l'identificazione dell'ottica geometrica OG con la meccanica corpuscolare MC. Ma l'ottica geometrica non è altro che un aspetto macroscopico dell'ottica fisica OO in cui i fenomeni hanno carattere ondulatorio e sono retti dall'equazione di d'Alembert: ciò lascia intravedere la possibilità di istituire una meccanica ondulatoria che stia alla meccanica corpuscolare come l'ottica fisica-ondulatoria (o teoria dei campi) sta all'ottica geometrica. Fu proprio attraverso questa intuizione ed argomentazione che nel 1924 L. V. de Broglie (Louis Victor Pierre Raymond de Broglie, 1892-1987, fisico francese) pervenne alla meccanica ondulatoria MO che studia l'aspetto ondulatorio di propagazione-diffusione-diffrazione-interferenza delle onde associate (ed alternative ai corpuscoli) ad ogni corpuscolo e corpo materiale. 


Nel 1770 Lagrange considerò il problema della risolvibilità delle equazioni algebriche in termini di permutazioni effettuate sulle loro radici, studio che doveva portare alla teoria dei gruppi (poi di grande successo in matematica) ed alle dimostrazioni di N. H. Abel (1802-1827) e di Evariste Galois (Bourg-la-Reine 1811, Parigi 1832, matematico francese, ricordato per la determinazione della condizione necessaria e sufficiente affinché un polinomio di grado n in x sia risolubile per radicali, risolvendo un problema vecchio di oltre 350 anni ed a 280 anni dall'Ars magna di Cardano) della non risolvibilità, con soli mezzi algebrici ordinari, delle equazioni di grado superiore al 4°. Lagrange intanto dimostrò che se o è l'ordine di un sottogruppo g di un gruppo G di ordine O, allora o è un fattore di O; e trovò che l'equazione risolvente di un'equazione algebrica di 5° grado, non solo non era di grado inferiore al 5°, come ci si sarebbe aspettato, ma era addirittura di 6° grado, e da ciò Lagrange congetturò che le equazioni algebriche di grado uguale o superiore al 5° non fossero risolvibili algebricamente, ossia per mezzo di radicali ovvero con una formula algebrica finita contenente i coefficienti dell'equazione. Egli elaborò pure il metodo di variazione dei parametri nella risoluzione di equazioni differenziali lineari non omogenee. 


Nella determinazione dei valori massimi e minimi di una funzione soggetta a vincoli, egli inventò il metodo dei cosiddetti moltiplicatori di Lagrange per ottenere un algoritmo elegante e simmetrico; in analisi matematica (ed in programmazione matematica), il metodo dei moltiplicatori di Lagrange permette di ridurre i punti stazionari di una funzione in I variabili e J vincoli di frontiera detta obiettivo, a quelli di una terza funzione in I+J variabili non vincolata detta lagrangiana, introducendo così tante nuove variabili scalari λ quanti sono i vincoli che vengono dette appunto moltiplicatori. Nel campo di teoria della probabilità egli cedette il posto al più giovane Laplace. Ma Laplace è da ricordare soprattutto per la meccanica celeste, in quanto in tale campo possiamo affermare che fu il degno successore e coronamento, come già accennato altrove, della meccanica di Newton applicata in astrofisica, che con Laplace raggiunse la sua maturità, la piena scientificità e completezza. Laplace fu autore di “Thèorie analytique”, un testo di analisi superiore, ed è ricordato anche per aver dato una dimostrazione formale della teoria dei minimi quadrati che Legendre non riuscì a dare. Osserviamo che la teoria della serie di J. B, Fourier (Jean Baptiste Joseph Fourier, Auxerre 1768, Parigi 1830, matematico e fisico francese) è strettamente legata ad una nuova definizione di convergenza delle serie di funzioni, la convergenza in media, fondata sul concetto di errore quadratico medio. Questa nozione, posta da Gauss a base del metodo dei minimi quadrati, si è rivelata particolarmente importante sia per gli sviluppi matematici, che per le applicazioni alle Scienze esatte sperimentali. Ma riguardo Fourier è importante trattare della teoria della serie di Fourier SF, dell'integrale di Fourier IF, e delle trasformata di Fourier FT. E' in primo luogo data una funzione f(x) periodica di periodo T, reale o complessa. Esempi di funzioni periodiche si incontrano frequentemente in fisica, in meccanica, in elettromagnetismo nello studio dei campi d'onde, nella teoria delle reti elettriche circa le forme d'onda dei generatori e delle variabili tensioni-correnti dei lati della rete, nei fenomeni vibratori dei corpi elastici, nella teoria della propagazione del calore, ecc. Tra le funzioni periodiche assumono particolare importanza le funzioni circolari, funzioni della trigonometria circolare. ossia le funzioni periodiche semplici. Ci chiediamo ora: data ad arbitrio una funzione periodica f(x), è possibile rappresentarla come somma di una serie trigonometrica, ossia si possono determinare due successioni numeriche (an) e (bn), coefficienti delle serie, che siano del tutto equivalenti matematicamente alla f(x)? 


Sappiamo che ciò è possibile sotto larghe condizioni, ed ogni funzione periodica risulta esprimibile da una combinazione lineare di funzioni periodiche semplici, in numero finito od in numero infinito (sembrerà strano ma quasi ogni funzione f(x) e dunque quasi tutti i segnali delle reti elettriche, pensati come periodici nel tempo, possono essere dati da una sovrapposizione istante per istante di funzioni seno-coseno ossia da oscillazioni con frequenza (Hz) da minima a massima secondo i casi, ad esempio la funzione-segnale all'uscita da un microfono vocale-musicale e quella d'uscita da un amplificatore musicale possono sempre essere date dalla sovrapposizione di funzioni seno-coseno di opportuna ampiezza Ai, frequenza fi (con fi da 20 Hz a 20 KHz circa) e potenza Pi) e ciò è di utilizzo amplissimo in fisica, elettronica e nei sistemi (legato a questo, come vedremo, è la tecnica detta “risposta in frequenza”). E tale decomposizione è detta analisi armonica, individuante il termine detto armonica fondamentale o principale, e le armoniche di ordine superiore n (ossia di frequenze fn=nfo). Le proprietà della funzione generatrice f(x) si traducono in conseguenti proprietà della successione dei coefficienti della serie, e viceversa; ossia ad operazioni effettuate su f(x) corrispondono altre, ben determinate operazioni effettuate sulla successione dei coefficienti, e viceversa: circostanza comune a molte trasformazioni usate in matematica (le principali le abbiamo elencate altrove) e nelle relative applicazioni. La funzione φ(λ) definita come l'integrale da -infinito a +infinito della funzione generatrice f(x) moltiplicata per e(elev -i2πλx) in dx è detta trasformata di Fourier di f(x) o Fourier Trasformer FT: si chiama trasformazione di Fourier l'operazione che fa passare da f(x) alla sua trasformata φ(λ), che possiamo indicare F(f, λ) per mettere in evidenza che FT dipende dalla funzione f(x) e dalla variabile di trasformazione λ. La trasformata di Fourier è un'operazione lineare. La corrispondenza tra una funzione e la sua trasformata è biunivoca, e dall'uguaglianza delle trasformate F(.,.) deduciamo l'uguaglianza delle funzioni generatrici f(.). Il teorema fondamentale della trasformazione assicura la possibilità di sviluppare una qualsiasi funzione periodica in serie di Fourier. La classe delle funzioni sviluppabili in serie di Fourier è molto vasta, fatto che invece non succede per le funzioni f(x) sviluppabili in serie di Taylor per la quale è necessario che f(x) sia dotata delle derivate di tutti gli ordini (queste derivate divengono i relativi coefficienti delle potenze della serie di Taylor); in compenso, la convergenza della serie di potenze, entro l'intervallo di convergenza, è, in generale, molto più rapida della convergenza della serie di Fourier. Aggiungiamo, che per definire il metodo dei minimi quadrati, è necessario considerare lo spazio G o spazio di Gauss (spazio vettoriale rispetto al campo complesso C), delle funzioni reali o complesse, generalmente continue e di quadrato assolutamente integrabili. Il naturale ampliamento di tale spazio, conduce allo spazio L2 (ossia L apice 2) formato da tutte le funzioni di quadrato assolutamente integrabili nel senso di Lebesgue. Lo spazio L2 è un tipico esempio di quegli spazi detti hilbertiani (dal nome del matematico David Hilbert (Konigsberg 1862, Gottinga 1943, matematico tedesco tra i più importanti ed influenti tra il XIX sec ed il XX sec)), nel quale si studiano nel modo conveniente i fondamentali problemi di Matematica e soprattutto di Fisica. Ottenuta dallo sviluppo in serie, dalla teoria della serie di Fourier, come caso limite per T che tende ad infinito, vale per f(x) periodica di periodo T, una formula di rappresentazione, detta integrale di Fourier. Con la formula d'inversione della trasformata di Fourier, si passa alla funzione generatrice, e si ha corrispondenza biunivoca tra le due funzioni. Diciamo che come la funzione e(elev x) è invariante per le operazioni di derivazione ed integrazione, così e(elev -πx(elev 2)) è invariante per l'operazione di trasformazione di Fourier. Vale infatti l'enunciato, detto teorema di Plancherel (Bussy Fribourg 1855, Zurich 1967, matematico svizzero), ossia l'integrale su tutto l'asse x del quadrato del modulo di f(x) è uguale all'integrale da -infinito a +infinito del quadrato del modulo della sua trasformata F(f;λ) in dλ, (indichiamo la trasformata anche con F(f; λ) in luogo di φ(λ), come già detto, per mettere in evidenza la doppia dipendenza); tale teorema ha grande importanza sia per la teoria che per le applicazioni della trasformata di Fourier e riguarda la potenza di f(x). Le applicazioni della serie e della trasformata di Fourier (ossia i problemi risolvibili facendo uso dello sviluppo in serie di Fourier o tramite la trasformata) abbracciano molti campi delle scienze matematiche applicate: per esempio problemi di conduzione del calore, problemi di diffusione, o della temperatura, dell'effetto pelle, del conduttore chiuso, problemi di conduzione tra piani o fili, problemi di campi elettrostatici in una regione, problemi di propagazione, problemi di equilibrio di membrane e lastre, ecc. Accenniamo allora, per esempio, all'equazione che regge i fenomeni di conduzione del calore in un mezzo omogeneo ed isotropo, la quale, in coordinate cartesiane ortogonali, è data da derivata parziale della temperatura u rispetto al tempo t, uguale a K volte la somma delle derivate parziali seconde di u fatte ognuna rispetto a ciascuna delle coordinate (x,y,z) due volte (ovvero uguale al laplaciano di u), dove K è la conducibilità termica diviso per la densità del mezzo e per il calore specifico (a volume costante se il mezzo è un gas). 


Questa equazione differenziale è pure l'equazione della diffusione di un soluto in un solvente ed allora u sarà la concentrazione del soluto ed il coefficiente K la costante di diffusione. Interviene pure in alcuni problemi di moto di fluidi viscosi, in una direzione per esempio z, ed allora u è la velocità e K il coefficiente di viscosità cinematica. E' anche l'equazione della conduzione della corrente elettrica J. L'equazione vale se nella regione non vi è generazione di calore, o produzione di soluto, ecc., e deve essere accompagnata dalle condizioni iniziali (che specificano il valore della temperatura in ogni punto del corpo xyz a t=0, e così per le altre grandezze), e dalle condizioni al contorno, le quali possono essere diverse in quanto traducono l'azione dell'esterno sulla frontiera della nostra regione occupata dal mezzo considerato, che può essere un solido od un fluido ed in cui avvengono processi di conduzione. La condizione al contorno più semplice assegna la temperatura in ogni punto delle facce (se si tratta di un corpo xyz) ed in tal caso il corpo confina con uno o più termostati (T costante), ossia con dei serbatoi di calore (infiniti o praticamente molto grandi rispetto ai parametri del problema). Un'altra condizione al contorno molto semplice è che esista un assegnato flusso di calore attraverso ogni punto della frontiera, in particolare che questo flusso sia nullo ed in tal caso avremo un contorno adiabatico (praticamente molto coibente). Poichè il vettore flusso di calore (in calorie o Kcal per unità di area di superficie, oggi joule/m quadro) è proporzionale al gradiente, ossia differenza sul confine, della temperatura (legge del calore di Fourier) tramite la costante di conduzione termica (se il mezzo è solido, oppure costante di convezione se in presenza di liquidi o gas, o di radiazione, o tutte queste), questa condizione equivale ad assegnare in ogni punto della frontiera la derivata di u in direzione normale alla superficie stessa. Una condizione di tipo lineare ma abbastanza generale è quella che si ottiene supponendo che il flusso di calore, anziché assegnato, sia invece proporzionale alla differenza di temperatura tra la superficie ed il mezzo circostante (che ha come casi estremi i due precedenti). Questa condizione descrive accuratamente alcune situazioni, tra cui quella di un solido in contatto con un  fluido in convezione forzata, e di un solido coperto da un sottile strato di un mezzo poco conduttore quale un ossido od un grasso o meglio uno strato di isolante termico tipo lana di vetro. In altri casi questa condizione al contorno costituisce solo un'approssimazione, in quanto la condizione al contorno corretta è di tipo non lineare: i due casi tipici praticamente importanti sono quelli della perdita (od acquisto) di calore per radiazione attraverso il contorno (proporzionalità tra il flusso di calore e la differenza tra le potenze quarte della temperatura dei due mezzi adiacenti), e della convezione naturale che si produce in un fluido in contatto con il corpo solido per effetto della differenza di temperatura. Il procedimento generale per risolvere i problemi al contorno considerati è quello di sviluppare la soluzione in serie di Fourier in una delle variabili (per esempio la x); i coefficienti dello sviluppo saranno allora funzione dell'altra variabile (per esempio il tempo t), e per la loro determinazione si inserisce lo sviluppo stesso nell'equazione, derivando termine a termine sotto opportune ipotesi; il risultato è l'uguaglianza tra due serie di Fourier (pensate come due equazioni dipendenti da un parametro), il che implica l'uguaglianza dei singoli coefficienti per ogni n o k. Di queste equazioni è noto l'integrale generale che conterrà costanti arbitrarie disponibili per soddisfare condizioni iniziali ed al contorno, determinando così completamente i coefficienti ed ottenendo una soluzione sotto forma di sviluppo in serie di Fourier. 


Nel mio scritto maggiore, per illustrare quanto detto, ho riportati gli esempi applicativi relativi alla determinazione della temperatura all'interno della Terra (problema classico), quando sia nota la legge (periodica di periodo T uguale a 1 anno od a 1 giorno) con cui varia in superficie al passare del tempo, ed il problema del campionamento dei segnali continui. Dalla soluzione del problema relativo alla temperatura all'interno della Terra vediamo come l'ampiezza di ogni armonica decresca esponenzialmente col crescere della profondità, come la fase dell'-esima armonica venga diminuita al crescere di x e di n, e come lo smorzamento cresca al crescere di n. Tutto ciò ha un esatto analogo nella conduzione della corrente elettrica (corrente e tensione alternata ad alta frequenza). Pure nella teoria del campionamento dei segnali è indispensabili l'uso della serie e della trasformata di Fourier. I segnali di tipo numerico, come sappiamo, effettuano una trasmissione che è discontinua (o quantizzata) nel tempo, trattandosi di una sequenza di impulsi di forma ed ampiezza opportuna per essere inviata nel canale di trasmissione (cavi, guide d'onda, fibre ottiche, od irraggiate-irradiate in spazio libero), e discontinua (o quantizzata) nelle ampiezze (trattandosi di un numero di ampiezze finito, per esempio, se si trasmettono i messaggi utilizzando un codice che comporta una data lunghezza di parola in cifre binarie (in base binaria 2) avremo bisogno, se si trasmettono i singoli bit, soltanto di una forma d'onda (scelta opportunamente per banda di frequenze occupata e per potenza), di ampiezza ad esempio +A e -A (o +V e -V), o +A e 0, ecc.). Vi sono però dei segnali in cui il numero delle ampiezze possibili sono tutte quelle infinite (ossia 2(elev αo)), entro un certo intervallo (per esempio tra -Vminpicco e +Vmaxpicco). Ciò accade ad esempio quando le ampiezze dei successivi impulsi rappresentano l'indicazione di un misuratore di una grandezza fisica (ad esempio una telemisura; di posizione, velocità, accelerazione, temperatura, pressione, ecc.), letta o campionata all'istante di occorrenza di ciascun impulso. In questo caso si dice che viene effettuata una trasmissione campionata (ossia quantizzata nel tempo) ed in forma analogica (ossia non quantizzata, o continua) in ampiezza, di un segnale (nativamente) continuo nelle ampiezze. Esistono poi segnali che sono, per loro natura, continui sia nelle ampiezze che nel tempo, come per esempio lo sono i segnali all'uscita di un trasduttore che accetta al suo ingresso una grandezza fisica come la voce del parlatore-utente telefonico, od il suono di strumenti musicali (all'uscita del microfono), e dà all'uscita una tensione variabile col tempo il cui andamento, a parte un fattore moltiplicativo delle ampiezze (dovuto ad amplificazione od attenuazione), segue esattamente la forma dell'andamento della funzione d'ingresso. Il teorema del campionamento (di Nyquist-Shannon, come vedremo) assicura che un segnale s(t) a banda limitata, ossia caratterizzato (o praticamente caratterizzabile) da una frequenza massima f2, è completamente definito dai suoi campioni quando questi siano presi ad una frequenza superiore od almeno uguale al doppio della frequenza massima f2 del segnale. Dal punto di vista fisico e tecnico il campionamento può essere attuato mediante un interruttore veloce (realizzato ad esempio con un transistore bipolare Bjt comandato dalla base, o meglio con un transistore Mos comandato dal gate, utilizzati in funzionamento On-Off, ed oggi incluso in circuiti integrati IC di conversione analogica-digitale A/D prodotti da Texas Instruments, Philips, Hitachi, ecc.), il quale chiuda, in serie col segnale, solo per un breve intervallo di tempo tau. Questo dispositivo, detto il campionatore, esegue il prodotto del segnale s(t) per la sequenza, a frequenza fp=1/T, di impulsi r(t) di area Q e durata tau. Se tau è molto piccolo a confronto del periodo della massima frequenza del segnale T2=1/f2, l'ampiezza di ciascun impulso a valle dell'interruttore-campionatore si mantiene praticamente costante per tutta la durata dell'impulso stesso (ossia l'impulso è un rettangolo a base temporale più o meno stretta), ed allora si può parlare propriamente di campionamento. Il campionatore estrae una serie di impulsi la cui ampiezza è il prodotto di Q per l'ampiezza del segnale al momento della chiusura dell'interruttore, ossia s(iT), che non è altro che l'ampiezza del segnale all'istante di campionamento iT se Q=1. Sappiamo che l'uscita g(t) di un sistema lineare tempo-invariante (schematizzato come doppio-bipolo) è l'integrale di convoluzione (o prodotto integrale) tra il segnale di ingresso s(t) (la funzione entrante) e la risposta impulsiva h(t) (a sua volta risposta d'uscita all'impulso entrante imp(t) ossia quando il segnale d'ingresso è un impulso) del sistema considerato. Qualora la funzione entrante s(t) sia trasformabile secondo Fourier (od anche trasformabile secondo Laplace, come si vedrà), la risposta del sistema può essere ottenuta, operando non nel dominio del tempo (ed ovviando quindi al ricorso al calcolo di un integrale di convoluzione), bensì operando nel dominio delle frequenze (jω=j2πf; ed operando con la trasformata di Laplace anche frequenze complesse s=σ+jω). In tal caso la trasformata della funzione d'uscita G(f) è il prodotto della trasformata della funzione d'ingresso S(f) e della funzione di trasferimento del sistema H(f) (questa inoltre è la trasformata della risposta h(t) all'impulso; si noti che S(f) e G(f) essendo spettri bilateri vanno scritti con sopra il segno di cappello), ossia G(f)=H(f)S(f). Se l'ingresso è sinusoidale di ampiezza A e frequenza fo, anche l'uscita è sinusoidale della stessa frequenza ed ampiezza AH(fo). Si può dunque calcolare l'uscita g(t) di spettro G(f), di un sistema, misurando frequenza per frequenza la funzione di trasferimento H(f), trasformata questa della risposta all'impulso h(t), in regime sinusoidale, determinando modulo e fase della funzione di sistema (qui funzione di trasferimento H(f)). Adottando dunque la trasformata di Fourier, una convoluzione nel dominio del tempo t (generalmente difficile da calcolare), diventa un prodotto nel dominio delle frequenze jω. Ed un prodotto nel dominio del tempo (ossia il prodotto di due ordinarie forme d'onda temporali), è equivalente ad una convoluzione nel dominio delle frequenze. Inoltre vale il teorema di Parseval, ossia l'energia (integrale del quadrato di s(t) ossia integrale della potenza del segnale nel tempo da -infinito a +infinito), di un segnale s(t), è uguale all'integrale del quadrato di S(f) (ossia del quadrato della densità spettrale di energia) da -infinito a +infinito nelle frequenze, del suo spettro S(f); mentre lo spettro o trasformata S(f) è dato dall'integrale su tutte le frequenze della densità spettrale di potenza h(f). Lo spettro del segnale campionato, ossia la sua trasformata di Fourier, è il medesimo spettro del segnale s(t), ma ripetuto periodicamente a distanza di multipli interi di fp, ossia è uno spettro periodico multiplo, che, oltre agli spettri di ordine superiore n=2,3,..., contiene pure lo spettro base n=1 del segnale s(t), il quale è dunque separabile e recuperabile con un filtro passa basso PB che tagli le frequenze sopra f2 (ma prima dell'inizio dello spettro successivo ossia del 2° ordine) ed invece lasci passare lo spettro base sotto f2: ciò reso possibile solo da un campionamento in cui la frequenza di campionamento fp sia almeno doppia della frequenza massima contenuta nel segnale. Dunque qualunque segnale a banda limitata, non solo può essere correttamente campionato, ma può essere considerato come una sequenza dei suoi campioni trasmessi con la minima banda possibile, ossia esso è completamente ed esattamente definito dai suoi campioni, ed infatti la media dei quadrati (ossia la potenza del segnale) è uguale alla media dei quadrati dei suoi campioni. Analogamente, e dualmente, un'applicazione del teorema del campionamento può farsi nel dominio delle frequenze anziché nel dominio del tempo, campionando lo spettro S(f) di una funzione d'onda s(t) limitata nel tempo a T, con una frequenza maggior-uguale a fp=1/2T, e recuperando poi il segnale campionato originario, anziché con un filtro passa basso PB limitato a f2 come fatto precedentemente, con una finestra temporale limitata a T. Ma del teorema di campionamento e delle tecniche e circuiti per implementarlo scriveremo altre volte in altre parti del libro. Ritornando alla Thèorie analytique di Laplace, essa contiene anche la presentazione della famosa trasformata di Laplace, che è di notevole importanza ed utilità nella soluzione delle equazioni differenziali (da Wikipedia “In matematica, la Trasformata di Laplace LT è un trasformata integrale che converte-trasforma una funzione di una variabile reale t (spesso tempo) in una funzione di una variabile complessa s (dimensionalmente una frequenza complessa). La trasformazione ha molte applicazioni nella scienza e nell'ingegneria perché è uno strumento per la risoluzione di equazioni differenziali (altrimenti difficilmente risolvibili). In particolare, trasforma equazioni differenziali EDO in equazioni algebriche e trasforma convoluzioni in moltiplicazioni”). Data una funzione F(t), reale o complessa, della variabile t, se esiste l'integrale, da 0 a infinito (ottenuto come limite per T tendente a infinito) di e(elev -pt)F(t) in dt, esso risulta una funzione di p (variabile complessa introdotta nella trasformazione), ed è detto la trasformata di Laplace della funzione F(t). Tutte le funzioni per cui esiste la trasformata di Laplace, LT, si dicono trasformabili secondo Laplace. Nel mio scritto maggiore è rapidamente presentata la teoria della trasformata di Laplace. Tale trasformata è dunque un'operazione che, mediante l'integrale di Laplace (come pure s'è visto per la trasformata di Fourier, mediante l'integrale di Fourier), fa biunivocamente corrispondere ad una funzione trasformabile F(t) di variabile reale t, una ben determinata funzione L(F)=f(p) della variabile complessa p=u+iv. Inoltre la trasformata f(p) è una funzione analitica (soluzione dell'equazione di Cauchy-Riemann), olomorfa in un certo dominio della variabile indipendente p. A date proprietà della funzione trasformanda nel dominio di t (normalmente il tempo, come usualmente avviene in fisica ed in ingegneria, qualche volta invece con significato di dimensioni spaziali) corrispondono biunivocamente ben precise proprietà della funzione trasformata nel dominio delle frequenze complesse, desumibili in molti casi, dalla natura e posizione nel piano complesso dei suoi punti singolari (ossia dei “poli”, come vedremo in seguito). Si chiama inversione della trasformata, od antitrasformazione, l'operazione che permette di risalire dalla f(p) alla funzione generatrice F(t), e che può effettuarsi in molti modi, il più noto dei quali mediante la formula di Riemann-Fourier. Da Wikipedia “La trasformata di Laplace prende il nome da matematico ed astronomo Pierre-Simon Laplace, che ha utilizzato una trasformazione simile nel suo lavoro sulla teoria della probabilità. Laplace ha scritto molto sull'uso di generazione di funzioni nel Essai philosophique sur les probabilités (1814) e la forma integrale della trasformata di Laplace si è evoluta naturalmente come risultato. L'uso di Laplace della generazione di funzioni era simile a quello che ora è noto come trasformata Z (ossia ZT), e ha prestato poca attenzione al caso di variabile continua che è stato discusso da Niels Henrik Abel. La teoria di tale trasformata è stata ulteriormente sviluppata nel XIX sec. ed all'inizio del XX sec. da Mathias Lerch, Oliver Heaviside, Thomas Bromwich, ecc. L'attuale uso diffuso della trasformazione (principalmente presente in moltissimi campi dell'ingegneria) è avvenuto durante e subito dopo la 2° guerra mondiale WWII, sostituendo il precedente calcolo operativo di Heaviside (come abbiamo riportato altrove). I vantaggi della trasformata di Laplace erano stati ben enfatizzati da Gustav Doetsch, a cui pare sia dovuto il nome stesso Laplace Transform”. La trasformata LT è uno strumento fondamentale per studiare i sistemi lineari tempo-invarianti (pressochè inutile invece per i sistemi ed in particolare per le reti elettriche non lineari e/o tempo-varianti), per esempio per studiare i sistemi elettromeccanici ed elettromagnetici, od i sistemi di comunicazione elettrica e di telecomunicazioni dove si studiano le proprietà di interconnessione di reti-antenne-mezzi di propagazione, come pure i circuiti elettrici. La trasformata LT era un tempo e pure oggi (seppure oggi meno, come vedremo, per il grande utilizzo dei calcolatori elettronici quali controllori in linea, operanti preferibilmente nel dominio del tempo discreto ti) un argomento vasto e molte tecniche e problemi applicativi dell'ingegneria dipendono dalle sue proprietà. Infatti con l'introduzione dell'uso di calcolatori elettronici in linea e poi dei programmi software a calcolatore (CAD) per la soluzione di problemi di reti elettriche, oggi l'importanza di LT è molto diminuita rispetto a 40-60 anni fa, quando per molti era ancora difficile distinguere tra la teoria dei circuiti elettrici (i cui modelli sono naturalmente ambientati e formulati nel dominio temporale) e le applicazioni della trasformata di Laplace ai circuiti stessi (i cui modelli risultano ambientati nel meno naturale dominio delle frequenze complesse s, comportanti notoriamente i concetti di funzione di trasferimento, impedenza, reattanza, ammettenza, suscettanza, ecc.... in particolare sarebbero mai esistite le impedenze e le ammettenze senza LT?). L'importanza della trasformata LT risiede nel fatto che permette di trasformare sistemi differenziali lineari in sistemi algebrici lineari, con maggior vantaggio, dico per esempio, del metodo dei logaritmi (o prima ancora delle formule di prostaferesi) che consente di sostituire una lunga e difficile-”difficile” moltiplicazione ab con una somma (log(ab)=loga+logb) e tre ricerche sulle tavole dei logaritmi (ossia loga, logb, log(ab)). Dato che LT è utilizzata per risolvere le equazioni differenziali-integrodifferenziali lineari a coefficienti costanti, essa si può applicare all'analisi dei circuiti e reti elettriche (una delle massime e storiche applicazioni) sostituendo le variabili di rete funzioni del tempo, vettor v(t) di componenti v1,v2,...,vb, a b componenti, vettor j(t) di componenti j1,j2,...,jb, a b componenti, vettor i(t) di componenti i1,i2,...,il, a l componenti, vettor e(t) di componenti e1,e2,....en, a n componenti, con le loro trasformate funzioni della frequenza complessa s, vettor V(s), vettor J(s), vettor I(s), vettor E(s). Nel mio scritto maggiore è brevemente riportata la teoria dei circuiti e delle reti elettriche (a parametri concentrati RLCM di qualunque complessità e lati di qualunque natura, composte di nt nodi e b lati incidenti comunque nei nodi), soprattutto riguardo i metodi generali e sistematici di risoluzione (facilmente e vantaggiosamente implementabili su calcolatore elettronico), ossia l'analisi dei nodi, l'analisi degli anelli, l'analisi delle maglie fondamentali, l'analisi degli insiemi di taglio fondamentali. Anche in altra parte del libro è pure riportata brevemente la teoria dei circuiti elettrici coi metodi generali e sistematici di risoluzione ossia l'analisi dei nodi AN, l'analisi degli anelli AA, l'analisi delle maglie fondamentali AMF, l'analisi degli insiemi di taglio fondamentali ATF, l'analisi dei nodi modificata ANM ed il metodo delle tabella sparsa AMS-ATS o STA (Sparse Tableau Analysis). 


Trattandosi questo di un libro divulgativo scriviamo brevemente soltanto qualcosa di basilare e semplice (e pure di “filosofico” o di semplice “filosofia dei circuiti”) riguardo i circuiti elettrici e le reti elettriche (circuiti e reti sono termini sinonimi, a parte la maggior “complessità relativa” insita nel nome di rete elettrica costituita da molti sistemi e sottosistemi elettrici interconnessi, di contro al termine di circuito elettrico più familiare ed appropriato per un singolo sistema od una sola apparecchiatura), senza ovviamente nemmeno “sfiorare” il grande mondo delle tecniche circuitali elettriche e soprattutto elettroniche, sapendo però che sono stati sviluppati e messi a punto molti potenti metodi per l'analisi (studio di modelli circuitali già realizzati) e la sintesi (progettazione di circuiti) dei sistemi e blocchi circuitali analogici e numerici digitali (i metodi adottati per i sistemi digitali, sia per l’analisi che per la progettazione, sono però più generali, standardizzati e sistematici di quelli adeguati a trattare i blocchi e le configurazioni circuitali analogici, come del resto anche i segnali numerici (normalmente digitali) entranti-elaborati-uscenti dalle reti numeriche sono più standardizzati e normalizzati delle numerosissime funzioni entranti-elaborate-uscenti relative ai circuiti analogici; ricordiamo rapidamente che i segnali sono forme d'onda del tempo (se sinusoidali caratterizzate da ampiezza A, periodo T=1/f, frequenza f=1/T, fase φ, intensità A(elev 2), potenza A(elev 2)/2, altrimenti se non sono semplici funzioni sinusoidali ma sono sviluppabili in serie di Fourier sono composte da N sinusoidi (in tale libro, precisiamo una volta per tutte, che per via di una questione grafica riguardante la simbologia matematica dobbiamo ricorrere all'uso di opportuni simboli, tipo tutte le frazioni sono scritte con la barra (/) per cui 2 fratto 3, o 1 su f, sono scritti 2/3 e 1/f rispettivamente, e le potenze con (elev x), ossia ad esempio 10 elevato 3 ovvero 10 al cubo è scritto 10(elev 3) ed il simbolo di elevato si riferisce sempre al numero-variabile immediatamente precedente od al contenuto della parentesi immediatamente precedente (elev x), e ad altri simboli comunque abbastanza comprensibili dal contesto di utilizzo); aggiungiamo rapidamente alcune proprietà riguardanti le funzioni e relative alla serie di Fourier FS ed alla trasformata di Fourier FT, ossia una funzione f(.) definita su tutto l'intervallo – infinito + infinito si dice periodica di periodo T se f(t)=f(t+T) per ogni t, una funzione a valori reali f(.) definita in – infinito + infinito sarà a variazione limitata nell'intervallo chiuso a-b se esiste una costante K tale che per ogni insieme finito k di punti tk che partizionano a-b si ha che la sommatoria sui k del valore assoluto della differenza tra f(t(k+1)) e f(tk) è minor-uguale di K e se è a variazione limitata in ogni intervallo chiuso allora sarà a variazione limitata comunque, una funzione a valori reali f(.) è a variazione limitata in a-b solo se è la differenza di 2 funzioni non decrescenti, una funzione f(.) a variazione limitata in a-b chiuso è pure limitata nel medesimo intervallo ed esiste il limite destro ed il limite sinistro ed il numero di discontinuità è finito od infinito numerabile, ed allora f(.) periodica di periodo T sotto ipotesi molto generali può essere rappresentata da una combinazione lineare con coefficienti ak e bk di funzioni ortogonali-sinusoidali con pulsazione ω pari a multipli di 2π/T dove ak=(2/T) per l'integrale da -T/2 a +T/2 di f(t)cos(2πkt/T)dt e bk=(2/T) per l'integrale da -T/2 a + T/2 di f(t)sen(2πkt/T)dt, per cui f(t)=ao/2+akcos(2πkt/T)+bksec(2πkt/T) e questa è la nota versione trigonometrica della serie di Fourier FS (notando che se la funzione periodica f(.) è a quadrato assolutamente integrabile in -T/2 +T/2 si ha che il limite per N che tende ad infinito dell'integrale da -T/2 a +T/2 del quadrato del valor assoluto della differenza tra la sommatoria infinita su k di fke(elev i2πkt/T)) e f(t) stessa è uguale a 0 dove fk sono opportuni coefficienti ossia per N tendente ad infinito la serie converge assolutamente alla funzione f(.) e questo è il primo maggior risultato di Fourier), ma il lettore può trovare altrove  una miglior rapida esposizione; ora se la funzione periodica f(.) ha periodo T che tende ad infinito allora essa non potrà più essere rappresentata da un numero finito N od infinito numerabile di combinazioni di funzioni ortogonali cos-sen ma l'intervallo delle frequenze tenderà al continuo ossia ad un infinito reale-continuo di frequenze portando alla trasformata di Fourier FT, per cui se f(t) è assolutamente integrabile in – infinito + infinito e considerando fT(t) periodica di periodo T coincidente a f(t) in -T/2 +T/2 che ivi ammette FS pari a FT(iω)= integrale da -T/2 a +T/2 di f(t)e(elev -iωt)dt si potrà fare il limite per T tendente ad infinito ottenendo trasformata od integrale di Fourier F(iω)=F(i2πf)=F(f)=F(.)=limite per T tendente infinito di FT(iω)= integrale da – infinito a + infinito di f(t)e(elev -iωt)dt della funzione f(.) così definita) e possono essere segnali deterministici o stocastici, comunque variabili o quasi stazionari ossia periodici nel tempo t, continui-analogici o discreti-numerici in t, continui o discreti nelle ampiezze A (oppure v o i) in particolare numerico-digitali (0/A, o -A/+A), ma il lettore ricordi che la trasformata di Fourier FT è usata per l'elaborazione dei segnali ed è allora necessaria specialmente nel mondo di telefonia-radio-televisione-misure-telemisure-ecc., mentre la più generale trasformata di Laplace LT è utile nell'elaborazione delle funzioni di sistemi e specialmente delle reti elettriche per cui si userà particolarmente nei circuiti ed ovviamente anche nei circuiti di telefonia-radio-tv-ecc., oppure è possibile elaborare le funzioni e le matrici F di sistemi direttamente nel dominio temporale tramite e(elev Ft) e tramite le operazioni di convoluzioni). I circuiti sono dei sistemi (esattamente sono modelli matematici topologici di circuiti a parametri concentrati) composti di b lati e n nodi (più il nodo di massa; solitamente viene scelto come nodo di massa il nodo con il maggior numero di lati incidenti in esso (convenzione e scelta vantaggiosa per la risoluzione delle equazioni di Kirchhoff ai nodi), oppure un nodo di riferimento di particolare interesse o significato come quello a cui è collegato il case-chassis-carcassa dell’apparecchiatura, o per esempio per le macchine elettriche il nodo al potenziale di terra (al quale normalmente è pure collegato il basamento ed il loro contenitore metallico), ricordando pure che tutti i circuiti elettrici-elettronici indipendenti (ad esempio quelli alimentati a batteria o quelli mobili-portatili) possono avere al massimo 1 solo nodo in comune (ovvero nessun collegamento elettrico, oppure 1 solo collegamento ossia cortocircuito tra un nodo qualsiasi dell'uno ed un nodo qualsiasi dell'altro che allora assumeranno il medesimo potenziale elettrico (dato che i potenziali sono definiti e dati a meno di una costante K) mentre se hanno almeno 2 collegamenti ossia 2 nodi di ciascuno in comune allora non saranno indipendenti e scambieranno tra loro potenza P-W-N, energia E-U, segnali v(t) e i(t), ed informazioni I-H, come avviene pure per tutti i circuiti collegati a 2-3 morsetti-nodi della rete elettrica generale (monofase o trifase rispettivamente per scambiare qui energia-potenza elettrica alternata a 50-60 Hz normalmente a tensione costante di 120-230 volt alternata (0.4-0.767 statvolt alternata (in unità CGS!) invece che usualmente in statica-continua come spesso si usava con la misura in statvolt!), oppure in continua a 12-24-48-ecc. volt, dato che se tra due sottoreti c'è un solo nodo in comune esse non scambieranno energia-potenza-informazioni tra loro come appunto già detto) o collegati a 2 morsetti-nodi di antenne RX in ricezione e TX in trasmissione (per scambiare potenza elettrica ad alta frequenza AF-RF poiché il lettore ben saprà che c'è un flusso di energia-potenza anche tra antenna TX ed antenna RX tramite il loro collegamento in spazio libero rappresentato circuitalmente da un doppio bipolo tra eccitazioneRF e captazioneRF))), dove i lati sono gli elementi costituenti del circuito che incidono nei nodi secondo la specifica topologia (dipendente solo dai collegamenti elettrici, ed ovviamente non dalla geometria o dalle sue dimensioni geometriche-fisiche) del circuito stesso (per esempio un amplificatore finale musicale di potenza in classe AB a simmetria complementare (ossia con un transistore npn ed uno pnp nello stadio finale per amplificare uno la semionda positiva del segnale e l'altro quella negativa, invece di transistori uguali (npn-npn o pnp-pnp) pilotati in controfase dai 2 secondari del trasformatore pilota il quale però adatta pure le impedenze tra pilota e finali con maggior rendimento rispetto alla simmetria complementare npn-pnp) realizzato con elementi discreti può possedere un circuito (ossia un modello circuitale) composto di 50-100 nodi e 60-120 lati, secondo uno schema di buona approssimazione); abbiamo accennato ad un amplificatore lineare Hi-Fi per segnali musicali ed allora vogliamo rapidamente aggiungere qualcosa “di discorsivo” sui circuiti amplificatori generali definendoli ad esempio relè continui o “relè continui” per amplificare segnali continui nel tempo (anziché relè on-off discreti di diffusa conoscenza comune ossia quelli che applicano tutto-niente al carico un segnale od una tensione continua-alternata, e questi come sappiamo si realizzano in due tipi ossia il tradizionale relé elettromeccanico (EMR, ElectroMechanical Relay) ed il più recente ed elettronico relé allo stato solido (SSR, Solid State Relay) sempre però qui in funzionamento on-off) di varia tecnologia meccanica-termodinamica-termomeccanica-fluidodinamica-pneumatica-elettromeccanica-elettrica-magnetica-ecc. ma in tale libro eminentemente amplificatori di natura elettronica dove con una piccola quantità di energia (joule) e potenza (voltampere o watt)  di un segnale d'ingresso vi(t)-ii(t) è possibile controllare un'energia-potenza ben maggiore del segnale d'uscita vu(t)-iu(t) in cui le tensioni vi e vu e le correnti ii e iu hanno rispettivamente la medesima forma d'onda temporale a parte l'amplificazione ottenuta (usualmente amplificazione o guadagno di potenza, ma pure amplificazione di tensione e/o di corrente, ricordando qui una volta per tutte che nella tecnica degli amplificatori correttamente occorrerebbe parlare di amplificazione di tensione o di corrente e guadagno di potenza (sia in anello aperto che con reazione, e sia in valore assoluto-lineare che coi decibel specialmente questi ultimi per la potenza) ma è incorso l'uso di usare il termine guadagno anche dove sarebbe meglio dire amplificazione seppure non avverrà il contrario), ed ovviamente un ritardo temporale inevitabile dovuto al trasferimento fisico del segnale tra la porta d'ingresso e la porta d'uscita (il quale ritardo in spazio libero a velocità della luce c sarà di circa 1 nanosecondo (per una distanza di 30 centimetri) ma in tale circuito sarà più di 10 volte maggiore ossia più di 10 nanosecondi (per un circuito geometricamente di analoghe dimensioni), e ritardo invece che nel dominio delle frequenze complesse sarà rappresentato da uno sfasamento tra il segnale d'uscita e quello d'ingresso), il cui studio attiene ai rapporti nel dominio del tempo vu(t)/vi(t), iu(t)/ii(t), iu(t)/vi(t), vu(t)/ii(t), pu(t)/pi(t), e dopo il passaggio in regime sinusoidale (variabile jω) o dopo trasformata di Laplace (variabile s) ai rapporti Vu(jω)/Vi(jω) o Vu(s)/Vi(s), Iu(jω)/Iu(jω) e così per le altre funzioni di trasferimento, definibili in ampiezza A(ω) e fase φ(ω) secondo i diagrammi di Bode; il lettore vada ad altra parte del libro dove sono riportare le caratteristiche degli amplificatori elementari monostadio (dotati di 1 solo elemento attivo atto al processo di amplificazione e dunque richiedente il generatore di alimentazione in tensione continua da cui prelevare la potenza da modulare in base alla forma d''onda d'ingresso per portarla all'uscita, i resistori di polarizzazione ed i resistori o condensatori per l'immissione ed il prelievo dei segnali), monostadi che sono gli elementi base di tutti gli amplificatori (composti da 1 solo monostadio fino a centinaia di monostadi collegati-accoppiati tra loro in continua ossia direttamente o con resistore R, oppure tramite accoppiamento-disaccoppiamento capacitivo (usando un condensatore C) od induttivo (usando un induttore L, che può pure essere un induttore equivalente autotrasformatore o due induttori accoppiati formanti un trasformatore interstadio), sapendo che l'amplificazione complessiva di un multistadio è data dal prodotto delle amplificazioni dei singoli stadi od anche dalla loro somma se espresse in db (per cui se ad esempio abbiamo 4 stadi realizzati in una delle configurazioni possibili con amplificazioni di tensione rispettivamente A1=10=20 db, A2=15=23.52 db, A3=20=26 db, A4=25=27.96 db, allora l'amplificazione complessiva è At=A1A2A3A4=10x15x20x25=75 mila=20+23.52+26+27.96=97.50 db) utile questo esempio per l'amplificazione di un debole segnale se stadi già opportunamente reazionati (per uscire con un segnale di 5 Veff se entranti con un segnale di 66.7 microVeff), oppure da reazionare-stabilizzare se non lo sono onde ottenere la desiderata amplificazione e la necessaria larghezza di banda), in cui gli amplificatori monostadio sono di 3 tipi e topologie per ognuno degli elementi attivi (ossia con dispositivo transistore bipolare Bjt sono: base comune CB, emettitore comune CE, collettore comune CC; con dispositivo tubo termoionico-triodo-pentodo (ormai da decenni non più utilizzati e qui introdotti solo per ragioni storiche) sono: griglia comune CG, catodo comune CK, anodo comune CA; con dispositivo transistore ad effetto di campo JFet-Mos sono: gate comune CG, source comune CS, drain comune CD), e secondo le applicazioni in campo lineare (amplificazione) cui sono destinati e secondo le specifiche tecniche di progetto gli amplificatori sono composti di accoppiamenti-collegamenti di tali 3+3+3 monostadi oggi certamente realizzati con dispositivi attivi Bjt-JFet-Mos-Igbt-ExFet ossia transistori bipolari e ad effetto di campo (nella quasi totalità dei casi oggi inclusi entro i circuiti integrati IC dalle numerosissime applicazioni generali-specifiche-dedicate, con bande dalla continua o da qualche decina di Hz fino a centinaia di MHz o magari fino a 1 GHz e più) ed un tempo anche con tubi termoionici-termoelettronici VT-triodi-tetrodi-tetrodi a fascio-pentodi-esodi-eptodi (le cui configurazioni circuitali e le cui caratteristiche fondamentali in tale libro abbiamo fatto in qualche modo “rivivere” solo per ragioni storiche come detto dato che nei libri di testo di elettronica applicata-generale-industriale essi sono stati definitivamente abbandonati nel periodo 1969-72 (solo gli studenti di elettronica in formazione base non oltre il 1972 possono aver fatto esercizi con generici tubi termoionici o con triodi ECC81 di Philips-Elcoma o con pentodi EF184 o EL84 di PH (o l'equivalente americano 6BQ5) o con triodi 6CG7 di RCA, prima di passare ad esercizi con transistori generici oppure della serie OC (in realtà questi convivendo insieme alle valvole termoioniche) ed AC (tutti hanno conosciuto i transistori al germanio AC125-128) ed AD (tutti avranno fatto qualche esercizio ad esempio con AD161 di PH) e poi transistori della serie BC (tutti hanno certamente conosciuto i transistori al silicio BC113-114-107-108 nei loro esercizi circuitali)), ed oggi si potrà ancora trovare qualche tetrodo di potenza in configurazione controfase AB per uscite TX magari di 100-200 KW in OM AM o su lunghe distanze nella vecchia telegrafia in OC, oppure qualche tetrodo a fascio o pentodo KT88 negli stadi finali dei moderni amplificatori musicali Hi-Fi di potenza dal suono più caldo dovuto alla bassa distorsione da armoniche pari e nessuna distorsione da armoniche dispari, ma tra le loro sfavorevoli caratteristiche sappiamo che i circuiti a valvole termoioniche hanno più alte impedenze e richiedono più alte tensioni di polarizzazione oltre a richiedere i VT le tensioni-potenze di riscaldamento del catodo (termine questo introdotto da Michael Faraday nel lontano 1834 per indicare l'elettrodo di una cella elettrolitica o di un tubo a scarica che è a potenziale elettrico minore rispetto all’altro elettrodo (anodo), in quanto  il verso di conduzione della corrente elettrica (ossia, secondo Faraday, quello di cariche libere positive) è dall’anodo verso il catodo via via a potenziali elettrici decrescenti, poi il termine catodo o katodo servirà ad indicare ogni emettitore di elettroni) funzionando essi VT infatti a caldo, laddove invece i semiconduttori notoriamente lavorano a freddo (nel senso che non posseggono un catodo da riscaldare per emettere elettroni nel vuoto, ma zone drogate N-P iniettanti elettroni-lacune nelle giunzioni np o pn (non chiamando più catodo la zona di emissione di elettroni (Bjt NPN) o lacune (Bjt PNP) bensì emettitore E o emittore E secondo alcuni), seppure per il resto devono essere pure raffreddati se transistori di potenza per via della corrente Ie che va da E a C attraverso una resistenza non nulla, non sopportando temperature di giunzione o canale maggiori di 125-200 °C) e richiedono una tensione di alimentazione relativamente bassa da circa 5 Vcc a poco più di 25 Vcc), ma diciamo che gli amplificatori elettronici sono il blocco circuitale fondamentale dell'elettronica analogica (un po' come le porte logiche fondamentali And-Or-Not o Nand o Nor lo sarebbero per l'elettronica numerica) dato che ogni circuito elettronico deve lavorare con livelli adeguati-ottimali dei segnali qualunque sia la funzione svolta, e li troviamo ovviamente nei numerosi circuiti di controllo automatico o servomeccanismi (dove sono sempre necessarie le amplificazioni dei molti segnali entranti-transitanti-elaborati-uscenti), nello stadio BF ed AF dei trasmettitori TX in AM-FM-PM, negli stadi aereo-miscelatore-convertitore-media frequenza-bassa frequenza dei ricevitori RX supereterodina, nei circuiti televisivi BN-TVC (come abbiamo visto nello stadio RF, conversione, luminanza e bassa frequenza video, bassa frequenza audio, oscillatori-amplificatori-finali V-H, e nello stadio del colore-chroma per separazione-elaborazione-amplificazione), negli impianti musicali Hi-Fi (dai preamplificatori d'ingresso, ai mixer-equalizzatori, ai finali di potenza (fino a 100-200-500-1000 W, in bande da 15-20 Hz fino a 20-25 KHz e straordinariamente fino 100 KHz, su impedenze degli altoparlanti di 2-4-8-16 ohm particolarmente adatte ad essere ottenute coi dispositivi attivi Mos-Igbt di potenza (collegandone in parallelo anche qualche decina magari suddivisi a stadi-blocchi separatamente pilotati curando bene i valori di impedenza dato che ad esempio a 1 KHz per ottenere 1 Kwatt alla bobina dell'altoparlante di bassa impedenza 2 ohm sarebbe necessaria una corrente Ieff=22.4 A, precisando qui una volta per tutte che in tale libro l'unità di resistenza Ω la indicheremo e scriveremo quasi sempre ohm semplicemente), laddove nel lontano passato era piuttosto necessario l'uso del trasformatore d'uscita in configurazioni push-pull PP (configurazione circuitale questa nientemeno che inventata da Lee De Forest nell'anno 1909 ossia praticamente 3 anni dopo l'invenzione del triodo ovvero 3 anni dopo la nascita dell'elettronica stessa come abbiamo detto in questo libro) o sull'anodo di triodi-pentodi in circuiti di valvolare memoria), ed ovviamente nei sintonizzatori AM-FM-digitali), negli impianti di sonorizzazione ad alta fedeltà di luoghi pubblici-aule-piazze-stadi-ecc. (con potenze da circa 10 W a centinaia-migliaia di W per grandi aree), poi in tutta la strumentazione per misura-monitoraggio (abbiamo anche citato qualche particolare op-amp appositamente progettato proprio per uso nella strumentazione dato che qui generalmente gli amplificatori sono realizzati nella struttura di amplificatori operazionali con ingresso differenziale (pin + e pin -) ed uscita a simmetria complementare), e pure nei circuiti di un calcolatore ci sono amplificatori-buffer di segnale sulle linee di notevole lunghezza o che richiedono adeguata potenza, ma notoriamente l'amplificatore realizzato come amplificatore operazionale è-era il blocco base dei sorpassati calcolatori analogici (contenenti decine-decine di op-amp eseguenti amplificazione lineare-proporzionale P (tramite ingresso-reazione resistiva R, onde sommare-sottrarre-moltiplicare-dividere) ed amplificazione con reazione derivativa-integrativa D-I (tramite ingresso-reazione capacitiva-resistiva CR (vu(t)=-CRdvi(t)/dt ossia CR per derivata di vi(t) rispetto a t, ed allora applicando in ingresso un segnale sinusoidale otterremo in uscita un segnale cosinusoidale (derivata della funzione sinusoide), applicando un'onda quadra-gradino otterremo in uscita un impulso (od un treno di impulsi per onda quadra periodica, ciò per via della discontinutà matematica), applicando una rampa otterremo una retta orizzontale-gradino ossia un segnale costante (quale derivata della retta), ecc., secondo le tabelle matematiche delle derivate rispettando però i limiti di ampiezza dei segnali con la tensione di alimentazione (+/- Vcc, ossia i valori massimi di funzioni-segnali nel loro co-dominio) e le rapidità-velocità di variazione dei segnali d'ingresso ossia i limiti di banda BW), o resistiva-capacitiva RC (vu(t)=(1/RC) per integrale tra 0 e t di vi(t)dt), ed allora applicando in ingresso un segnale sinusoidale otterremo in uscita un segnale cosinusoidale (-cos, quale integrale della funzione sinusoide), applicando un'onda quadra-gradino otterremo una rampa (od una serie di rampe crescenti-decrescenti o (quasi)denti di sega per onde quadre periodiche), applicando una rampa otterremo una parabola, ecc., secondo le tabelle matematiche degli integrali definiti ancora rispettando i noti limiti di tensioni-velocità-bande V-I-BW) onde ben simulare per via elettrica ogni tipo di equazione differenziale nel dominio del tempo fissando o tarando i coefficienti PDI dei vari termini proporzionale-derivativo-integrativo), poi gli amplificatori differenziali (che sono pure il 1° stadio di tutti gli op-amp, ma qui specificamente realizzati solo quali amplificatori differenziali onde amplificare la differenza dei segnali d'ingresso (Vi=Vi1-Vi2) ed ottenere un ottimo CMRR (il più alto possibile ottenibile con la maggior amplificazione di modo differenziale, e la minima amplificazione di modo comune (Vi=(Vi1+Vi2)/2) che si minimizza aumentando al massimo la resistenza sugli emettitori-source dei due transistori accoppiati al loro emettitore-source) necessari nella strumentazione professionale, nel trasferimento su linee bilanciate di segnali deboli in presenza di forte rumore captato-indotto (di ampiezza circa uguale sulle due linee bilanciate e dunque praticamente annullato nell'amplificazione di modo differenziale e molto piccolo nella bassa amplificazione di modo comune ciò se CMRR è molto grande), poi usati nel confronto-sottrazione del segnale di reazione col segnale di riferimento (onde ottenere il segnale d'errore pilotante il controllore) nei sistemi di regolazione-controllo (dove il controllo statico-dinamico è migliore-preciso quanto maggiore è il guadagno complessivo dell'anello aperto, quando più preciso-stabile è il segnale di riferimento (usualmente ottenuto da tensioni di diodi zener di riferimento o da frequenze di risonanza di cristalli di quarzo (sapendo che l'effetto piezoelettrico è stato scoperto da Jacques e Pierre Curie nel 1880 e poi Paul Langevin lo applicò agli oscillatori a cristallo per sonar), ecc.), quanto più la banda del segnale è adeguata (sempre sistemando i poli (con parte reale negativa se sistemi continui o minori di 1 se sistemi discreti) nel semipiano sinistro con ampio margine rispetto all'asse immaginario) laddove nello specifico sarebbe desiderabile un grande rapporto CMRR ad esempio anche maggiore di 100 db), però sappiamo che è impossibile elencare tutti i possibili esempi di utilizzo di amplificatori e di amplificatori operazionali entro i più svariati circuiti elettronici (nel filtraggio analogico con elementi attivi ovvero per implementare filtri attivi (onde realizzare i filtri passa-basso, passa-alto, passa-banda, elimina-banda, a spillo, Butterworth, Chebyshev, ecc.), 


amplificatori non lineari (inserendo elementi non lineari in ingresso-reazione come resistori non lineari PTC-NTC-VDR, oppure diodi per operazioni log-antilog), convertitori analogici-digitali AD e digitali-analogici DA, convertitori tensione-corrente, convertitori di frequenza, convertitori tensione-frequenza, trasformatori d'impedenza-ammettenza, oscillatori d'ogni tipo (sinusoidali o ad onda quadra, a ponte di Wien, ecc.), squadratori-tagliatori-clipper, generatori di tensione o di corrente ideali, generatori di varie forme d'onda (sinusoidali o quadre-rettangolari-triangolari-denti di sega), comparatori di frequenza-fase, comparatori di tensione-corrente, modulatori d'ampiezza e d'angolo, demodulatori sincroni, rivelatori AM, discriminatori FM (questi appena elencati quasi tutti realizzati con amplificatori operazionali), oppure usati in circuiti di fotocellule, interruttori crepuscolari, termostati vari, controllo di cancelli-accessi, regolazione dell'illuminazione, pilotaggio-controllo di elettrodomestici e radio-tv, ecc., ecc.); ed occorre dire che gli amplificatori dal 1975-80 li troviamo soprattutto nella funzione di amplificatori operazionali op-amp così denominati perchè atti a svolgere innumerevoli funzioni-operazioni ed in particolare le operazioni artimetiche-logaritmiche-esponenziali-differenziali (come detto dato l'altissimo guadagno di cui sono dotati (anche più di qualche milione) le caratteristiche dell'amplificatore realizzato con op-amp dipendono solo dai pochi componenti passivi esterni (ossia resistore d'ingresso e d'uscita, resistore di reazione ed i condensatori di ingresso-reazione) onde realizzare la funzione di trasferimento in ampiezza ed in fase in funzione della frequenza f definendo così anche la banda passante B) tipo i notissimi LM358 (utilizzato più spesso a tensione singola da circa 3 a 30 Vcc) e TL084 (contenente 4 op-amp del tipo TL081 ad ingresso JFet con altissima impedenza generalmente utile in moltissime applicazioni specialmente ad alimentazione doppia +Vcc/-Vcc di valori uguali (ad esempio -15 V/+15 V) ma anche a valori diseguali, ed è noto che se realizzati completamente con tecnologia Mos si avvicineranno maggiormente alla condizione di op-amp ideale con resistenza d'ingresso ancora più alta, resistenza d'uscita possibilmente più bassa, deriva termica minore, banda passante maggiore, oltre ad assorbimenti di potenza decisamente inferiori assai utili allora nei circuiti CMos o negli apparecchi-strumentazione portatili alimentati ad esempio con accumulatori AAA-AA), ma nonostante quanto già scritto aggiungiamo che gli amplificatori operazionali (quale blocco principe dei sistemi analogici) sono amplificatori composti di molti stadi accoppiati tutti in continua e con stadio d'ingresso differenziale (per cui possiedono pure un ingresso invertente (contrassegnato con -) ed un ingresso non invertente (contrassegnato con +)) e solitamente 1 sola uscita, e hanno proprietà così “prossime all'ideale” da poter essere utilizzati nei calcoli proprio come se fossero “realmente ideali” (ovvero con resistenza-impedenza di ingresso infinita (in realtà altissima rispetto alle altre resistenze in gioco), conduttanza-ammettenza d'ingresso nulla (o bassissima), tensione differenziale d'ingresso tra ingresso invertente e non invertente nulla (o piccolissima), corrente d'ingresso al terminale invertente e non invertente nulla (o piccolissima ad esempio qualche nanoampere coi Bjt e qualche picoampere coi Mos approssimante ciò un nullore), resistenza-impedenza d'uscita nulla (o bassissima), conduttanza-ammettenza d'uscita infinita (od altissima), guadagno di modo comune nullo (od insignificante), rapporto di reiezione di modo comune CMRR (ossia logaritmo del rapporto tra amplificazione ad anello aperto od anche amplificazione di modo differenziale ed amplificazione di modo comune) infinito (o molto alto), tensione di offset d'ingresso nulla (o trascurabile), rapporto di reiezione della tensione di alimentazione PSSR infinito (o molto alto, espresso in volt/microvolt ovvero di quanti volt deve variare la tensione di alimentazione per variare di 1 microvolt la tensione di offset) guadagno in anello aperto infinito (in realtà molto grande), op-amp rappresentato nelle applicazioni di segnale ossia con modello incrementale tramite un generatore di tensione (Avvi) pilotato in tensione vi con amplificazione Av, con resistenza d'ingresso Ri e resistenza d'uscita Ru (“analogo” ad un triodo ideale o ad un Mos a bassa resistenza d'uscita, ed se con Ru=0 sarebbe un perfetto (ideale) amplificatore di tensione)), per cui in applicazioni lineari, visto ciò (e soprattutto il suo guadagno altissimo), è necessario utilizzarlo in configurazioni reazionate negativamente (ottenendo pure un aumento della larghezza di banda sia alle basse che alle alte frequenze, ed una riduzione del livello di distorsione del segnale), il cui calcolo in verità è molto semplice (come visto altrove ad esempio nella configurazione di amplificatore di tensione con ingresso del segnale sul piedino invertente ed il non invertente a massa, l'amplificazione di tensione è data da Av=Vu/Vi=-Rr/Ri dove Rr è la resistenza di reazione uscita-ingresso (ossia resistenza collegata tra l'uscita e l'ingresso invertente) e Ri la resistenza d'ingresso (collegata tra l'ingresso del segnale e l'ingresso invertente), mentre il segno – indica che il segnale d'uscita è invertito o sfasato di 180 gradi rispetto a quello d'ingresso, per cui se Rr=470 Kohm e Ri=10 Kohm allora Av=-47, e se è alimentato con tensione duale simmetrica -12/+12 V allora la massima tensione ottenibile in uscita senza distorsione avrà picco positivo di 12 V (in realtà di circa 11-11.5 V) e picco negativo di -12 V (in realtà di circa -11/-11.5 V) ossia Vumax=22 Vpicco-picco=11 Vpicco=7.79 Vefficace ottenuta applicando in ingresso una tensione massima Vi=7.79/47=165.5 milliVefficace (la quale se maggiore darà allora distorsione), ma gli op-amp si possono studiare come ogni sistema lineare reazionato-feedback, dando qui solo la relazione fondamentale degli amplificatori reazionati Vu=(A/(1+βA))Vi, dove A=amplificazione in anello aperto e β=fattore di reazione, per cui se A=1 milione e β=0.01=1/100 allora Vu/Vi=Av=(1000000/(1+(0.01x1000000)))=99.99 ossia il guadagno è stato ridotto da 1 milione in anello aperto a 99.99 in anello chiuso (valori questi tipici) ma se A fosse stato idealmente infinito (anziché avere Aβ molto maggiore di 1 solamente) allora Av=1/β=1/0.01=100 ed in modo analogo proporzionale sarebbe aumentata la banda B (ossia di 100 volte) e sarebbe diminuita la distorsione D%, ma il lettore vada alla pagina dove abbiamo rapidamente scritto sugli amplificatori reazionati (in tal caso dove abbiamo riportato l'amplificatore realizzato con 3 comuni transistori BC547B) coi 4 tipi di reazione TT-CC-TC-CT; aggiungiamo che, non solo per i sistemi amplificatori in anello chiuso (reazionati negativamente), ma per tutti i sistemi SC in generale in anello chiuso reazionati negativamente (nei vari campi applicativi ossia in campo fisico, ingegneristico, industriale, elettronico, elettromeccanico, termodinamico, chimico, biochimico, medicale, clinico, biologico, economico, ecosistemico, ecologico, naturale, ambientale, aziendale, finanziario, organizzativo, ecc.) la formula generale dei sistemi Cc in anello chiuso lineari tempo-invarianti è Ac=Aa/(1+fAa), dove Ac=guadagno del sistema in anello chiuso (linea di andata+ritorno), Aa=guadagno del sistema in anello aperto (linea di andata), f=tasso di reazione, come il lettore noterà nel presente libro in molti campi dove Aa. Ac, f, assumeranno diversi significati ed avranno differenti interpretazioni (oltre ad avere diversi valori numerici), e formula questa da porre assieme alle decine di formule di conoscenza universale); 


risalendo indietro nel tempo alla sua storia diciamo che l'amplificatore operazionale è stato inventato negli anni '40 quale amplificatore per uso generale (a triodi-pentodi, nonché funzionante a 100-300 V molto ingombrante ed indubbiamente più costoso di quelli moderni) onde svolgere innumerevoli operazioni con semplici configurazioni circuitali e l'aggiunta di non più di una decina di componenti-bipoli esterni (usualmente 2 resistori e 1-2 condensatori, ma si pensi alla grande facilità ad esempio di realizzare un mixer audio suddiviso in 8-10 sottobande ricorrendo per ogni sottobanda a 1 op-amp a basso rumore appositamente realizzati per applicazioni audio BF negli stadi d'ingresso), ma la vera prima diffusione degli amplificatori operazionali avverrà negli anni '60-70 quando saranno costruiti su piastrine di silicio in circuiti integrati IC, come il primo di una lunga serie ossia l'amplificatore operazionale µA702 sviluppato da Robert J. Widlar in Fairchild, quindi nel 1968 in Fairchild seguirà il popolarissimo-diffusissimo µA741 (non saprei dire in quanti e quali tipi di circuiti elettronici lineari (termine significante al tempo circuiti non a commutazione o circuiti non on-off o non a soglie o non a scatto o circuiti non digitali) è stato vantaggiosamente impiegato, ad esempio nello stadio di reazione-pilota del transistore Bjt di potenza di un semplice alimentatore lineare serie stabilizzato (in cui sul piedino invertente - giunge il segnale di reazione che misura la tensione d'uscita da stabilizzare, sul piedino non-invertente + il segnale di tensione stabile di riferimento (usualmente di un diodo zener di riferimento a bassa deriva termica sui 5.6-6.8 V, 0.25 W), e l'uscita collegata direttamente alla base del Bjt o dopo amplificazione con un qualche transistore della serie BC)); 


si realizzano poi ad esempio anche amplificatori per Shaker da molti KW a scopo di test di sollecitazione-risonanza di parti meccaniche di vari apparecchi commerciali-industriali-professionali; riguardo la classe di amplificazione degli amplificatori essa può essere la classe A (con angolo di conduzione della corrente di 360 gradi del dispositivo attivo Bjt-Mos usualmente in configurazione CE-CS, con rendimento massimo di 0.25, quali amplificatori di medio-bassa potenza ma ad altissima linearità ossia configurazione di stadi di amplificazione che non sarà vantaggiosa utilizzare per potenze d'uscita superiori a 10-20 W), classe B (angolo di conduzione della corrente di 180 gradi, tipica della configurazione push-pull con rendimento massimo di 0.75 circa), classe AB (angolo di conduzione della corrente maggiore di 180 gradi ma minore di 360 gradi, con rendimento maggiore di 0.5 ma minore di 0.75 circa, rammentando nei circuiti a VT anche le classi AB1 e AB2), classe C (angolo di conduzione minore di 180 gradi, rendimento maggiore di 0.7 circa, notoriamente utilizzato in finali di TX con segnale in modulazione FM), classe D o S (come detto si tratta di amplificatori a commutazione PWM (con frequenza del circuito commutatore ad esempio di 250 KHz ossia più di 10 volte la frequenza massima del segnale audio di 20 KHz con filtro di ricostruzione passa-basso tagliante ad esempio a 50-80 KHz, ma nel 2015 si realizzano commutatori che lavorano anche a 10 MHz), ad altissimo rendimento superiore a 0.9-0.95, per ottenere altissime potenze d'uscita pur non richiedendo dissipatori di calore ingombranti per i dispositivi Bjt-Mos, seppure la distorsione non sarà paragonabile a quella dei migliori sistemi lineari), poi classe E (quale amplificatore a commutazione PWM ad alto rendimento soprattutto utilizzato in AF-RF), classe G (come AB npn-pnp ma con commutazione, con rendimento massimo di circa 0.86), classe H (di cui abbiamo scritto altrove, con rendimento assai alto tra 0.85 e più di 0.95), classe T (analogo a classe D ma con ottimale pilotaggio del commutatore PWM), quindi casse Z (amplificatore a commutazione sviluppato da Zetex C. con particolare sistema di feedback); notevole importanza applicativa hanno gli amplificatori a basso rumore LNA (Low-noise amplifier) data la necessità di amplificare debolissime tensioni o debolissime correnti rilevate dai rilevatori (tipo sensori ad alta impedenza-resistenza nel primo caso e ad alta ammettenza-conduttanza nel secondo caso, o dall'uscita di antenne radio-tv-telefonia mobile in condizioni sfavorevoli di campo elettromagnetico o dalle antenne di esplorazione o ricerca spaziale) e tali op-amp a basso-bassissimo rumore anche a 1 solo stadio Bjt-JFet-Mos-Hemt sono indispensabili nel 1° e 2° stadio di amplificazione del segnale ma generalmente non più necessari dal 3° in poi 


(adottando nei primi stadi la più opportuna configurazione circuitale CE-CB-CC o CS-CG-CD eventualmente con più stadi accoppiati tipo la configurazione cascode, più adatti per ottimizzare la minima potenza di rumore generato (con figura di rumore F ad esempio di solo 1.15=0.6 db, detta anche cifra di rumore F o NF) nella banda B sufficiente alla ricezione del segnale (B più o meno ampia secondo il tipo di modulazione analogica adottata)) avendo l'obiettivo primario di ridurre al minimo la potenza di rumore e di adattare perfettamente le impedenze per il massimo trasferimento di potenza (nel caso in cui i sensori d'ingresso siano le antenne ad esempio i paraboloidi esse hanno impedenze minori di 100-300 ohm e dunque il 1° stadio è bene che sia del tipo CB-CG) rinunciando alla bontà degli altri parametri tipo rinunciando ad una buona amplificazione di tensione (che verrà invece favorevolmente realizzata solo negli stadi successi), altrimenti per un'ottima realizzazione di stadi a basso-bassissimo rumore si deve eseguire un costoso raffreddamento dello stadio amplificatore (ad esempio utilizzando le celle di Peltier a semiconduttori che mantengono una differenza tra la faccia piana a maggior temperatura Th e la faccia a minor temperatura Tc (ad esempio di 60 °C)) oppure passare ad altri sistemi elettromagnetici di ricezione; ci sono definizioni di circuiti elettrici quali fenomeni elettromagnetici, o quali interconnessioni di componenti elettrici-elettronici fisici o come modelli matematici, ed altre varie definizioni che però non nominano la teoria dei grafi (sembra che ad introdurre il concetto di grafo sia stato Eulero nel 1736 nel problema topologico di cui abbiamo scritto relativo al ponte di Konigsberg, quindi Kirchhoff lo sviluppò nei suoi studi sui circuiti elettrici insieme a Maxwell (archi-nodi-incidenza), ma uno studio sistematico delle reti elettriche inizia negli anni '30 (in Italia ricordiamo ad esempio E. Bottani) e soprattutto si intensifica negli anni '50-'60 del '900 con un particolare riferimento all'Università californiana di Berkeley), le teorie di Kirchhoff, Tellegen, Laplace, ma per avere un'idea sulla teoria delle reti elettriche il lettore può andare altrove nel presente libro). Qualcuno potrebbe chiedersi che analogia accomuna oppure che differenza separa la teoria degli automi (di cui si scriverà più avanti; quali modelli matematici (macchina di Moore e macchina di Mealy) di alcuni sistemi di controllo automatico in specie i robot industriali o quelli meno diffusi antropomorfi (potremmo forse dire “frutto di antropotecnica-antropotecnologia?”), storicamente risalenti ai dispositivi usati nel ‘700 nei telai tessili, e prima ancora agli orologi ed a carillon medioevali (ma si sono costruiti nei secoli passati dall'antichità al XIX sec. molte macchine automatiche meccaniche od automi a volte di grande complessità con centinaia di ingranaggi in molti rapporti, per svolgere funzioni od implementare programmi completamente cablati-assemblati nella struttura-organi della macchina stessa o con scarsa possibilità di “riprogrammazione” dove l'arte contava quanto la scienza-matematica-tecnica alcuni dei quali possiamo ammirare ancora su qualche campanile o più spesso in musei specializzati o tematici, nonché tecniche meccaniche oggi sostituite da quelle elettroniche), robot oggi grandemente sofisticati per mezzo dell’introduzione dell’intelligenza artificiale AI (nata nel 1956 con la collaborazione di Turing, von Newmann, Minsky, Newell, Simon, Shannon, McCarthy, Rochester, Michie, Ashby, McKey, Craik, ecc., coi primi programmi emulanti aspetti dell'intelligenza umana (infatti, emulare i modi ed il funzionamento della mente umana sarebbe l'obiettivo principale di AI, ma poi un altro obiettivo di lungo percorso sarebbe andare oltre l'emulazione della stessa intelligenza umana NI e disumana NID) quali il gioco della dama (Samuel dal 1952 su calcolatori IBM 701 e 704), dimostrazioni di logica proposizionale e di teoremi col programma Logic theorist (Newell, Simon, Shaw nel 1956 su calcolatore Johnniac), programma per il gioco di scacchi del 1963 (Samuel, Bernstein), complessità algoritmica (Solomonoff), prime reti neurali (Rochester e Holland in IBM con l'aiuto di IBM 501 e IBM 704 nel 1956), sviluppo del linguaggio IPL (Information Processing Language), e successivo sviluppo del linguaggio Lisp di McCarthy nel 1960 per definire funzioni matematiche e per elaborazione simbolica basato su lamba-calcolo questo di Church, e del linguaggio Prolog di Warren del 1977 basato sul calcolo dei predicati del 1° ordine, ma AI fin dalla sua nascita ha dovuto affrontare i sistemi e le tecniche per la rappresentazione della conoscenza (maggiormente sotto forma dichiarativa (di dati) o maggiormente sotto forma procedurale (di programmi), ed utilizzante solo tecniche strettamente logiche (formali, McCarthy) od anche sistemi esperti (probabilistici, ragionamenti quotidiani o d'esperienza, Minsky), e più lontano la critica dell'irriducibile attività intelligente umana laddove quella automatica sarebbe simbolicamente semanticamente vuota, oltre alle teorie del connessionismo che simulano l'attività cognitiva della mente umana tramite reti neurali artificiali-automatiche ANN composte come detto altrove di livelli con nodi Ni connessi tra loro tramite connessioni (passanti-bloccanti, attive-inibitorie, non sincronizzate) con pesi pij o wij, con nodi d'ingresso, nodi d'uscita e nodi intermedi nascosti, dove la risposta ottenuta in output dai segnali entranti ai nodi d'input (ad esempio l'azione motoria di scrittura grafica di una frase al segnale sonoro vocale entrante corrispondente alla frase stessa) nella sterminata varietà di possibili elaborazioni della rete si ottiene tramite apprendimento (ossia modifica-assegnazione di pesi pij e wij per ogni i e per ogni j), rete neurale artificiale ANN, lo sappiamo, che può essere realizzata da un automa su calcolatore digitale (implementato tramite teoria degli automi che è un sotto sistema-settore di teoria dei sistemi discreti; il nome di automa deriva da spontaneo-automovente o che “si muove da sè” o semovente, iniziando le realizzazioni forse da Archita di Taranto nel IV sec a.C. e poi dai greci e da Alessandria ellenistica con molti automi zoomorfi-antropomorfi ed anche con macchine non antropomorfe) od espressamente da una rete di neuroni sia sul piano hardware che sul piano software (come altrove precisato ogni progetto di macchina numerico-digitale si deve suddividere in progetto hardware ed in progetto software, ovvero caricando il progetto iniziale maggiormente sull'hardware(macchina) o maggiormente sul software(programma), ossia realizzando un sistema più specifico e dedicato alla funzione svolta 


(dunque massimamente a livello hardware) o realizzando un sistema più generale meno dedicato (ossia massimamente a livello software), ottenendo nel primo caso maggior efficienza con macchina destinata a svolgere solo la specifica funzione dedicata, e nel secondo caso minor efficienza però con macchina più generale adatta a svolgere tramite adeguata (ri)programmazione tante altre funzioni (in realtà la strada seguita è una via intermedia tra “molto a livello hardware” e “molto a livello software”), e ciò ovviamente vale anche per la realizzazione di reti neurali artificiali ANN le quali possono essere realizzate maggiormente a livello software con una pesante programmazione (simulante decine di migliaia o milioni di neuroni artificiali (virtuali) ad ingressi-uscite programmabili) su un processore d'uso generale (tipo i vecchi Celeron, i più moderni ma economici Pentium, Xeon, Titan, Itanium, Ryzen 3-5-7, i multicore Intel tipo Intel Core i3-i5-i7-i9-CoreX, 960X-940X-800X-740X-ecc., ecc., acquistabili singolarmente al prezzo approssimativamente da 20 euro a 2000 euro), oppure maggiormente a livello hardware su una macchina già progettata per l'uso di neuroni artificiali e minor necessità di programmazione software per il suo corretto funzionamento, diremmo riguardo l'hardware su macchine numeriche dalle più generali(general purpose) alle più specifiche-dedicate(particular purpose) secondo la progressione CPU (Central Processing Unit), MCU (Micro Controller Unit), PLC (Programmable Logic Controller), GAP (Gate Array Programmable), PLA (Programmable Logic Array), FPGA (Field Programmable Gate Array), ASIC (Application-Specific Integrated Circuit), blocchi interconnessi in logica programmata, e via via verso blocchi interconnessi in logica cablata)), e della tecnologia della microelettronica dei circuiti integrati IC, di cui ricordiamo il primo braccio meccanico automatico nato alla General Motors in USA a metà degli anni ’60 del ‘900), e la teoria dei circuiti elettrici, ed allora molto semplicemente diciamo che gli automi sono dei sistemi discreti caratterizzati matematicamente dalla corrispondenza di un insieme in se stesso, ossia sistematicamente costituiti da k nodi o stati tra i quali si passa applicando una funzione o segnale di ingresso che provoca la transizione tra il nodo i ed il nodo j nel relativo diagramma di stato; mentre i circuiti sono dei sistemi discreti costituiti da n nodi collegati da b lati (questi ultimi rispondenti alle equazioni di ohm generalizzate dei lati che legano algebricamente-differenzialmente-integralmente la corrente di ogni lato alla relativa tensione del medesimo lato, legame matematico che in generale possiamo ritenere rappresentato da operatori matematici Y e Z (da scrivere racchiusi tra parentesi)) secondo grafi topologici, per i quali valgono la legge di Kirchhoff delle tensioni v(t) alle maglie e la legge di Kirchhoff delle correnti i(t) agli insiemi di taglio. Riguardo i robot d'automazione industriale (usualmente multiuso-multioperazioni-flessibili-riprogrammabili-fissi-mobili-controllabili con più gradi di libertà ossia su più assi-traslazione-rotazione (accoppiando le parti mobili con collegamenti rotatori-rotoidali, prismatici, elicoidali, sferici), impiegati nei processi di produzione industriale per aumentare efficienza-rendimenti-qualità-velocità-produttività, secondo le norme ISO definiti quali manipolatori a più gradi di libertà governati automaticamente e riprogrammabili, progettati e costruiti soprattutto in Giappone-USA-Germania-Francia-Gran Bretagna-ecc. da molte aziende come in Italia da Comau) abbiamo già scritto qualcosa, per cui aggiungiamo solo che nelle industrie di produzione fanno il loro ingresso negli anni '70 del '900 specialmente negli USA nel settore automobilistico ed in Italia in Fiat col Robogate (per operazioni di saldatura di carrozzerie-scocche e relativo assemblaggio, e verniciatura delle carrozzerie, sebbene siano ancora poco performanti e di non elevata precisione sull'obiettivo (non solo per il tipo di algoritmi implementati ma pure per la scarsa memoria Rom-Ram a disposizione)), ma dopo 30 anni negli anni '10 del XXI sec. sono ben migliorati in efficienza-precisione-velocità-capacità di carico e hanno un maggior numero di gradi di libertà, dotati di migliori sensori anche ottici-immagine 2D-3D e migliori attuatori-effettori (elettromeccanici, pneumatici, laser, ecc.) per la manipolazione dell'ambiente di lavoro (specialmente in ambiente difficile-pericoloso-inquinato-ecc.,) e la gestione dei processi, utilizzati per smerigliatura, foratura, fresatura, smaltatura, verniciatura, ecc.; suddividendo i tipi di robot industriali elenchiamo i robot seriali (ad esempio Puma, Scara, robot xyz), e robot paralleli (ad esempio doppio Scara, Delta, ecc.), ma più spesso si presentano come robot multi-bracci meccanici (robot di 1° livello o basso livello (per svolgere operazioni di precisione molto ripetitive in distanza-direzione con alta velocità-accelerazione e con scarsa flessibilità e riprogrammazione), robot di 2° livello (più flessibili potendo variare ed adeguarsi automaticamente alle condizioni operative riguardo traiettorie-posizioni perciò dotati di avanzati sensori anche con sistemi di visione per l'identificazione degli oggetti e software per il calcolo di posizione-distanza-velocità-ecc.), robot più avanzati di 3° livello (dotati di AI e reti neurali onde prendere decisioni autonomamente a seguito di programmazione generale con capacità d'apprendimento, ancora poco usati in ambito industriale ma presenti od in studio in vari laboratori o particolari strutture), però in campo prettamente industriale nel 2000-15 i robot più rapidamente possono essere classificati in base alla loro struttura elettro-meccanica (antropomorfo, ma specialmente articolato, Scara, pendolare, ecc.), oppure in base al loro campo di applicazione (tipo robot di finitura lavorazione (pulitura, sabbiatura, verniciatura, smaltatura, ecc.), per varie lavorazioni alle macchine operatrici (smerigliatura, foratura, imbutitura, ecc.), per lavorazioni di oggetti metallici, per lavorazione di materie plastiche, per sigillatura-incollatura-impermeabilizzazione, per monitoraggio-misura-ispezione-controllo qualità (dotati di sensori ottici-infrarossi-ultravioletti, telecamere, laser, dispositivi ad ultrasuoni, ecc.), per realizzare-controllare circuiti stampati in costruzioni elettroniche, per implementare sistemi di protezione-sicurezza, e per molteplici manipolazioni), oppure in funzione del sistema di coordinate utilizzate per il movimento degli assi (cartesiane rettangolari, cilindriche, sferiche, polari, ecc.)), scegliendo i robot necessari agli specifici scopi cui saranno adibiti secondo ISO 9946 riguardo i parametri di alimentazione di potenza (idraulica, pneumatica, elettrica), di dimensione-ingombro-forma-massa-peso, di carico utile-inerzia-momento-velocità medie-max, di struttura meccanica, di interfaccia meccanica normalizzata (ISO 9409), di controllo-governo (servomovimento, traiettoria (continua o per punti) ed interpolazione di traiettorie (lineare-circolare, parabolica)), di risoluzione-precisione-affidabilità di ogni movimento, di programmazione-apprendimento, di sicurezza (ISO 10218), e di manutenibilità. 


Riguardo invece la teoria dei circuiti, ricordiamo rapidamente anche che, colui che ha enunciato le 2 leggi fondamentali delle reti elettriche sistematizzate poi in LKT alle maglie e LKC agli insiemi di taglio (che unitamente alle b equazioni di lato di un circuito di n nodi e b lati permettono di scrivere un sistema determinato di 2b equazioni in 2b incognite ossia nelle b tensioni di lato vk(t) e nelle b correnti di lato ik(t) per k (pedice) da 1 a n-1 e per ogni instante di tempo t ciò nell'analisi generale della rete (come infatti scritto altrove le equazioni LKC indipendenti che si devono scrivere sono n-1, le LKT indipendenti sono b-n+1, insieme sono b equazioni le quali con le altre b equazioni di ohm generalizzate dei b lati formano un sistema di 2b equazioni in 2b incognite necessarie e sufficienti per la corretta risoluzione generale), ad esempio per un circuito di n=180 nodi e b=200 lati permettono di scrivere un sistema di 400 equazioni (nell'analisi nel dominio del tempo pure con elementi algebrici, differenziali ed integrali) nelle 400 incognite tensioni e correnti di ogni lato (rappresentabili tramite 2b=400 vettori ruotanti alla pulsazione ω di segnali-tensioni-correnti coi vettori v e j mutuamente perpendicolari (per via del già citato teorema di Tellegen), di modulo pari ai relativi valori di tensioni vk(t)-correnti ik(t) per ogni t, in uno spazio astratto vettoriale R (localmente euclideo, od euclideo) a 2b dimensioni ossia qui a 400 dimensioni), usualmente di difficile od impossibile soluzione per b maggiore di qualche decina in regime comunque variabile od almeno in regime stazionario (ossia regime variabile periodicamente) e dunque con elementi integrodifferenziali (ma normalmente nell'analisi non interessa affatto la soluzione completa generale della rete ma solo interessano tensioni-correnti di ingresso, tensioni-correnti d'uscita (ed ovviamente i loro rapporti ossia impedenze-resistenze, i loro rapporti inversi ossia ammettenze-conduttanze, o transimpedenze-transresistenze e transammettenze-transconduttanze se tensioni-correnti d'ingresso e correnti-tensioni d'uscita o viceversa) e di qualche altro lato significativo, mentre nella sintesi il circuito viene progettato-calcolato per singoli blocchi e con l'uso di metodi assai meno sistematici (scrivendo comunque tante equazioni indipendenti quanti sono i parametri RLCM da determinare in funzione dei dati particolari del problema quali tensioni, correnti, potenze, parametri RLC equivalenti di dispositivi fisici prescelti e di sensori-trasduttori-attuatori in-out, condizioni varie relative a risonanze-amplificazioni-reazioni-frequenze-bande-oscillazioni-rumori-distorsioni-temperatura-stabilità-precisione-ecc.) in particolare i lati resistori Rk necessari per la polarizzazione in continua dei dispositivi attivi (quali pentodi, Bjt, JFet, Mos, HexFet, ecc.)), e della cui risoluzione coi 4 metodi generali (uno di questi è appunto l'analisi ai nodi appena citato) abbiamo scritto altrove; per semplice curiosità, considerando tutti i circuiti elettrici-elettronici analogici-numerici collegati in una rete generale globale (tramite, ad esempio, i 2 morsetti di ingresso alla tensione alternata monofase o trifase di alimentazione elettrica V(t) o V1(t)-V2(t)-V3(t), oppure tramite i 2 morsetti v(t) d'antenna RX-TX) provi il lettore sommariamente a stimare quanti lati b avrà tale “rete mondiale”, magari ipotizzando l'esistenza di circuiti con 1000-1 milione di lati complessivi per ogni abitante della Terra e dunque un valore di b pari a qualcosa come 10-10 mila Tera, per cui essa sarebbe teoricamente risolvibile (anche se non tecnicamente da alcun calcolatore attuale e neppure ragionevolmente futuribile) impostando un sistema di 20-20 mila Tera equazioni in 20-20 mila Tera incognite tensioni e correnti di lato tramite uno dei 4 metodi generali illustrati altrove), è il fisico tedesco Gustav Robert Kirchhoff (1824-1887) che insegnò a Breslavia, Heidelberg e Berlino, e che molti invece conoscono per il lavoro insieme a Bunsen di spettroscopia (rapporto tra potere emissivo e potere assorbente dipendente solo da temperatura T e lunghezza d'onda λ) per identificare un elemento chimico dalle righe spettrali della luce emessa-assorbita (scoprendo pure il cesio 55Cs ed il rubidio 37Rb del gruppo I), e per lo studio delle leggi dell'irraggiamento elettromagnetico-termico introducendo il concetto di corpo nero (appunto si devono Kirchhoff ed a Wilhelm Wien le leggi teoriche che descrivono il fenomeno di radiazione (seguendo la teoria di Maxwell-Fresnel) ma com'è noto la curva sperimentale di emissione dello spettro di corpo nero (rispondente bene alla legge per valori bassi della frequenza) portava a previsioni assurde per f grandi e tendenti ad infinito (detta catastrofe ultravioletta), e questo sarà il problema che affronterà Planck alla fine dell'800 facendo così il primo passo nel campo della nuova fisica dei quanti). 


Il concetto ed il modello di automa è più astratto e più generale del concetto e del modello di circuito elettrico; e lo potremo notare facilmente nelle reti sequenziali (di cui scriveremo nel penultimo ed ultimo capitolo), in quanto il circuito logico (espressione della logica booleana AB (algebra di commutazione AdC) e delle relative implicazioni) lo possiamo rappresentare tramite un adeguato modello di automa a stati finiti (o Macchina a Stati Finiti, Finite State Machine FSM), laddove ed indipendentemente solo con la successiva applicazione di teoria delle reti elettriche (nata empiricamente dalla pila di Alessandro Volta inventata a Como nel 1799 e divenuta scienza dopo le opere di Maxwell e di Kirchhoff) lo potremo implementare con un circuito elettrico RCL e quindi con l’uso dell’elettronica (nata questa dopo l'invenzione dei triodi di De Forest ed il supporto di teoria delle reti elettriche) lo potremo pure realizzare fisicamente e circuitalmente (i circuiti logici, quali diversa, omomorfa-isomorfa e biunivoca rappresentazione della logica e dell’algebra booleana di commutazione (AdC, escluse le sole proposizioni autocontraddittorie; e ciò, aggiungiamo, sarebbe un altro dei mille scontati modi per illustrare come il Pensiero Matematico conosca-produca-riproduca CPR la realtà tutta, e dove tutto e solo ciò che è vero diviene pure reale (su un foglio di carta, infatti, si possono certamente scrivere espressioni logiche contraddittorie ed autocontraddittorie ma non si possono in alcun modo fisicamente-circuitalmente realizzare); aggiungendo pure che la logica espressa tramite frasi e proposizioni del linguaggio scritto od anche linguaggio correttamente parlato (siano esse in greco, latino, inglese, italiano, francese, tedesco, ecc., seppure meno in ebraico, aramaico, accadico, o runico (storicamente questo di origine etrusca alpina; a proposito di lingua etrusca i lettori interessati scarichino il Dizionario della lingua etrusca di Massimo Pittau contenente 8500 vocaboli circa oggi conosciuti della lingua etrusca quale dizionario unico del settore)), ecc.) ha meno “possibilità” (naturalmente escludendo la vasta semantica) che non espressa tramite l'algebra della logica (mantenendo però e rimarcando quella differenza fondamentale tra la teoria della logica formale e la sua espressione tramite una teoria algebrica od altra “possibile” espressione matematica, di cui abbiamo sufficientemente scritto) e magari espressa tramite un circuito logico opportunamente implementato TTL-CMOS-ecc., come pure costatiamo tra la struttura logica di una rete logica ad esempio di una CPU e la sua “difficile o tecnicamente-praticamente quasi improbabile-impossibile” traduzione linguistica-sintattica-connettiva magari in greco o lingua neolatina-anglosassone in tal caso però l'espressione linguistica sarebbe più lunga di “Guerra e pace” o del “Mahabharata” senza presentare un solo punto di interruzione corretta ma praticamente impossibile da leggere almeno proficuamente; ossia vogliamo pure significare che la logica formale classica (che tratta solo l'implicazione di proposizioni soggetto-predicato) ha assai minori possibilità e capacità di rappresentare una realtà rappresentata invece da una rete logica (anche solo combinatoria ossia senza elementi di memoria ossia senza bistabili per immagazzinare i bit logici) tramite i 19 modi e le 4 figure del sillogismo categorico classico applicando tutte le “formule” antiche e medioevali Barbara, Darii, Disamis, Festino, Bocardo, ecc. (stiamo ovviamente parlando del sillogismo categorico (composto di 3 proposizioni


 ossia 2 premesse e 1 conclusione, con 3 termini a due a due presenti nelle tre proposizioni per operare l'inferenza logica) regolato dalle regole della logica sillogistica, tra cui possiamo senza restrizioni considerare il sillogismo categorico in forma normale nel quale le 2 premesse e la conclusione sono in forma normale ossia A (universali affermative), E (universali negative), I (particolari affermative), O (particolari negative), coi termini maggiore e minore presenti sempre in due proposizioni dove nella conclusione il termine predicato è il termine maggiore ed il termine soggetto è il termine minore, laddove il terzo termine o termine medio non presente nella conclusione deve essere presente nelle due premesse, e chiamando premessa maggiore quella col termine maggiore e premessa minore quella col termine minore, e nel sillogismo categorico in forma normale la premessa maggiore è la prima (Tutti gli uomini sono mortali, dove uomini è termine medio e mortale è termine maggiore), la premessa minore la seconda (Tutti i greci sono uomini, dove uomini è termine medio e greci termine minore) e quindi la conclusione (Tutti i greci sono mortali, dove greci è soggetto e termine minore mentre mortali è predicato e termine maggiore); considerando il termine medio abbiamo 4 figure come scritto altrove (ossia nella 1° figura il termine medio è soggetto nella premessa maggiore e predicato nella minore, 2° figura dove è predicato in entrambe, 3° figura dove è soggetto in entrambe, 4° figura in cui è predicato nella premessa maggiore e soggetto nella minore), per l'esempio precedente uomini-mortali-greci esso era di 1° figura, ed essendo possibili 4 forme diverse per ognuna delle 3 proposizioni abbiamo complessivamente 4 figure per 4(elev 3)=256 modi (classificati dalla combinazione di 3 lettere XYZ rappresentanti i tipi universali-particolari ed affermative-negative di proposizioni, dove X, Y, Z sono A o E o I o O, e X è premessa maggiore, Y è premessa minore e Z è conclusione) di cui solo 19 sintatticamente-logicamente validi, e solo 15 modi in forma normale, ossia 1° figura e figura principale (1-AAA (Barbara, bArbArA), 1-EAE (Celarent, cElArEnt), 1-AII (Darii, dArII), 1-EIO (Ferio, fErIO)), 2° figura (2-AEE (Camesters (cAmEstrEs), 2-EAE (Cesare, cEsArE), 2-AOO (Baroco, bArOcO), 2-EIO (Festino, fEstInO)), 3° figura (3-AII (Datisi, dAtIsI), 3-IAI (Disarmis invece di Disamis perchè lo vogliamo compatibile con IAI di 4° figura, dIsArmIs), 3-EIO (Ferison, fErIsOn), 3-OAO (Bocardo, bOcArdO)), 4° figura (4-AEE (Camenes, cAmEnEs), 4-IAI (Dimaris, dImArIs), 4-EIO (Fresison, frEsIsOn)), 


ed un esempio già riportato altrove potrebbe essere “Alcuni A* sono B*, Tutti gli A* sono C* , Alcuni C* sono B*” ossia ad esempio “Alcuni artisti sono pazzi, Tutti gli artisti sono individui inoffensivi, Alcuni individui inoffensivi sono pazzi” (modo di 3° figura Disarmis, 3-IAI, dove la premessa maggiore (Alcuni artisti sono pazzi) è particolare affermativa I, la premessa minore (Tutti gli artisti sono individui inoffensivi) è universale affermativa A, la conclusione (Alcuni individui inoffensivi sono pazzi) è particolare affermativa I) può essere convertito in “Tutti A* sono C*, Alcuni B* sono A*, Alcuni B* sono C*” ossia “Tutti gli artisti sono individui inoffensivi, Alcuni pazzi sono artisti, Alcuni pazzi sono individui inoffensivi” (modo di 1° figura Darii ossia 1-AII), per la cui conversione notiamo che il termine maggiore è “pazzi”, il termine minore è “individui inoffensivi”, il termine medio è “artisti”, inoltre che la s finale di Disarmis indica che premessa maggiore e conclusione indipendentemente vanno convertite scambiando i termini di ogni proposizione senza altro mutare ottenendo Alcuni pazzi sono artisti (Alcuni B* sono A*, nuova premessa maggiore) e Alcuni pazzi sono individui inoffensivi (Alcuni B* sono C*, nuova conclusione), poi la m indica che le premesse maggiore e minore vanno invertite ottenendo Tutti gli artisti sono individui inoffensivi (Tutti gli A* sono C*, nuova premessa maggiore del sillogismo finale A), Alcuni pazzi sono artisti (Alcuni B* sono A*, nuova premessa minore del sillogismo finale I), Alcuni pazzi sono individui inoffensivi (Alcuni B* sono C*, nuova conclusione del sillogismo finale I), e la D iniziale indica che il primo sillogismo Disarmis 3-IAI diventa un sillogismo di figura perfetta in Darii 1-AII), mentre una frase di una lingua scritta contenente variabili discrete A,b,C,... oppure procedendo discorsivamente-estesamente-euristicamente con l'assegnamento di tutti i possibili valori delle variabili potrebbe rappresentare (ma non col sillogismo) anche una complessa realtà descritta da una rete logica simbolico-elettronica o da una CPU; ma neppure la logica sillogistica, bensì ritornando con la memoria assai indietro negli anni e sui banchi a scuola dei gradi di istruzione medio-bassi c'è chi ha studiato la vecchia logica ed analisi delle proposizioni linguistiche-sintattiche tra cui ad esempio i lettori ricorderanno le proposizioni di moto (ossia di moto a luogo (ad esempio Mario va a Parigi), moto da luogo (Mario viene da Parigi), moto attraverso luogo (Mario passa per Parigi), e qualcuno “scherzando” aveva aggiunto completando anche moto sopra luogo (Mario sorvola Parigi in mongolfiera o su un Concorde) e di moto sotto luogo (Mario viaggia sotto Parigi in metropolitana o nel celebre sistema fognario della città) “ottenendo” la risposta che il moto sopra-sotto luogo è il medesimo moto attraverso luogo solo fatto sotto o sopra la superficie quale esempio di “applicazione della logica per salvare l'intelligenza”, a cui poi negli anni si potrebbe pure aggiungere moto di perforazione di luogo (Mario passa per effetto tunnel quantistico attraverso Parigi, immaginiamo con velocità così prossima alla velocità della luce c che il Concorde non può tentare di raggiungere ma si potrebbe in tal caso discutere dato il tunnelling se sia necessario pagare il ticket “quale applicazione delle logica economica per salvare l'intelligenza”... anche se tutto questo interesse linguistico-sintattico per Parigi il lettore penserà sia forse dovuto al fatto che “Parigi val bene una messa” (“Paris vaut bien une messe”) valido tra le guerre di religione del '500 e molto valido nel XXI sec. (espressione dovuta ad Enrico III di Navarra che aveva abiurato il calvinismo per divenire cattolico, notoriamente poi incoronato Enrico IV di Francia (1593-1610)), però nel 2019, apprendiamo pure che Parigi val bene una cattedrale (sebbene nella parziale e razionale ricostruzione e completo restauro della nota cattedrale di Notre-Dame (Nostra Signora) sarebbe molto bene non seguire le idee e gli “errori” dei costruttori medioevali-rinascimentali-barocchi e non “tartassare” troppo Parigi specialmente nel rifare in modo più appropriato, riguardo la durata nel tempo, quella copertura a capriate, quel tetto sopra le volte gotiche)), ma il solo fatto di introdurre il moto o di riferirsi al moto nell'analisi logica linguistica-sintattica significa che questo è un mondo ormai morto ed immobile e mentre io negli anni '60-70-80 sostanzialmente studiavo elettronica non sapevo fino a quale punto era-sarà proprio l'ingegneria e l'elettronica (che molti vedono solamente nell'introduzione della rete Internet quale sua assai modesta ricaduta applicativa come possono ricordare ed essere in questi anni i nomi Microsoft Outlook, Windows-Linux, FaceBook, Twitter, bitcoin, Libra (cryptomoneta emessa da Facebook), ecc., seppure alcuni scrivono anche di internetcentrismo quasi fosse un'altra rivoluzione copernicana della nostra civiltà magari una terza rivoluzione industriale-informatica) a dare il colpo mortale o “mortale” a tale tipo di cultura che non si esprime in corrette proposizioni ed equazioni matematiche (a proposito di equazioni ci sarebbero anche le disequazioni citate qui perché non trattate altrove (relazione di diseguaglianza (ossia maggiore o minore ma non solo uguale) tra due espressioni algebriche-trascendenti contenenti incognite (almeno l'incognita x), del tipo f(x) maggiore g(x) oppure maggior-uguale, minore, minor-uguale (ad esempio 5x maggiore di 1, da cui x maggiore di 1/5 rappresentato in grafico cartesiano xy dallo spazio a destra di x=1/5), dove x appartiene al campo e spazio R e f(x) e g(x) sono funzioni continue, e se sono funzioni polinomiali allora abbiamo disequazioni algebriche); 


per essere  più presenti ed attuali, ossia qui per essere più corretti, non basta buttar lì ogni tanto frasi del tipo “l'Input della linguistica...” o “l'Input della religione...” perché qualcuno gli potrebbe fornire pure “l'Output” ); in questo libro Ingegneria è sinonimo di Logica-Matematica Applicata), 


infatti, continuando, si sarebbero potuti concepire molto prima dell’avvento delle opere di Maxwell (secondo opinioni correnti generalmente condivise l'elenco dei maggiori scienziati fisici di tutti i tempi inizia con: 1) Newton (autore delle prime leggi fondamentali ed universali della natura ossia delle (3) leggi della meccanica fisica, seppure non autore di una vera teoria di campo, dando però finalmente “sostanza e corpo” al concetto di Natura (ancora in semioscurità nonostante Copernico, Keplero e Galileo)), 2) Einstein, 3) Maxwell, …, ovvero Maxwell sarebbe ritenuto per importanza e grandezza il 3° scienziato-fisico della storia di tutti i tempi), e le opere di Kirchhoff, mentre i relativi circuiti elettrici, quali implementazioni circuitali delle porte logiche fondamentali (oggi adottanti la tecnica e tecnologia TTL, MOS e CMOS) si possono concepire e realizzare solo dopo lo sviluppo di teoria dei circuiti). Ricordiamo anche che oggi, oltre che nelle frasi dei linguaggi scritti (partendo come detto dal greco, latino, eccetera, e poi lingue moderne) o nei vari linguaggi e gerghi parlati, vantaggiosamente ed universalmente “incontriamo” direttamente la logica applicata, lo scriviamo scontatamente ed ingenuamente, soprattutto negli Uffici pubblici e privati ed Organizzazioni varie, negli Studi professionali-radiotelevisivi-ecc., nelle fabbriche di produzione con macchine varie e macchine operatrici-utensili, nelle Aziende, nelle innumerevoli case d'abitazione, negli economati e “celle” di Conventi-Abbazie (perchè la Bibbia ed i Vangeli, le Confessioni di Agostino (“Tu sei grande, Signore, e ben degno di lode; grande è la tua virtù, e la tua sapienza incalcolabile. E l’uomo vuole lodarti, una particella del tuo creato, che si porta attorno il suo destino mortale, che si porta attorno la prova del suo peccato e la prova che tu resisti ai superbi. Eppure l’uomo, una particella del tuo creato, vuole lodarti. Sei tu che lo stimoli a dilettarsi delle tue lodi, perché ci hai fatti per te, e il nostro cuore non ha posa finché non riposa in te. Concedimi, Signore, di conoscere e capire se si deve prima invocarti o lodarti, prima conoscere oppure invocare. Ma come potrebbe invocarti chi non ti conosce? Per ignoranza potrebbe invocare questo per quello. Dunque ti si deve piuttosto invocare per conoscere? Ma come invocheranno colui, in cui non credettero? E come credere, se prima nessuno dà l’annunzio?. Loderanno il Signore coloro che lo cercano?, perché cercandolo lo trovano, e trovandolo lo loderanno. Che io ti cerchi, Signore, invocandoti, e t’invochi credendoti, perché il tuo annunzio ci è giunto. T’invoca, Signore, la mia fede, che mi hai dato e ispirato mediante il tuo Figlio fatto uomo, mediante l’opera del tuo Annunziatore... ... Noi vediamo dunque la tua creazione perché esiste; ma essa esiste perché tu la vedi. Noi vediamo all’esterno che è, all’interno che è buona; ma tu la vedesti fatta quando e dove vedesti che doveva essere fatta. Noi ora siamo spinti a fare il bene, dopo che il nostro cuore ne ebbe il concetto dal tuo spirito, mentre prima eravamo spinti a fare il male abbandonandoti; ma tu, Dio unico buono, mai cessasti di fare il bene. Possono alcune opere nostre essere buone, certamente per tuo dono, ma non eterne; eppure dopo di esse speriamo di riposare nella tua grandiosa santità. Tu però, Bene mancante di nessun bene, riposi eternamente, poiché tu stesso sei il tuo riposo. La comprensione di questa verità quale uomo potrà darla a un uomo? quale angelo a un angelo? quale angelo a un uomo? Chiediamo a te, cerchiamo in te, bussiamo da te. Così, così otterremo, così troveremo, così ci sarà aperto. Amen."... avendo riportato qui l'inizio e la fine delle Confessioni, opera capitale posta alla frontiera tra la fine del mondo antico ed il principio del mondo medioevale (però in verità il passaggio dal mondo e società ufficialmente ed universalmente classici al mondo ed alla società tipicamente alto medioevali-medioevali avviene nel lungo periodo dal 150 d.C. al 750 d.C. circa, ossia dalle prime serie avvisaglie del pericolo dovuto alle pressioni dei goti alle frontiere dell'Impero in Occidente (tempo di Marco Aurelio, poi di Aureliano, ecc.), alla tarda antichità romana (caratterizzata da molti mutamenti sociali-politici-economici e dalla rapida diffusione della nuova religione cristiana) alla perdita di tutte le provincie occidentali e formazioni di Regni romano-barbarici, alle premesse della formazione del Sacro Romano Impero carolingio dei Franchi, al crollo dell'Impero Sassanide in oriente ed all'ascesa della nuova religione dell'Islam con la formazione di Stati islamici), in cui cioè dal carpe diem della saggezza antica (cogli-godi l'attimo prima che fugga, vivi il presente e non ti preoccupare dell'incerto futuro e tanto meno dell'aldilà così che tu non abbia neppure a temere per il dopo) di Epicuro-Seneca-Orazio e tanti altri intellettuali antichi, ed inizia invece il travaglio e la sofferenza spirituale dell'uomo “interiore” di Agostino tutto proteso verso la sua destinazione soprannaturale con speranza e timore, quale dottrina agostiniana in parte passata ai secoli futuri tramite Boezio con cui inizia lo studio della teologia medioevale e la vita dell'uomo “spirituale” così caratteristica dell'uomo medioevale col suo specifico rapporto intimo con la Divinità possibile solo tramite la Chiesa invece del rapporto formale e della superstizione coi falsi dei pagani, nonchè le Confessioni una di quelle opere che hanno avuto riprese storiche ovvero Confessioni(Confessiones) di Agostino-Confessioni(Les Confessions) di Rousseau (dove il lettore noterà il ruolo svolto dalla Fede nelle confessioni dell'antico (religioso-manicheo-cristiano) e dalla Dea Ragione nelle confessioni del moderno (filosofo-illuminista)), poi Principia di Newton-Principia di Russell (dai Philosophiae Naturalis Principia Mathematica PNPM della storica fondazione fisica di Isaac Newton ai Principia Mathematica della colossale fondazione matematica di Bertrand Arthur William Russell), Organon di Aristotele-Organon di Bacone (o Novum Organon di Bacone), Odissea di Omero-Ulisse di Joyce, ecc. anche se decine di scrittori nel corso dei secoli hanno trattato il mito dell'avventura di Ulisse (mito creato nella complessa fase del ritorno da Troia e non durante l'andata o durante la guerra contro i troiani; per la storia e la tecnica della logica Odisseo è solo un problema: "Io sono nessuno") come vediamo in Giambattista Gelli con i Dialoghi La Circe, od in Claudio Monteverdi ne Il ritorno d'Ulisse in patria, in Ippolito Pindemonte nella tragedia Ulisse, in Ugo Foscolo nel sonetto A Zacinto ("bello di fama e di sventura"), in Arturo Graf con L'ultimo viaggio di Ulisse, in Giovanni Pascoli in Odi e Inni e Poemi conviviali, in Gabriele D'Annunzio nelle Laudi, in Umberto Saba nella poesia Ulisse contenuta in Mediterranee, in Gabriel Pereira de Castro con Ulisseo ou Lisboa edificata (infatti Lisbona-Felicitas Julia sarebbe stata fondata da Ulisse in uno dei suoi viaggi), in Antonio de Sousa de Macedo con Ulyssipo, in Lope de Vega con Circe, in Belmonte Bermudez con Los trabajos de Ulises, in Calderon de la Barca in Los encantos de la culpa ed in El mayor encanto Amor, in Nicholas Rowe con Ulysses, in Charles Lamb con la composizione The Adventures of Ulysses, in Alfred Tennyson con Ulysses, in Robert Saymour Bridges con The Return of Ulysses, poi come detto nell'irlandese James Joyce con Ulysses, in François Ponsard con Ulysse, in Gerhart Hauptmann con L'arco di Ulisse, in Nikos Kazantzakis con Odissea, ed ovviamente Ulisse è dipinto in molte opere pittoriche quali quelle di Lorrain, Turner, Guido Reni, Rubens, ecc., ed è presente in alcune opere cinematografiche la cui sceneggiatura, sia in mare sia sulle coste che sulle isole, non richiede grandi effetti speciali come invece sarebbe necessario per l'Apocalisse di Giovanni), 


poi la Città di Dio di Agostino ("Frattanto Roma fu messa a ferro e fuoco con l’invasione dei Goti che militavano sotto il re Alarico; l’occupazione causò un’enorme sciagura (infatti i vandali di Alarico I (un raffinato monarca dal 395 che già aveva lavorato per l'impero d'Occidente di Onorio ma pure sconfitto dal generale romano Stilicone, e che invece aspirava all'alto titolo di magister militum) entrando il 24ago410 da porta Salaria occuparono e saccheggiarono per tre giorni la città (un evento di tale portata non accadeva dal 390 a. C. col gallo senone Brenno ossia esattamente da 800 anni) portando via un ricchissimo bottino di qualche tonnellata d'oro accumulato a Roma nel corso dei secoli di cui si sono completamente perse le tracce, ma presumibilmente sepolto, insieme al re morto qualche mese dopo nei pressi di Cosenza, sotto il letto del fiume Busento o del Crati (di cui il Busento è affluente, con portata media annuale il Crati di circa 36 metri cubi/sec (minima di 10 m cubi/sec per magre estive e massima di 3000 m cubi/sec per piene invernali essendo a carattere-regime spiccatamente torrentizio)) dopo un'impresa idraulica non indifferente di deviazione dell'acqua con l'uso di centinaia di schiavi poi uccisi... e diremmo che è pure interessante notare come nonostante la zona non molto ampia interessata dall'occultazione di quell'immenso tesoro ancora oggi non si sia saputo rientrarne in possesso). Gli adoratori dei molti falsi dèi, che con un appellativo in uso chiamiamo pagani tentarono di attribuire il disastro alla religione cristiana e cominciarono a insultare il Dio vero con maggiore acrimonia e insolenza del solito. Per questo motivo io, ardendo dello zelo della casa di Dio, ho stabilito di scrivere i libri de La città di Dio contro questi insulti perché sono errori. L’opera mi tenne occupato per molti anni. Si frapponevano altri impegni che non era opportuno rimandare e che esigevano da me una soluzione immediata. Finalmente questa grande opera, La città di Dio, fu condotta a termine in ventidue libri. I primi cinque confutano coloro i quali vogliono la vicenda umana così prospera da ritenere necessario il culto dei molti dèi che i pagani erano soliti adorare. Sostengono quindi che avvengano in grande numero queste sciagure in seguito alla proibizione del culto politeistico. Gli altri cinque contengono la confutazione di coloro i quali ammettono che le sciagure non sono mai mancate e non mancheranno mai agli uomini e che esse, ora grandi ora piccole, variano secondo i luoghi, i tempi e le persone. Sostengono tuttavia che il politeismo e relative pratiche sacrali sono utili per la vita che verrà dopo la morte. Con questi dieci libri dunque sono respinte queste due infondate opinioni contrarie alla religione cristiana. Qualcuno poteva ribattere che noi avevamo confutato gli errori degli altri senza affermare le nostre verità. Questo è l’assunto della seconda parte dell’opera che comprende dodici libri. Tuttavia all’occasione anche nei primi dieci affermiamo le nostre verità e negli altri dodici confutiamo gli errori contrari. Dei dodici libri che seguono dunque i primi quattro contengono l’origine delle due città, una di Dio e l’altra del mondo; gli altri quattro, il loro svolgimento o sviluppo; i quattro successivi, che sono anche gli ultimi, il fine proprio. Sebbene tutti i ventidue libri riguardino l’una e l’altra città, hanno tuttavia derivato il titolo dalla migliore. Perciò è stata preferita l’intestazione La città di Dio. Nel decimo libro non doveva esser considerato un miracolo il fatto che in un sacrificio che Abramo offrì, una fiamma venuta dal cielo trascorse tra le vittime divise a metà, perché gli fu mostrato in una visione. Nel libro decimosettimo si afferma di Samuele che non era dei figli di Aronne. 


Era preferibile dire: Non era figlio di un sacerdote. Infatti era piuttosto costume garantito dalla legge che i figli dei sacerdoti succedessero ai sacerdoti defunti; tra i figli di Aronne si trova appunto il padre di Samuele, ma non fu sacerdote. Né si deve considerare tra i figli, nel senso che discendesse da Aronne, ma nel senso che tutti gli appartenenti al popolo ebraico son detti figli di Israele. L’opera comincia così: Gloriosissimam civitatem Dei. Lettera 212/A. Scritta nel 426. Agostino invia a Firmo i XXII ll. de La città di Dio con un riassunto generale e uno particolare a ciascun libro, indicandogli a chi darli a copiare... ... 


Se anche il numero delle epoche, confrontato ai giorni, si calcola secondo i periodi di tempo che sembrano espressi dalla sacra Scrittura, questo sabatismo acquisterebbe maggiore evidenza dal fatto che è al settimo posto. La prima epoca, in relazione al primo giorno, sarebbe da Adamo fino al diluvio, la seconda dal diluvio fino ad Abramo, non per parità di tempo ma per numero di generazioni, perché si riscontra che ne hanno dieci ciascuna. Da quel tempo, come delimita il Vangelo di Matteo (ossia Primo Vangelo della Chiesa, Vangelo dell'Avvento Regno di Dio e delle parabole, della Nuova Alleanza, vangelo delle Beatitudini, e vangelo del Giudizio Universale), si susseguono fino alla venuta di Cristo tre epoche, che si svolgono con quattordici generazioni ciascuna: la prima da Abramo fino a Davide, la seconda da lui fino alla deportazione in Babilonia, la terza fino alla nascita di Cristo. Sono dunque in tutto cinque epoche. La sesta è in atto, da non misurarsi con il numero delle generazioni per quel che è stato detto: Non spetta a voi conoscere i tempi che il Padre ha riservato al suo potere. Dopo questa epoca, quasi fosse al settimo giorno, Dio riposerà quando farà riposare in se stesso, come Dio, il settimo giorno, che saremo noi. Sarebbe lungo a questo punto discutere accuratamente di ciascuna di queste epoche; tuttavia la settima sarà il nostro sabato, la cui fine non sarà un tramonto, ma il giorno del Signore, quasi ottavo dell’eternità, che è stato reso sacro dalla risurrezione di Cristo perché è allegoria profetica dell’eterno riposo non solo dello spirito ma anche del corpo. Lì riposeremo e vedremo, vedremo e ameremo, ameremo e loderemo. Ecco quel che si avrà senza fine alla fine. Infatti quale altro sarà il nostro fine, che giungere al regno che non avrà fine?. Commiato."; facendo osservare come in questo libro della Città di Dio si mette in una certa evidenza l'uomo nel suo cammino storico-temporale quale formato di corpo e spirito (ciò del resto è caratteristico in Agostino data la sua precedente formazione filosofica e teologica, e che come detto nei secoli a venire influenzerà la scolastica e pure Cartesio) ritenendoli quasi in opposizione logica-gnoseologica-epistemologica quando nel presente libro lo spirito è da intendersi come attività del corpo (ossia come la sua equazione differenziale di funzionamento se non la sua “completa” equazione differenziale di essere-esistenza-funzionamento in ogni caso da intendersi in senso matematico), per cui ad esempio quando un motore termico-elettrico è in funzione ovvero esegue lavoro (ossia ha energia in movimento) è pure dotato di spirito, e quando viene completamente spento cessa ogni sua attività non eseguendo più alcun lavoro (ossia non ha più energia da sviluppare e non evolve più) si può dire che ha perduto il suo spirito il quale secondo alcune dottrine non è completamente vanificato e sparito nel nulla ma “essendo in tali dottrine lo spirito reificato-personificato” è stato allora “esalato” od è andato altrove od “altrove” in altre chissà quali ignote dimensioni “spirituali”, e quanto appena detto vale in particolare sostituendo a “motore termico-elettrico” il termine “essere umano” (infatti nei necrologi si legge spesso che il nostro amico-congiunto-fratello Tizio-Caio-Sempronio si è spento ossia è morto), mentre lo spirito è pure spirito vitale, però credere che solo perché a qualche migliaio di porte logiche interconnesse si siano aggiunte ed interconnesse miliardi e miliardi... e miliardi di porte logiche od a qualche migliaio di neuroni si siano interconnessi miliardi e miliardi... e miliardi di neuroni (nella nostra specie circa 100 miliardi di neuroni (con un numero di possibili significative connessioni che magari qualcuno è pure capace di calcolare... ogni neurone ne stabilisce grossolanamente 10 mila usualmente coi neuroni vicini, seppure aggiungiamo fin dalla giovane età i neuroni vengono persi al tasso di circa 100000/giorno ossia circa 1 ppM/g di neuroni complessivi muoiono e non vengono più rigenerati (in 100 anni di vita ne moriranno mediamente circa 3.65 miliardi ossia 3.65 % del totale inizialmente posseduti da ogni individuo)) composti con circa 50 sostanze chimiche in cui passano deboli correnti elettriche sotto modeste tensioni elettriche di circa 1 volt) muti qualcosa di essenziale sul piano epistemologico è certamente un errore (certo il numero finito delle configurazioni di stato di un motore sono incomparabilmente minori del numero finito di configurazioni di stato di un cervello biologico  umano)... però non diciamo che errore filosofico eventualmente sarebbe pensare alle attività energetiche-vitali di un motore-uomo come ad un essere spirituale dotato di essenza-esistenza propria (una via intermedia questa tra Materia ed Idea sebbene più simile all'Idea che alla materia) invece che semplicemente alla condizione funzionante-non funzionante del suo vettore di stato matematico), 


il Cantico delle creature o di Frate Sole di Francesco (Canticum o Laudes Creaturarum) del 1224 ma in realtà steso in tre diversi momenti («Altissimu, onnipotente, bon Signore, tue so' le laude, la gloria e l'honore et onne benedictione. Ad te solo, Altissimu, se konfàno et nullu homo ène dignu te mentovare. Laudato sie, mi' Signore, cum tucte le tue creature, spetialmente messor lo frate sole, lo qual è iorno, et allumini noi per lui. Et ellu è bellu e radiante cum grande splendore, de te, Altissimo, porta significatione. Laudato si', mi' Signore, per sora luna e le stelle, in celu l'ài formate clarite et pretiose et belle. Laudato si', mi' Signore, per frate vento et per aere et nubilo et sereno et onne tempo, per lo quale a le tue creature dài sustentamento. Laudato si', mi' Signore, per sor'aqua, la quale è multo utile et humile et pretiosa et casta. Laudato si', mi' Signore, per frate focu, per lo quale ennallumini la nocte, et ello è bello et iocundo et robustoso et forte. Laudato si', mi' Signore, per sora nostra matre terra, la quale ne sustenta et governa, et produce diversi fructi con coloriti flori et herba. Laudato si', mi' Signore, per quelli ke perdonano per lo tuo amore, et sostengo infirmitate et tribulatione. Beati quelli che 'l sosterrano in pace, ca da te, Altissimo, sirano incoronati. Laudato si' mi' Signore per sora nostra morte corporale, da la quale nullu homo vivente pò scappare: guai a quelli che morrano ne le peccata mortali; beati quelli che trovarà ne le tue santissime voluntati, ka la morte secunda no 'l farrà male. Laudate et benedicete mi' Signore' et ringratiate et serviateli cum grande humilitate», ancora a noi ben comprensibile nel volgare umbro del XIII sec. con influssi toscani, francesi e latini, però tradotto in italiano moderno come “Altissimo, Onnipotente Buon Signore, tue sono le lodi, la gloria, l'onore ed ogni benedizione. A te solo, o Altissimo, s'addicono e nessun uomo è degno di menzionarti. Lodato sii, mio Signore, insieme a tutte le creature, specialmente per il signor fratello sole, il quale è la luce del giorno, e tu tramite lui ci dai la luce. E lui è bello e raggiante con grande splendore: te, o Altissimo, simboleggia. Lodato sii o mio Signore, per sorella luna e le stelle: in cielo le hai create, chiare preziose e belle. Lodato sii, mio Signore, per fratello vento, e per l'aria e per il cielo, per quello nuvoloso e per quello sereno, per ogni tempo per mezzo del quale alle creature dai sostentamento e vita. Lodato sii mio Signore, per sorella acqua, la quale è molto utile e umile, preziosa e pura. Lodato sii mio Signore, per fratello fuoco, attraverso il quale illumini la notte. Egli è bello, giocondo, robusto e forte. Lodato sii mio Signore, per nostra sorella madre terra, la quale ci dà nutrimento e ci governa e mantiene, e produce diversi frutti con fiori variopinti ed erba. Lodato sii mio Signore, per quelli che perdonano in nome del tuo amore, e sopportano malattie e sofferenze. Beati quelli che le sopporteranno serenamente e pacificamente, perché dall'Altissimo saranno premiati. Lodato sii mio Signore per la nostra sorella morte corporale, dalla quale nessun essere umano può scappare: guai a quelli che moriranno mentre sono in peccato mortale. Beati quelli che troveranno la morte mentre stanno rispettando le tue volontà. In questo caso la morte spirituale non procurerà loro alcun male. Lodate e benedite il mio Signore, ringraziatelo e servitelo con grande umiltà.”... un Inno al Signore che si rispecchia positivamente nelle sue creature, ispirato dalla Bibbia come ad esempio il Salmo 148 (Salmo 148, “Lode cosmica”. Alleluia. / Lodate il Signore dai cieli, / lodatelo nell'alto dei cieli. / Lodatelo, voi tutti, suoi angeli, / lodatelo, voi tutte, sue schiere. / Lodatelo, sole e luna, / lodatelo, voi tutte, fulgide stelle. / Lodatelo, cieli dei cieli, / voi acque al di sopra dei cieli. / Lodino tutti il nome del Signore, / perché egli disse e furono creati. / Li ha stabiliti per sempre, / ha posto una legge che non passa. / Lodate il Signore dalla terra, / mostri marini e voi tutti abissi, / fuoco e grandine, neve e nebbia, / vento di bufera che obbedisce alla sua parola, / monti e voi tutte, colline, / alberi da frutto e tutti voi, cedri, / voi fiere e tutte le bestie, / rettili e uccelli alati. / I re della terra e i popoli tutti, / i governanti e i giudici della terra, / i giovani e le fanciulle, / i vecchi insieme ai bambini / lodino il nome del Signore: / perché solo il suo nome è sublime, / la sua gloria risplende sulla terra e nei cieli. / Egli ha sollevato la potenza del suo popolo. / E' canto di lode per tutti i suoi fedeli, / per i figli di Israele, popolo che egli ama. / Alleluia”), forse il primo brano (poetico) della letteratura italiana in lingua volgare (romanza umbro-meridionale), ma esisterebbe anche un precedente brano poetico in analoga lingua del XII sec, scritto in ambiente ebraico italiano; aggiungendo inoltre che, nella tradizione europea dall'Alto medioevo il Signore sarebbe il titolare di una Signoria con potere generalmente amministrativo su territori e beni per concessione ricevuta dall'alto da un Re od un nobile od un religioso questi con potere di comando, e da qui derivò l'uso di nominare Signore Gesù di Nazareth il Messia), gli scritti di Santa Teresa d'Avila come il Castello interiore ("Fra le cose impostemi dall’obbedienza, ben poche mi sono state così difficili come questa di mettermi ora a scrivere dell’orazione, sia perché sembra che il Signore non mi conceda lo spirito né il desiderio di farlo, e sia perché mi trovo da tre mesi con la testa così debole e intontita da scrivere con pena anche per gli affari di necessità. Ma sapendo che la forza dell’obbedienza suole appianare ogni cosa, anche quelle che sembrano impossibili, mi accingo all’opera di buona voglia, benché ne senta un’estrema ripugnanza: Iddio non mi ha mai dato di vedermi in continua lotta con le infermità e con ogni sorta di occupazioni senza che la natura ne soffra. Mi assista Colui nella cui misericordia confido, e che in mio favore ha già fatto cose assai più difficili... ... 


Per il gran desiderio che ho di aver parte nell’aiutarvi a servire questo mio Dio e Signore, vi chiedo che ogni qualvolta leggerete questo scritto, lodiate grandemente in nome mio Sua Maestà, pregando per l’esaltazione della sua Chiesa e per la conversione dei luterani. Supplicate insieme il Signore che mi perdoni i miei peccati e mi liberi dal purgatorio dove forse la sua misericordia mi terrà quando questo libro vi verrà dato a leggere, se, esaminato da uomini dotti, sarà giudicato degno di esser visto. Se contiene qualche errore, è perché io non me n’intendo. Mi sottometto in tutto a ciò che insegna la santa Chiesa Cattolica Romana. Questi i sentimenti in cui ora vivo, e nei quali protesto e prometto di voler vivere e morire. Il Signore Dio nostro sia sempre lodato e benedetto! Amen, amen. Questo scritto è stato terminato nel monastero di S. Giuseppe di Avila l’anno 1577, vigilia di S. Andrea, a gloria di Dio che vive e regna per tutti i secoli! Amen."), oppure l'Imitazione di Cristo (""Chi segue me non cammina nelle tenebre" (Gv 8,12), dice il Signore. Sono parole di Cristo, le quali ci esortano ad imitare la sua vita e la sua condotta, se vogliamo essere veramente illuminati e liberati da ogni cecità interiore. Dunque, la nostra massima preoccupazione sia quella di meditare sulla vita di Gesù Cristo. Già l’insegnamento di Cristo è eccellente, e supera quello di tutti i santi; e chi fosse forte nello spirito vi troverebbe una manna nascosta... … Procedi, dunque, con schietta e ferma fede; accostati al Sacramento con umile venerazione. Rimetti tranquillamente a Dio, che tutto può, quanto non riesci a comprendere: Iddio non ti inganna; mentre si inganna colui che confida troppo in se stesso. Dio cammina accanto ai semplici, si rivela agli umili, "dà lume d’intelletto ai piccoli" (Sal 118,130), apre la mente ai puri di cuore; e ritira la grazia ai curiosi e ai superbi. La ragione umana è debole e può sbagliare, mentre la fede vera non può ingannarsi. Ogni ragionamento, ogni nostra ricerca deve andare dietro alla fede; non precederla, né indebolirla. Ecco, predominano allora la fede e l’amore, misteriosamente operanti in questo santissimo ed eccellentissimo Sacramento. Il Dio eterno, immenso ed onnipotente, fa cose grandi e imperscrutabili, in cielo e in terra; e a noi non è dato investigare le meravigliose sue opere. Ché, se le opere di Dio fossero tali da poter essere facilmente comprese dalla ragione umana, non si potrebbero dire meravigliose e ineffabili. Finisce il libro dei consigli devoti per la Santa Comunione", opera questa della letteratura cristiana medioevale (forse seconda in occidente per diffusione solo alla Bibbia) che più di ogni altra è ben degna di rappresentare l'ideale dell'uomo cristiano medioevale contenente una visione del mondo (e comportante una tale alienazione dell'io e super-io in un altro mondo spirituale compromettendo anche le basi stesse della sopravvivenza fisica-materiale in questo mondo, o meglio demandando ad altri la propria sopravvivenza in cambio della loro presunta salvezza o magari redenzione-speranza-consolazione anche e soprattutto nell'ambito di una dottrina escatologica 


(il lettore avrà notato che oggi generalmente si parla piuttosto di salvataggio di sauvetage di recupero di soccorso di risanamento di assistenza di ausilio di ripristino di ricostruzione di bonifica di safety (tipo antinfortunistica in ambiente di lavoro) e di security (in società ad esempio contro il crimine individuale od organizzato), ecc. (e magari di termini dal significato derivato tipo salvagente, salvapersone, salvadanaio (per il danaio), salvagocce, salvamotore, salvapunte, salvatacco, salvapolso, ecc.) in luogo del termine assai vecchio di salvezza o “salvezza” (“Si salvi chi può o si Salvi chi vuole?)), salvezza quest'ultima ulteriormente compromessa nella esatta misura in cui con le leggi del mondo devono pensare all'altrui sopravvivenza oltre alla propria mostrando che la fisica-ingegneria sociale come tutte le scienze fisiche funziona secondo leggi-principi di conservazione) così lontana o “lontana” dall'ideale della scienza matematica moderna e da principi-leggi-equazioni che reggono il mondo (seppure, alla loro fonte antico-medioevale, ad esempio si potrebbe trovare l'assioma dell'Immutabilità e Costanza dell'azione di Dio (un indubitabile principio di conservazione teleologico, nello spazio e nel tempo, del quale Dio Cartesio elaborò ben 3 dimostrazioni della sua esistenza relative al fatto che ogni uomo è imperfetto differentemente dall'idea Dio in questione, dalla constatazione che l'uomo non è autore del proprio essere (ma pensarsi non autori di se' stessi ed allora inventarsi un Ente che possa essere la causa del proprio essere, come in generale pensano moltissime persone ed anche pensano dei dotti, non è ragionamento intelligente e non dimostra nulla “sia per via di chi lo pensa sia per via dell'invenzione stessa”, dato che ai postulati di una teoria che non spiega nulla e non funziona si è aggiunto un altro postulato che aggrava la qualità della teoria stessa e della relativa spiegazione), e la prova a priori od argomento ontologico risalente ad Anselmo d'Aosta, ma tutte e 3 dimostrazioni rigorosamente errate-false (non dobbiamo dimenticare Tommaso d'Aquino tra coloro che intesero dimostrare razionalmente l'esistenza di Dio che in questo autore avviene per cinque vie “viae o percorsi””(sappiamo che Anselmo d'Aosta, come riportato altrove, dimostra l'esistenza di Dio sulla via neoplatonica di Agostino d'Ippona procedendo sia a simultaneo ovvero dallo stesso concetto di Dio ritenuto id quo maius cogitari nequit (nel Proslogion, cap. 2,3, prova a priori) sia a posteriori (nel Monologion) ma l'unico modo corretto secondo Tommaso consiste nel procedere a posteriori partendo cioè dagli effetti a valle ossia dall'esperienza sensibile cadente sotto i nostri sensi per risalire logicamente-razionalmente alla Causa prima (ossia demonstratio quia) ammettendo già tra le ipotesi che ci sia questa Causa Prima, oppure in altro caso (con demonstratio quid, ad esempio coi sillogismi partendo da 2 premesse a,b per dedurre una conclusione c del tipo “Ogni uomo è mortale (a), ogni ateniese è uomo (b), onde ogni ateniese è mortale (c)”, in cui le 2 premesse-cause uomo mortale e ateniese uomo deducono ateniese-mortale), per cui seguendo le sue 5 viae espone: 1) Ex motu et mutatione rerum (tutto ciò che si muove esige un movente primo come leggiamo nella Metafisica di Aristotele in cui si sostiene che non si può procedere ad infinito nella ricerca di un primo motore); 2) Ex ordine causarum efficientium (dalla causa efficiente, in senso subordinato non coordinato nel tempo, di durata temporale anche infinita-indefinita del mondo, ma ogni essere finito partecipato è dovuto ad una causa e dunque deve esserci a monte una causa prima incausata); 3) Ex rerum contingentia (dalla contingenza, onde generabilità-creabilità e corruttibilità sono proprietà di essere e non essere sinonimo di essere sensibile contingente (tomisticamente, laddove più comunemente in Avicenna contingente è tutto ciò che non è Dio), distinguendo nella Summa Theologiae il necessario causato (anima umana ed angeli) dal necessario assoluto (Dio), onde generazione-corruzione di esseri richiede via via per gradi una Causa Prima incausata); 4) Ex variis gradibus perfectionis (gli esseri posseggono diversi gradi di perfezioni, in senso trascendentale, come verità, bontà, nobiltà, essere, anche il calore del fuoco, ma solo il massimo grado di perfezione può essere causa dei gradi intermedi); 5) Ex rerum gubernatione (dal governo delle cose, poiché l'agire di esseri non intelligenti è ordinato-regolato ad uno scopo tale intelligenza teleologica deve risiedere in una Causa Prima-Ultima Intelligente), laddove Kant ammettendo l'esistenza di Dio nella Critica della Ragion Pratica ritiene però nella Dialettica trascendentale della Critica della Ragion Pura indimostrabile teoricamente la sua esistenza, criticando piuttosto la filosofia leibniziana-wollfiana e quasi ignorando le 5 viae tomistiche, ma procedendo Kant per prova ontologica, prova cosmologica e prova fisico-teologica); 


anche Kurt Godel (autore dei 2 teoremi d'incompletezza ovvero di incompletezza e di indecidibilità divenuti una pietra miliare del pensiero logico-matematico (von Neumann, Einstein, Zermelo, Russell, Carnap, Goldstein, Wittgenstein, Popper, Penrose, ecc.) che ha-hanno profonde conseguenze rivoluzionarie sulle scienze matematiche deduttive come l'ebbero i principi di relatività ristretta RR, di relatività generale RG di Einstein, e di indeterminazione di Heisenberg, e per la rivista Time Godel il matematico del XX sec., oltre che Dio della logica per Piergiorgio Odifreddi, ma aggiungiamo anche che Godel, insieme a Einstein, Russell e pochi altri tra cui mettiamo anche E. Wiles, fu uno scienziato la cui notorietà uscì dal puro ambito accademico per interessare il vasto pubblico) dal 1941 avrebbe dato una prova ontologica od Ontologisches Beweis (logico-matematica) dell'esistenza di Dio, come un teorema razionale dell'esistenza di Dio-G ovvero della necessità di un'Unità razionale per giustificare il Mondo, partendo dalla prova ontologica leibniziana per dedurre la necessità di un Ente G (Gott, God) con tutte proprietà-attributi positivi (senza però pubblicarla, ma prova resa pubblica solo nel 1987, strutturata in 28 passi e, diremmo, tutt'altro che convincente), come pure leggiamo in Roberto G. Timossi, infatti dopo aver tentato nel 1949 di trovare una soluzione (logica originale) dell'equazione tensoriale della teoria della relatività generale RG di Einstein (su ipotesi di un Universo in rotazione su se stesso) con tempo ciclico di 70 miliardi di anni (oggi però non compatibile col modello cosmologico standard), Godel pensò che all'intero sistema mancasse qualcosa di essenziale ovvero difettasse della ragione dell'esistenza del Mondo sul piano ed ordine logico-matematico per cui era necessaria la prova-dimostrazione razionale dell'esistenza di Dio ossia della necessità logica della presenza di un Ente che possieda tutte le qualità positive (con prova logica e d'esistenza ontologica modale), onde diede le seguenti 3 Definizioni: 1) Un ente è di natura divina (God-like, G) se e soltanto se ha quali proprietà essenziali tutte le proprietà positive e soltanto proprietà positive, 2) A è un'essenza di x se e soltanto se per ogni proprietà B, x include B necessariamente esclusivamente se A implica B, 3) x esiste necessariamente se e soltanto se ogni suo elemento essenziale risulta necessariamente esistente; poi i 5 Assiomi: 1) Se una proprietà è positiva, allora la sua negazione non è positiva, 2) Ogni proprietà che include una proprietà positiva è a sua volta positiva, 3) Essere un ente di natura divina è una proprietà positiva, 4) Se una proprietà è positiva, allora é necessariamente positiva, 5) L'esistenza necessaria è una proprietà positiva; poi i 3 Teoremi: 1) Una proprietà positiva è logicamente consistente (è possibile che esista, od esiste), 2) Se una cosa è un ente di natura divina G, allora la proprietà dell'esistenza è un'essenza di questa cosa (l'esistenza è una sua essenza), 3) Necessariamente esiste qualcosa che è un ente dalla natura divina G, ovvero esiste almeno una x tale che x è G, cui segue una rigorosa dimostrazione logico-matematica, ma come ben nota il lettore già alcune di queste premesse Definizioni-Assiomi-Teoremi non sono accettabili o non sono convincenti (se ho capito qualcosa di quanto scritto), come ad esempio per giustificare il Mondo (invece di Nulla) in senso logico-matematico ipotizzare la definizione di un Ente con qualità positive per poi procedere a dimostrarne la sua necessità-esistenza dato che si potrà ipotizzare solo un Ente logico-matematico ovvero niente altro che un Assioma di cui non possiamo trovare nulla di più convincente; ma per questo libro, se l'Ente Dio viene equiparato in toto alla razionalità R, ossia Dio non è che un altro nome di R, allora la sua "esistenza" per definizione assiomatica e per costruzione è già dimostrata, cioè non vedo la necessità di dimostrare R; per la maggior parte dei filosofi (razionalisti) Dio è un Ente metafisico-”metafisico” quale Assioma da cui partono nella fondazione di un sistema (sono i filosofi dal “pensiero semplice” (vedi Spinoza) che iniziando male fondano necessariamente un “sistema d'errore”), oppure Dio è un Ente cui giungono dei filosofi (razionalisti) dal “pensiero più evoluto ed astratto” i quale alla fine del loro percorso razionale logico-matematico giungono a qualche idea o qualche cosa inspiegabile ed inconoscibile ossia ragionando male fondano necessariamente un “sistema d'errore”, mentre in questo libro si cerca piuttosto di ovviare ed “evitare” questi due gravi inconvenienti fondanti “sistemi d'errore”), continuando, assioma dell'Immutabilità dell'azione di Dio usato però dallo stesso Cartesio per dedurre il principio dei lavori virtuali PLV nel movimento ed in statica e che poi sfocerà nella legge di conservazione della quantità di moto Q=costante per sistemi chiusi-isolati rispettata in ogni direzione spaziale xyz ed ovunque ci sia grandezza estensiva conservantesi, garantita dalla simmetria di certe trasformazioni di coordinate o variabili dinamiche di moto, e poi in Newton sfociante nella legge della quantità di moto dei corpi ossia derivata di Q rispetto al tempo uguale al risultante delle forze R applicate ai corpi (legge fondamentale, detta legge della forza per il punto materiale nella meccanica classica (dinamica classica) e valida pure per i corpi rigidi newtoniani), dato che le forze, derivanti dall'applicazione-possesso-variazione di quantità di moto, non fanno altro che variare quantità di moto, ossia leggi di conservazione che sono legate a leggi di simmetrie delle equazioni differenziali EDDP (simmetrie che governano il funzionamento della Natura, ed equazioni differenziali le cui soluzioni danno questo funzionamento... invenzione delle equazioni differenziali EDO ed EDDP e delle equazioni agli operatori quale culmine dell'analisi matematica ed analisi funzionale creante una nuova visione del mondo, e vera invenzione sostanzialmente tutta europea cui in senso stretto non hanno storicamente contribuito cinesi-indiani-arabi-giapponesi-ecc.), ma diciamo che prima ancora delle simmetrie matematiche delle equazioni dei fenomeni sono state osservate le conservazioni delle grandezze estensive che si conservano nello studio dei sistemi fisici lungo traslazioni spaziali-temporali, ed in tal senso possiamo risalire almeno alla metà del '600 con i principi di conservazione della massa e dell'energia meccanica in fisica, 


poi al 1774 quando Lavoisier dimostrò sperimentalmente la conservazione della massa delle sostanze chimiche (la materia non si crea e non si distrugge ma solo si trasforma (Rien ne se perd, rien ne se crée, tout se transforme), ossia la massa è un invariante del sistema ed una Costante dei fenomeni, e sappiamo che questa è la formulazione più nota e popolare di un principio di conservazione (conservazione della massa, ma diremmo pure conservazione dell'energia)), quindi Joule-Carnot-Hamilton-Clausius-Faraday-Maxwell dimostrarono che lo stesso principio di conservazione dell'energia era di validità molto generale in termodinamica-elettromagnetismo-ecc. ossia era rispettato in tutta la fisica (ci sono dunque molte leggi e teoremi di conservazione dell'energia per cui la legge generale di conservazione dell'energia la chiameremo e si chiama piuttosto Principio di conservazione dell'energia), quindi nel 1905 veniva dimostrato il principio di conservazione di massa-energia M-E come un'unica grandezza estensiva (ponendo pure fine od almeno ponendo in dubbio l'invariante principe di tutti gli invarianti in fisica ossia l'invarianza della massa M dei corpi (universalmente pensata fino allora M così propria-esclusiva-identificativa-cardinale-immodificabile dei singoli corpi ed invece da ora variabile-mutabile secondo lo stato di moto dei corpi stessi rispetto al riferimento spaziotemporale) passando dunque all'invarianza di M-E), e queste leggi di grandezze estensive conservantesi erano legate a certe trasformazioni eseguite sulle stesse entro le equazioni differenziali alle derivate parziali EDDP di fenomeni fisici (di tipo ellittico, parabolico, iperbolico), ed in tal senso dobbiamo arrivare all'importante lavoro di E. Noether col suo teorema matematico di simmetria-conservazione di fondamentale importanza per la comprensione dell'operare della Natura (pubblicato da Emmy Noether nel 1918 nell'articolo Invariante Variationsprobleme su Gottinger Nachrichten) dal quale è possibile dedurre le leggi di conservazione muovendosi nello spazio e traslando lungo il tempo in quanto il teorema connette esplicitamente le simmetrie matematiche di equazioni di leggi fisiche governanti il sistema (quando si mantenga invariata la funzione di Lagrange L, di cui abbiamo scritto, usualmente indicata come Lgotico) con le grandezze conservantesi ossia con gli integrali del moto, ovvero il massimo numero di integrali primi del moto matematicamente-funzionalmente indipendenti è pari al numero di invarianze o simmetrie di L (teorema di una certa importanza teorica poichè le importantissime e fondamentali leggi di conservazione delle grandezze che si conservano nell'evoluzione-funzionamento di fenomeni fisici e processi ingegneristici della teoria fisica classica, invece di essere ricavate sperimentalmente in laboratorio, sono teoricamente e sistematicamente dedotte direttamente dallo studio della simmetria di trasformazioni di variabili dinamiche presenti nelle equazioni differenziali di moto), per cui ricorrendo a casi noti ed importanti se l'equazione del sistema gode di simmetrie alle traslazioni spaziali ossia ha invarianti traslazionali (mantenendo cioè la medesima forma l'equazione ed i suoi integrale di moto) allora si avrà la conservazione della quantità di moto Q nelle specifiche direzioni, se l'equazione ha simmetrie-invarianze rotazionali si avrà la conservazione dei momenti delle quantità di moto attorno a specifici assi, se l'equazione gode di simmetrie-invarianze per traslazione temporale si avrà la conservazione dell'energia, in particolare si dimostra l'invarianza temporale dei momenti coniugati a ciascuna coordinata generalizzata lagrangiana non esplicitamente figurante in L (coordinate cicliche) che per sistemi isolati-chiusi sono le coordinate date da raggio vettore posizione di centro di massa-baricentro, le 3 coordinate angolari, ed il tempo t, che conducono come già detto alle note leggi di conservazione dei sistemi rigidi chiusi della meccanica classica ossia conservazione della quantità di moto totale, conservazione del momento della quantità di moto (entrambe ad esempio nelle 3 direzioni spaziali mutuamente ortogonali xyz qualsiasi, indipendentemente tra loro), e conservazione dell'energia totale (nel tempo), od anche possiamo dire che se la variabile xk (legata-dipendente da alcune variabili generalizzate qi) non è esplicitamente contenuta nella funzione di Lagrange L sarà nulla la derivata parziale di L rispetto a xk, L entro l'equazione di Lagrange sarà invariante o simmetrica sotto trasformazioni simmetriche di xk, e la grandezza yk ad essa coniugata sarà invariante rispettando così una legge di conservazione ovvero costituirà una Costante del moto ed una Costante di sistema, ed oggi le leggi matematiche di conservazione rispettate in tutta la fisica sono la legge di conservazione della massa, la legge di conservazione della quantità di moto e del momento della quantità di moto o del momento angolare, la legge di conservazione dell'energia (o la legge di conservazione di massa-energia), la legge di conservazione della carica elettrica, la legge di conservazione della carica di colore, e la legge di conservazione di isospin debole; 


in poche parole ad ogni simmetria matematica della funzione lagrangiana L od anche ad ogni simmetria matematica del funzionale d'azione A che è l'integrale nel tempo di L (ovvero per ogni trasformazione matematica continua delle variabili dinamiche o coordinate generalizzate q, derivata temporale q, t, ossia posizione, velocità, tempo t, generalizzate) che lascia invariata la lagrangiana L=L(q, derivata q, t) o lascia invariata l'azione A=A(q, derivata q, t), ovvero pure che non muta la forma dell'equazione ed integrale di moto, corrisponde una grandezza-quantità estensiva conservata nelle equazioni del moto e conservata nelle traslazioni spazio-temporali (dato che le coordinate x,y,z,t, sono ovviamente legate alle loro combinazioni lineari, od alle coordinate generalizzate q,derivata q,t), sapendo in aggiunta che la soluzione dell'equazione differenziale di Lagrange di un sistema meccanico a n gradi di libertà ossia con soluzione in uno spazio vettoriale n-dimensionale (equazione scritta nella funzione lagrangiana L contenente le derivate parziali di ordine maggiore a 1 delle coordinate generalizzate e pure definita sul fibrato tangente TX di una varietà differenziabile X) per ottenere le equazioni del moto, si ha (la soluzione) in corrispondenza di un punto stazionario del funzionale azione S(q)=I(q)=A(q), come detto A (funzionale tale che lo spazio delle configurazioni delle funzioni differenziabili C va in R) quale integrale su una varietà M nel tempo t della lagrangiana funzione di un parametro (condizione integrale aggiunta appunto perchè A sia locale-differenziale), usualmente un punto estremale di minimo di A(q) legato alle energie cinetica T e potenziale V del sistema (sappiamo, infatti, che in meccanica classica per sistemi conservativi la lagrangiana L=T-V=T+U e l'hamiltoniana H=T+V=E totale, dove T=energia cinetica, V=energia potenziale, U=funzione potenziale=potenziale=-V), infatti se consideriamo la trasformazione lineare “infinitesimale” e traslazionale che fa passare da q(t) a q(t)+e, dove e deve tendere a 0, abbiamo derivata parziale di L(q, derivata q, t) rispetto a q=0 (ovvero L non dipende da q ed è invariante, e la trasformazione scritta è simmetrica e l'equazione del moto gode dunque di una simmetria alle traslazioni) ossia la variabile q è una coordinata ciclica e quindi ci sarà una grandezza conservata che risulta essere la grandezza ad essa coniugata (tipo posizione-quantità di moto o posizione-momento lineare sono grandezze coniugate) ossia si conserva la quantità di moto p (nella direzione di q ovvero lungo qualche direzione spaziale) infatti derivata parziale di L(q, derivata q, t) rispetto a (derivata q)=p=costante; quale semplice caso 1-dimensionale consideriamo il punto materiale di massa m, di posizione coordinata generalizzata q(t) e velocità v=derivata di q=dq/dt (dimensionalmente metro/secondo), introducendo la funzione lagrangiana L(q, v) la quale è legata all'energia del sistema (newton metro), la quantità di moto sarà p=dL/dv=mv (newton metro secondo/metro=newton secondo=Kgr metro/secondo), la forza F=dL/dq (newton metro/metro=newton), l'accelerazione a=(1/m)dL/dp (Kgr metro quadro/secondo quadro/Kgr metro=metro/secondo quadro), l'equazione del moto o di Eulero o di Lagrange o di Eulero-Lagrange è data da F=dp/dt (Kgr metro/secondo quadro=newton), ed allora eseguendo la trasformazione di traslazione spaziale che da q fa passare a q' misurata col parametro s ossia q'(s)=q(s), onde p=mv(s) e L=L(q(s), v(s)), se dL/ds=0 per cui L(q(s), v(s))=costante ovvero simmetrica ed invariante per tale trasformazione, il teorema di Noether afferma che si conserverà una grandezza, onde se dp(s)/ds=0 allora p=p(s)=costante quale grandezza coniugata di q, ed analogamente vale se il punto materiale si muove in uno spazio n-dimensionale con vettore coordinate generalizzate q=q(q1, q2, …, qn) e vettore coordinate derivate velocità v=v(v1, v2, …, vn), per cui introdotta la dipendenza da un parametro s ed introdotta una trasformazione lineare di traslazione spaziale-temporale se L=L(q(s), v(s)) resta invariata-simmetrica entro le equazioni di moto di Lagrange (d/dt)(derivata parziale di L rispetto a vi)=derivata parziale di L rispetto a qi, ossia derivata parziale di L(q(s), v(s)) rispetto a qi(s)=0 per ogni i=1,2,...,n del vettore q, possiamo affermare che le grandezze coniugate o quantità pi=pi(s)=derivata parziale di L(s) rispetto a vi(s)=costante ossia è rispettata la legge di conservazione del vettore p=p(p1, p2, …,pn), ed in generale tali grandezze che si conservano sono dette le costanti del moto; sulla teoria classica di Lagrange e relativa equazione differenziale alle derivate parziali di Lagrange o di Eulero-Lagrange scritta nella funzione lagrangiana L per dedurre il movimento di corpi sotto il 2° principio della dinamica nell'ambito della meccanica classica analitica introducendo uno spazio n-dimensionale con variabili dinamiche generalizzate (equazione ottenuta partendo dal principio variazionale di Hamilton minimizzando l'azione S(q)=A(q)), e poi del suo sviluppo verso i sistemi canonici di Hamilton (con equazioni differenziali scritte nella funzione hamiltoniana H quale trasformata di Legandre di L ossia sommatoria delle derivate parziali di L rispetto alle velocità (queste derivate temp di q) moltiplicate per le stesse velocità e poi diminuita di L), 


abbiamo già scritto (oltre alla circostanza favorevole per la quale in tale teoria è agevole introdurre i principi variazionali della meccanica richiedenti il calcolo delle variazioni nel cui ambito la soluzione-integrale dell'equazione di Eulero-Lagrange è tale da richiedere un punto stazionario per un dato funzionale J... 


nonché curiosamente materia del 19° problema di Hilbert (ossia “Le soluzioni dei problemi variazionali regolari sono sempre funzioni analitiche?”) la cui soluzione fu data nel 1957 da Ennio De Giorgi, allora giovane borsista IAC ed oggi è legata al  teorema di De Giorgi-Nash dato che venne indipendentemente dimostrato dall'italiano Ennio De Giorgi e dallo statunitense John Nash (De Giorgi (Lecce 1928, Pisa 1996) che si iscrisse nel 1946 ad Ingegneria poi su suggerimento di Picone passò a Matematica col quale discusse una tesi riguardante Teoria della misura (dalla scuola di Picone uscirono anche Renato Caccioppoli, Gaetano Fichera, Carlo Miranda, Luigi Amerio, Guido Stampacchia, oltre a De Giorgi stesso), rimanendo De Giorgi negli anni alla Scuola Normale Superiore di Pisa quale grande analista ed occupandosi di ricerca specialmente in teoria geometrica della misura, equazioni differenziali alle derivate parziali EDDP, calcolo delle variazioni (fin dall'inizio della sua attività iniziando da problemi isoperimetrici in spazi euclidei n-dim con sfere (n-1)dim di area minima a pari volume dando una dimostrazione generale soddisfacente allora ancora mancante, seguendo Tonelli e Caccioppoli, laddove empiricamente tali sistemi “isoperimetrici(in funzione di A)-isosuperficiali(in funzione di V)”già le bolle di sapone li mostrano per minimizzare la loro tensione-sforzo-energia superficiale, e poi con le superfici di Plateau, accompagnando problemi applicativi a teorie astratte), problemi di gamma-convergenza seguenti a problemi a G-convergenza (oggi la gamma-convergenza trova applicazioni nelle transizioni di fase, nell'elasticità lineare, nelle perturbazioni singolari), ecc., poi di teoria dei fondamenti matematici e di logica matematica); rammentando il Problema 19 di Hilbert (ossia “Le soluzioni dei problemi variazionali regolari sono sempre analitiche?), elenchiamo qui ancora i 23 problemi di Hilbert: Problema 1, “L'ipotesi del continuo, cioè determinare se esistono insiemi la cui cardinalità è compresa tra quella dei numeri interi e quella dei numeri reali”, Risoluzione parzialmente accettata o non ancora data; Problema 2, “Si può dimostrare che l'insieme degli assiomi dell'aritmetica è consistente?”, Risoluzione parzialmente accettata; Problema 3, “Dati due poliedri dello stesso volume, è possibile tagliare entrambi nello stesso insieme di poliedri più piccoli?” Risolto; Problema 4, “Costruire tutte le metriche in cui le rette sono geodetiche”, Troppo vago; Problema 5, “Tutti i gruppi continui sono automaticamente gruppi differenziali?”, Risoluzione parzialmente accettata; Problema 6, ”Assiomatizzare tutta la fisica”, Troppo vago; Problema 7, “Dati a≠ 0,1 algebrico e b irrazionale, il numero ab è sempre trascendente?”, Risolto parzialmente; Problema 8, “Dimostrare l'ipotesi di Riemann”, Aperto; Problema 9, “Generalizzare la legge di reciprocità in un qualunque campo numerico algebrico”, Risoluzione parzialmente accettata; Problema 10, “Trovare un algoritmo che determini se una data equazione diofantea in n incognite abbia soluzione”, Dimostrato irrisolvibile; Problema 11, Classificare le forme quadratiche nel caso di coefficienti in un campo di numeri algebrico”, Risolto; Problema 12, “Estendere il Teorema di Kronecker-Weber sulle estensioni abeliane dei numeri razionali a estensioni abeliane di campi numerici arbitrari”, Aperto; Problema 13, “Risolvere l'equazione generale di 7° grado utilizzando funzioni con due soli argomenti”, Risolto; Problema 14, ”Determinare se l'anello degli invarianti di un gruppo algebrico che agisce su un anello di polinomi è sempre finitamente generato”, Risolto; Problema 15, “Fondazione rigorosa del calcolo enumerativo di Schubert”, Risoluzione parzialmente accettata; Problema 16, ”Topologia delle curve e superfici algebriche”, Troppo vago; Problema 17, Determinare se le funzioni razionali non negative possono essere espresse come quozienti di somme di quadrati”, Risolto; Problema 18, “Esiste una tassellazione dello spazio anisoedrale? Qual è il più denso impacchettamento di sfere?”, Risolto; Problema 19, “Le soluzioni dei problemi variazionali regolari sono sempre analitiche?” Risolto; Problema 20, “Tutti i problemi variazionali con determinate condizioni al contorno hanno soluzione?” Risolto; Problema 21, “Dimostrazione dell'esistenza di equazioni differenziali lineari aventi un prescritto gruppo di monodromia”, Risoluzione parzialmente accettata; Problema 22, “Uniformizzazione delle relazioni analitiche per mezzo di funzioni automorfe”, Risoluzione parzialmente accettata; Problema 23, “Sviluppare ulteriormente il calcolo delle variazioni”, Troppo vago; laddove aggiungiamo che Mauro Picone (Palermo 1885, Roma 1977) è conosciuto anche per la sua opera seminale nel campo della matematica e promotore della matematica applicata, sostenitore del calcolo elettronico con l'ideazione-fondazione-direzione dell'Istituto per le Applicazioni del Calcolo, come abbiamo detto, nel 1903 fu ammesso alla Scuola Normale Superiore di Pisa (ed ebbe come insegnanti Ulisse Dini e Luigi Bianchi e conobbe Eugenio Elia Levi) laureandosi nel 1907, divenne assistente di Dini fino al 1913, trasferendosi poi al Politecnico di Torino come assistente a Meccanica razionale ed Analisi matematica con Guido Fubini studiando in questo periodo le equazioni differenziali ordinarie EDO ed a derivate parziali EDDP, partecipò alla 1° Guerra mondiale maturando insieme alla necessità delle teorie astratte la convinzione dell'utilità di metodi computazionali-numerici per le applicazioni, nel 1919 divenne professore incaricato di Analisi all'Università degli Studi di Catania, nel '21 fu per un breve tempo all'Università di Cagliari, quindi ritornò a Catania come titolare di cattedra, fu a Pisa nel 1924-25 poi all'Università di Napoli (qui pensò di promuovere la soluzione numerica di problemi quantitativi nelle applicazioni fondando nel '27 un laboratorio di analisi numerica), poi nel periodo 1932-60 andò all'Università di Roma, proprio nel '32 si ha la fondazione dell'Istituto Nazionale per le Applicazioni del Calcolo (INAC, quale grande centro extra-universitario di ricerca matematica teorica ed applicata) entro il CNR, che rese Picone il caposcuola della Matematica italiana dalla cui opera e da INAC usciranno circa 3/4 dei futuri ricercatori analisti di ricerche importanti (attinenti in particolare le equazioni differenziali a derivate parziali, la geometria differenziale ed il calcolo delle variazioni) e professori di Analisi in Italia (ricordando Renato Caccioppoli, Fabio Conforto, Gaetano Fichera, Wolfgang Grobner, Carlo Miranda, Ennio De Giorgi, Luigi Amerio, Guido Stampacchia, Corrado Bohm, Aldo Ghizzetti, Gianfranco Cimmino, Giuseppe Scorza Dragoni, Domenico Caligo), ma riguardo le ricerche di Picone ricordiamo l'identità di Picone per le equazioni differenziali ordinarie EDO lineari del 2° ordine dipendenti da un parametro, e la maggiorazione a priori delle soluzioni di equazioni differenziali, inoltre sul piano politico egli era nazionalista, futurista e fascista (da mar23) facendo collaborare l'INAC con le autorità governative italiane su programmi civili-militari, ha ottenuto il Premio Reale dei Lincei (1938), la Medaglia d'oro dei Benemeriti della Scuola, della Cultura e dell'Arte, era membro di numerose accademie tra cui l'Accademia Nazionale dei Lincei, l'Accademia delle Scienze detta dei XL e la Pontificia Accademia delle Scienze, e ricevette alcune lauree honoris causa da diverse università italiane e straniere, nel 1975 il CNR insieme al Presidente Giovanni Leone gli rese onori per la sua attività di matematico, nel 1964 la piccola città Lercara Friddi in cui era nato gli conferì la cittadinanza onoraria, poi nel 1982 il Liceo scientifico di Lercara Friddi fu denominato Liceo scientifico statale Mauro Picone, nel dic2013 durante le celebrazioni per il 90º anniversario della fondazione del CNR (nato come Ente Morale nel '23 con Regio Decreto emanato da Vittorio Emanuele III solo per rappresentare la comunità scientifica italiana presso l’International Research Council, poi con lo Statuto del '24 che attribuisce al nuovo Ente finalità ed obiettivi scientifici), è stata intitolata a Mauro Picone una sala riunioni della sede centrale del CNR; 


mentre Renato Caccioppoli (Napoli 1904, Napoli 1959) è stato un matematico che con la sua personalità di uomo e di scienziato ha esercitato un'influenza decisiva sullo sviluppo dell'analisi matematica in Italia e sugli analisti italiani (era figlio di Giuseppe Caccioppoli noto chirurgo napoletano, e della sua seconda moglie ossia Sofia Bakunina figlia del noto filosofo-anarchico rivoluzionario russo Michail Aleksandrovic Bakunin e sua zia era Maria Bakunin (Marussia) docente di chimica), dopo aver conseguito il diploma di Istituto Tecnico e la Maturità Classica, nel 1921 si iscrisse alla Facoltà di Ingegneria passando nel '23 a Matematica e conseguendo la laurea nel '25, divenne assistente di Picone all'Università di Napoli pubblicando una trentina di originali lavori di analisi, poi nel 1931 a 27 anni vinse la cattedra di Analisi algebrica all'Università di Padova, nel '34 tornò a Napoli sulla cattedra di Teoria dei gruppi poi di Analisi superiore e dal 1943 quella di Analisi matematica, nel 1947 divenne socio corrispondente dell'Accademia Nazionale dei Lincei e socio nazionale nel '58, nel periodo 1947-51 diresse insieme con Carlo Miranda la rivista Giornale di Matematiche fondata da Giuseppe Battaglini, nel '48 entrò come membro nel comitato di redazione degli Annali di Matematica e dal '52 fu membro del comitato di redazione di Ricerche di Matematica, in campo politico nel '38 tenne discorsi contro Hitler e Mussolini e contro il nazismo e fascismo venendo arrestato quindi scarcerato per intervento della zia russa avanzando l'incapacità di intendere e di volere del nipote onde Caccioppoli fu internato continuando però gli studi di matematica (tra le sue contestazioni antifasciste al regime fascista leggiamo anche che a seguito del divieto per gli uomini di passeggiare con cani di piccola taglia ossia bassotti-pechinesi-ecc. a salvaguardia della virilità italica, egli era solito camminare per le principali vie di Napoli con un gallo al guinzaglio “ma peggio sarebbe stato con un gattino (se si riesce a tenerlo al guinzaglio, poverino) o con una gallina al guinzaglio”, però diciamo che, non solo negli anni '30, ma specialmente dopo la 2° Guerra mondiale il Tribunale della Storia e la generale opinione della maggioranza degli storici ha definitivamente condannato questi due dittatori, Adolf Hitler e Benito Mussolini, senza alcuna possibilità di revisione di giudizio o di riabilitazione futura (secondo il revisionismo storico politico in tal caso con obiettivo di riabilitazione), differentemente invece da altri personaggi storici quali ad esempio Giulio Cesare, Bruto-Cassio, Napoleone, ecc., che hanno goduto di giudizi alternanti di approvazione-disapprovazione o di esaltazione-disprezzo a cadenze periodiche nel lungo corso del tempo), negli anni del 2° Dopoguerra si avvicinò al Partito Comunista Italiano PCI senza iscriversi, nel '47 fu ammesso come socio all'Accademia dei Lincei insieme a Maria Bakunin, nel '53 l'Accademia dei Lincei gli conferì il Premio Nazionale di Scienze Fisiche, Matematiche e Naturali, poi venne per lui un periodo difficile a seguito di delusioni politiche, abbandono della moglie, e decremento di attività matematica che lo portarono all'alcolismo ed a psicosi col suo suicidio avvenuto a mag1959 tramite colpo di pistola; come a Picone si devono circa 300 importanti lavori scientifici, cosi Caccioppoli elaborò circa 80 importanti lavori riguardanti l'analisi funzionale ed il calcolo delle variazioni, dal '30 si dedicò allo studio di EDDP utilizzando per primo l'approccio topologico-funzionale, nel '31 estese il teorema del punto fisso di Brouwer (Brouwer Luitzen Egbertus Jan (Overschie Rotterdam 1881, Blaricum Olanda 1966), quale matematico e filosofo olandese professore nel periodo 1912-55 all'Università di Amsterdam, con contributi alla topologia, ma noto soprattutto per la fondazione della scuola filosofica intuizionista) applicandolo a EDO-EDDP, nel '32 introdusse il concetto generale dell'inversione della corrispondenza funzionale (una trasformazione tra due spazi di Banach è invertibile se e solo se è invertibile localmente e se le uniche a divenire successioni convergenti sono le successioni compatte), nel periodo 1933-38 applicò i suoi risultati alle equazioni differenziali ellittiche stabilendo i limiti maggioranti per le loro soluzioni, contemporaneamente studiò in analisi funzionale gli insiemi di funzioni definiti in Cn=C(elev n) o C apice n ossia campo di variabili complesse in spazio n-dim, dimostrando nel '33 il teorema fondamentale sulle famiglie normali di variabili complesse (se una famiglia è normale rispetto ad ogni variabile complessa, allora è normale anche rispetto all'insieme delle variabili), nel '35 dimostrò l'analiticità per le soluzioni delle equazioni differenziali ellittiche di classe C2=C(elev 2) che darà il via verso la risoluzione del 19° problema di Hilbert (tra i famosi 23 problemi matematici secolari fissati dal matematico tedesco) la cui soluzione come detto verrà data nel 1957 dal giovane matematico italiano Ennio De Giorgi, nel '52 vennero pubblicati i suoi lavori sull'area di una superficie e sulla teoria della misura (Misura e integrazione degli insiemi dimensionalmente orientati ossia quali superfici definite da frontiere orientate nello spazio, introducendo anche gli insiemi approssimanti in media tramite domini poligonali a perimetro limitato od insiemi di Caccioppoli denominazione questa data da De Giorgi), poi nel 1952-53 introdusse le funzioni pseudoanalitiche estendendo alcune proprietà delle funzioni analitiche, ed aggiungiamo che dalla sua opera si forma a Napoli una scuola di matematici insieme ad alcuni suoi colleghi ed allievi tra cui Carlo Miranda, Mario Curzio, Renato Vinciguerra, Donato Greco, Renato Fiorenza, don Savino Coronato), 


per cui aggiungiamo piuttosto che in una teoria meccanica classica di campo le equazioni di Lagrange si generalizzano nel sistema di 2 equazioni differenziali alle derivate parziali di cui una è uguale alla precedente dove le coordinate generalizzate vettor q sono state sostituite dalle componenti Φi (Φ apice i) di un campo su una varietà differenziabile-liscia M (usualmente le coordinate xμ (x apice μ) dello spazio-tempo o cronotopo) in cui Φi hanno valori in una certa varietà F=T (varietà bersaglio) e dove C è lo spazio delle configurazioni delle funzioni differenziabili da M a F, ovvero dove i campi sono rappresentati come sezioni di un fibrato differenziabile (quale funzione suriettiva continua fra spazi topologici) con base M e fibra F (spazio topologico), in cui a volte F è il fibrato cotangente dello spazio delle posizioni generalizzate se la varietà differenziabile M è R monodimensionale rappresentante il tempo t, mentre l'altra equazione differenziale (legante le componenti del campo Φi con le coordinate generalizzate xμ di questo spazio μ-dimensionale) è derivata parziale di Φi rispetto a xμ=Φiμ in cui il pedice μ è la dimensione dello spazio e l'apice i è legato alla derivazione; lo studio delle simmetrie matematiche di un sistema fisico (ossia di quelle trasformazioni T continue delle variabili dinamiche di moto anche generalizzate (qi(t),t, dove i sono i gradi di libertà finiti-infiniti o le dimensioni dello spazio) che lasciano invariata la forma delle equazioni di moto, ovvero gli invarianti T o costanti del moto), permette dunque di trovare queste equazioni di moto, ed un metodo per trovare le trasformazioni simmetriche è di ricorrere all'azione A la quale se è invariante-stazionaria sotto T allora T è una trasformazione simmetrica della variabili dinamiche del moto, è una simmetria perché le equazioni dedotte mantengono la medesima forma, e da qui poi ricavare le equazioni-integrali del movimento, e per le trasformazioni continue di Lie il teorema di Noether sostanzialmente afferma che per ogni parametro-grandezza continuo del gruppo di simmetria ossia delle trasformazioni simmetriche c'è una carica che si conserva, e nelle teorie di campo esiste una conservazione locale-differenziale data da una equazione di continuità ossia ci sarà una legge di conservazione (o più rapidamente partendo da L o da A che poste nell'equazione di Lagrange sono invarianti per la trasformazione lineare di una grandezza Xk, considerando una trasformazione infinitesima sullo spazio delle configurazioni C generata da un funzionale Q per ogni sottovarietà N, secondo della simmetria generata il funzionale Q sarà un generatore di un gruppo di simmetria di Lie ad un parametro-grandezza, facendo uso del teorema di Eulero-Lagrange per ogni N si ottiene una relazione differenziale contenente il parametro che è l'equazione di continuità (in fisica un'equazione differenziale di continuità attiene alla conservazione di una generica grandezza fisica F utilizzando il flusso di F attraverso una superficie chiusa od all'interno di un tubo di flusso, espressa sia in forma differenziale che in forma integrale), per cui definito un flusso od una corrente di tale parametro-grandezza Xk che fluisce attraverso la superficie dell'integrale che definisce l'azione A, quale corrente di Noether associata a quella simmetria-invarianza, integrando su una sezione temporale la suddetta corrente si ottiene una grandezza conservata Yk chiamata carica di Noether, coniugata a Xk (verificata la simmetria rispetto ad una trasformazione di una grandezza, ad una corrente di Noether risulta collegata una carica di Noether conservantesi), ed il più semplice esempio è quello di un corpo in moto classico la cui lagrangiana entro l'equazione di Lagrange e sotto una trasformazione di traslazione spaziale (data da vettor x tale che (x,y,z) vanno in vettor f, dove fx=x+s, fy=y, fz=z) ammette un'invarianza-simmetria per le traslazioni spaziali solo lungo l'asse x ma non lungo y e z, e per trovare la grandezza conservata il teorema di Noether ci dice che (derivata parziale prima di fk rispetto a s)=1 solo per fk=x e nulla per tutto il resto, per cui px=sommatoria su i di (derivata parziale di fi rispetto a s)pi=costante ossia px=costante, ma non py e pz, onde data una simmetria-invarianza alla traslazione lungo x varrà la legge di conservazione della quantità di moto px lungo x); definite le coordinate spazio-temporali e definita una trasformazione di esse che dipenda da un parametro costante (che faremo tendere a 0 per considerare le trasformazioni infinitesimali), per trovare l'associata grandezza conservata consideriamo una trasformazione più generale e facciamo dipendere il parametro dalle coordinate spaziali-temporale (se il parametro è costante, per costruzione la T è una simmetria e l'azione A è invariante) ma in generale la corrente J (dipendente dalle coordinate e dal parametro variabile) è la corrente che soddisfa l'equazione di continuità associata alla conservazione di una carica (dimostrabile usando le equazioni di moto che annullano la variazione di A sotto qualunque trasformazione per cui A è stazionaria e minima) in particolare per classi di trasformazioni T dipendenti dal parametro variabile spazialmente-temporalmente (abbiamo qui simmetrie di Lie dette rigide-globali) dalle quali deduciamo la conservazione di cariche, laddove le trasformazioni più generali in cui il parametro è funzione arbitraria di spazio-tempo sono trasformazioni di simmetria locale o simmetrie di gauge-calibro (in tal caso la variazione di A=0 sempre, le simmetrie locali dicono che le variabili dinamiche sono ridondanti), e tali due tipi di simmetria possono rappresentare i moti di particelle-corpi non relativistici e di particelle-corpi relativistici, onde nel caso non relativistico del moto di una particella libera ricorriamo a trasformazioni simmetriche di coordinate sotto l'invarianza del gruppo di Galileo ossia delle trasformazioni dei moti relativi nella meccanica newtoniana 


(il gruppo di Galileo è un gruppo di Lie a 10 parametri-grandezze libere per cui ci aspettiamo altrettante cariche che si conservano od altrettante leggi di conservazione relative a tali 10 grandezze) trovando le corrispondenti cariche conservate secondo il teorema di Noether, ed allo scopo prendiamo le coordinate della particella libera xi(t) definite nello spazio R 3-dim quali variabili dinamiche, l'azione A è data dall'integrale temporale di L, ossia per una particella libera data dall'integrale temporale dell'energia cinetica E (ovvero A=integrale di (m/2)vivi in dt, dove vi=derivata temporale di xi=velocità della particella), le equazioni del moto si ottengono minimizzando A(x) ossia ponendo uguale a 0 la derivata di A(x) rispetto xi(t), dando dA/dxi=-m(derivata temporale seconda di xi)=-mai=0 (i differenziali sono qui non esatti e hanno il simbolo d storto a destra) ossia la nota equazione del moto inerziale di una particella libera F=0 ovvero forza nulla ad essa applicata; ed allora la trasformazione delle variabili dinamiche sotto il gruppo di Galileo delle traslazioni spaziali dei moti relativi è data da differenziale di xi(t)=bi=vettore infinitesimo costante (dato che le differenze di coordinate sono xi-xj) e differenziale di A(x)=0 onde la trasformazione (differenziale di xi(t)=bi) è una trasformazione di simmetria, ed essendo A(x) invariante-stazionaria le equazioni del moto saranno formalmente invarianti per cui usiamo il teorema di Noether per trovare le cariche che si conservano passando alla trasformazione più generale differenziale xi(t)=bi(t)=vettore infinitesimo variabile, ora A(x) non è più invariante-stazionaria infatti differenziale di A(x)=integrale (m(derivata temp xi)(derivata temp ai))dt, in cui m(derivata temp xi)=pi è la carica conservata ossia la quantità di moto della particella (più spesso indicata con simbolo q o Q che p) dimostrabile usando le equazioni di moto che implicano che differenziale di A(xi(t))=0 ossia invariante per ogni xi, da cui arriviamo a derivata temp di pi(t)=0 e pi(t)=m(derivata temp di xi)=costante onde appunto Q=costante conservata nelle equazioni di moto di una particella libera quando la trasformazione simmetrica delle coordinate è sotto l'invarianza del gruppo galileano nei moti liberi relativi delle traslazioni nello spazio; riguardo la traslazione temporale del moto della medesima particella anche le trasformazioni simmetriche delle coordinate (del tipo xi(t')-xi(t)) portano all'invarianza dell'azione A da cui dedurre la carica conservata, ed allo scopo passando ad una trasformazione più generale differenziale di xi(t)=e(t)(derivata di xi(t)), da differenziale di A(x)=integrale di ((derivata temp e(t)(m/2)(derivata temp xi)(derivata temp xi)))dt=integrale ((derivata temp e(t))E)dt, dove E=energia cinetica della particella, da cui si può osservare che se e(t)=costante allora derivata di e(t)=0 e quindi differenziale A(x)=0 e la trasformazione iniziale delle coordinate è una simmetria, mentre usando le equazioni di moto (che implicano differenziale di A(x)=0) ed integrando perveniamo a derivata temporale di E=0 da cui energia cinetica E=(m/2)(derivata temp xi)(derivata temp xi)=(m/2)vi(elev 2)=costante ossia carica conservata derivante appunto dall'invarianza di A e dalla traslazioni nel tempo; analogamente è possibile fare per le rotazioni spaziali della medesima particella libera dove la trasformazione delle coordinate è differenziale di xi=(tensore e(t)ijk(ωj)xk) in cui ijk, j, k sono apici o pedici indifferentemente dato qui lo spazio euclideo R 3-dim, ed il vettore ωj=rotazione infinitesima, onde da differenziale di A(x) con rotazione infinitesima costante otteniamo una trasformazione simmetrica, e passando a trasformazioni più generali dimostriamo che le corrispondenti cariche conservate sono le 3 componenti del momento angolare (ad esempio attorno a 3 assi mutuamente perpendicolari); nei moti relativi di due sistemi inerziali con velocità vi rispettanti le trasformazioni di Galileo, la trasformazione delle variabili dinamiche o coordinate è data da differenziale di xi=vit, dove t=tempo, la variazione di A(x)=0 e generalizzando la trasformazione a parametri arbitrari del tempo ed introducendo le equazioni di moto, da differenziale di A(x) otteniamo la conservazione della carica data da vettore Gi=m(derivata xi)t-mxi, e dunque per il moto di una particella libera non relativistica rispettante le trasformazioni di Galileo dei moti relativi della meccanica classica newtoniana, contando tutte le grandezze che si conservano nelle dimensioni-direzioni spaziali-temporali sotto il gruppo di Galileo quale gruppo di Lie a 10 parametri-grandezze otteniamo 3+1+3+3=10 come richiesto dal teorema di Noether; 


altrettanto facciamo, ma con calcoli ben più complessi, nel secondo caso di particella libera in moto inerziale nella teoria relativistica secondo RR, in cui le equazioni di moto e l'azione A devono rispettare, non le trasformazioni razionali-lineari di Galileo, ma le trasformazioni irrazionali di Lorentz con l'invarianza del gruppo di Lorentz od in casi più generali le trasformazioni affini di Poincarè col loro gruppo, ponendo la velocità della luce c=1, imponendo l'invarianza di A che garantisce l'invarianza della forma delle equazioni di moto e l'invarianza di RR ossia rispetto di Lorentz-Poincarè, usando qui necessariamente pedici covarianti ed apici controvarianti, e facendo uso delle trasformazioni locali di gauge col parametro di simmetria locale, introducendo una formulazione classica del problema, oppure una formulazione che tratta tutte le 4 variabili più simmetricamente xμ (x apice μ), oppure una formulazione tramite un campo di guage (una variabile dinamica la cui trasformazione di gauge contiene la derivata del parametro di simmetria locale) che contempla anche l'esistenza di antiparticelle o di particelle con m=0, oppure ancora un formulazione hamiltoniana adatta al passaggio alla quantizzazione canonica (partendo dall'azione A (funzione delle coordinate spazio-temporali simmetriche, dei momenti “cinetici”, e del parametro e, tutti dipendenti dal tempo tau)) in cui la quantizzazione delle particelle classiche relativistiche sfruttando la simmetria di gauge (con gauge-calibro e=1) è ottenuta elevando le variabili dinamiche classiche della teoria classica (posizioni xμ e momenti lineari-momenti cinetici-quantità di moto pψ (usualmente si indicano con x apice mu, e p pedice nu)) al ruolo di operatori matematici lineari su uno spazio od agenti nello spazio di Hilbert H rispettanti regole di commutazione (commutatore tra grandezze coniugate (QH-HQ, dove Q è la matrice che rappresenta la variabile dinamica e H la matrice di Heisenberg ottenuta dall'hamiltoniana sostituendo alle variabili dinamiche classiche le corrispondenti matrici di Heisenberg), dedotte dalle parentesi di Poission classiche queste usualmente racchiudenti le variabili in parentesi graffe) in cui un vettore arbitrario Φ in tale spazio H non descriverà in generale uno stato fisico del sistema-particella dato che occorre l'equazione del moto del campo di gauge (data da p(apice mu)p(pedice nu) + m(elev 2)=0) che impone la condizione per selezionare gli stati del sistema ossia (operatore p(apice mu)(operatore p(pedice nu)+m(elev 2)))|Φ=0, ma nel campo gauge e=1 la funzione hamiltoniana è proporzionale alla condizione-vincolo H=(p(elev 2)+m(elev 2))/2, per cui la corrispondente equazione di Schrodinger in questa realizzazione del sistema quantistico diventa ih(tagliata)(derivata parziale rispetto a tau)|Φ=H|Φ=0, che possiamo pure scrivere ih(tagliata)(derivata parziale di Φ rispetto a t)=HΦ), mostrante che lo stato fisico |Φ o Φ è indipendente dal parametro temporale arbitrario tau o da t, onde la corrispondente soluzione ossia la funzione d'onda Φ(x)=(x(apice mu)|Φ) qui con parentesi a cuneo, che descrive lo stato fisico è indipendente dal parametro temporale tau e soddisfa pure la predetta condizione di selezione da cui deduciamo che la funzione d'onda è soluzione dell'equazione di Klein Gordon (-h(tagliata)(derivata parziale)(pedice mu)(derivata parziale)(apice mu)+m(elev 2)Φ(x)=0), non equazione di Schrodinger SH ma di Klein Gordon KG delle particelle a massa non nulla (per via della presenza di mquadro), 


ed allora osserviamo che la rappresentazione quantistica della particella relativistica (quantizzazione della particella relativistica) ha generato un vettore funzione d'onda Φ nel campo-spazio astratto vettoriale di Hilbert H che è soluzione dell'equazione di Klein Gordon (in questa particolare realizzazione del sistema quantistico detta realizzazione di Schrodinger in cui ad ogni sistema fisico si associa un vettore di stato funzione d'onda che evolve nel tempo ritenendo invece fissati gli operatori (che generalmente saranno l'operatore energia totale), e di cui la meccanica ondulatoria ne sarebbe il più noto esempio ricorrendo a funzioni complesse Φ del raggio vettore r a quadrato integrabile in tutto lo spazio euclideo 3-dim con prodotto scalare tra vettori a norma integrale (mentre la rappresentazione duale sarebbe la realizzazione di Heisenberg in cui il vettore di stato del sistema è fissato ed invece evolvono gli operatori (secondo l'equazione ih(tagliata)(derivata temporale parziale di Q)=commutatore QH, dove Q=operatore lineare dedotto dalle variabili dinamiche classiche e H=matrice dedotta dall'hamiltoniana; ricordando che h(tagliata)=h/2π semplicemente ossia h=2πh(tagliata)) di cui la meccanica delle matrici di Heisenberg ne sarebbe il più noto esempio sviluppato scegliendo uno spazio di Hilbert in cui gli operatori lineari sono matrici)), e sappiamo che questo metodo di quantizzazione è detto “prima quantizzazione” in un certo senso perché reinterpreta l'equazione SH-KG come una teoria classica di un campo scalare relativistico poi quantizzato (privilegiando nella descrizione e portando in primo piano i vettori funzioni d'onda nello spazio H associati alle particelle fermioni(bosoni) che evolvono come treni d'onde in una teoria meccanica ondulatoria, potremmo sostenere mostrando l'aspetto ondulatorio della materia (e dei campi)), mentre il metodo della “seconda quantizzazione” riguarda teorie di campo classiche (privilegiando qui e portando in primo piano le particelle bosoni(fermioni) coi loro stati-numeri quantistici che evolvono con creazioni-distruzioni, potremmo sostenere mostrando l'aspetto corpuscolare dei campi quantizzati (e della materia))), 


proseguendo, libro e libri tutti di cui si consiglia almeno una volta la lettura a scopo anche solo “culturale-educativo-conoscitivo”), oggi si studiano e si meditano pure al computer; mentre l'Imitazione di Cristo (De Imitatione Christi, probabilmente scritta dal monaco agostiniano Tommaso da Kempis, opera suddivisa in 4 libri ossia Libro I (Libro della imitazione di Cristo e del dispregio del mondo e di tutte le sue vanità), Libro II (Dell’interna conversazione), Libro III (Dell’interna consolazione), Libro IV (Libro del sacramento del corpo di Cristo)) costituirebbe la miglior applicazione-incarnazione medievale del messaggio e della Parola di Dio, la miglior dottrina-teoria medioevale si troverebbe invece in Tommaso d'Aquino, sempre ovviamente senza “ricorrere alla costruzione di modelli matematici ossia un sistema “razionale” senza le equazioni di stato” (ovvero si troverebbe nella monumentale Somma teologica contenente lo studio della sacra doctrina, e ad esempio l'Edizione in lingua italiana a cura di P. Tito S. Centi e P. Angelo Z. Belloni riporta l'indice: I PARTE, Prologo, INTRODUZIONI I PARTE, 001.La dottrina sacra: quale essa sia e a quali cose si estenda, 002.Trattato su Dio. L'esistenza di Dio, 003.La semplicità di Dio, 004.La perfezione di Dio, 005.Il bene in generale, 006.La bontà di Dio, 007.L'infinità di Dio, 008.La presenza di Dio nelle cose, 009.L'immutabilità di Dio, 010.L'eternità di Dio, 011.L'unità di Dio, 012.La nostra conoscenza di Dio, 013.I nomi di Dio, 014.La scienza di Dio, 015.Le idee, 016.La verità, 017.La falsità, 018.La vita di Dio, 019.La volontà di Dio, 020.L'amore di Dio, 021.La giustizia e la misericordia di Dio, 022.La provvidenza di Dio, 023.La predestinazione, 024.Il libro della vita, 025.La potenza divina, 026.La beatitudine di Dio, 027.La processione delle persone divine, 028.Le relazioni divine, 029.Le persone divine, 030.La pluralità delle persone in Dio, 031.I modi di esprimere l'unità e la pluralità in Dio, 032.La nostra conoscenza delle persone divine, 033.La persona del Padre, 034.La persona del Figlio, 035.L' immagine, 036.La persona dello Spirito Santo, 037.Il nome Amore che viene dato allo Spirito Santo, 038.Dono quale nome dello Spirito Santo, 039.Le persone in rapporto all'essenza, 040.Le persone in rapporto alle relazioni o proprietà, 041.Le persone in rapporto agli atti nozionali, 042.L'uguaglianza e la somiglianza delle persone divine, 043.La missione delle persone divine, 044.La derivazione delle cose da Dio causa prima di tutti gli esseri, 045.Il modo di derivare delle cose dal primo principio, 046.L'inizio della durata delle realtà create, 047.La pluralità e la distinzione delle cose in generale, 048.La pluralità e la distinzione delle cose in particolare, 049.La causa del male, 050.La sostanza degli angeli considerata in se stessa, 051.Gli angeli e i corpi, 052.Gli angeli in rapporto al luogo, 053.Il moto locale degli angeli, 054.La conoscenza degli angeli, 055.Il mezzo della conoscenza angelica, 056.La conoscenza angelica delle realtà immateriali, 057.La conoscenza angelica delle realtà materiali, 058.Il modo di conoscere degli angeli, 059.La volontà degli angeli, 060.L'amore o dilezione degli angeli, 061.La creazione degli angeli nel loro essere naturale, 062.L'elevazione degli angeli allo stato di grazia e di gloria, 063.La depravazione degli angeli, 064.La pena dei demoni, 065.La creazione dei corpi, 066.L'ordine della creazione in rapporto alla distinzione, 067.L'opera della distinzione considerata in se stessa, 068.L'opera del secondo giorno, 069.L'opera del terzo giorno, 070.L'opera di abbellimento del quarto giorno, 071.L'opera del quinto giorno, 072.L'opera del sesto giorno, 073.Il settimo giorno, 074.I sette giorni nel loro complesso, 075.L'uomo, cioè l'essere composto di spirito e di corpo. Primo: la natura dell'anima, 076.L'unione tra l'anima e il corpo, 077.Le potenze dell'anima in generale, 078.Le potenze dell'anima in particolare, 079.Le potenze intellettive, 080.Le potenze appetitive in generale, 081.La sensualità, 082.La volontà, 083.Il libero arbitrio, 084.La conoscenza dell'anima unita al corpo rispetto alle realtà materiali ad essa inferiori, 085.Procedimento e sviluppi dell'intellezione, 086.Gli aspetti della realtà materiale conosciuti dal nostro intelletto, 087.In che modo l'anima intellettiva conosca se stessa e quanto in essa si trova, 088.In che modo l'anima conosca le realtà ad essa superiori, 089.La conoscenza dell'anima separata, 090.La creazione dell'anima, 091.L'origine del corpo del primo uomo, 092.L'origine della donna, 093.L'immagine di Dio nell'uomo, 094.Lo stato e la condizione del primo uomo quanto all'intelletto, 095.Su quanto concerne la volontà del primo uomo cioè la grazia e l'innocenza, 096.Il dominio dell'uomo nello stato di innocenza, 097.La conservazione dell'individuo nello stato primitivo dell'uomo, 098.Su quanto concerne la conservazione della specie, 099.Le condizioni fisiche della prole che sarebbe stata generata, 100.Le condizioni morali della prole, 101.Le condizioni della prole rispetto alla scienza, 102.Il Paradiso terrestre dimora dell'uomo, 103.Il governo delle cose in generale, 104.Gli effetti del governo divino in particolare, 105.La mozione delle creature da parte di Dio, 106.Mozioni e causalità delle creature, 107.La locuzione degli angeli, 108.L'ordinamento degli angeli in gerarchie e ordini, 109.L'ordinamento degli angeli cattivi, 110.Il governo degli angeli sugli esseri corporei, 111.L'azione degli angeli sugli uomini, 112.La missione degli angeli, 113.La custodia degli angeli buoni, 114.L'ostilità dei demoni, 115.L'attività delle creature materiali, 116.Il fato, 117.Le attività causali dell'uomo, 118.La propagazione del genere umano rispetto all'anima, 119.La propagazione del genere umano rispetto al corpo; 


I PARTE DELLA SECONDA PARTE (I-II), Prologo, 001.Il fine ultimo dell'uomo, 002.I costitutivi della beatitudine umana, 003.L' essenza della beatitudine, 004.I requisiti della beatitudine, 005.Il conseguimento della beatitudine, 006.La volontarietà e l'involontarietà degli atti, 007.Le circostanze degli atti umani, 008.L'oggetto della volizione, 009.Le cause moventi della volontà, 010.Come la volontà subisce la mozione, 011.La fruizione, atto della volontà, 012.L'intenzione, 013.La scelta, atto della volontà relativo ai mezzi, 014.Il consiglio o deliberazione che precede la scelta, 015.Il consenso atto della volontà relativo ai mezzi, 016.L'uso atto della volontà relativo ai mezzi, 017.Gli atti comandati dalla volontà, 018.La bontà e la malizia degli atti umani in generale, 019.La bontà e la malizia dell'atto interno della volontà, 020.La bontà e la malizia degli atti umani esterni, 021.Le conseguenze degli atti umani in rapporto alla loro bontà o malizia, 022.La sede delle passioni, 023.La distinzione delle passioni, 024.La bontà e la malizia delle passioni, 025.I rapporti reciproci tra le passioni, 026.L'amore, 027.La causa dell'amore, 028.Gli effetti dell'amore, 029.L'odio, 030.Il desiderio o concupiscenza, 031.Il piacere in se stesso, 032.Le cause del piacere, 033.Gli effetti del piacere, 034.La bontà e la malizia dei piaceri, 035.Il dolore o tristezza, 036.Le cause della tristezza o dolore, 037.Gli effetti del dolore o tristezza, 038.I rimedi alla tristezza o dolore, 039.La bontà e la malizia della tristezza o dolore, 040.Le passioni dell'irascibile. La speranza e la disperazione, 041.Il timore in se stesso, 042.L'oggetto del timore, 043.Le cause del timore, 044.Gli effetti del timore, 045.L'audacia, 046.L'ira in se stessa, 047.Le cause e i rimedi dell'ira, 048.Gli effetti dell'ira, 049.La natura degli abiti in generale, 050.Il soggetto degli abiti, 051.La generazione degli abiti, 052.L'aumento degli abiti, 053.La dissoluzione e la diminuzione degli abiti, 054.La distinzione degli abiti, 055.Le virtù nella loro essenza, 056.Il soggetto delle virtù 057.Le virtù intellettuali, 058.La distinzione delle virtù morali da quelle intellettuali, 059.I rapporti fra le virtù morali e le passioni, 060.La distinzione delle virtù morali tra loro, 062.Le virtù cardinali, 061.Le virtù teologali, 063.La causa delle virtù, 064.Il giusto mezzo delle virtù, 065.La connessione delle virtù, 066.L'uguaglianza delle virtù, 067.La permanenza delle virtù dopo questa vita, 068.I doni, 069.Le beatitudini, 070.I frutti dello Spirito Santo, 071.I vizi e i peccati considerati in se' stessi, 072.La distinzione dei peccati, 073.Il confronto reciproco tra i peccati, 074.Il soggetto del peccato, 075.Le cause del peccato in generale, 076.Le cause del peccato in particolare: l'ignoranza, 077.I peccati di passione, 078.I peccati di malizia, 079.Le cause esterne del peccato. Primo dalla parte di Dio, 080.Il demonio come causa del peccato, 081.L'uomo come causa del peccato, 082.La natura del peccato originale, 083.Il soggetto del peccato originale, 084.Il peccato come causa di altri peccati, 085.Gli effetti del peccato. La corruzione dei beni di natura, 086.La macchia del peccato, 087.Il reato o obbligazione alla pena, 088.Il peccato veniale e il peccato mortale, 089.Il peccato veniale in se stesso, 090.I costitutivi essenziali della legge, 091.Le divisioni della legge, 092.Gli effetti della legge, 093.La legge eterna, 094.La legge naturale, 095.La legge umana, 096.Il potere della legge umana, 097.La mutazione delle leggi, 098.La legge antica, 099.I precetti della legge antica, 100.I precetti morali della legge antica, 101.I precetti cerimoniali in se' stessi, 102.Le cause dei precetti cerimoniali, 103.La durata dei precetti cerimoniali, 104.I precetti giudiziali, 105.I motivi dei precetti giudiziali, 106.La legge evangelica o legge nuova in se stessa, 107.Confronto fra la legge nuova e l'antica, 108.Il contenuto della legge nuova, 109.La necessità della grazia, 110.La grazia di Dio nella sua essenza, 111.Divisione della grazia, 112.La causa della grazia, 113.Gli effetti della grazia. Primo la giustificazione del peccatore, 114.Il merito; 


II PARTE DELLA II PARTE (II-II), Prologo, 001.L'oggetto della fede, 002.L'atto interno della fede, 003.L'atto esterno della fede, 004.La virtù della fede, 005.Coloro che possiedono la fede, 006.La causa della fede, 007.Gli effetti della fede, 008.Il dono dell'intelletto, 009.Il dono della scienza, 010.L'incredulità in generale, 011.L'eresia, 012.L'apostasia, 013.La bestemmia in generale, 014.La bestemmia contro lo Spirito Santo, 015.La cecità della mente e l'ottusità dei sensi, 016.I precetti riguardanti la fede la scienza e l'intelletto, 017.La speranza, 018.Il soggetto della speranza, 019.Il dono del timore, 020.La disperazione, 021.La presunzione, 022.I precetti relativi al timore e alla speranza, 023.La carità in se stessa, 024.Il soggetto della carità, 025.L'oggetto della carità, 026.L'ordine della carità, 027.L'atto principale della carità cioè l'amore o dilezione, 028.La gioia, 029.La pace, 030.La misericordia, 031.La beneficenza, 032.L'elemosina, 033.La correzione fraterna, 034.L'odio, 035.L'accidia, 036.L'invidia, 037.La discordia, 038.La contesa, 039.Lo scisma, 040.La guerra, 041.La rissa, 042.La sedizione, 043.Lo scandalo, 044.I precetti della carità, 045.Il dono della sapienza, 046.La stoltezza, 047.La prudenza considerata in se stessa, 048.Le parti della prudenza, 049.Le singole parti integranti della prudenza, 050.Le parti soggettive della prudenza, 051.Le parti potenziali della prudenza, 052.Il dono del consiglio, 053.L' imprudenza, 054.La negligenza, 055.I vizi opposti alla prudenza che hanno una somiglianza con essa, 056.I precetti relativi alla prudenza, 057.Il diritto, 058.La giustizia, 059.L'ingiustizia, 060.Il giudizio, 061.Le parti della giustizia, 062.La restituzione, 063.L'accettazione di persone o parzialità, 064.L'omicidio, 065.Le altre ingiustizie che vengono commesse contro le persone, 066.Il furto e la rapina, 067.Le ingiustizie del giudice nell'amministrazione della giustizia, 068.Le ingiustizie relative all'accusa, 069.I peccati contro la giustizia dalla parte del colpevole, 070.Le ingiustizie commesse dai testimoni, 071.Le ingiustizie processuali degli avvocati, 072.La contumelia, 073.La maldicenza, 074.La mormorazione o sussurrazione, 075.La derisione, 076.La maledizione, 077.La frode che viene commessa nelle compravendite, 078.Il peccato di usura, 079.Le parti integranti della giustizia, 080.Le parti potenziali della giustizia, 081.La religione, 082.La devozione, 083.La preghiera, 084.L'adorazione, 085.Il sacrificio, 086.Le oblazioni e le primizie, 087.Le decime, 088.Il voto, 089.Il giuramento, 090.L'uso del nome di Dio sotto forma di scongiuro, 091.L'uso del nome di Dio nella preghiera di lode, 092.La superstizione, 093.La superstizione nel culto del vero Dio, 094 L'idolatria, 095.La superstizione divinatoria, 096.Le vane osservanze superstiziose, 097.La tentazione di Dio, 098.Lo spergiuro, 099.Il sacrilegio, 100.La simonia, 101.La pietà, 102.L' osservanza o rispetto, 103.La dulia, 104.L' obbedienza, 105.La disobbedienza, 106.La riconoscenza o gratitudine, 107.L'ingratitudine, 108 La vendetta, 109.La veracità, 110.I vizi contrari alla veracità, 111.La simulazione e l'ipocrisia,112.La millanteria, 113.L'ironia, 114.L'amicizia o affabilità, 115.L'adulazione, 116.Il litigio, 117.La liberalità, 118.L'avarizia, 119.La prodigalità, 120.L'epicheia o equità, 121.Il dono della pietà, 122.I precetti relativi alla giustizia, 123.La fortezza, 124.Il martirio, 125.La viltà o paura, 126.L'insensibilità al timore, 127.L'audacia o temerarietà, 128.Le


parti della fortezza, 129.La magnanimità, 130.La presunzione, 131.L'ambizione, 132.La vanagloria, 133.La pusillanimità, 134.La magnificenza, 135.I vizi contrari alla magnificenza, 136.La pazienza, 137.La perseveranza, 138.I vizi contrari alla perseveranza, 139.Il dono della fortezza, 140.I precetti relativi alla fortezza, 141.La temperanza, 142.I vizi opposti alla temperanza, 143.Le parti della temperanza in generale, 144.La vergogna, 145.L'onestà, 146.L'astinenza, 147.Il digiuno, 148.La gola, 149.La sobrietà, 150.L'ubriachezza, 151.La castità, 152.La verginità, 153.La lussuria, 154.Le specie della lussuria, 155.La continenza, 156.L'incontinenza, 157.La clemenza e la mansuetudine, 158.L'iracondia, 159.La crudeltà, 160.La modestia, 161.L'umiltà, 


162.La superbia, 163.Il peccato del primo uomo, 164.Il castigo del primo peccato, 165.La tentazione dei nostri progenitori, 166.La studiosità, 167.La curiosità, 168.La modestia negli atteggiamenti esterni del corpo, 169.La modestia nell'abbigliamento, 170.I precetti della temperanza, 171.La profezia, 172.Le cause della profezia, 173.Il modo della conoscenza profetica, 174.Divisioni della profezia, 175.Il rapimento, 176.Il dono delle lingue, 177.Il carisma della parola, 178.Il dono dei miracoli, 179.La divisione della vita in attiva e contemplativa, 180.La vita contemplativa, 181.La vita attiva, 182.Confronto tra la vita attiva e la vita contemplativa, 183.Gli uffici e gli stati dell'uomo in generale, 184.Lo stato di perfezione in generale, 185.Lo stato dei vescovi, 186.I principali elementi che costituiscono lo stato religioso, 187.Le attività che convengono ai religiosi, 188.Le diverse forme della vita religiosa, 189.L'entrata in religione; III PARTE, Prologo, 001.La convenienza dell'incarnazione, 002.Il modo dell'unione del Verbo incarnato, 003.L'unione dalla parte della persona assumente, 004.L'unione dalla parte della natura assunta, 005.L'assunzione delle parti della natura umana, 006.L'ordine dell'assunzione, 007.La grazia di Cristo in quanto uomo singolare, 008.La grazia di Cristo come capo della Chiesa, 009.La scienza di Cristo in generale, 010.La scienza beatifica dell'anima di Cristo, 011.La scienza infusa dell'anima di Cristo, 012.La scienza acquisita o sperimentale dell'anima di Cristo, 013.La potenza dell'anima di Cristo, 014.I limiti corporali assunti da Cristo nella natura umana, 015.I limiti dell'anima assunti da Cristo nella natura umana, 016.Ciò che è attribuibile a Cristo secondo l'essere e il divenire, 017.L'unità di Cristo quanto all'essere, 018.L'unità di Cristo quanto alla volontà, 019.L'unità di Cristo in rapporto alle sue operazioni, 020.La sottomissione di Cristo al Padre, 021.La preghiera di Cristo, 022.Il sacerdozio di Cristo, 023.L'adozione se convenga a Cristo, 024.La predestinazione di Cristo, 025.Il culto di Cristo, 026.Cristo mediatore fra Dio e gli uomini, 027.La santificazione della Beata Vergine, 028.La verginità della Madre di Dio, 029.Lo sposalizio della Madre di Dio, 030.L'annunciazione della Beata Vergine, 031.La materia a partire dalla quale fu concepito il corpo del Salvatore, 032.Il principio attivo del concepimento di Cristo, 033.Il modo e l'ordine del concepimento di Cristo, 034.La perfezione della prole concepita, 035.La nascita di Cristo, 036.La manifestazione di Cristo alla sua nascita, 037.La circoncisione e le altre osservanze legali a cui fu sottoposto Cristo da bambino, 038.Il battesimo di Giovanni, 039.Il battesimo ricevuto da Cristo, 040.Il modo di vivere di Cristo, 041.La tentazione di Cristo, 042.L'insegnamento di Cristo, 043.I miracoli di Cristo in generale, 044.Le singole specie di miracoli, 045.La trasfigurazione di Cristo, 046.La passione di Cristo, 047.La causa efficiente della passione di Cristo, 048.Come la passione di Cristo produca i suoi effetti, 049.Gli effetti della passione di Cristo, 050.La morte di Cristo, 051.La sepoltura di Cristo, 052.La discesa di Cristo agli inferi, 053.La risurrezione di Cristo, 054.Le qualità del Cristo risorto, 055.La manifestazione della risurrezione, 056.La causalità della risurrezione di Cristo, 057.L'ascensione di Cristo, 058.La sessione di Cristo alla destra del Padre, 059.Il potere giudiziario di Cristo, 060.Che cos'è un sacramento, 061.La necessità dei sacramenti, 062.L'effetto principale dei sacramenti che è la grazia, 063.L'altro effetto dei sacramenti che è il carattere, 064.La causa dei sacramenti, 065.Il numero dei sacramenti, 066.Il sacramento del battesimo, 067.I ministri del battesimo, 068.Coloro che ricevono il battesimo, 069.Gli effetti del battesimo, 070.La circoncisione, 071.Il catechismo e l'esorcismo, 072.Il sacramento della cresima o confermazione, 073.Il sacramento dell'Eucaristia, 074.La materia di questo sacramento, 075.La conversione del pane e del vino nel corpo e nel sangue di Cristo, 076.Il modo in cui Cristo è presente in questo sacramento, 077.La permanenza degli accidenti in questo sacramento, 078.La forma di questo sacramento, 079.Gli effetti di questo sacramento, 080.L'uso o consumazione di questo sacramento, 081.L'uso che Cristo fece di questo sacramento nella sua prima istituzione, 082.Il ministro di questo sacramento, 083.Il rito di questo sacramento, 084.Il sacramento della penitenza, 085.La penitenza in quanto è una virtù, 086.L'effetto della penitenza quanto alla remissione dei peccati mortali, 087.La remissione dei peccati veniali, 088.Il ritorno dopo la penitenza dei peccati rimessi, 089.Il ricupero delle virtù mediante la penitenza, 090.Le parti della penitenza in generale; 


SUPPLEMENTO ALLA III PARTE, 001.La contrizione, 002.L'oggetto della contrizione, 003.L'intensità della contrizione, 004.Il tempo della contrizione, 005.L'effetto della contrizione, 006.La necessità della confessione, 007.La natura della confessione, 008.Il ministro della confessione, 009.La qualità della confessione, 010.Gli effetti della confessione, 011.Il sigillo della confessione, 012.La soddisfazione, 013.La possibilità della soddisfazione, 014.Le modalità della soddisfazione, 015.Le opere soddisfattorie, 016.Coloro che ricevono questo sacramento, 017.Le chiavi della Chiesa, 018.Gli effetti delle chiavi, 019.I ministri e l'uso del potere delle chiavi, 020.Coloro su cui si può esercitare il potere delle chiavi, 021.La scomunica, 022.Il soggetto attivo e passivo della scomunica, 023.Le relazioni con gli scomunicati, 024.L'assoluzione dalla scomunica, 025.Le indulgenze, 026.Coloro che possono concedere le indulgenze, 027.Coloro che possono lucrare le indulgenze, 028.La penitenza solenne, 029.Il sacramento dell'estrema unzione, 030.L'effetto del sacramento dell'estrema unzione, 031.Il ministro dell'estrema unzione, 032.A quali persone debba essere amministrata l'estrema unzione e in quali parti del corpo, 033.La reiterazione dell'estrema unzione, 034.Il sacramento dell'ordine, 035.Gli effetti del sacramento dell'ordine, 036.Le qualità richieste per ricevere questo sacramento, 037.La distinzione degli ordini e delle loro funzioni e l'impressione del carattere, 038.I ministri di questo sacramento, 039.Gli impedimenti a ricevere questo sacramento, 040.Le cose connesse con il sacramento dell'ordine, 041.Il matrimonio quale compito naturale, 042.Il matrimonio come sacramento, 043.Gli sponsali o fidanzamento, 044.La natura del matrimonio, 045.Il consenso matrimoniale, 046.Il consenso seguito dal giuramento o dall'atto coniugale, 047.Il consenso coatto e condizionato, 048.L'oggetto del consenso, 049.I beni del matrimonio, 050.Gli impedimenti matrimoniali in generale, 051.L'impedimento dell'errore, 052.L'impedimento della condizione servile, 053.L'impedimento dei voti e degli ordini sacri, 054.L'impedimento della consanguineità, 055.L'impedimento dell'affinità, 056.L'impedimento della parentela spirituale, 057.La parentela legale causata dall'adozione, 058.Gli impedimenti dell'impotenza del maleficio della follia dell'incesto e dell'età, 059.L'impedimento della disparità di culto, 060.L'uxoricidio, 061.L'impedimento matrimoniale dei voti solenni, 062.L'impedimento dell'adulterio che può sopravvenire dopo la consumazione del matrimonio, 063.Le seconde nozze, 064.Problemi annessi al matrimonio. Primo il debito coniugale, 065.La poligamia, 066.La bigamia e l'irregolarità che ne deriva, 067.Il libello di ripudio, 068.I figli illegittimi, 069.La dimora delle anime dopo la morte, 070.Le proprietà dell'anima separata dal corpo e la pena inflittale dal fuoco materiale, 071.I suffragi per i morti, 072.Le preghiere dei santi che sono in cielo, 073.I segni precorritori del giudizio finale, 074.Il fuoco della conflagrazione finale, 075.La risurrezione, 076.La causa della risurrezione, 077.Il tempo e il modo della risurrezione, 078.Il punto di partenza della risurrezione, 079.Le condizioni dei risorti: primo la loro identità, 080.L'integrità dei corpi risorti, 081.Le qualità dei corpi risorti, 082.Le condizioni dei beati dopo la risurrezione, 083.La sottigliezza dei corpi dei beati, 084.L'agilità dei corpi risorti dei beati, 085.Lo splendore del corpo dei beati, 086.Le condizioni dei corpi dei dannati dopo la risurrezione, 087.La conoscenza che nel giudizio avranno i risuscitati rispetto ai meriti e ai demeriti, 088.Il giudizio universale e il tempo e il luogo in cui esso avverrà, 089.I giudicanti e i giudicati nel giudizio universale, 090.L'aspetto del giudice nel giudizio, 091.Le condizioni del mondo e dei risuscitati dopo il giudizio, 092.La visione dell'essenza divina da parte dei beati, 093.La beatitudine dei santi e le loro dimore, 094.L'atteggiamento dei santi verso i dannati, 095.Le doti dei beati, 096.Le aureole, 097.La pena dei dannati, 098.La volontà e l'intelligenza dei dannati, 099.La misericordia e la giustizia di Dio verso i dannati; 


Appendici al Supplemento della 3° Parte della Somma Teologica: 0II. ARGOMENTO sul Purgatorio, 0II. ARGOMENTO sulla pena del peccato originale), e forse per la prima volta usando in tal contesto storico nell'opera tomistica il termine-concetto di Teoria (theoria-theoros) nel moderno-”moderno” senso di formulazione sistematica (logico-matematica) di principi-teoremi-leggi di una scienza deduttiva (od anche di una disciplina filosofica-artistica-letteraria-culturale od in generale del sapere scientifico e non scientifico (dunque anche teorie non strettamente-fortemente deduttive quali queste sistemi di equazioni matematiche), tipo la teoria tolemaica, la teoria copernicana, la teoria cartesiana, la teoria kantiana, la teoria degli insiemi, la teoria dei sistemi, la teoria delle funzioni di variabile complessa, ma pure la teoria chimica analitica delle valenze e la stechiometria, la teoria atomica, la teoria dei quasar, la teoria degli oscillatori (quasi)armonici, la teoria del pendolo, la teoria delle basi di dati, la teoria del filtraggio analogico e numerico, la teoria della codificazione, la teoria dell'ala o della trave o dei sistemi-corpi elastici, la teoria del simplesso, la teoria dei circuiti elettrici, la teoria del sistema supereterodina, ecc., ecc., ecc.) in luogo della più antica definizione di teoria quale fila-processione-delegazione-contemplazione (quale delegazione di teoros-teori inviati a compiere una missione religiosa in un'altra città greca, ed oggi tipo una lunga teoria di cavalli od una lenta teoria di treni od una lunga e lenta teoria di automobili al casello, o la celere teoria di ragazze a Miss Italia, Miss USA, ecc...., ossia la lunga teoria di more e la lunga teoria di bionde (le prime “dolci come una mora” e le seconde “alcoliche come una bionda”, o magari viceversa (qui bisognerebbe essere esperti, in ogni caso col lungo strascico di stragi di fanti di cuori), od una sconfinata teoria di rovi con drupi more ed una sconfinata teoria di spighe bionde tra le messi o magari di sigari biondi di tabacco)... oppure la teoria di stelle su e giù impazzite per la pelle (come scrive il cantautore italiano per eccellenza, quali stelle della sera e stelle del mattino)... e come scorre il fortunato lettore anche la teoria di stelle che reggono il leggero peso di questa copertina (seppure questa trattandosi di un libro dal contenuto scientifico non sia la nota copertina di Playboy con Playmate ed altre ragazze molto spesso ignude e fortunatamente non abituate a portare il burka (o burqa od anche chadri o chador o paranja ossia un capo d'abbigliamento (con origine in Afghanistan e Pakistan) e burqa sarebbe l'arabizzazione della parola persiana purda (parda) significante velo o cortina (detto anche hijab o niqab), che si presenta o come velo fissato al capo interamente coperto, con una piccola finestrella all'altezza degli occhi o di occhi e bocca con mascherina (bandar burqa), o come burqa completo o burqa afghano quale abito nero-blu coprente sia corpo (tranne i piedi) che testa con una retina davanti agli occhi per vedere l'ambiente circostante seppure non in modo ottimale (laddove il burqini o burkini sarebbe un costume da bagno femminile che copre interamente il corpo tranne faccia, mani e piedi composto di due pezzi (come il bikini occidentale ma abbastanza diverso per forma e dimensioni) ossia una tunica di media lunghezza con cuffia-hijab integrata e pantaloni da indossare sotto alla tunica), frutto il burqa delle tradizioni in alcuni paesi islamici ma non espressamente richiesto dal testo coranico (dove leggiamo dalla sura XXIV An-Nur (La Luce) detta sura della luce contenente norme giuridiche comportamentali e morali in particolare riguardo fornicazione, diffamazione, divorzio, abbigliamento, costumi morali-etici femminili e sessuali, in forma altamente lirica: (versetto 30) Di' ai credenti di abbassare il loro sguardo e di essere casti. Ciò è più puro per loro. Allah ben conosce quello che fanno.”, (versetto 31) “E di' alle credenti di abbassare i loro sguardi ed essere caste e di non mostrare, dei loro ornamenti, se non quello che appare; di lasciar scendere il loro velo fin sul petto e non mostrare i loro ornamenti ad altri che ai loro mariti, ai loro padri, ai padri dei loro mariti, ai loro figli, ai figli dei loro mariti, ai loro fratelli, ai figli dei loro fratelli, ai figli delle loro sorelle, alle loro donne, alle schiave che possiedono, ai servi maschi che non hanno desiderio, ai ragazzi impuberi che non hanno interesse per le parti nascoste delle donne. E non battano i piedi, sì da mostrare gli ornamenti che celano. Tornate pentiti ad Allah tutti quanti, o credenti, affinché possiate prosperare.”, (32) “Unite in matrimonio quelli tra voi che non sono sposati e i vostri schiavi, maschi e femmine che siano onesti. E se sono bisognosi, Allah li arricchirà della Sua Grazia. Allah è largo nel dare e sapiente.”), burqa introdotto nel 1890 durante il regno di Habibullah Kalakani il quale lo impose alle duecento donne del suo harem (donne di ceto superiore) perché non inducessero altri in tentazione fuori dal palazzo reale, poi passato anche ai ceti popolari ed alternativamente indossato nei vari decenni del '900 secondo i governi, ma in tutto il mondo di religione islamica e mondo non islamico non esiste alcuna legge che obblighi all'uso del burqa)), 


quali ancelle della cittadella matematica, brighelle di fisica-ingegneria, damigelle-donzelle-gazzelle-pulzelle-rondinelle-colombelle-navicelle-pioggerelle del pensiero matematico, campanelle-caramelle-favelle della Buona Novella matematica, conigliette-pastorelle sui Campi Elisi di teoremi-leggi-equazioni differenziali, putrelle dell'Edificio scientifico-tecnico-tecnologico e trivelle della sua profondità... oppure ragazze al centro dello spazio del tempo e della scena STS sognanti-danzanti-fulgenti-fuggenti SDFF che passano nel fuoco o sopra un filo mentre io cammino seppure non portino il Numero (tra parentesi o tra virgolette) nelle mani ma rendano più vivace e colorato il primo piano..., ovvero ragazze che hanno trovato la loro via, il loro tao (da Tao Te Ching o Daodejing, ossia Libro della Via e della Virtù, nel senso di Canone di Via e Virtù, quale testo cinese in prosa talvolta in rima, la cui composizione risale al IV-III sec a.C., forse scritto in 5 mila caratteri dal filosofo Laozi prima del 250 a.C., ossia il Tao, la Via, l'Essenza del Tutto (lo stile di vita dell'uomo e la sua Via maestra) di cui yin e yang sarebbero dei conseguenti prodotti esistenti in 10 mila mescolanze e proporzioni (quali interazioni di opposti, come molti sanno è pure nella filosofia de I Ching) a formare tutta la realtà sia del macrocosmo (Struttura dell'Universo-Multiverso, Multi-Verso-UNO in senso matematico) che del microcosmo (ossia Stile di vita di ogni uomo)... ed infine acclamate Icone del Mondo informatico (in origine l'icona (dal greco bizantino eikona e poi dal latino tardo icona) sarebbe un'immagine sacra dipinta e decorata con oro-argento-pietre preziose su legno o metallo, più modernamente in filosofia-semiotica sarebbe invece un messaggio recapitato per immagine anziché a parole od in scrittura, e dagli anni '80 del XX sec. in informatica ed “ingegneria software” sarebbe un'immagine stilizzata che starebbe a rappresentare programmi-file-documenti-archivi-funzioni... si pronuncia icona anche per i toscani o 'oscani e fiorentini... sperando che qui non vi siano pure agguerrite iconoclaste... icone almeno in questo libro ed in informatica dove vi sono delle “belle icone”, tranne che nelle pagine di Playboy dove si trovano delle “belle 'icone”)… ma salendo anche ad un livello più istituzionale sarebbe interessante se informalmente qui comparissero anche nomi oggi noti tipo supponiamo Michelle e tipo supponiamo Melania (così da “dare informalmente senza riferimenti statali-istituzionali pure un contributo in vari campi di interesse con qualche attinenza alle scienze matematiche sia pure che soprattutto applicate” (da questa parte sembrerebbe una cosa interessante, da quella parte non sapei dire come caxxxo si presenta la cosa); come vede il lettore in questo libro con questo sistema si è ampiamente superata la "quota rosa")... ma poi riguardo il nesso teoria-pratica popolarmente tutti sanno si sente piuttosto affermare “ciò vale in teoria, ma in pratica?” quasi a voler sostenere un'antitesi-contrapposizione tra l'una e l'altra e non invece magari la relazione tra un fenomeno-oggetto ed il suo modello matematico, od in “termini platonici tra il noumeno solo pensabile intellegibile ed il percepibile dei sensi”, od in “termini kantiani tra il fenomeno percepibile ed il noumeno o cosa in sé inconoscibile nell'esperienza sensibile” (qui, come già detto, si privilegia la filosofia iniziata da Platone, la quale, ancor più di quella di origine aristotelica, oggettivamente costituisce la base del pensiero filosofico occidentale (la via del giorno che conduce alla Verità, alla conoscenza ed alla realizzazione delle cose) e la maggior responsabile dello sviluppo scientifico matematico dal IV sec. a.C. al XXI sec. d.C.)... 


seppure in questo libro i lettori incontrino spesso il rapporto teoria-pratica che si presenta a più livelli di teoria ed a più livelli di pratica, ossia potremmo sostenere troviamo 4-5 livelli di Teoria-Pratica secondo le ideologie, le fenomenologie, le formazioni, le professioni e le visioni-concezioni del mondo (ad esempio nei laboratori ed uffici di progettazione i manuali con le equazioni-formule di progetto sono classificati quali teoria mentre le applicazioni realizzate sul banco o negli impianti in fabbrica sarebbero la pratica, ma questa teoria manualistica è classificata come pratica tra gli ingegneri teorici laddove la loro teoria è solo tecnica matematica (in cui si studiano le tecniche matematiche, si scrivo e risolvono equazioni e si scrivono libri di testo e manuali), ma pure questa teoria è classificata come applicazione a livello logico-matematico mentre la loro teoria è logica-matematica degli assiomi e dei fondamenti), però in questo libro si “sale” ancor di più fino al livello di dottrina-teoria filosofica-metafisica-”metafisica”-ontologica in cui un testo di “pura” logica-matematica sarebbe già classificabile come pratica applicazione di dottrine (prestando qui attenzione a non sconfinare nella pura ontologia od almeno separando accuratamente i vari livelli-piani (trattandosi qui di un libro scientifico-tecnico), ricordando però che Aristotele ritenne la sua Metafisica quale opera sulla sapienza ossia teoria di intelletto e scienza e dunque scienza logicamente precedente tutte le altre scienze, anche se nel corso del tempo si è spesso inteso la Metafisica quale opera precedente editorialmente gli altri libri e dunque precedente la fisica), ed infatti noi ad esempio riguardo la teoria-pratica della Luce includiamo i livelli da quello biblico (del Fiat lux) alla tecnologia impiantistica (dei lux), ossia dalla dottrina del Fiat Lux alla praticoneria impiantistica della luce dove la “praticoneria” è necessaria od utile (ad esempio in molti casi, come riportato altrove, si possono riparare circuiti radio e tv senza fare una sola misura di tensione o visualizzazioni e misure di forme d'onda, ossia per pura praticoneria), ovvero da un lato la Logica-Matematica ed all'altro lato la mera Praticoneria (libro questo allora che tendenzialmente comprende tutto, dal Fiat lumen ai lumen), ossia partendo dalla pura-poetica Dottrina dell'Illuminazione della Mente alla pratica-prosaica applicativa dell'Illuminazione dell'Ambiente (e questo libro visto il suo obiettivo “strategico” ovviamente deve contemplare tutti questi livelli, nonostante sia, almeno inizialmente, da pubblicare in un paese latino dove un vero intellettuale deve vantarsi di non saper accendere le Luci dell'Ambiente (e neppure direi le “Luci della Mente”)... 


a parte il precedente percorso prescientifico ed il successivo percorso tecnologico il percorso scientifico della Luce passa per i nomi di … Isaac Newton (natura della luce corpuscolare), Christiaan Huygens (natura della luce ondulatoria), Augustin Jean Fresnel (fenomeni di interferenza), Thomas Young (la luce è miscela matematica di 3 colori base diremmo con funzioni base linearmente indipendenti, tipo r(t), v(t), b(t)), James Clerk Maxwell (la luce è un'onda elettromagnetica come tutte le onde elettromagnetiche), Max Karl Plank (la luce si propaga a pacchetti corpuscolari), Albert Einstein (nell'effetto fotoelettrico si estraggono quanti di luce che sono i fotoni) ...), ed anche questa è un'altra buona ragione per acquistare il nostro libro dato che se i lettori pensano di udire tutte queste cose da stampa-televisione-media (dove la teoria non è teorica e la pratica non è affatto applicativa ma è un gran “pastrugno mediatico” abbastanza convincente) dovranno aspettare ancora qualche secolo-millennio quando la “pratica” avrà già risolto definitivamente i problemi delle cose guadagnando anche la teoria), (ricordiamo rapidamente qui l'Università di Parigi che fu l'alma mater di Tommaso d'Aquino ossia la Sorbona-Sorbon, un edificio storico nel quartiere latino sulle rive della Senna in una zona compresa tra rue des Écoles, rue Saint Jacques, rue Cujas e l'omonima Place de la Sorbonne nel 5° distretto della città di Parigi, ospitante in origine il Collegio della Sorbona (Collegium pauperum magistrorum in theologica facultate) fondato nel 1253 da Robert de Sorbon cappellano (pure canonico di Cambrai, poi di Notre-Dame o Cathédrale métropolitaine Notre-Dame iniziata nel 1163) e confessore di Luigi IX il Santo (dove veniva insegnata soprattutto teologia agli studenti poveri (istituzione Sorbon consacrata alla Teologia secondo il progetto “Vivere in buona compagnia, collegialmente, moralmente e studiosamente” a qualche decina di studenti sistemati in edifici vicini case-fienili-ecc., inizialmente in Rue Coupe-Gueule di fronte all'Hotel de Cluny oggi Rue de la Sorbonne tra il chiostro Saint-Benoit a nord e il collegio de Calvi a sud, in questa zona di Parigi), nonché per secoli perennemente al centro delle dispute in campo filosofico e teologico (e da qui il nome di quartiere latino perchè in tale zona parigina si parlava specialmente e con gusto in latino)) ed indicante l'università di Parigi fino alla grande Rivoluzione (ovvero Sorbona indicante oggi l'ex Università di Parigi sotto il vecchio regime 1200-1793 e 1896-1971, e le ex facoltà di Scienze (1811) e Lettere (1808) durante il XIX sec; laddove oggi delle 13 Università designa l'Università Parigi I (Pantheon-Sorbonne), l'Università Parigi III (Sorbonne Nouvelle) e l'Università Parigi IV (Paris-Sorbonne)), dicendo che nel 1469 venne ivi creata la prima stamperia francese, inoltre favorì certamente il gallicanesimo e contrastò i gesuiti ed i giansenisti (e nel XVIII sec. anche gli enciclopedisti), nel 1622 il cardinale Richelieu (che qui fu allievo nel 1606-1607 e poi Proviseur-Preside da ago1622 dopo il cardinale Harley) fece restaurare l'edificio in stato di abbandono, lo ampliò considerevolmente ed aggiunse collegi (e costruì la monumentale cappella funeraria tramite l'architetto Lemercier dove è attualmente sepolto dopo la sua morte avvenuta nel 1642, seppure al tempo della Rivoluzione nel 1794 venne dedicata alla dea Ragione e poi trasformata in atelier-laboratorio-studio di artisti da Napoleone, sebbene riaperta come cappella nel 1852 da Napoleone III), quindi nel 1806 dopo la riforma del sistema dell'istruzione creando l'Università Imperiale con tutti i gradi di formazione-istruzione (dove cinque facoltà avevano sede a Parigi ossia Scienze, Lettere, Teologia cattolica, Diritto, Medicina) la Sorbona ospitò le facoltà di Scienze, di Lettere e di Teologia cattolica), durante il regno di Luigi XVIII il ministro duca di Richelieu per onorare la memoria dell'avo cardinale e per conferire maggior prestigio alla Sorbona fece costruire un grande anfiteatro di 1200 posti a sedere, ma diciamo che nonostante la vocazione teologica della Sorbona nel 1885, dopo i tentativi di rinnovamento dei decenni precedenti sotto il Secondo Impero, fu soppresso l'insegnamento della teologia oltre a realizzare il grandioso rinnovo di tutti gli edifici da parte dell'architetto Henri Paul Nenot in stile classico Haussmann ossia quello stile (neo)classico urbanistico haussmanniano che trasformò-modernizzò Parigi nel periodo 1852-70 sotto Napoleone III (diversamente dallo stile contemporaneo neogotico di Cambridge e britannico), in parte poi inaugurati nel 1889 (primo anniversario della Rivoluzione) dal presidente M. F. Sadi Carnot e gli altri nel 1901 terminandoli con locali in ogni dipartimento adatti alle destinate funzioni umanistiche-scientifiche (ad esempio in termini di numero di studenti nel 1914 la Sorbona aveva circa 17 mila iscritti con strutture ridondanti ma non più ridondanti dopo gli anni '50 richiedendo sempre nuovi spazi), inglobò anche l’Ecole Nationale des Chartes ed alcune sezioni dell’Ecole Pratique des Hautes Etudes, nel 1894 venne qui fondato il Comitato Olimpico CIO da Pierre de Coubertin da cui iniziano le Olimpiadi moderne; nel 1895 fu ricostituita l'Università di Parigi (con le sue cinque facoltà) e la Sorbona ne divenne la sede, dopo la 2 Guerra mondiale la Sorbona era un gigantesco complesso di edifici architettonicamente raffinati e con materiali anche di pregio, con notevoli arredi e pitture; nel maggio 1968 la Sorbona fu il centro da cui iniziò la contestazione studentesca (nei movimenti giovanili vi erano tutte le correnti di sinistra ossia trotzkisti, marxisti, stalinisti, maoisti, anarchici) in Francia ed in Europa, con lo scontro con la polizia del 3mag fatta intervenire dal Rettore e poi l'occupazione della Sorbona avvenuta il caldo 13mag68, dopo il movimento del 22Mar 1968 nato alla Facoltà di Nanterre, quindi a giu1968 l'Assemblea Nazionale dopo la dissoluzione voluta dal generale de Gaulle attuerà una riforma universitaria suddividendo l'Università di Parigi in 13 nuove Università, ma la Sorbona sarà teatro di molte altre manifestazioni ed occupazioni nei 40-50 anni successivi; 


la maggior riforma universitaria è stata attuata nel '70 inserendo la Sorbona in diverse istituzioni: La Ville de Paris est propriétaire des lieux, avec obligation perpétuelle d'y maintenir le siège de l'académie de Paris; la Chancellerie des universités de Paris, quant à elle, gère le monument. D'autres institutions comme les Cours de civilisation francaise de la Sorbonne, l'observatoire de la Sorbonne et la Bibliothèque de la Sorbonne y ont leur siège. L'École pratique des hautes études, qui y est également installée, devrait déménager en 2019 sur la rive droite, sur le futur Campus Condorcet. L'École nationale des chartes a déjà quitté la Sorbonne depuis octobre 2014 et installé ses activités d'enseignement et d'administration au 65, rue de Richelieu, face au site Richelieu de la Bibliothèque nationale de France, au sein duquel sa bibliothèque déménage début 2017. Les activités de formation continue et les soutenances de thèses se trouvent toujours à la Sorbonne; 4 Università hanno edifici nella Sorbona col relativo nome associato: Università Paris I Panthéon-Sorbonne, Università Paris 3-Sorbonne Nouvelle, Sorbonne Univeritè, Università Paris Descartes Paris V, Sorbonne Universités, Sorbonne Paris Cité, Hautes Études-Sorbonne-Arts et Métiers (Hésam); oggi la sua biblioteca contiene più di 1 milione e 200 mila volumi, ma aggiungiamo anche che tra i più famosi nomi che hanno frequentato la Sorbona ricordiamo Tommaso d'Aquino (1225-1274) dottore della Chiesa, Marsilio da Padova (1275-1342) teologo, Jean Heynlin (1425-1496) filosofo-teologo, Erasmo da Rotterdam (1466-1536) teologo, Ignazio di Loyola (1491-1556) fondatore della Compagnia di Gesù, Giovanni Calvino (1509-1564) teologo, Giordano Bruno (1548-1600) filosofo domenicano, Armand-Jean du Plessis Richelieu (1585-1642) cardinale, Boileau (1636-1711) poeta, Victor Cousin (1792-1867) filosofo, Honoré de Balzac (1799-1850) scrittore, Claude Bernard (1813-1878) biologo, Henri Bergson (1859-1941) filosofo, Pierre Curie (1859-1906) fisico e premio Nobel, Marie Curie (1867-1934) fisico e premio Nobel, François Mauriac (1885-1970) scrittore)), 


ma, continuando, mentre sarebbe possibile trovare azioni di non cristiani o non credenti compatibili comunque con il messaggio cristiano, non credo che possano esistere teoremi e teorie scientifiche-matematiche-fisiche-ingegneristiche veri o dimostrabili se questi già non discendono od almeno non contraddicono dogmi e verità teologiche cristiane, e ciò valevole certamente nel medioevo credo che per i teologi cattolici valga pure oggi, per cui per rimanere più aderenti agli argomenti di tale sezione del libro se i circuiti elettrici o gli impianti industriali di processo-controllo-comunicazione nella loro costruzione e funzionamento comportassero l'uso di principi-teoremi-teorie non derivanti-discendenti od anche solo indipendenti dalle verità teologiche (ad esempio, l'effetto o l'effetto pieno soddisfa e corrisponde perfettamente e logicamente alla sua causa, principio-legge che la Parola di Dio nell'Antico e Nuovo Testamento sembra persino ignorare completamente, come pure tutti i principi di simmetria e tutte le leggi di conservazione, oppure leggi generali e leggi di sistematica ed automatica, dato che come già detto nella Bibbia sembrano valere maggiormente seppure limitatamente le leggi matematiche-aritmetiche-statistiche (ad esempio si veda il Pentateuco) che non quelle logiche e quelle fisiche, ma occorre aggiungere che utilizzare il pensiero matematico-scientifico nello studio-analisi delle dottrine religiose dà già incompatibilità ed è un'incongruenza grave perchè i pensieri religiosi-giuridici-sociali-ecc. non sono affatto fondati-sviluppati su base matematica-scientifica e stanno diciamo su piani diversi ed indipendenti per cui non si può introdurre la matematica nelle teologie come le teologie nella logica-matematica-scienza), essi non dovrebbero esistere e certamente non dovrebbero funzionare, ma è pure un mondo dove è bene donare “mantelli e pagnotte” a chi ne ha bisogno (fatto certamente non biasimevole) senza però che esistano individui che ricevano “mantelli e pagnotte” (fatto non biasimevole ma certamente non da buoni cristiani-cattolici, dato che uno dei due comandamenti fondamentali è “Ama il prossimo tuo come te stesso” e non “Fatti amare dal prossimo tuo come tu ami te stesso”) nonostante il fatto necessario ed incontestabile per il quale per ogni individuo che dona 1 mantello-pagnotta ne esiste uno che riceve 1 mantello-pagnotta o ne esistono k che ricevono 1/k di mantello-pagnotta (“esempio” di legge di conservazione socio-economica di grandezza estensiva), o dove avvengono periodici scambi di mantelli-pagnotte (seppure in questi giochi a “somma nulla” (ne esistono a migliaia in socio-politico-economia di tali giochi a somma zero i quali per essere giochi differenti dovrebbero in qualche fase del gioco necessariamente integrare-applicare-sfruttare qualche legge fisica-ingegneristica che alzi certe cifre di merito più di quanto vengano abbassate dal consumo di risorse di gioco) ci sono teorie ben più “efficaci e seguite” di tale messaggio in discussione, ad esempio “sistemi di mutuo soccorso” che tengono pure conto delle leggi di scambio le quali sono comunque in “funzione” anche se non considerate), dove per ogni “convento” di 1000 monaci contemplanti-oranti-salmodianti esistono almeno 100 “laici-secolari” operanti-lavoranti addetti a servizi vari e con una vita cui dunque sarà negato il premio eterno (se non per le “preghiere ed intercessioni” degli oratores a favore dei laboratores (anche se nelle preghiere si dice “Dacci oggi il nostro pane quotidiano” e “Rimetti a noi i nostri debiti come noi li rimettiamo ai nostri debitori” (questa sembra venire proprio dallo “studio” di matematica-fisica-economia-giurisprudenza e magari anche ingegneria) e “Venga il tuo Regno” invece magari di “Dacci oggi la possibilità di (trovare-creare) un lavoro per così provvedere al pane quotidiano alzando contemporaneamente qualche cifra di merito individuale-sociale” perchè in tal caso si passerebbe magari dagli “stabilimenti monastici” agli “stabilimenti della Motorola (per inciso Motorola quale Azienda costruttrice agli esordi di radio per automobili Motor-ola, come pure esistevano in USA negli anni '20-30 i produttori di Radi-ola (RCA), di jukebox Rock-ola, di apparecchiature per elaborare film Movi-ola, ecc.)” o magari passare dai “sistemi brahmanici" ai "sistemi numerici" (comunque oggi e già da molto tempo sento dire che la messe è molta ma gli operai sono pochi, anche perchè quasi tutti hanno cambiato lavoro avendo evidentemente notato che si fa di più con le chiavi inglesi che con le chiavi di Pietro (osserviamo inoltre, nel grande rapporto tra oriente ed occidente, che mentre l'occidente nonostante la riconosciuta superiorità spirituale dell'oriente (taoismo, confucianesimo, buddismo, induismo, ecc.) non tende ad importare i sistemi brahmanici, l'oriente invece riconosce la superiorità dell'occidente in campo scientifico-tecnologico ma reputa quasi zero la sua spiritualità); sembra che in questo messaggio, se giungesse asintoticamente quasi alla perfezione, nel mondo sublunare quando c'è la pagnotta c'è praticamente tutto quello che materialmente serve e non è né necessario né lodevole indagare e scalare l'albero della conoscenza con le conseguenti applicazioni scientifico-tecniche le quali portando magari dalla pagnotta al pane ben lievitato, o magari in un lontano futuro portando a sistemi biorobotici o come saranno chiamati i sistemi post-umani (molto più che Uomo 2.0 o Uomo N.0), allontanino addirittura l'obiettivo dell'uomo qual è ben descritto nella Bibbia ad immagine e somiglianza di Dio, coll'avvento del Regno pure perennemente rimandato nel tempo perchè altrimenti cesserebbero anche le condizioni e necessità dell'esistenza del cristianesimo (una delle tante “scoperte” fatte da un teologo ad esempio è che il Maestro ha detto “Beati i poveri, non Beata la povertà” ed uno che è così capace di “separare” il povero dalla sua povertà (come tra l'altro fosse più un'altra persona che non una sua proprietà (però parlava più propriamente dei poveri di spirito cioè di coloro che hanno poco senno ai danni propri e degli altri), ma un altro ancora mi sembra, in tal caso però sbagliando, che l'abbia chiamata sorella) già solo per questo meriterebbe un qualche premio, ma in un mondo ed in una dottrina dove i poveri (recentemente però si è passati dal tema e “dottrina dei poveri” al tema e “dottrina dei sobri” senza comunque “avvisare” tutti quelli che hanno accettato tale dottrina dal I a XX secolo), sono beati e dove uno dei comandamenti è Ama il prossimo tuo come te stesso, si può capire perchè occorre donare mantelli e pagnotte quel tanto che è sufficiente perchè lo si possa continuare a fare ancora la settima successiva, il mese successivo, l'anno successivo, e nel tempo futuro, diciamo nei secoli dei secoli, alleviando magari la povertà (oltre alla miseria estrema) ma senza altra conseguenza circa i poveri e circa la natura stessa dell'uomo (detto in altre parole, i poveri od i disgraziati ed i perdenti sociali, è comunque necessario che esistano sempre almeno esistano relativamente in ogni società (povertà relativa), essendo questa una delle condizioni richieste dalla dottrina cattolica stessa poiché devono essere amorevolmente soccorsi (onde coloro che operano così nella loro vita abbiano poi il premio eterno, non certo quelli che magari seguono soprattutto i principi CPR), e mi verrebbe in mente ad esempio la storiella del vetraio che ogni giorno andava per la città a riparare le finestre coi vetri rotti, mentre di notte alcuni ragazzi andavano (o venivano mandati “non si sa da chi”, volontariamente od anche involontariamente) per la città a romperli sistematicamente (in questo libro si parla di vetri, di vetrate fotovoltaiche e di vetrate di cattedrali medioevali, ognuno con relativo scopo e funzione, quali più utili alla vita materiale e quali un poco meno utili se non allo spirito), (una santa del nostro tempo soleva spesso affermare che i poveri prima bisogna salvarli dalla fame ossia sfamarli e poi dargli anche una vita dignitosa ad esempio insegnando loro a pescare (oggi magari diremmo una “vita autosostenibile”), ma lei parlava ed operava sempre nel primo caso e primo campo (salvezza e soccorso) non venendo mai il tempo del secondo caso che forse preferiva lasciare ad altri, quasi avesse in mente che il primo caso segue la dottrina evangelica (“Ho sete, dammi da bere”) mentre il secondo caso (magari CPR) non è contemplato se non addirittura condannato dai Vangeli onde forse credeva che operando nel primo caso infine si ottiene il Premio Eterno ma operando nel secondo caso la faccenda sarebbe più dubbia... ed in questo modo, ad esempio, l'India è piena di poveri che chiedono l'elemosina, mentre un poco più a Nord, ad esempio a Pechino e nelle mille città cinesi, non si vede un solo povero chiedere l'elemosina, lasciando magari qui stare questioni e fedi religiose-politiche con le relative tecniche di attuazione (qui non si usa il crocifisso per realizzare la salvezza dei poveri) e la relativa loro efficienza); ma riguardo la povertà, come detto, ci potrebbe essere pure un equivoco, in quanto le Beatitudini parlano di poveri di spirito e non necessariamente di poveri di tasca, mentre poi si è spesso più semplicemente scritto "Beati i poveri perchè di essi è il regno dei cieli" sebbene è anche ovvio che coloro che sono poveri di spirito nella stragrande maggioranza sono pure poveri di tasca non privilegiando beni materiali, patrimoni ed oro-argento-preziosi-monete, ed alla fine le beatitudini sono in effetti equivalenti (tra i poveri materiali ed i poveri spirituali), e del resto le lunghe controversie medioevali sulla povertà e sulla povertà di Cristo dimostrano che le beatitudini si riferivano più alla povertà di costumi e di tasca che non alla povertà di spirito, seguendo gli ordini mendicanti che predicavano ed attuavano la grande povertà materiale ma un poco anche mortificando l'orgoglio della conoscenza, della sapienza e della scienza), essendo qui la “povertà” ovviamente soltanto un termine simbolico od una delle grandezze che caratterizzano i rapporti funzionali in una società (altrimenti bisognerebbe pure riconoscere che la soluzione dei problemi dell'uomo non verrà mai dalla religione, od anche da sociologia-economica-politica-ecc. ossia da tutte le cosiddette Scienze Umane che studiano realtà-società-uomo-economia senza cartesianamente iniziare da oxytome orthotome amblytome (nomi questi attribuiti da Apollonio) unito al concetto di misura (specialmente le misure di cateto maggiore-cateto minore-ipotenusa e relativa relazione))... sono anni ormai che uno degli autori ossia l'autore del presente libro “medita” sulle verità di fede delle religioni monoteistiche, in special modo di una, originate dal comune progenitore Abramo-Abram-Avraham (il quale, nato probabilmente a Ur di Caldea ossia nell'area babilonese dell'attuale Irak circa nel 2000 a.C, ebbe la geniale idea di abbandonare la sua terra con la famiglia se non con tutto il suo popolo (anche se veramente la chiamata degli ebrei in Egitto insieme al padre Giacobbe-Ya'aqov-Ya'aqob per via della carestia nella terra di Canaan fu piuttosto dovuta a Giuseppe-Yohsef, che era figlio di Rachele ed appunto figlio di Giacobbe che era figlio di Isacco-Yitzchak che era figlio di Abramo, appunto Abramo detto il Padre di molti, ma questa storia-leggenda patriarcale ancestrale in Genesi è stata redatta nel periodo persiano ossia nel periodo 520-320 a,C.) e di cui ancora nel nostro tempo 2001-2014-2015-2016-2017-ecc. (dopo 3800-3815 anni circa) si vedono le conseguenze socio-politico-economico-storiche riguardo 3 religioni monoteistiche e relativi rapporti (ebraismo-cristianesimo-islam), per alcuni 3 benedizioni del Cielo e per altri 3 vere sciagure abramitiche dell'intera umanità ma noi tutti dobbiamo rispettare la fede e le credenze di ogni individuo e fondamentalmente di ogni popolo sia ebraico che cristiano che musulmano anche perchè ancora oggi può essere piuttosto pericoloso o “pericoloso” criticare le convinzioni religiose altrui dato che le verità di fede (matematicamente notoriamente non dimostrabili) possono solo assere accettate-rifiutate-”tollerate”-annientate, e con un pensiero lontano da tolleranza-indifferenza oggi si trova in particolare una corrente della religione islamica (come avveniva fino a pochi secoli fa pure per la religione cristiana) il cui integralismo-fondamentalismo dottrinario (integrante il jihadismo-gihadismo o guerra santa islamica antisunnita e globale non-musulmana con l'obiettivo pure di creare un califfato universale dopo la rinascita islamica del XX-XXI sec., e l'emissione di varie fatwe contro individui e cristiani e contro costumi quali il gioco del calcio (soprattutto in Europa ed in Centro-Sud-America per molti calciatori un amore che comincia da ragazzi quando si chiama ancora gioco del pallone o gioco del football od anche gioco del “balùn”), la musica, il canto, il consumo di tabacco e droghe, la troppa libertà femminile, ecc.) sfruttante pure Internet ed i mezzi della rete ha portato anche la comunità di Anonymous ad attuare attacchi informatici diretti al danneggiamento di siti IS-ISIL-ISIS e loro comunicati su Internet (occorre, infatti, anche considerare che Potenza, sul piano pratico nella costruzione di inutili e disastrosi sistemi a “somma 0”, può sviluppare l'Ignoranza alleata alla cieca Fede religiosa di coloro che si sentono in sintonia-comunione-alleanza col Dio di tutta quanta la Realtà), o come la corrente fondamentalista islamica talebana costituita dagli studenti di scuola coranica integralista (miscela di Shari'a (legge islamica) e Pashtunwali) del Medio Oriente ha portato a creare Emirati in Afghanistan), e contrariamente ad esempio da un pensatore quale Pascal è “arrivato persino a  pensare” che c'è qualche “assioma” profondamente sbagliato in queste dottrine (in alcune non si rispetta il principio fondamentale della logica ossia il principio di non contraddizione PNC ovvero il massimo e più solido principio secondo Aristotele della logica formale (“È impossibile per chiunque credere che una stessa cosa sia e non sia (X e non X, in U), come alcuni credono abbia inteso Eraclito; non è possibile che i contrari sussistano insieme nel medesimo soggetto nell'universo U; non è possibile che la stessa persona ammetta una cosa ed ammetta il suo contrario, ammetta che un oggetto esista e non esista”, seppure ben sappiamo che si sono sviluppate anche concezioni e dottrine logico-filosofiche basate sulla logica del paradosso con ipo-iper-contraddizioni di insieme-classe-proposizione in cui il Vero è anche il Falso, mettendo in dubbio ed in crisi le teorie di Peano-Russell-Whitehead-Godel-Tarski-ecc.)) 


che magari invece non “troviamo ugualmente posto” in alcune altre religioni-filosofie sia orientali che occidentali, con conseguenze devastanti sulla teoria-dottrina stessa (abbiamo molte dottrine-teorie con postulati “inadeguati” come il sistema aristotelico, il sistema dell'empirismo di Locke o lo stesso sistema spinoziano di cui abbiamo scritto, ma una dottrina-teoria che avesse tra i suoi postulati ad esempio uno per il quale la realtà è composta da una parte da sostanza materiale S e per l'altra parte da  sostanza immateriale S' ed il secondo per il quale S' annulla logicamente e “quantitativamente” S allora la sua realtà-esistenza come pure la sua non esistenza sarebbero “nulle” o sarebbero del tutto indifferenti oppure diversamente genererebbero inevitabili e devastanti contraddizioni e paradossi (ad esempio in teoria delle reti elettriche esiste forse un postulato che asserisce che i bipoli erogano energia?, mentre invece troviamo un principio di conservazione energetica (Etot=0, Ptot=0 in opportuno lasso di tempo) da cui pure si deduce piuttosto che alcuni bipoli erogano energia ed altri la assorbono con bilancio logicamente-quantitativamente corretto in ogni istante di tempo t, laddove in senso matematico tali dottrine-teorie si potrebbero pensare come già detto quali “sistemi a somma 0” ossia (sovra)strutture create con energia prelevata altrove e che richiederanno una uguale quantità di energia per essere smantellate sia celermente che lentamente nei secoli-millenni (lo vediamo in nascita-morte della Società sumera, dell'Impero romano, dell'Europa cristiana, dell'Impero islamico, del Regno di Dio, del Popolo di Dio, del Sistema economico capitalistico, ecc.) mentre ciò che lasciano nel logK di una civiltà non è altro che un Nome col quale sono state nominate, in cui all'interno di ciascuna di esse gli attori della relativa “commedia” (e l'avvento di fenomeni) danno l'impressione di portare un cartello appeso al collo (o magari collocato a lato come cartiglio) mostrante la relativa equazione di sistema, piuttosto invece di funzionare-”funzionare” proprio con la loro equazione di sistema (lo vediamo ad esempio anche nel mondo creato dall'Ariosto dell'Orlando Furioso o nel mondo creato da Dante Alighieri della Divina Commedia (in cui gli “attori” della commedia non operano e funzionano con la loro equazione ma piuttosto portano “infiniti cartelli” di equazioni di funzionamento-non funzionamento, e tale è il grande mondo del Teatro con migliaia e migliaia di opere (drammi, tragedie, sacre rappresentazioni, commedie, ecc.) coi loro molteplici attori in cui si mettono in scena e si raccontano il Mondo, la Natura, la Società e gli Uomini coi loro caratteri-sentimenti-azioni, ossia la realtà che mai diverrà la Realtà e neppure la simulazione-emulazione della Realtà perchè appunto qui si finge, si recita soltanto ovvero si racconta con parole-frasi-mimica-gesti-simboli-ecc. la Realtà fatto ben differente dalla rappresentazione in simboli ed equazioni matematiche di un corretto modello della Realtà (un mondo dove “tutto è finto ma niente è falso, e questo è vero” come disse Gigi Proietti (morto a nov20), mentre invece qui tutto è falso e basta, senza che i giochetti di parole cambino alcunché della realtà (Il vero, Il falso e il finto di Gigi Proietti “Viva er teatro, dove tutto è finto, ma niente c'è de farzo e questo è vero / e tu lo sai da prima se s'è tinto, / Otello er moro, oppuramente è nero, / nessun attore vero, vo' fa crede / spignenno forte sull'intonazione, / che è tutto vero quello che se vede, / lui vole fa' capi' che è na finzione, / se je tocca morì sopra le scene / è vero che nun more veramente, / senno' che morirebbe cosi' bene? / capisci si com'è? Famme er piacere, / se morisse de morte veramente, / nun potrebbe morì tutte le sere”); perché, anche se solo per esempio, ho citato l'Orlando Furioso?, ma perché il senno di Orlando è andato sulla Luna custodito in un'ampolla ed Astolfo col carro di Elia si reca sulla Luna per riprendere l'ampolla col senno di Orlando e pure l'ampolla col suo senno, e ciò per elementare cognizione può avvenire solo nella letteratura, nel teatro ovvero nella finzione, mentre gli astronauti di Apollo 11-12-14-15-16-17 con l'uso dei simboli matematici sono andati realmente sulla Luna, e ciò mostra la differenza reale tra portare al collo un cartello con la propria equazione quale fantasia-chimera della Realtà (spesso la pittura e la scultura, invece di cartigli (con le loro “equazioni”) hanno armato le figure (gli attori, i Santi, ecc.) coi loro parafernali intesi qui come strumenti ed attributi del loro “lavoro” per cui si riconosce (almeno da parte di esperti) Sant'Antonio da San Francesco o Santa Teresa da Santa Caterina), ed invece operare-funzionare secondo la propria equazione quale realizzazione della Realtà, oppure detto questo in altre parole la realtà la si conquista funzionando con le soluzioni delle equazioni del proprio modello matematico e non certo portando appeso al collo un cartello con scritte quelle equazioni a scopo meramente simbolico dato che con la corretta-scorretta simbologia “umanistica” non si ottiene proprio nulla ma solo si ottiene qualcosa con la corretta simbologia matematica applicata)), e c'è però da sospettare che pure il logK della nostra attuale civiltà mostrerà il medesimo risultato piuttosto con cartelli riportanti equazioni differenziali EDDP rispetto a civiltà matematicamente meglio e più coerentemente realizzate o da realizzare nei millenni-milioni di anni a venire; io di una Civiltà umana salverei solo la forma coerente del Pensiero Matematico PM e neppure il suo contenuto e tanto meno le sue “infinite” realizzazioni od ipostasi)); la contraddizione, allora, è il rapporto che c'è tra un'affermazione ed una negazione riguardo il medesimo soggetto e lo stesso predicato, oppure è l'affermazione di una proposizione insieme alla sua negazione, e storicamente la troviamo (dopo il Sofista di Platone) nel IV libro della Metafisica di Aristotele (è impossibile che un medesimo attributo appartenga e non appartenga insieme nello stesso tempo e col medesimo riguardo ad una medesima cosa) quale principio supremo sia del pensiero che dell'essere, contrapponendosi alla metafisica di Eraclito (tra i primi fondatori di una logica degli opposti o “degli opposti” che utilizzava la contraddizione la quale governa il mondo, e secondo cui ad esempio ci bagniamo sempre nello stesso fiume (rappresentato come unico elemento F) eppure non ci bagniamo mai nello stesso fiume (inteso come moltitudine di elementi fi) ma pure noi stessi siamo (come elemento-uomo Socrate) e non siamo (come continuo ricambio di cellule (il corpo umano sarà composto da qualcosa come 100 mila miliardi di cellule ognuna con tempo di vita di solo qualche mese), però più accettabile quest'ultima proposizione se consideriamo che ogni insieme-classe è composto di elementi, e se ogni elemento A è solo ciò che è, la classe deve però solo rispettare le leggi della logica, e se la classe rappresenta l'uomo Socrate allora in più devono essere rispettate anche le leggi della fisica)) ed alle negazioni sofistiche del principio stesso, per cui secondo Aristotele il solo pensare A od il solo affermare A implica già l'esclusione del non pensare A o dell'affermare non-A, ovvero il principio di non contraddizione PNC è alla base del pensiero e della ragione (e lo potremmo porre a monte insieme al concetto di Verità dal quale potrebbe addirittura non essere indipendente) per cui anche pensando ed argomentando onde confutare-negare lo stesso principio di non contraddizione PNC si sta facendo necessariamente uso corretto del principio di non contraddizione 


(generando pure una contraddizione in tutte le logiche classiche), da cui osserviamo che dovrebbe essere impossibile la sua deduzione da un principio primo o da un postulato (ossia sarebbe sullo stesso livello logico di Verità), ma se dev'essere dedotto non ci viene in mente altro che dal principio di Identità (identità di x o A con x o A) come s'è tentato di fare nella scolastica medioevale oppure in qualche corrente del razionalismo moderno, ma Aristotele aveva quasi identificato PNC col principio di identità, e Kant lo ha fatto principio primo dei giudizi analitici nonché condizione-principio necessario ma non sufficiente per l'affermazione di verità (nella sezione  Del principio supremo di tutti i giudizi analitici in Critica della ragion pura), criticato da Hegel insieme al principio di identità, ma diciamo che nella logica classica per eccellenza (come scritto logica sillogistica categorica) il principio di non contraddizione PNC è equivalente al principio del terzo escluso (nell'universo S, dato A, il principio del terzo escluso afferma A od afferma non-A senza altre possibili affermazioni in S, come anche può vedere il lettore pure nella semplice applicazione della logica moderna dell'algebra di commutazione AdC (utilizzata nelle reti di “interruttori” e nelle reti sequenziali) dato che gli ingressi e/o le uscite sono sempre Alto-Basso, Vero-Falso, 1 o 0, ossia A o non-A e nient'altro in ogni caso ed in ogni modo), mentre in altri sistemi di logica non c'è necessariamente equivalenza tra PNC e terzo escluso, o addirittura non è introdotto nel sistema stesso (ossia nei sistemi logici dove non si ritiene PNC un postulato necessario per argomentare-inferire con correttezza, ad esempio nella logica fuzzy principio negato insieme al terzo escluso; approfittiamo qui per aggiungere qualcosa sulla logica fuzzy (o “logica sfumata-indistinta”, introdotta nel 1965 da Lotfi Zadeh, ma precedentemente già studiata dal 1920 quale teoria della logica ad infiniti valori da Lukasiewicz e Tarski) implementata ed usata pure per la realizzazione di sistemi di controllo numerici automatici, di sistemi di AI e di reti neurali ANN (in cui nello strato hidden viene utilizzato un tipo di nodo diverso dal nodo “classico di ANN” che esegue la somma pesata dei segnali provenienti dalle uscite di altri nodi a monte, ossia qui con logica fuzzy si usa un nodo Radial Basis Function RBF con funzione di attivazione gaussiana che misura la distanza dal valor medio realizzando un tipo di nodo quale miglior “approssimatore di valori universali”), in cui i concetti non sono totalmente formalizzati (ad esempio le variabili non sono quelle booleane (V-F o 1-0) ma assumono vari “livelli di verità”, almeno 3 valori, ma pure tutti gli infiniti valori reali tra 0 e 1) realizzando funzioni “logiche” in domini di forma usualmente triangolare-trapezoidale (ad esempio in un sistema di riscaldamento dell'acqua alla temperatura T (da 0 °C a 50 °C, ossia acqua fredda (0 °C), acqua tiepida (20 °C), acqua calda (50 °C)) è associata la funzione u(T) con valori 0-0.5-1 per T=0-20-50 °C rispettivamente, dove i valori logici 0-0.5-1 sono la fuzzyficazione o “fuzzyficazione” logica dei valori 0-20-50 °C della funzione temperatura del sistema) in cui sono pure definiti le operazioni insiemistica di unione logica e proposizionale di somma logica (OR, l'uscita è pari ai valori massimi degli ingressi) ed insiemistica di intersezione e proposizionale di prodotto logico (AND, l'uscita è pari ai valori minimi degli ingressi), ecc., di un'algebra della logica fuzzy (operante con proprietà logiche e non con proprietà di algebra ordinaria dei numeri razionali-reali Q-R, ovvero in tal caso: SE acqua calda ALLORA la funzione d'uscita u(50)=0, SE acqua tiepida ALLORA u(20)=0.5, SE acqua fredda ALLORA u(0)=1, defuzzyficando o “defuzzyficando” poi i valori d'uscita 0-0.5-1 per ottenere i valori 0-20-50 °C, ovvero da 0 % a 100 %, della funzione temperatura; oppure con istruzioni se-allora possiamo trovare: IF temperature IS very cold THEN stop fan, IF temperature IS cold THEN fan speed is slow, IF temperature IS warm THEN fan speed is moderate, IF temperature IS hot THEN fan speed is high, ma non affermiamo che il mondo ha necessariamente bisogno della logica fuzzy dato che ad esempio il cielo non è solo azzurro od annuvolato ma possiede tutti i valori intermedi poichè le variabili logiche delle proposizioni logiche non sono certo quantità di grandezze fisiche anche se i finiti-infiniti valori di grandezze fisiche-tecniche-ingegneristiche venissero interpretare come variabili logiche a più valori finiti-infiniti, ma sono solo valori di verità di proposizioni formulate su classi di termini di numero finito-infinito), permettendo così la progettazione di sistemi esperti di AI, o di un controllore col minimo ricorso alla matematica implementando la descrizione-prescrizione qualitativa del processo fisico-ingegneristico direttamente nel modello del controllore con “buone regole d'inferenza” (i controllori fuzzy (magari realizzati con la scheda base Arduino e scrivendo il relativo programma o cercando librerie fuzzy, od utilizzando la scheda Micro.bit con microcontrollore Nordic realizzata da BBC con molte periferiche collegabili) sono generalmente stabili anche per sistemi non lineari (anche senza il ricorso alla rete logica di compensazione o Compensatory fuzzy logic CFL onde modificare i valori di congiunzioni-disgiunzioni), ed è facilmente modificabile ed aggiornabile), anche se i classici “puristi” potrebbero non comprendere bene la logica fuzzy (sfumata-diffusa-soffusa-sfuocata-evanescente-morbida-pastosa-arricciata-”incerta”-”imprecisa”-”euristica”-”nonchè illogica”, ed i controllori fuzzy i cui procedimenti si potrebbe tentare di formalizzare meglio seppure le reti neurali ANN siano pure abbastanza adatte 


(però in certe regioni del mondo tale logica sembrerebbe piuttosto governare i fenomeni-processi del tipo “Fuzzy che fuzzy la logica buona”... ad esempio siamo intorno ad una temperatura ambientale di 20 °C e tutto va bene), comunque molti individui hanno la Fuzzy Logic in casa ad esempio implementata nel sistema di controllo elettronico della loro lavabiancheria (poiché per esempio una lavatrice, tramite un circuito implementante tale tipo di logica, in base al peso degli indumenti caricati da lavare od in base alla torbidezza dell’acqua decide il tipo di programma di lavaggio (di passaggio aggiungiamo... più modernamente della sua lontana antenata, dato che sembra di leggere che la lavatrice sia nata nel 1767 in Germania composta di un mastello in legno con una semplice centrifuga manuale, oppure sarebbe nata nel 1860 per opera di T. Bradford), senza ovviamente confondere i valori della logica fuzzy coi valori od intervalli di valori delle varie grandezze fisiche del processo)), notando che mentre la contraddizione non è sempre un'antinomia (dal greco anti-norma o contro-norma) le antinomie sono contraddizioni (essendo l'antinomia l'affermazione di una proposizione (tesi) come pure della sua negazione (antitesi) ovvero l'antinomia è la verità di A come la verità di non-A ed è una contraddizione affermare A e non-A, e Kant definisce antinomie della ragion pura (dovute ad indebita applicazione delle categorie dell'intelletto quando la ragione scambia i fenomeni esterni come cose in sè) quattro coppie di proposizioni relative alla cosmologia ossia 1) il mondo è limitato nel tempo e nello spazio-il mondo è illimitato nel tempo e nello spazio, 2) nel mondo tutto è semplice-nel mondo tutto è composto, 3) l'evoluzione è non necessaria-l'evoluzione è necessaria, 4) esiste un essere necessario-non esiste un essere necessario (la tesi è dimostrata per assurdo supponendo vera l'antitesi e viceversa cosicchè non si sfugge alla contraddizione se non negando il fondamento stesso sul quale le due affermazioni poggiano e si contrappongono), laddove in logica più propriamente l'antinomia è una proposizione la cui affermazione come la cui negazione genera contraddizione ossia in generale è un paradosso (dal greco contro-opinione) perchè inferendo correttamente è assurdo che sia A che non-A siano ugualmente inaccettabili-contraddittori od è assurdo giungere ad A e non-A come i 4 paradossi di Zenone neganti la realtà di moto e di molteplicità, od in generale i paradossi sono paradossi logici-insiemistici che comportano solo  simboli logici-insiemistici (paradosso di Burali-Forti del 1897 ma già noto a Cantor, paradosso di Cantor del 1896, paradosso di Russell del 1901) e paradossi semantici presentantesi solo nel metalinguaggio poiché comportano concetti come verità (paradosso del mentitore la cui prima formulazione sembra quella di Eubulide di Mileto, paradosso di Richard del 1905, paradosso di Grelling del 1908, e la miglior soluzione dei paradossi semantici è quella data da Tarski fondantesi sulla distinzione tra metalinguaggio e linguaggio oggetto; 


qui di seguito elenchiamo i più noti paradossi ossia Paradosso di Abilene, Paradosso di Achille e la tartaruga (importante in teorie topologiche come ben scritto altrove), Paradosso dell'Alabama, Paradosso dell'area scomparsa (non perché è finita entro il triangolo delle Bermuda (dove pure sono “quasi svaniti nel nulla più di 100 aerei ed oltre 1000 uomini”) ma questo in realtà un paradosso geometrico nel quale la disposizione-ridisposizione di tessere di varia area xy per traslazioni-rotazioni porta all'illusione del diminuire dell'area complessiva (usualmente iniziando da una forma geometrica a cuneo) secondo Martin Gardner inventato nel 1953 dal prestigiatore Paul Curry... 


laddove, aggiungiamo, riguardo la misura non solo delle aree, ma di altre figure noi qui non abbiamo riportato tutte le formule di misure geometriche di (linea)-superficie-solido più o meno regolari-semplici (che in generale richiederebbero invece l'uso di integrali semplici, doppi, tripli) ossia per il calcolo di (lunghezze), di aree e di volumi dei più noti enti geometrici (segmenti, figure semplici di superfici piane, solidi spaziali semplici e regolari) (formule reperibili nei formulari), ma il lettore con un poco di ragionamento le può ricavare anche da solo (intendo il lettore certamente non esperto di matematica e geometria, il quale potrebbe tentare di trovare da sè queste formule di aree e volumi, seppure in generale si raggiungerà l'effetto Waterloo, esattamente effetto Mont-Saint-Jean del 18giu1815, od almeno sentirà cantare “At Waterloo Napoleon did surrender, Oh yeah, And I have met my destiny in quite a similar way, The history book on the shelf, Is always repeating itself” (“A Waterloo Napoleone si arrese, O si, E ho incontrato il mio destino in modo abbastanza simile, Il libro di storia sulla libreria, Si ripete sempre)), sapendo che le misure di lunghezza hanno potenza 1 (ossia sono x od a, usualmente sulla retta coordinata x, o nel piano coordinato xy sono differenze tra coordinate, x2-x1), le misure di aree di superfici semplici hanno potenza 2 (ossia sono il quadrato di un segmento-lato se lati tutti uguali a e dunque “figura a spezzata rettilinea piena”, o sono il prodotto di due lati se diversi a,b, come x(elev 2) o a(elev 2) o ab), le misure di volume di solidi semplici hanno potenza 3 (ossia sono il cubo di un segmento-lato-spigolo se lati tutti uguali a e “volume pieno”, o sono il prodotto di tre lati-spigoli se diversi a,b,c, come x(elev 3) od a(elev 3) od abc), tutte quantità queste moltiplicate per un coefficiente (il quale data la figura semplice sarà sempre un razionale, spesso 1, o 1/2, 2/3, 4/3, 3, ecc.), tranne quando la linea non è una retta semplice (come la linea dell'ellisse che conterrà il numero irrazionale trascendente π, proveniente dalla misura del cerchio, moltiplicato al coefficiente razionale), o quando la superficie semplice non è sviluppabile su un piano ossia non è una superficie piana o non è quadrabile (come le coniche, l'ellisse, il cerchio, che allora conterrà pure il numero π proveniente dal cerchio), o quando il solido semplice non è sviluppabile su un iperpiano o non è “cubabile” (come l'ellissoide o la sfera, che in tal caso conterrà il π), e per esempio l'area di un esagono (formato da 6 triangoli con base=lato=a dell'esagono ed altezza uguale ad apotema h (dunque di area (1/2)(ah)), sarà 6((1/2)(ah))=3ah, ecc.; 


oppure per altra via con metodo più inventivo ed “intuitivo” le formule di misura di segmenti sono distanze tra punti, le formule di misure d'area di figure semplici a lati perpendicolari rettilinei a,b, dovendo essere il prodotto di due lunghezze cos'altro saranno se non ab quale area del rettangolo (od a(elev 2) se a=b come nel quadrato), però se i lati a,b sono obliqui (parallelepipedo o “romboide”) allora il prodotto ab sarà moltiplicato per il coseno dell'angolo alla base (infatti il lato obliquo b per il coseno dell'angolo dà l'altezza h di tale figura e la sua area è base per altezza=ah, ma se invece fosse un triangolo (notoriamente metà di un rettangolo o di un “romboide”) allora la sua area ah sarà moltiplicata per il coefficiente 1/2, ovvero la formula sarà 1/2 base per altezza=(1/2)ah), ma ci sarebbe il “caso strano” del cerchio (inscritto in un quadrato di lato 2r ed area 2r(2r)=4r(elev 2)) onde l'area del cerchio si può supporre che sia questa moltiplicata per π e divisa per il numero intero 4 (visto anche che π vale circa 4) ossia area cerchio 4r(elev 2)(π/4)=πr(elev 2); analogamente avverrà “inventivamente” per trovare le formule di volumi di solidi semplici regolari a spigoli perpendicolari a,b,c, onde la formula del volume di un parallelepipedo sarà abc (od a(elev 3) se si tratta di un cubo ossia a=b=c) e se gli spigoli sono obliqui allora la formula sarà ogni volta moltiplicata per il coseno dell'angolo alla base, però ci sarebbe sempre lo “strano caso” della sfera di raggio r (inscritta in un cubo di volume 2r(2r)(2r)=8r(elev 3)) per cui si potrà supporre che il suo volume sia dato da questa formula moltiplicata π e divisa per 4 (dato che π vale circa 4) ossia 8πr(elev 3)/4=2πr(elev 3) moltiplicato per il coefficiente 2/3 (che dà il rapporto dei volumi tra sfere-cilindri inscritti in parallelepipedi) ovvero il volume della sfera sarà dato da (4/3)πr(elev 3), ecc.), Teorema o paradosso dell'impossibilità di Arrow (di cui abbiamo scritto, ricordando qui ancora che in una teoria scientifica deduttiva teorema è una proposizione dimostrabile deduttivamente da altri teoremi o dagli assiomi della teoria stessa, oppure è un'asserzione con pretese di esemplarità od assolutezza, laddove nell'antichità teorema era semplicemente un oggetto di ricerca o di meditazione), Paradosso dell'ascensore, Paradosso asiatico, Paradosso dell'avvocato, Paradosso di Banach-Tarski, Paradosso del barbiere (è la forma originaria con cui è stato presentato illustrandolo il paradosso della classe di tutte le classi da Russell: “In un villaggio vi è un solo barbiere, un uomo ben sbarbato, che rade tutti e solo gli uomini del villaggio che non si radono da soli. Chi rade il barbiere?”, o “il barbiere fa la barba a tutti coloro che non si fanno la barba da soli”, per cui il barbiere appartiene alla classe C1 di coloro che non si fan la barba da soli od alla classe complementare C2 di coloro che si fan la barba da soli? (C1+C2=universo), e se il barbiere si radesse da solo sarebbe falso che egli appartenga alla classe C1 di coloro che non si radono da soli, ma se il barbiere non si radesse da solo allora sarebbe rasato dal barbiere, in entrambi i casi creando contraddizione, ossia il barbiere russelliano è contraddittorio non potendo appartenere né a C1 né a C2), Paradosso della bella addormentata, Paradosso di Berry, Paradosso di Bertrand, Paradosso del bibliotecario, Paradosso di Borel, Paradosso di Braess, Paradosso di Burali-Forti, Paradosso di Buridano, Paradosso delle due buste, Paradossi dei cavalli, Paradosso del coccodrillo, Paradosso del Comma 22, Paradosso del compleanno, Paradosso di Condorcet (di cui abbiamo scritto, il quale mostra che i sistemi di voto a maggioranza (semplice) divengono intransitivi quando vi siano 3 o più opzioni-scelte (invece di 2 opzioni come dovrebbe avvenire) ossia è possibile, se sistema a 3 scelte A,B,C, che vi sia una maggioranza di A rispetto a B, una maggioranza di B rispetto a C ed una maggioranza di C rispetto ad A sempre entro lo stesso sistema elettorale e nella medesima votazione, inventando in una sua opera pure un metodo di votazione a 2 opzioni anche quando vi siano 3,4,...,n scelte-alternative), Paradosso del controllo, Paradosso dei corvi, Paradosso di Curry, Paradosso di D'Alembert, Paradosso Downs-Thomson, Paradosso dell'edonismo, Paradosso Einstein-Podolsky-Rosen (in fisica quantistica), Paradosso di Epicuro, Paradosso di Epimenide (o Paradosso del mentitore), Paradosso od Esperimento immaginato, Paradosso di Fermi (ma oggi Enrico Fermi è piuttosto noto per le particelle fermioni rispettanti il principio di esclusione di Pauli ben diversificante le particelle bosoni (rispettanti invece il principio di Bose-Einstein), per la statistica di Fermi-Dirac, per l'unità di misura fermi, e per il nuovo elemento fermio (quale elemento 100 individuato da Seaborg tra le ceneri dell'atollo Eniwetock dopo la detonazione della 1° bomba H, che egli stesso nell'estate del '55 propose di chiamare col nome del fisico italiano morto a nov54 per un tumore ormai inoperabile all'apparato digerente forse da mettersi in relazione alla gran dose di radiazioni nucleari assorbite negli anni precedenti, anzichè a questo paradosso sull'esistenza degli alieni), Paradosso dei due gelatai, Paradosso di Galileo, Paradosso del gatto di Schrodinger (in fisica quantistica, illustrabile ad esempio con il gatto in stato vivo nella medesima posizione del gatto in stato morto (perché ha toccato un conduttore ad alta tensione) dato che secondo l'interpretazione di Copenaghen il gatto è probabilisticamente allo stesso tempo sia vivo sia morto determinando il suo essere reale solo con un’osservazione-misura sull’ente quantistico gatto che farà collassare la funzione d’onda su “gatto vivo” o ”gatto morto”, ma aggiungiamo che Schrodinger (autore della famosa rappresentazione S della prima meccanica quantistica con la sua teoria della meccanica ondulatoria) piuttosto inizialmente scrisse nel 1926 una serie di articoli su Quantizzazione come problema agli autovalori, in cui mostrò come una meccanica ondulatoria possa ben spiegare e non ad hoc la nascita dei quanti ossia di valori discreti delle grandezze fisiche invece che valori distribuiti in un continuo (come i valori discreti delle energie nello studio dell’atomo di idrogeno, laddove all’opposto dove in meccanica classica si trovano valori medi numerici qui si hanno invece delle funzioni) ed in particolare basandosi su lavori di De Broglie osservò che le onde stazionarie soddisfano condizioni simili a quelle introdotte più ad hoc da Bohr col suo speciale metodo di quantizzazione “... si può sostituire la regola di quantizzazione usuale (scrive Schrodinger) con un altro requisito dove non appare più la parola "numeri interi". Piuttosto, gli stessi numeri interi si rivelano naturalmente dello stesso tipo dei numeri interi associati al numero di nodi di una stringa vibrante. Il nuovo punto di vista è generalizzabile e tocca, come credo, molto profondamente la vera natura delle regole quantistiche…"; 


Schrodinger ha scritto pure libri di divulgazione ed i lettori interessati possono ad esempio leggere L'immagine del mondo (“Quando ci domandiamo che cosa si debba intendere per "legge naturale", pensiamo subito che difficilmente una scienza diversa dalla fisica sarebbe in grado di dare una risposta più chiara e precisa di quanto non faccia la fisica stessa, le cui leggi sono ritenute infatti vero modello di esattezza... Il problema da considerare è semplicemente il seguente: è possibile prevedere con esattezza, almeno in teoria, il comportamento futuro d’un certo sistema fisico, conoscendone con tutta esattezza la natura e lo stato in un dato istante?... Se un raggio di luce attraversa uno strumento ottico, per esempio un cannocchiale o un obiettivo fotografico, esso subisce un cambiamento di direzione per ogni superficie rifrangente o riflettente che incontra. Si può costruire il cammino seguito dai raggi, se si conoscono le due semplici leggi che determinano i cambiamenti di direzione: la legge della rifrazione, scoperta un paio di secoli fa da Snell, e la legge della riflessione, già conosciuta da Archimede più di due millenni fa... Fermat ha riassunto la descrizione del percorso completo d’un raggio di luce da un punto di vista molto più generale: La luce si propaga con velocità differenti in mezzi differenti e il cammino dei raggi è tale, come se la luce dovesse arrivare il più presto possibile a destinazione.... Questo è il celebre principio di Fermat sul tempo minimo impiegato dalla luce, anche nei casi più generali... Secondo la teoria ondulatoria della luce i raggi luminosi non hanno in realtà che un significato fittizio. Essi non rappresentano il cammino percorso da certe particelle luminose non meglio precisate, ma una costruzione matematica ausiliaria, le così dette traiettorie ortogonali delle superfici d’onda; direi quasi che rappresentano direttrici immaginarie, che indicano in ogni punto la direzione perpendicolare alla superficie d’onda, lungo la quale quest’ultima avanza... La via d’uscita si offriva proprio nella possibilità, già accennata, di supporre anche nel principio di Hamilton la manifestazione d’un processo ondulatorio; questo si troverebbe effettivamente alla base dei fenomeni della meccanica dei punti materiali, proprio come si era avvezzi a pensare da lungo tempo a proposito dei fenomeni luminosi e del principio di Fermat che li domina...”)), Paradosso dei gemelli (nella relatività ristretta RR... teoria volgarmente sintetizzata con “Tutto è relativo” intendendo cioè che tutti i movimenti fisici sono relativi ad un osservatore ed al suo sistema di riferimento), Paradosso di Gibbs, Paradosso di Giffen, Limite di Greisen-Zatsepin-Kuzmin, Paradosso dell'eterologicità di Grelling-Nelson, Paradosso di Hausdorff, Paradosso del Grand Hotel di Hilbert, Paradosso dell'impiccagione imprevedibile, Paradosso dell'introduzione, Paradosso idrodinamico, Paradosso idrostatico, Rompicapo della tossina di Kavka, Paradosso della linea scomparsa, Paradosso di Loschmidt, Paradosso dei neonati sottopeso, Paradosso del mentitore (o Paradosso di Epimenide), Problema di Monty Hall, Paradosso di Moore, Effetto Memba, Paradosso del mucchio (Paradosso del sorite), Paradosso della mera addizione, Paradosso di Newcomb, Paradosso del nonno, Paradosso dei numeri interessanti, Paradosso della negazione applicata a sé stessa, Paradosso di Olbers (spiegato solo dopo la teoria di Edwin Hubble dell'espansione universale), Paradosso dell'onnipotenza, Paradosso dell'onniscienza, Paradosso di Pigou-Knight-Downs, Paradosso delle premesse inconsistenti, Paradosso della predestinazione, Paradosso di Protagora, Paradosso di Quine, Paradosso di Richard, Paradosso di Russell, Paradosso di San Pietroburgo, Paradosso di Sen, Paradosso di Simpson, Paradosso di Smale, Paradosso del sorite (o Paradosso del mucchio), Paradosso della spartizione, Paradosso di Smiraglia, Paradosso della nave di Teseo, Paradosso teologico, Paradosso della tromba di Torricelli (solido di volume finito ma di superficie di area infinita), Paradosso delle tre carte, Paradosso della votazione, Paradosso dell'uovo e della gallina, Fenomeno di Will Rogers, Paradossi di Zenone), ma qui ricordiamo solo il paradosso dell'onnipotenza quale noto paradosso logico-filosofico-teologico inerente ad un Ente onnipotente E capace di creare un masso M per lui inamovibile che mette in crisi la sua stessa onnipotenza ossia una potenza che sfida la sua stessa potenza poiché se E non è in grado di creare M non è onnipotente ma se lo crea senza poterlo smuovere non è onnipotente (per coerenza-consistenza logica però nell'universo U non può esserci sia l'onnipotente E che l'inamovibile M (non può esserci in U di esseri empirici e neppure in U dei concetti della logica), ma secondo Cartesio Dio-E può creare M eppure muoverlo-vincerlo seppure ciò non riguarderebbe la logica, ma secondo Pier Damiani in De onnipotentia Dei si fa notare che se E rispettasse le leggi logiche non sarebbe onnipotente (ossia E è fuori-oltre la logica ed in tal caso il paradosso non esisterebbe o “non esisterebbe”), oppure si potrebbe sostenere che E non deve-può creare ciò che non può spostare-vincere dato che essendo onnipotente può pure fare-non fare indifferentemente e non ci sarebbe paradosso ma neppure la risposta, ma si potrebbe anche sostenere che se E non ha la capacità di vincersi non è onnipotente sebbene non lo sarebbe anche se l'avesse (E che crea E o che distrugge E sono ugualmente paradossali), 


aggiungendo che il paradosso dell'onnipotenza inventato da Abelardo nel XII sec. è stato discusso distinguendo tra potentia ordinata-ordinaria (con la quale è stato creato il mondo) e potentia absoluta di Dio (ed in tal senso E può creare M inamovibile ossia creare un mondo diverso con ogni possibile M) e tale distinctio (vagamente assomigliante alla distinzione moderna di livelli tra logica e metalogica) è stata utilizzata da Pietro Lombardo, Giovanni Duns Scoto (da non confondere col suo conterraneo Giovanni Scoto Eriugena nato 450 anni prima nel 815 e che aveva dato la definizione medioevale più ampia di Universo ossia Tutto il creato insieme al non creato)), Tommaso d'Aquino, Guglielmo di Ockham, invece Niccolò o Nicola Cusano con la sua filosofia della coincidenza degli opposti supera il paradosso istituendo un'equivalenza tra essenza di E e potenza di E, tra posse e fieri, tra movibilità-inamovibilità (il paradosso dell'onnipotenza sarebbe nato dall'indebita applicazione di categorie ad un concetto infinito E (le 8-10 categorie elencate da Aristotele nella Metafisica sarebbero: sostanza od essenza, qualità, quantità, relazione, azione od agire, passione o patire, dove (luogo o spazio), quando (istante o tempo), avere, giacere, in cui le ultime due si potrebbero però dedurre dalle altre)... ma secondo noi sarebbe piuttosto nato nel XII sec. dalla goliardia di Pietro Abelardo detto anche Golia Abelardo (così chiamato da Bernardo di Chiaravalle suo noto oppositore) quando il termine goliardico (goliard-goliardus da gula-gola ossia goloso-incontinente, ma pure derivato dal gigante Golia-Goliath biblico quale diavolo nemico di Dio) andò a sostituire l'espressione clerici vagantes (ora detti goliardi ossia studenti poveri e ghiottoni-ingordi-dissacranti-giocolieri-ioculator-giocatori-amoreggiatori-ribelli-libertini-anarchici-antipapali(ghibellini)-vagabondi (vedi anche Carmina Burana; “O Fortuna, / velut Luna / statu variabilis, / semper crescis / aut decrescis” (“O Fortuna, / come la Luna / stato mutevole, / sempre cresci / o decresci”) da O Fortuna in Carmina Burana; aggiungendo che i Carmina Burana costituiscono un corpus di testi poetici medievali dell'XI-XII sec. (scritti quasi tutti in latino, tranne alcuni in alto tedesco medio, in provenzale antico, ed in parte in maccheronico ossia un misto di latino vernacolare e tedesco o francese), tramandati da un manoscritto contenuto in un codice miniato del XIII sec. (Codex Latinus Monacensis 4660 o Codex Buranus proveniente dal convento di Benediktbeuern (l'antica Bura Sancti Benedicti fondata attorno al 740 da San Bonifacio nei pressi di Bad Tolz in Baviera), e codice custodito a Bayerische Staatsbibliothek di Monaco di Baviera); ossia 228 componimenti poetici su 112 fogli di pergamena (decorati con 8 miniature) forse destinati al canto ma gli amanuensi autori del manoscritto non trascrissero la musica di tutti i canti poetici (ma solo di 47 canti, senza pentagramma ma la melodia, l'armonia, e la ritmica sarà quella del canto gregoriano o magari dei madrigalisti, più che del canto lirico o del canto “degregoriano”), suddiviso in parti ossia Carmina moralia (CB:1-55, argomento satirico e morale), Carmina veris et amoris (CB:56-186, argomento amoroso), Carmina lusorum et potatorum (CB:187-226, canti bacchici e conviviali), Carmina divina (CB:227 e 228, argomento moralistico sacrale, probabilmente aggiunto all'inizio del XIV sec.), (lista dei Carme: Fortune plango vulnera, CB16; O Fortuna, CB17; Omnia sol temperat, CB136; Veris leta facies, CB138; Ecce gratum, CB143; Floret silva nobilis, CB149), dunque di argomenti vari (inni bacchici, canzoni d'amore, canti erotici, parodie blasfeme, ossia inneggiati all'amore, contro la ricchezza, antiecclesiastici e contro i preti del tempo non però della religione quale dottrina, come nella tradizione goliardica o dei clerici vagantes, ad esempio “Iam mors regnat in prelatis... / nolunt sanctum dare gratis... / Sunt latrones, non latores / legis Dei destructores” (“La morte ormai regna sui prelati / che non vogliono amministrare i sacramenti senza ricompense... / sono ladri e non apostoli / distruggono la legge di Dio”); i Carmina Burana non sono dei Carmina “Burina” poiché vi possiamo pure identificare alcuni poeti quali: Ausonio (310 d.C., 395 d.C., Rif: CB 64), Otloh di Regenburg (c.1013 d.C., c. 1072 d.C., Rif: CB 28, 38, 125), Marbodo di Rennes (c. 1035 d.C., c. 1123 d.C., Rif: CB 122a, 123, 214), Goffredo di Winchester (c. 1050 d.C., c. 1107 d.C., Rif: CB 198), Hugo d'Orléans (1093 d.C., c. 1160 d.C., Rif: CB 194), L'Archipoeta (1130 d.C., c. 1165 d.C., Rif: CB 191, 220), Gualtiero di Chatillon (1135 d.C., 1204 d.C., Rif: CB 3, 8, 19, 41, 42, 123), Pierre de Blois (1135 d.C., 1203 d.C., Rif: CB 29, 31, 33, 63, 67, 72, 83, 84, 108), Filippo il Cancelliere (c. 1165 d.C., c. 1236 d.C., Rif: CB 21, 22, 26, 27, 34, 131, 131a, 189) (quali poeti latini); Dietmar von Aist (c. 1150 d.C., 1180 d.C., Rif: CB 113a), Reinmar von Hagenau (c. 1170 d.C., c. 1210 d.C., Rif: CB 143a, 147a, 166a), Walther von der Vogelweide (c. 1170 d.C., 1230 d.C., Rif: CB 135a, 151a, 169a, 211a), Neidhart von Reuental (c. 1170 d.C., 1246 d.C., Rif: CB 168a), Heinrich von Morungen (c. 1190 d.C., 1220 d.C., Rif: CB 150a), Otto von Botenlauben (c. 1177 d.C., c. 1245 d.C., Rif: CB 48a) (quali poeti tedeschi)... ma a qualcuno verrebbe in mente anche la Cavalleria rusticana di Verga (una novella appartenente alla prima raccolta intitolata Vita dei campi del 1880, dove invece del libertinaggio abbiamo piuttosto la cavalleria popolare con storie d'amore e di gelosie e col bacio della sfida, ambientata nel paese siciliano di Vizzini in seguito all'Impresa dei Mille di Giuseppe Garibaldi del 1860) in cui troviamo Compare Turiddu ma poi anche scompare Turiddu per via di gelosie, tradimenti d'amore e coltellate alla gola), continuando, goliardi che con la rinascita economica di questo secolo girano per l'Europa cercando i migliori insegnanti ed i più grandi intellettuali (più seguaci di Venere e Bacco che di San Giuseppe da Copertino (santo protettore di studenti ed esaminandi essendo il più ignorante del frati minori francescani ma studente autodidatta che ben superò gli esami, oltre che protettore di aviatori ed astronauti per via delle sue estasi aeree, da non confondere però con Jobs che invece sarebbe solo lavoratore di Cupertino)), ereditato poi dagli studenti goliardi moderni a partire dall'Università di Pisa con le loro organizzazioni ed Accademie (gli Svegliati, i Disuniti, i Lunatici, gli Irresoluti, gli Occulti, i Somari, gli Spensierati, ecc.) con le riunioni spesso tenute nei caffè seppure il termine Goliardia divenne proprio sul finire dell'800 all'Università di Bologna sotto il favore di Giosuè Carducci professore alla Facoltà di Lettere, quindi i goliardi uscirono dai caffè (quando gli studenti universitari saranno stati circa 30 mila in tutta Europa, laddove oggi sono tali in una sola grande Università) e si inserirono maggiormente nelle questioni sociali nei primi decenni del '900 con l'invenzione pure della matricola (lo studente più giovane del primo anno appena iscritto, da schernire ed a cui far pagare bevute-cene) e del papiro e dei papiri di laurea), poi le associazioni studentesche dal 1927 confluirono nei Gruppi Universitari Fascisti GUF, quindi la goliardia ritornò dopo la guerra e sopravvive ancora oggi suddivisa in aggregazioni e confraternite ed Ordini nelle varie Università (Ordine sovrano ed Ordini vassalli), oltre agli Ordini senza confini territoriali-cittadini (tipo Sovrano Ordine Goliardico Clerici Vagantes SOGCV, Ordo Clavis Universalis, Sacrae Goliae Confraternita, Kaliffato di Al-Baroh, Misticus Goliardicusque Ordo Longobardorum Crucis, Sovranus Ordo Telematici Communicatio atque Phax, Ordo Primi Solis SOGM)), e riportiamo anche il paradosso del mentitore che tradizionalmente è attribuito ad Epimenide di Creta nato a Cnosso nel VI sec. a.C. (conosciuto perchè poi citato nella Lettera a Tito di Paolo (I, 12) “Cretesi sempre bugiardi, bestie malvagie, oziosi ghiottoni”), Epimenide esperto di sacro e di mito (applicando tra i primi il metodo dell'analisi critica alla tradizione e della conoscenza mitica e cosmologica) che avrebbe affermato “I cretesi sono bugiardi” per cui se l'affermazione è vera sarebbe vero che il cretese Epimenide è un bugiardo ma allora l'affermazione “I cretesi sono bugiardi” non sarebbe vera generando una contraddizione-paradosso, ma assumendo falsa l'affermazione allora sarebbe vera la negazione di “I cretesi sono bugiardi” cioè sarebbe vero che “alcuni cretesi dicono la verità” (in questo caso non vi è contraddizione ed Epimenide è un cretese mentitore tra gli altri cretesi veritieri), laddove Diogene Laerzio nel II sec. d.C. ha attribuito l'affermazione paradossale ad Eubulide di Mileto nel IV sec. a.C. riformulata “Io mento” o “Io sto mentendo” ossia se è vera Eubulide è un mentitore ma se è un mentitore non sta mentendo 


(l'affermazione, con autoriferimento (Eubulide sta affermando di sé stesso) non può essere né vera né falsa generando un paradosso), mentre altre riformulazioni sono di Aristotele (in Confutazioni sofistiche) ossia ad esempio “è possibile giurare di rompere il giuramento che si sta prestando?” od “è possibile ordinare di disobbedire all'ordine che si sta impartendo?”, o sono di Diogene Laerzio quale “un coccodrillo ruba un bambino che gioca sulle rive del Nilo; la madre del piccolo implora il coccodrillo di restituirle il figlio ma il coccodrillo afferma “Se indovini quello che farò ti restituirò il bambino”, ed allora la madre dice “Credo che mangerai il bambino” e se la madre ha detto il vero ossia che il coccodrillo mangerà il bambino allora il coccodrillo deve restituire il bambino ma se lo restituisce la donna non avrebbe indovinato e non dovrebbe riavere il figlio”, o sono di Buridano-Buridan nell'ambito della scolastica medioevale il quale mostrò come la paradossalità non fosse dovuta al carattere autoreferenziale riformulandolo tra due interlocutori quali Socrate afferma “Platone mente” e Platone afferma “Socrate è veritiero” (od in generale tra P e Q dove P=“la proposizione seguente è falsa” e Q=“la proposizione precedente è vera”) risolvendolo con l'intuizione della “logica temporale” ossia della loro “concatenazione temporale” (che è solo l'ordine della concatenazione delle implicazioni senza riferimento al tempo, sapendo che per ordine noi intenderemmo piuttosto che 1<2<3<...<n...<n+k<..., per ogni n e k interi maggiori di 1) dove il parametro tempo ovviamente non appartiene alle proposizioni (un'affermazione non è vera o falsa in assoluto ossia incondizionatamente ma solo relativamente ad un certo istante di tempo ed allora diciamo “Platone dirà il falso quando pronuncerà la prossima frase" e "Socrate disse il vero quando pronunciò la frase precedente”... magari riferendosi nel IV sec. al “mito-storia” della favolosa civiltà di Atlantide la quale secondo Platone si sarebbe trovata oltre le Colonne d'Ercole (stretto di Gibilterra tra Spagna ed Africa-Marocco) ma più in generale nei secoli la si volle collocare sull'isola di Santorini vicino a Creta, o nello stretto di Messina, od in Sardegna tra i Tirreni, ed oggi magari si vorrebbe guardare più in là nell'Atlantico ed anche oltre ad esempio collocandola su un'isola del mar dei Caraibi (tra le Bahamas), oppure rintracciandola nell'oceano Pacifico (!), od ancora chissà dove... ma magari sarebbe meglio dire che non sappiamo se Platone al riguardo era veritiero o menzognero), o ad esempio sono di M. de Cervantes in Don Chisciotte nel XVII sec. in cui Sancho Panza si trovò a decidere sul caso accaduto a un militare posto a guardia di un ponte con l'ordine di impiccare tutti coloro che mentivano circa il motivo per cui volevano oltrepassarlo ed un tale affermò “Voglio attraversare il ponte solo per essere impiccato” e se era vero che costui voleva farsi impiccare allora aveva detto la verità e quindi non doveva essere impiccato ma se era falso avrebbe dovuto essere liberato, aggiungendo che per Crisippo il paradosso del mentitore è semplicemente privo di senso (ci sono frasi delle quali “non si deve dire che esse dicono il vero e neppure che dicono il falso ossia che una proposizione possa affermare sia il vero che il falso”), per Aristotele c'è confusione tra uso ed affermazione (con “io sto mentendo" si sta usando la frase di tipo autoreferenziale e del tipo insolubile-senza senso-cassata), per Guglielmo d'Occam nel XIV sec. era necessario introdurre la distinzione moderna tra linguaggio e metalinguaggio che invece non rispettano le frasi autoreferenziali perché l'affermazione “io sto mentendo" appartiene al metalinguaggio che viene espressa nel linguaggio (dove è definita l'azione di mentire ossia l'applicazione della regola metalinguistica), ma la soluzione migliore la diede Tarski nel XX sec.; vogliamo riportare anche il paradosso attribuito al retore-filosofo-sofista Protagora del V sec. a.C. (tra le cui opere troviamo I Ragionamenti demolitori (citati anche Sulla verità) e Le antilogie, ed il cui motto era L'uomo (o uomini o civiltà) è la misura di tutte le cose di quelle che sono in quanto sono e di quelle che non sono in quanto non sono”) il cui antropocentrismo in mancanza di una verità e di un bene assoluti regolati dal logos (infatti, gran parte della filosofia greca deve molto al logos, e pure la nuova religione allora in formazione avrebbe potuto dover molto al Cristo-Logos se pensiamo alle correnti gnostiche del cristianesimo dei primi secoli il cui pensiero è stato poi ben oscurato) lo portò a ritenere fondamentale il ruolo della retorica al fine di persuadere l'interlocutore, elaborando le cosiddette antilogie ossia discorsi contraddittori che evidenziano la relatività di valori-norme mostrando che è possibile sostenere su un medesimo argomento due logoi in contraddizione tra di loro (non verità ultima soddisfacente ed insindacabile ma eristica per contrastare l'avversario quale più o meno evoluzione dell'antilogica-tecnica di discussione), (come detto altrove, oggi per via della nostra Visione del mondo più scientifica di allora, i concetti di antropomorfo, antropologico, antropocentrico, soggettivo, ecc. con le teorie su di essi costruite, dovrebbero essere concetti-dottrine-teorie ben conosciuti e ben disprezzati da coloro che hanno una visione scientifica del mondo, invece di credere nell'onore di essere Antropos ("La logica matematica è la misura di tutte le cose" (il macrocosmo e la cosmogonia sono su base logico-matematica ed il microcosmo è su base logico-matematica) e non "L'uomo è la misura di tutte le cose" specialmente se per uomo si intende un pò di tutto umanisticamente concependo-parlando tranne proprio la sua concezione matematica), seppure non possediamo esempi diretti di Protagora ma di suoi allievi come ad esempio del dialogo tra Discorso Migliore e Discorso Peggiore nelle Nuvole di Aristofane o dei cosiddetti Dissoi logoi 


(ad esempio relativamente al dibattito tra ciò che si ritiene bello o non bello o turpe “Presso i macedoni si ritiene bello che le fanciulle prima di sposarsi amino e si congiungano con un uomo ed invece dopo le nozze lo si ritiene brutto; presso i greci è brutta l'una e l'altra cosa; gli sciti ritengono bello che uno dopo aver ammazzato un uomo ed averne scuoiata la testa ne porti in giro la chioma posta dinanzi al cavallo (l'animale cavallo non il cavallo dei pantaloni), e dopo averne indorato il cranio con esso beva e faccia libagioni agli dei; invece presso i greci neppure si vorrebbe entrare nella casa di uno che avesse compiuto tali azioni; i massageti squartano i genitori e se li mangiano perché pensano che l'esser sepolti nei propri figli sia la più bella sepoltura; invece se qualcuno lo facesse in Grecia allora cacciato in bando morirebbe con infamia quale autore di cose turpi e terribili; i persiani reputano bello che anche gli uomini si adornino come fanno le donne, e si congiungano con la figlia, con la madre, con la sorella e con tutto ciò che suppergiù di femminile trovano in casa e d'intorno, ma per i greci son cose turpi e contro legge; presso i lidi è bello che le fanciulle si sposino dopo essersi a lungo prostituite per denaro ma presso i greci nessuno le vorrebbe poi sposare; anche gli egizi non s'accordan bene con noi su ciò che è bello poichè qui è ritenuto bello che sian le donne a tessere al telaio e filar la lana e lì invece gli uomini, e che le donne facciano quel che qui fanno gli uomini come impastare l'argilla con le mani e la farina coi piedi lì è bello (anche se non proprio tutto) ma per noi è tutto il contrario” (seppure noi facciamo il vino coi piedi e la caciotta con le mani, essendo magari pure possibile fare il vino con le mani e la caciotta coi piedi, osservando che questa usanza di fare il vino è iniziata in Italia circa nel 1500-1400 a.C. od almeno le informazioni più antiche sulla lavorazione dell'uva per ricavarne una bevanda è stata trovata nei paesi del Mediterraneo occidentale durante scavi archeologici a Bondeno in provincia di Ferrara (sito archeologico di Terramara di Pilastri risalente al 1600-1300 a.C.), dove, tramite gascromatografia e spettrometria di massa, sono state rinvenute tracce di residui organici di vino derivati dal succo d'uva (acidi tartarico, succinico e maleico in 20 campioni su 31, insieme a tracce di zolfo aggiunto forse quale antifermentativo) in contenitori, bicchieri e tazze di ceramica risalenti a circa 3500 anni fa; i metodi sviluppati fino ad oggi per la creazione dei vini sono ovviamente molto migliorati e raffinati, altrimenti si può sempre portare in tavola l'acqua minerale o magari l'acqua potabile con l'Idrolitina (solo una polvere bianca ad uso alimentare (quale miscela di bicarbonato di sodio (E500), acido malico (E296) ed acido tartarico (E334)) da sciogliere nell'acqua per renderla effervescente; «Diceva l’oste al vino "tu mi diventi vecchio, ti voglio maritare con l'acqua del mio secchio", rispose il vino all'oste "fai le pubblicazioni, sposo l'Idrolitina del cavalier Gazzoni!"» (Gazzoni con la G)) o con Frizzina o con Cristallina), mentre al riguardo di quanto detto nel nostro tempo più prosaicamente diremmo non che ogni “Koglione ha la propria religione” ma che ogni “Animale ha la sua propria predilezione o religione” ed il visitare poi ogni paese ed ogni popolo tra il Polo Nord ed il Polo Sud e tra Occidente ed Oriente a scopo culturale-educativo è certamente cosa utile e cosa bella seppure credo che sarebbe bene comunque per gli occidentali non abbandonare mai il pensiero di Cartesio, di Voltaire, di Kant, di Hagel, di Newton, di Maxwell... ed anche di Kirchhoff (nel caso si debba realizzare qualche collegamento “elettro-culturale”), ecc., sia nei miti di creazione che nelle varie scienze teoriche ed applicate (per non “cadere troppo in basso” in questa gran varietà culturale e multicolore sul globo terracqueo, visto che la maggior parte dei popoli nel passato ma pure nel presente non ha ancora ben capito che la corretta concezione della realtà è solo ed esclusivamente su base Matematica col Pensiero Matematico PM integrante l'algebra astratta e l'analisi matematica pure-applicate (sia quali rappresentazione del mondo, sia quale produzione tecnica-tecnologica che quale vita con i loro sistemi di equazioni)) laddove riguardo gli usi e costumi ad esempio non saprei davvero dire, riallacciandomi alla tecnica d'impasto manuale, se la farina sia meglio impastarla con le mani o coi piedi e l'uva sia meglio pigiarla coi piedi o con le mani, e poi se siano meglio i piatti francesi-italiani-inglesi (riguardo la cucina italiana iniziando od approdando al classico e storico manuale di gastronomia per le famiglie del 1891 di Pellegrino Artusi ossia La scienza in cucina e l'arte di mangiar bene (con ben 790 ricette regionali e popolari raccolte in un ventennio di ricerca dell'autore, oltre a contenere anche gustosi aneddoti intorno al mondo della gastronomia), o magari al noto manuale Cucchiaio d'argento (dal 1950 la Bibbia culinaria, complessivamente con più di 6 mila ricette), ma (andando oltre il vecchio manuale romano antico del V sec. d.C. De Re Coquinaria (L'arte culinaria) attribuito ad Apicio Coelio (od a Marco Gavio Apicio se alternativamente attribuito al I sec.) contenente ricette di cucina di classe ma pure esotiche e curiose seppure magari non molto adatte ai gusti odierni; esempio "ALITER HAEDINAM SIVE AGNINAM EXCALDATAM: mittes in caccabum copadia. cepam, coriandrum minutatim succides, teres piper, ligusticum, cuminum, liquamen, oleum, vinum. coques, exinanies in patina, amulo obligas. [Aliter haedinam sive agninam excaldatam] <agnina> a crudo trituram mortario accipere debet, caprina autem cum coquitur accipit trituram."; ITA "CAPRETTO O AGNELLO. Metti i pezzi di carne in una padella. Tritare finemente cipolla, coriandolo, pepe tritato, levistico, cumino, garum, olio e vino. Cuocere in una padella poco profonda, addensare con amido. Altro modo per carne di capretto e di agnello riscaldata: se prendi l'agnello dovresti aggiungere il contenuto del mortaio mentre la carne è ancora cruda, se è una caprina, aggiungila mentre sta cucinando.") chissà quanti saranno i ricettari di cucina di “chef di una cultura gastronomica” tra cui ad esempio potremmo citare La cucina italiana Il grande ricettario di Gualtiero Marchesi con oltre 1200 ricette della cucina contemporanea, oppure È nato prima l’uovo o la farina? Di Carlo Cracco, o Cerco sapori in Piazza Grande di Bruno Barbieri (70 ricette), o Vieni in Italia con me di Massimo Bottura del celebre Osteria Francescana di Modena (48 ricette della tradizione in evoluzione), o Kitchen Confidential dello chef britannico Anthony Bourdain, ecc.), od i piatti indonesiani-indiani-congolesi-ecc., e pure riguardo la tecnica del mangiare e della tavola penso che il futuro passerà più da McDonald's, dalle mense aziendali-studentesche-industriali che dagli insegnamenti d'allestimento tavole che ancora possiamo leggere in qualche manuale “di tradizione ottocentesca” e sulle rubriche di noti rotocalchi (chi ad esempio va in Galleria Vittorio Emanuele II a Milano ed osserva il Savini da un lato (Savini 1867 Milano, Ristorante, “Ho dei gusti semplicissimi; mi accontento sempre del meglio” Oscar Wilde, “Et però credo che molta felicità sia agli uomini che nascono dove si trovano i vini buoni” Leonardo da Vinci... e se lo afferma un genio nonchè “semplice” Leonardo?! rispetto al meno geniale nonchè “raffinato” Wilde!?; allora tel +39 0272003433), ed il fast food dall'altro lato, capisce subito come gli uomini ed i “biorobots” (specie biorobot sapiens) nel lontano futuro (entro l'infosfera interplanetaria) mangeranno-”mangeranno” certamente con apposite macchine d'alimentazione o con appositi contenitori-vassoi riempiti di mousse dai molteplici sapori (sia i mille e mille sapori tradizionali-naturali che i nuovi sapori artificiali) preparati-programmati-ordinati scientificamente-industrialmente andando ben oltre la tecnica moderna industriale attuale, ovvero sempre più allontanandosi dal concetto di cucina come Filosofia di Vita, come Opera d'Arte, come Religione del Gusto, come Paradigma o Modello esemplare Sociale, come rappresentazione e lettura di Vita-Realtà, diremmo quasi come forma di Cultura e di Civiltà... ma ancora oggi per molti è sinonimo di buon gusto e raffinatezza aver trovato ed acquistato bottiglie di rarissima grappa estratta a secco od il più pregiato champagne francese d'annata od anche il miglior vino bianco Sauvignon o Sauvignon blanc (ovviamente a tavola molti ad esempio scelgono il noto vino rosso-bianco Tavernello (dal 1983 dell'Azienda Caviro, con sede centrale a Faenza in provincia di Ravenna in Emilia-Romagna ma vicina alla città di Imola, quale Cooperativa vinicola italiana che raggruppa 32 cantine sociali su tutto il territorio italiano, primo vino ad essere confezionato in contenitore di cartone rivestito Tetra Pak (a volte detto anche contenitore in brik), e filiera agroalimentare certificata secondo UNI EN ISO 22005:2008) osservando anche che la rivista statunitense Wine Spectator ha riportato che nel 2008 Tavernello era il 5° vino più venduto al mondo con una produzione annua di 11.4 milioni di confezioni ossia circa 0.4 % dell'intera produzione vinicola mondiale che sarà intorno a 2.5-3 miliardi litri/anno ovvero circa 1 litro/persona anno ricordando che ci sono molte popolazioni che non fanno uso di vino tra le loro bevande), od aver acquistato in Umbria il miglior prosciutto crudo San Daniele, o dal miglior produttore di parmigiano reggiano il miglior formaggio a grana dura, od i tortellini emiliani più prelibati, od aver gustato il miglior tartufo d'Alba, ecc., ecc., perché qui non vogliamo entrare in particolari su prelibatezze gastronomiche quali prodotti che non sono facilmente reperibili nei reparti di iper-supermercati (osserviamo solo che, al limite, anche i vini potrebbero vantaggiosamente essere prodotti in laboratorio od in ambito domestico tramite i prodotti in polvere contenuti entro buste purché tutto questo sia chimicamente e biologicamente corretto e salutare e senza magari riportare nomi di marchi fasulli)... 


però per coloro che amano mangiare (spesso) al ristorante per curiosità elenchiamo in ordine decrescente (secondo The World’s 50 Best Restaurants 20xx) i migliori ristoranti al mondo del 2018: 1) Osteria Francescana (Modena, Italy, di Massimo Bottura, nel cuore della Modena medioevale), best restaurant in Europe; 2) El Celler de Can Roca (Girona, Spain, dello chef Joan Roca); 3) Mirazur (Menton, France, dello chef Mauro Colagreco); 4) Eleven Madison Park (New York City, di Daniel Humm), best restaurant in North America; 5) Gaggan (Bangkok), best restaurant in Asia; 6) Central (Lima, Peru), best restaurant in South America; 7) Maido (Lima, Peru); 8) Arpege (Paris, France); 9) Mugaritz (San Sebastian, Spain); 10) Asador Etxebarri (Axpe, Spain), ecc., ma altri rinomati ristoranti specialmente in Italia sarebbero: Villa Crespi dello chef Antonino Cannavacciuolo collocato all’interno del Relais Villa Crespi a Orta San Giulio a Novara, poi Lido ’84 a Gardone Riviera a Brescia, Uliassi a Senigallia ad Ancona, La Pergola a Roma, Ristorante Don Alfonso 1890 a Sant’Agata sui Due Golfi a Napoli, La Bottega del Buon Caffè a Firenze, ecc.), (ed anche il concetto e sentimento del buono va di pari passo con quello del bello, se è vero ad esempio che presso alcuni popoli quando le persone anziane non sono più autosufficienti si ritiene buono che esse vengano accudite in casa od in opportune strutture e percepiscano una pensione di vecchiaia-anzianità fino alla loro inevitabile morte naturale mentre presso altri popoli si ritiene buono che appena non sono più in grado di badare a sé stesse e di camminare da sole vengano poste su una catasta di legna e bruciate vive spargendo poi le loro ceneri nel mare laddove ognuno di questi popoli inorridirebbe riguardo gli usi altrui nei confronti dei vecchi (ossia di chi ritiene meglio tenerli “artificialmente” in vita il più possibile fino alla morte naturale e di chi invece ritiene meglio por “artificialmente” termine alla loro vita ai primi accenni di incapacità-indebolimento naturali), 


ma come si vede il rapporto di civiltà è soprattutto ed in primo luogo tra Occidente ed Oriente (od in senso etnico tra la cultura della razza umana indoeuropea o bianca e la cultura della razza umana non bianca) e per quanto attiene più espressamente il presente libro il rapporto si stabilisce tra la civiltà che ha creato il pensiero matematico PM (ed il relativo sistema delle equazioni differenziali alle derivate parziali EDDP) come miglior rappresentazione della realtà e le civiltà che non hanno ritenuto ciò necessario o non hanno osato tanto, però aggiungiamo che Occidente viene pure da Occasum (“Terra della sera”, terra del tramonto, ad esempio lo si vede in “Occasus Imperii Romani Occidentalium fuit in peius mutatio in Imperium Romanum Occidentale. Evenit cum Odoacer deposuit Romulum Augustum, inoltre l'espressione ad occasum significa verso occidente, ad solem occasum significa fino al tramonto, ab ortu ad occasum significa da oriente ad occidente, ad occasum ab ortu solis idem da oriente ad occidente o dall'alba al tramonto, ante solem occasum significa prima del tramonto (ovviamente ciò vale in un sistema astronomico geostatico, e magari con una “Terra piatta”, dato che nel sistema eliocentrico con una Terra che orbita intorno al Sole ogni terra è prima Orto e dopo 12 ore è anche Occasum), ed aggiungiamo inoltre che secondo molte filosofie il nome Occidente racchiude già il suo destino come leggiamo in Il tramonto dell'Occidente di Oswald Spengler (“Nell'antichità si aveva la retorica, nell'Occidente si ha il giornalismo e, invero, al servigio di quella cosa astratta che rappresenta la potenza della civilizzazione, il danaro”; “Il tramonto dell'occidente è il compiersi di un senso racchiuso nella parola che dice: terra della sera, occasum, ultimo bagliore di quella luce che, sorta nell'aurora del mattino, ha signoreggiato il giorno. La parola esprime un destino a cui non ci si può sottrarre. Il sole non si può fermare. Il tramonto è inevitabile. L'occidente è la terra destinata a ospitare questo tramonto. Ma qual è il senso custodito dalla parola? Tramontare è l'inevitabile declinare della luce o è l'inconsapevole sottrarsi della terra alla luce? Cogliere il senso di questa domanda è decidersi per un'attesa o per una scelta” da Umberto Galimberti; “Ciò che ci attrae è sempre il tempo divino delle origini, messo nel passato come nei miti religiosi, nel futuro come nel marxismo, o nel presente come nell'innamoramento. Questa è la tradizione culturale dell'occidente. Ma ciò che nell'occidente è il sogno ultimo, per l'oriente, e in particolare per la culture induista e buddista, è l'incubo da evitare” da Francesco Alberoni; “L'Occidente, un marciume che sa di buono, un cadavere profumato” da Emil Cioran; “Il tenore di vita dell'Occidente non è morale” da Vittorio Hosle; “La riduzione dell'Occidente alla pura ideologia dell'universalismo umanitario è troppo mistificatrice senza peraltro evitare le insidie del solipsismo culturale (esistono solo il mio io e la mia coscienza) che porta direttamente all'etnocidio. È difficile dissociare il versante emancipatore, quello dei Diritti dell'uomo, dal versante spoliatore, quello della lotta per il profitto” da Serge Latouche; “La civiltà occidentale ha preferito l'amore per la morte all'amore per la vita nella misura in cui le sue tradizioni religiose hanno preferito la redenzione alla creazione, il peccato all'estasi, e l'introspezione individuale all'apprezzamento positivo del cosmo” da Matthew Fox; “Non esiste una civiltà occidentale od europea, ma esiste una civiltà moderna che è puramente materiale” da Mahatma Gandhi; “L'aggettivo nell'espressione ”civiltà occidentale” non ha valore di sostantivo: ha un valore soltanto geografico e tutto quello che ci permette è di guardare con occhio fisso, ma inespressivo, i punti cardinali” da Giorgio La Pira; “Ogni civiltà, e soprattutto quella occidentale, non è stata altro che edificante - anche e proprio quando ha prodotto l'estremo della distruzione e dell'orrore. Potrà mai accadere all'uomo di non essere edificante?” da Emanuele Severino; “Per quale concatenamento di circostanze è avvenuto che proprio sul suolo occidentale, e qui soltanto, la civiltà si è espressa con manifestazioni, le quali - almeno secondo quanto noi amiamo immaginarci - si sono inserite in uno svolgimento, che ha valore e significato universale?” da Max Weber; “L'ellenismo e il cristianesimo hanno fatto dell'Occidente ciò che è oggi: uno spazio di libertà dove Fede e Ragione possono convivere in armonia, arricchendosi vicendevolmente e alimentando un dialogo fecondo“ da José María Aznar; “Quello che chiamiamo civiltà occidentale risulta essenzialmente dalla sintesi del pensiero filosofico greco, dall'esperienza giuridica romana e dalla verità ebraico-cristiana: tutti e tre ne costituiscono l'essenza” da Michele Federico Sciacca (è infatti abbastanza condiviso che la civiltà europea medioevale-rinascimentale-moderna sia dovuta alla fusione di cultura greco-romana, tradizione germanica, religione giudaico-cristiana); “Siamo forse alla vigilia della più mostruosa trasformazione della Terra intera, e del tempo dello spazio storico a cui essa è legata? Siamo alla vigilia di una notte che prelude a un nuovo mattino? Siamo in cammino verso il luogo storico di questo crepuscolo della Terra? Sta nascendo solo ora questo luogo della sera [Land des Abends]? Questo Occidente [Abend-Land] diverrà - al di sopra dell'”Occidente” [Occident] e dell'”Oriente” e attraverso ciò che è europeo - il luogo della storia futura più originariamente conforme al destino [geschickt]?” da Martin Heidegger (ovvero, diciamo più concretamente, dopo il tramonto del diagramma Ferro-Carbonio e della civiltà delle Macchine e dopo il tramonto della civiltà del Silicio e dei Calcolatori elettronici, dopo questa sera e dopo questa notte ci sarà un nuovo mattino ed una nuova Odissea nello Spazio? (alternativa tra Odissea nell'Ospizio ed Odissea nello Spazio)); “L'Occidente cadrà in ogni caso, insieme ai suoi illusori sogni di libertà. O sarà la Puttana a farlo ripiombare nel Medioevo, oppure sarà l'Islam” da Fernando Vallejo; “Sul piano storico, i grandi cambiamenti mondiali sono sempre stati guidati dall'Occidente: la libertà individuale, l'habeas corpus (ossia “la legge, il diritto, risalente al 1215 all'approvazione della Magna Charta Libertatum da parte del re inglese Giovanni Senza Terra e poi al 1679 di Carlo II d'Inghilterra, ossia ”Abbi il corpo” detto dal giudice alla polizia per avere l'arrestato onde procedere al giusto giudizio, poi espressione passata ad indicare il complesso delle leggi), la separazione dei poteri, la coscienza dell'individuo rappresentano ormai un quadro di valori condivisi. Non privo di elementi di criticità, lo sappiamo bene, ma ho sempre presente quel passaggio del Parsifal di Wagner in cui si afferma che la ferita può essere guarita solo dall'arma che l'ha provocata. Dalle scoperte di Cristoforo Colombo in poi, l'Occidente si è trovato a dominare il mondo molto a lungo e una simile supremazia l'ha indotto a sviluppare un forte senso di superiorità. Ma questo non è un buon motivo per mettere in discussione i valori universali che l'Occidente stesso ha consegnato alla modernità” da Daryush Shayegan; “L'Occidente saprà rinnovarsi? Oppure un continuo sovvertimento interno finirà semplicemente per accelerare la propria fine e/o la propria subordinazione ad altre civiltà economicamente e demograficamente più dinamiche?. Nei prossimi decenni assisteremo perciò alla persistente ascesa del potere e della cultura non occidentali e allo scontro dei popoli non occidentali sia tra loro sia con l'Occidente. Nel mondo che emerge, un mondo fatto di conflitti etnici e scontri di civiltà, la convinzione occidentale dell'universalità della propria cultura comporta tre problemi: è falsa, è immorale, è pericolosa... l'imperialismo è la conseguenza logica e necessaria dell'universalismo” da Samuel P. Huntington; 


“La grande filosofia del Novecento ha evocato questo destino come un inesorabile tramonto della nostra civiltà, un tramonto che, però, non ha mai conosciuto la notte, divenendo una lunga, interminabile decadenza. E tuttavia, questo Occidente in declino ha diffuso nel mondo i suoi modelli di vita, ha colonizzato senza essere colonizzatore: migliaia di persone, oggi, fuggono dalle proprie terre per venire a vivere da noi. Perché l’Occidente è visto come un paradiso: sarà anche mediocre, senza quelle tensioni utopiche e quelle energie progettuali che un tempo ha conosciuto, ma chi si guarda intorno non trova di meglio di questo pur modesto paradiso. Ha senso salvarlo dalla notte in cui può definitivamente sprofondare la sua cultura? Come proteggerlo dall’attacco dei fondamentalismi? C’è ancora una bellezza che sia testimonianza della nostra umanità? Può l’altra notte – quella d’Oriente, le «mille e una notte» dimenticate nei secoli, dove risuona l’eco dei versi del poeta, ove tutto ritorna all’origine, al mistero, simbolo d’incontro meraviglioso tra civiltà – comunicare un senso ancora valido e fondante per noi?” da Stefano Zecchi, ma in realtà la fuga o semplicemente la costante emigrazione verso i paesi occidentali è dovuta a ragioni economiche di maggior possibilità di sopravvivenza e di una premessa-promessa di vita migliore poichè qui la società ed il sistema economico sono più sviluppati e ci stanno i veri padroni del mondo, portando ciò all'omologazione del tipo di società ed al fenomeno della globalizzazione planetaria, laddove invece nonostante tutto non si intravede nessun tramonto e nessuna notte ma un più o meno continuo progresso scientifico-ingegneristico-tecnologico in ogni campo, e se altre civiltà non occidentali (si potrebbe pensare, nel nostro tempo, ad esempio a quella cinese) prenderanno la supremazia della guida del mondo ciò sarà solo perché avranno superato l'occidente stesso nello sviluppo delle scienze, delle scienze matematiche, lo avranno superato in ingegneria, in tecnologia ed in sistemi di produzione industriale e non certo per ragioni filosofiche o religiose o perché l'occidente ha surclassato l'estetica e dimenticato il senso della bellezza)), 


ed il paradosso in questione riguarda Protagora e l'allievo Euatilo (Protagora si era impegnato ad insegnare retorica ad Euatilo ed a farne un avvocato; Euatilo inizialmente pagò solo la metà dell'ingente compenso pattuito perchè il secondo pagamento lo avrebbe effettuato dopo aver vinto la sua prima causa in tribunale; Euatilo però rimandava continuamente l'inizio della professione di avvocato ed allora Protagora preoccupato per la somma e per la sua reputazione gli intentò causa, ed in tribunale Protagora così argomentò “Euatilo sostiene che non mi dovrebbe pagare ma ciò è assurdo, supponiamo infatti che vinca la causa ed allora essendo la sua prima causa dovrebbe pagarmi, ma d'altro canto supponiamo che perda la causa ed allora dovrebbe pagarmi in forza della sentenza nel giudizio, e dato che la causa deve o vincerla o perderla egli mi deve pagare”; ma Euatilo era stato un buon allievo nello studio della retorica-sofistica (seppure meno in matematica e logica) e ribattè con un'argomentazione analoga “Protagora sostiene che dovrei pagarlo ma ciò è assurdo, supponiamo infatti che egli vinca la causa ed allora essendo la mia prima causa persa non dovrei pagarlo, ma d'altro canto supponiamo che egli perda la causa ed allora non dovrò pagarlo in forza della sentenza del tribunale, e dato che deve vincere o perdere la causa io non devo pagarlo”) da cui vediamo come il paradosso s'insinui nell'argomentazione logica in generale ritenendo magari i lettori che si tratti di semplici giochi verbali facilmente risolvibili eppure nel corso di più di 2000 anni sono state trovate risposte sempre inadeguate o “semplicistiche” (la teoria dei tipi di Russell è l'esempio più noto di soluzione in logica degli insiemi-classi come scritto (quella teoria degli insiemi che è ben riassunta nei diagrammi di Venn (detti pure diagrammi di Eulero-Venn) rappresentanti tutte le possibili relazioni logiche tra una collezione finita di diversi insiemi), ripetendo rapidamente qui che nel sistema logico-insiemistico esistono la teoria dei tipi semplice-semplificata e la teoria dei tipi ramificata-complessa però sempre suddividendo l'Universo (in discorso, della teoria logico-matematica) in classi disgiunte dette tipi e sostenendo che non è possibile affermare-negare che l'elemento-termine x appartiene all'insieme Y se X e Y sono del medesimo tipo (in tal modo non si produrrà il paradosso per cui un elemento non è elemento di sè tesso od una classe appartiene e non appartiene ad una classe), per cui (secondo la teoria semplice di L. Chwistek e F. Ramsey) i termini cui non è attribuita alcuna struttura insiemistica (termini elementari od individui) costituiscono il tipo 0, ed inoltre per ogni numero n naturale (maggiore di 0) l'insieme di tutti gli insiemi i cui termini sono di tipo n-1 costituisce il tipo n (ad esempio al tipo 1 appartengono tutti gli insiemi i cui elementi sono individui), ma Russell, adottando nel 1908 e 1910 un principio come quello “del circolo vizioso” (per cui se un termine è definito con riferimento ad A non può appartenere ad A) ha sviluppato una più avanzata teoria dei tipi in cui un tipo di termini è definito dal tipo dei suoi elementi (per cui esistono termini di tipo 0, 1, 2, …, n, …), ed in più è definito dal grado di complessità della definizione dell'insieme ossia dall'ordine del tipo (ossia di ordine 0, 1, 2, …, n, …) per cui al tipo individui è assegnato ordine 0, e se x è definito da tipi il cui ordine massimo è n allora x appartiene ai tipi il cui ordine è n+1 (in tale teoria abbiamo 1 solo tipo di ordine 1 costituito da insieme i cui termini sono individui e che sono definiti con quantificatori applicati solo ad individui, ed abbiamo 2 tipi di ordine 2 costituiti da insiemi i cui elementi sono termini di tipo 0 e di tipo 1 e quindi tipi di ordine 0 e 1 per cui troviamo sia tipi di ordine 2 i cui termini sono individui e sia tipi di ordine 2 i cui termini sono insiemi del tipo di ordine 1, ed abbiamo 4 tipi di ordine 3 (ossia quelli ottenuti facendo riferimento solo ai tipi di ordine 0, 1, 2), ed in generale abbiamo 2(elev n-1) tipi di ordine n (ad esempio 512 tipi di ordine 10 composti con quantificazioni sui tipi 1, .., 9)); ritenendo Russell puramente logica tale teoria dei tipi ramificata egli sosteneva che una completa riformulazione di tutta quanta la Matematica entro tale teoria (programma in verità iniziato 23 anni avanti da Frege nel 1879) avrebbe dimostrata la fondazione logica della Matematica stessa ossia la Matematica completamente fondata su pochi assiomi di logica (laddove le varie branche di matematica pura e via via matematica maggiormente applicata si potevano ottenere-derivare semplicemente aggiungendo postulati restringenti il campo-dominio di significatività-validità della variabile X (la quale appartiene all'insieme di massima estensione i cui valori notoriamente sono: uomo, Socrate, Aristotele, Galileo, albero, pino, animale, cane, colore, giallo, x, y, z, t, x1, x2, …, xn, P, q, Q, E, V, I, Z, Rt, Yq, ecc.)), ma subito si accorse che diveniva problematica la formulazione di molti concetti di matematica ordinaria ed analisi matematica (ad esempio la definizione della minima limitazione superiore di un insieme X=R di numeri reali r dà un numero reale di ordine diverso-maggiore di r per cui con tale teoria russelliana cadrebbe la teoria dei limiti di variabile reale, delle serie di reali (aggiungendo rapidamente qui, una volta per tutte, che una serie matematica è la somma (infinita, ed addizione estesa) degli elementi di una successione, elementi-termini appartenenti in generale ad uno spazio vettoriale topologico S(V) che possono essere ovviamente numeri (razionali, reali o complessi), oppure funzioni e possono essere serie di potenze, serie di vettori, serie di matrici, serie di operatori, ma possiamo considerare anche serie di stringhe alfanumeriche come in certa teoria dei linguaggi od in informatica; ed invece le successioni o sequenza (infinita) o stringa (infinita) è un elenco ordinato di termini n di numero infinito numerabile, ma in questo libro a volte si usano i termini serie-successione quasi come sinonimi (in verità sbagliando dato che le somme infinite sono solo serie)), ed ovviamente cade tutta la teoria delle equazioni differenziali ordinarie EDO ed alle derivate parziali EDDP assolutamente necessaria alla dinamica ed a tutta la fisica ed ingegneria), per cui non potendo sacrificare tanta parte della matematica decise di apportare una modifica alla teoria dei tipi introducendo per necessità un assioma (cosa sempre possibile purchè il nuovo assioma non produca ancora più danni di quanti problemi risolva) detto assioma di riducibilità per cui se X è un insieme qualsiasi di elementi x di ordine n allora esiste l'insieme Y di elementi y contenente i medesimi elementi x di X però di ordine n+1 (Y è l'insieme predicativo o “predicativo” e ha il minimo ordine compatibilmente a quello dei suoi elementi), ma abbiamo visto quanto delicata-sensibile sia la scelta di tale assioma (quello fissato da Russell sembrerebbe essere il più semplice) e quanto potrebbe comunque essere contestabile tale metodo alla base della logica (poco plausibile, poco convincente, oltre che eccessivamente troppo ad hoc, ma pur sempre accettabile se il tutto risulta coerente) il quale poi potrebbe anche nel migliore dei casi non risolvere la condizione della fondazione perchè c'è un altro grave problema a monte (di cui non sembra pensabile trovare neppure la via da prendere) ovvero non una corretta definizione di limite-serie-ecc. ma la circostanza per la quale l'insieme di tutte le funzioni ha un numero che è maggiore (non minore, o numero uguale come per le classi di infiniti elementi) del numero dell'insieme di tutti i termini possibili (tra cui ci sono pure le funzioni come suoi elementi; ad esempio il lettore sa che il numero dei numeri interi pari è uguale al numero di tutti i numeri interi (il numero dei pari sarebbe minore del numero degli interi solo se fossero di numero finito ma esso è uguale essendo gli interi di numero infinito, però non avrebbe alcun senso logico-matematico se i pari fossero di numero maggiore degli interi invece che uguali-minori), e cosa penserebbe il lettore se essendo il numero di tutti gli uomini vissuti-viventi infinito il loro numero fosse non uguale ma maggiore del numero di tutti gli elementi-oggetti al mondo (ossia punti, istanti, colori, alberi, animali, quark, leptoni, uomini, ecc.), ma in tale questione più correttamente preso il numero di tutti i termini (finito od infinito che sia, ed abbiamo già detto che è difficile contestare che non esistano insiemi di infiniti termini) e costruite tutte le funzioni di tali termini il loro numero è maggiore di quello di tutti i termini (tra cui ci sono anche le funzioni)), e questo fa sospettare un grave difetto logico alla base di tutta quanta la Logica-Matematica (ossia la Logica-Matematica non è logicamente corretta ben più di quanto possano mostrare Russell, Godel, ecc.) il cui tentativo di soluzione potrebbe portare al disastro troppa parte della matematica già sviluppata ed applicata (ma che comunque cadrà se il difetto logico non venisse e non verrà risolto)), ed i tentativi di risolvere tali argomentazioni di fondo del pensiero logico-matematico hanno prodotto esiti inattesi (vengono implicati nozioni quali autoapplicabilità dei principi-riflessività-reciprocità-argomentazioni circolari-causalità circolare-autoreferenza dei segni-autogiustificazione-autorefutazione-di proposizioni ed inferenze-autocreazione-autodistruzione-ecc.) ma pure aggiungiamo che la soddisfacente e completa risoluzione di tali paradossi collocati all'origine del pensiero logico potrebbe condurre molto lontano e ripetiamo non sappiamo neppure quanto possa salvarsi o “salvarsi” dell'attuale sistema della logica-matematica e della matematica già sviluppata ed applicata)); 


una funzione proposizionale (del tipo X e non-X) essendo sempre falsa (come Socrate e non-Socrate, 2 e non-2, piove e non-piove) è pure una contraddizione ed allora è la duale della funzione proposizionale sempre vera ossia della tautologia (del tipo X o non-X, come Socrate o non-Socrate, 2 o non-2, piove o non-piove); la contraddizione è utilizzata nella dimostrazione per assurdo (dove partendo da una tesi si giunge ad una contraddizione che rende falsa almeno una delle inferenze deduttive e necessariamente vera l'antitesi); nel pensiero filosofico il principio di non contraddizione, come detto, viene utilizzato positivamente da Eraclito, poi nel XIV sec. N. Cusano dava significato a verità matematiche contraddittorie e concepiva Dio come coincidenza degli opposti o loro unione (Dio oltre la logica quale unione di tutti gli opposti (sostanza e non sostanza, luce e tenebre, bianco e nero, donna e uomo, ecc.) identici in Dio e dunque non conoscibile razionalmente, come un cerchio il cui diametro divenga infinitamente grande ottenendo l'indistinguibilità di diametro e circonferenza oltre all'impossibilità della sua conoscenza (ma per noi, come scritto, una retta ed un cerchio vanno all'infinito diversamente almeno da Cantor-Weierstrass in poi essendo funzioni diverse, e del resto il concetto di infinito è forse quello che ha toccato maggiormente lo spirito e la mente umane, assai più del concetto correlato di infinitesimale, come ad esempio pensava D. Hilbert (mistero dell'infinito in Hotel Hilbert ad infinite camere in cui ogni nuovo ospite trova comunque posto anche se è già pieno) ma al tempo di Cusano l'infinito è ancora un argomento di speculazione filosofica), poiché i principi di identità e di non contraddizione valgono nel mondo limitato e finito dei nostri concetti e non nell'infinito al di là del Vero e del Falso dove non esistono opposizioni (Cusano intuiva un infinito matematico con proprietà e logica diverse da quelle del finito (dove qui il bianco è diverso dal nero, il piccolo dal grande, e non c'è dunque coincidenza degli opposti, seppure abbiano in comune il concetto di colore e di grandezza) ma come tutti i filosofi e matematici venuti prima di Bolzano e di Weierstrass commetteva inevitabili errori nella concezione di infinito) per cui distinse tra ragione-ratio dove sillogisticamente-aristotelicamente vale il principio di non contraddizione PNC (il bianco non è il nero ed il piccolo non è il grande) ed intelletto-intellectus della sfera divina dell'uomo dove sta la fonte comune di ogni idea e di ogni cosa (come dei colori e della grandezze), poi in Hegel la contraddizione si ricompone non nell'intuizione del trascendente ma nel nostro mondo razionale tramite la Ragione Dialettica nei tre passi tesi-antitesi-sintesi (i colori non derivano da un'Idea di Colore ma l'uno dall'altro generando dalla loro diversità-contrapposizione l'Idea di colore di cui partecipano) ed altri filosofi hegeliani come K. Marx applicarono il metodo alla storia tramite il materialismo storico su base economica, e pure altri filosofi furono molto influenzati da PNC quali Schelling, Schopenhauer, Kirkegaard, Nietzsche, Korzybsky, ecc., laddove Popper magari con la contraddizione definiva un metodo per falsificare una teoria scientifica e stabilire livelli di verità tra esse (ad esempio tra la meccanica di Newton MC e la relatività generale RG di Einstein quest'ultima “relativamente più vera” di MC concedendo più possibilità di essere falsificata od al contrario di essere ritenuta e dimostrata  più vera), e concludiamo dicendo che nel linguaggio comune e quotidiano la contraddizione indica incoerenza, opposizione, contrasto, indica il contraddirsi nel discorso avendo affermato una cosa ed anche il suo contrario, mentre ad esempio nella cultura e nel linguaggio cinese è indicata con l'ideogramma di lancia e scudo (in una raccolta di pensieri del III sec. si narra infatti la storia di un armaiolo il quale affermava che la sua lancia era infallibile ed il suo scudo era impenetrabile ed allora un presente gli chiese di conficcare quella lancia in quello scudo il che implicava “o la resistenza di entrambi o la rottura-fallimento di entrambi” e così avvenne (secondo invece la filosofia di questo libro lo scudo e la lancia avrebbero dovuto scomparire in un black hole e dato che ogni fenomeno è logicamente-matematicamente collegato ad ogni altro fenomeno ciò avrebbe comportato la scomparsa dell'intero Universo “inglobato” in un ideale Buco Nero (se non ci credete potete provare a Chi l'ha visto?), ciò per ragioni di contraddizione matematica (in senso matematico semplicemente il venir meno della soluzione e niente altro), non dimenticando che una contraddizione matematica o meglio una scelta arbitraria “privilegiata-automatica” di postulati ha determinato la “scissione” del Pensiero dal suo Essere), ma ciò si potrebbe ad esempio anche illustrare con la teoria della miglior tecnica di vendita e la teoria della miglior tecnica di acquisto di merci per cui ad un operatore economico operante sul mercato seguendo la miglior tecnica di vendita quando è venditore e la miglior tecnica di acquisto quando è acquirente bisognerebbe proporre di “acquistare merce da sé stesso” quale venditore-acquirente (ossia come operatore economico rivestendo contemporaneamente entrambe le funzioni e non certamente come individuo psico-socio-antropologico dato che in questo senso sarebbe assurdo o ridicolo) per vedere come “funziona il mercato” (ciò costringerebbe infatti a sviluppare la miglior teoria-tecnica di transazione economica e non una teoria-tecnica di acquisto ed una teoria-tecnica di vendita indipendenti coi loro rispettivi postulati), oppure ad un banchiere si potrebbe “proporre di rapinare la propria banca in cui ha depositato tutti i suoi risparmi” in qualità di (quasi)unico soggetto economico di quel sistema, ed il lettore ben comprenderà che sostanzialmente non cambiano le condizioni e le conclusioni se un soggetto economico compra o vende da altri soggetti e se un banchiere deposita altrove i propri risparmi in sistemi economici complessi a molte transazioni)); qualcuno potrebbe allora pensare che i sistemi contraddittori semplicemente esistono seppure siano magari irrazionali o non siano ottimali rispetto a certi parametri, ma secondo un opportuno ed adeguato loro modello matematico i sistemi contraddittori (o magari instabili) semplicemente non possono esistere ma piuttosto data l'evidenza la realtà sociale dell'uomo esiste e funziona secondo altri sistemi coerenti (e stabili) con un'equazione di sistema diversa da quella creduta laddove l'ostinazione nel pensarli invece diversi (o nel riportarli a stati “stabili impossibili”) non fa altro che prodursi in unitili tentativi con conseguente spreco di energia e risorse prelevate dal reale sistema questo sì esistente-funzionante))), 


sistemi sociali-religiosi questi paradossali (e come detto pure instabili) come anche lo sono in altri campi tipo ad esempio in campo sociale-economico nei quali dico solo per scontato esempio occorre vendere merci-beni-servizi-azioni quando il prezzo sale od è alto e comprare merci-beni-servizi-azioni quando il prezzo si abbassa (invece di sostenere che quando il prezzo sale circa metà dei soggetti deve vendere e circa l'altra metà deve acquistare (non potendo certamente vendere a marziani od extrasolari anche se essi esistessero dato che la “traiettoria” delle transazioni deve comunque essere una “linea chiusa”), e costruire una teoria economica dove circa metà degli operatori economici sia masochista o cretina in cambio dell'altra metà di furbi o “professionisti” (coloro che “violano le equazioni matematiche di sistema” (“violare” ovviamente è solo un modo di esprimersi dato che in realtà nessuno lo può fare) ed invece rispettano le regole darwiniste della società si chiamano professionisti (le analisi con esami-test psicologici professionali spesso li definiscono criminali), professionisti non necessari e dannosi all'intero sistema e ciò lo si può facilmente costatare pensando ipoteticamente di “destrutturarli” tutti (qualcuno dice “eliminarli” o “depotenziarli” o “rieducarli” tutti, ma in realtà non possono assolutamente vivere in società con altri individui, non possono assolutamente neppure vivere da soli (da soli collettivamente o da soli individualmente, ad esempio su isole deserte), non è possibile e non è utile rieducarli o “rieducarli”, ed allora, per il bene loro e per il bene della società, è necessaria e sicura la loro Eliminazione niente altro che ELIMINAZIONE psichico-fisica), in ogni campo, in ogni Azienda, in ogni direzione xyz il 31dic di ogni anno (od una sola volta se non si “rigenerano in potenza darwinista” nel tempo t, come nella notte di San Bartolomeo se ciò avesse interessato tutte le parti in gioco) per notare un miglioramento di molte cifre di merito mentre invece se dalla società e da tutte le Aziende analogamente si depotenziassero od ”eliminassero” in ogni direzione xyz tutti gli agricoltori-operai-tecnici-ingegneri-medici-ecc. il risultato non sarebbe un miglioramento di cifre di merito economiche-sociali ma una catastrofe totale con caduta verticale dell'intero sistema, ad esempio col Burundi che in dodici mesi sale socialmente-economicamente sopra gli Stati Uniti se in USA venisse ipoteticamente attuato questo sistema e poi col Paleolitico che supera pure il Burundi e così via a regredire fino alle “cifre fissate dalla genetica della specie” come qualcuno potrebbe sostenere, e ciò non è altro che applicazione corretta di indiscutibili metodi matematici in una società scientificamente costruita, trattamento da riservare a tutti coloro che sono così definiti ed a tutti i loro sostenitori ugualmente responsabili (dunque non riterrei sul medesimo piano ugualmente necessari e coi medesimi diritti tali “professionisti” con scienziati-ingegneri-tecnici-operai-agricoltori-ecc... ho detto di criminali, non di ebrei, omosessuali, ciclisti, ecc. (per i quali valgono altre ed opportune equazioni matematiche, come, dico solo per esempio, la categoria degli omosessuali la quale ha invertito i ruoli maschio-femmina o per ragioni fisiologiche o psicologiche li ha sostituiti o “sostituiti” col concetto e figura (superiore) di persona (asessuata, neutra, androgina-ermafrodita figlia della Luna (non figlio del Sole come l'uomo o figlia della Terra come la donna), che sembra aver superato il problema della suddivisione maschio-femmina o yin-yang), ma poi dato che il loro sistema di vita non è stato correttamente costruito o non si è potuto naturalmente-socialmente costruire anche per via del sistema darwinista in cui tutti vivono, si presentano e comportano in ogni manifestazione sociale-lavorativa-di vita rivestendo il ruolo di maschio o di femmina e ciò lo si nota soprattutto ai livelli sociali più alti con omosessuali di successo in ogni campo nel cui pensiero ed azione addirittura esplode oppure con maestria si “occulta” il lato maschile o quello femminile (anche a periodi alternandosi, per cui a volte lo stesso individuo si mette il fard ed indossa una gonna, ed in altri si fa la barba ed indossa la cravatta) e non si vede positivamente la sola persona, dato che costoro non pensano-parlano-vivono da individui-persone neutre-asessuate-androgine ma più il problema maschio-femmina non è risolto più le loro manifestazioni-azioni si presentano con connotazioni sessuali (e lo si vede bene nel fare l'amore dove non lo fanno come due persone (ossia in tal caso in reciproca contemplazione) ma ogni volta devono decidere chi riveste un ruolo e chi l'altro, ed ovviamente lo si vede nell'atto di riproduzione della specie umana il quale non può avvenire tra due persone ma solo tra un maschio ed una femmina (se non, alternativamente, con l'uso della bioingegneria, sempre che si parta da un cromosoma X ed un cromosoma Y), e non solo nell'esprimere un'opinione o nell'eseguire un lavoro), altrimenti invece di privilegiare il sentimento la bellezza anzi la raffinatezza e l'eleganza (che alimentano l'Arte (e pure la Moda) invece della Scienza e della Tecnologia), privilegerebbero il pensiero filosofico (più astratto) ed il pensiero matematico (più astratto e pure più applicato) quale unico modo per superare il darwinismo sociale il quale necessariamente impone di essere falco o colomba, pecora o leone, e naturalmente di essere maschio o femmina e non semplicemente-astrattamente persona, 


mentre qualcuno potrebbe pure insinuare che costruttivamente la Natura sia “darwinianamente” maschile-femminile (quasi per “punizione” come leggiamo nel Simposio di Platone), sia Yin-Yang, Nero-Bianco, Passivo-Attivo, Linea spezzata-Linea intera, NonEssere-Essere, Dea Madre-Dio Padre, Afrodite-Venere-Demetra-Cerere-Proserpina-Artemide/Zeus-Saturno-Mercurio-Ermes-Apollo-Shiva, Microcosmo-Macrocosmo, Corruttibile-Incorruttibile, Terra-Cielo, Luna-Sole, Notte-Giorno, Freddo-Caldo, sia composta di Quark-Leptoni, Elettroni-Positroni, Cariche positive-Cariche negative, o semplicemente SpazioTempo-MassaEnergia, Massa-Energia e Corpi-Onde, e pure come il Dio cristiano sia Uno ma necessariamente nella storia si manifesti sempre e solo in 3P come una delle 3 Persone P (o come Padre o come Figlio o come Spirito Santo) seppure il dualismo nel mondo delle religioni come visto per ovvie ragioni sia molto più diffuso), nonostante quel che potrebbero sostenere alcuni Signori-Signore in parlamento od altrove riguardo i diritti di Caino completamente dimenticandosi poi, non dei miei diritti, ma anche solo del mio pane)), è da darwinisti sociali o da “poveri deficienti” e non è certo questo metodo da economia scientifica (in tali casi generali e tali teorie troviamo magari un'economia psico-socio-politica e non un'economia scientifica (inoltre il livello medio intellettivo degli economici in generale sembra piuttosto basso rispetto a quello di altri campi scientifici), ma chi scrive qui non sa nulla di economia ed anche di economia scientifica), piuttosto invece di ritenere che ad ogni movimento dei prezzi si debbano pure bloccare le relative transazioni economiche tanto più quanto queste siano più importanti dato che lo squilibrio dinamico di un sistema stabile porta automaticamente all'equilibrio dinamico e non all'incremento dello squilibrio ed all'aumento delle transazioni (se i singoli privati e gli amministratori di Aziende pensano ed operano come realmente avviene, dato che l'insieme degli individui e delle Aziende in senso economico si chiama Economia questo lo dovrebbe sapere almeno il Ministro dell'Economia o no?, dato che le economie nazionali-internazionali non sono “giostre” tra Aziende economiche, la nazione non è a sua volta un'Azienda economica nazionale-internazionale ed in tal senso non è vantaggioso tifare per l'Azienda A contro l'Azienda B piuttosto magari che “chiuderle entrambe” alzando così la “cifra di merito” dell'intero sistema), ma vediamo sviluppare teorie economiche ad esempio basate sul controllo della grandezza o fattore di occupazione-disoccupazione, o sulla determinazione dei salari, o sulla compressione-espansione di lavori di infrastrutture ed opere pubbliche, o sugli investimenti finanziari in borsa, o magari su creazione-acquisto-vendita di “capannoni industriali moderni” piuttosto che di “ettari di terreno-fondi-campi feudali” 


(approfittando qui per ricordare che nelle misure “pratiche” di aree 1 ettaro=1 ettometro quadro=100 decametri quadri=100x100 m=10 mila metri quadri=10x10 a=100 are=100x100 ca=10 mila centiare=11959 yarde quadre=2471 acri=0.00386 miglia quadre=2.6 campi veneti e padovani=3.33 campi veronesi=2.6 giornate piemontesi=3 piò bresciani=3.42 biolche reggiane=3.25 biolche parmigiane=3.33 tornature romagnole=13.1 pertiche cremasche=12.38 pertiche cremonesi=10 tavole marchigiane=15.3 coppe aquilane=2.5 vigne pugliesi=3 tumuli campani=2.5 tomoli baresi=7.17 tummini palermitani=3.3 moggi napoletani), ma anche sulla politica di energia-elettrica-carburanti-risorse primarie, ecc., e sarebbe magari pure interessante vedere cosa succederebbe se tutti gli economisti-ingegneri si scambiassero di posto operando nel campo altrui però mantenendo gli stessi metodi di lavoro e le relative teorie)); aggiungiamo anche che se i calcolatori elettronici fossero stati inventati solo dai matematici


 e dai fisici in generale, oggi, rinchiusi in grandi centri di ricerca, sarebbero probabilmente adibiti esclusivamente ad eseguire calcoli specialistici settoriali, invece di essere disponibili e pure facilmente usabili anche nelle Abbazie, dove però aggiungiamo li troviamo utilizzati quasi solo per replicare su memoria magnetica-ottica ossia in bit numerico-elettronici gli archivi cartacei (ad esempio con estensione docx, pdf, jgp, swf, (da un po' di tempo anche ePub (electronic Publications, scritti in formato xml per una vantaggiosa visualizzazione dinamica, reflwable e scorrevole del testo, leggibili su PC con FBReader, Calibre, od in linea con MagicScroll Web Reader)), usualmente denominando ciò digitalizzazione degli archivi) invece che per elaborare scrivere e risolvere le equazioni dei loro sistemi teologici-sociologici-politici-economici (magari proprio quei modelli matematici che attendevano altre possibilità elaborative e calcolistiche (questa digitalizzazione degli archivi, ossia qui il passaggio dal supporto di carta al supporto elettronico su PC e sulle rete telematica mondiale potrebbe in futuro impedire il verificarsi di catastrofi come quella oggetto del romanzo Fahrenheit 451 (Fahrenheit 451 (in Ita tradotto ed intitolato anche Gli anni della fenice) quale romanzo di fantascienza del 1953 di Ray Bradbury narrante di una futura società cacotopica-antiutopica in cui i libri di carta sono vietati e dunque bruciati, da cui sono stati tratti film e videogiochi), secondo la carta brucerebbe a 233 °C=451 °F, ed infatti la temperatura di ignizione della carta sarebbe di 230 °C alle condizioni normali ambiente); abbiamo scritto che nella Bibbia non viene proposta ed insegnata la scalata dell'albero della conoscenza e non si sostiene il pensiero scientifico e neppure il pensiero matematico, però nel linguaggio di Matteo (5, 36-37), dopo il discorso delle Beatitudini, del sale della terra e della luce del mondo, del compimento della legge mosaica, della nuova giustizia evangelica differente dall'antica, troviamo: [36] "Non giurare neppure per la tua testa, perché non hai il potere di rendere bianco o nero un solo capello. [37] Sia invece il vostro parlare sì, sì; no, no; il resto viene dal maligno.", onde il vero linguaggio degli apostoli è espresso non solo discretamente (tramite appunto i caratteri alfanumerici) ma pure con codificazione binaria 11,00 (ossia Bianco-Nero, Si-No, 1-0; ovviamente la lunghezza dei byte-parola sarà di conseguenza determinata dalle espressioni e frasi della loro cultura), ma non è il solo esempio antico di anticipazione della scrittura e del linguaggio informatico), ossia analogamente sarebbe come se nei laboratori e negli stabilimenti industriali i calcolatori venissero usati per archiviare in formato elettronico le fotografie (jpg) degli esperimenti e degli impianti di produzione insieme ai fogli (docx, pdf o swf) dei progetti invece di scrivere-progettare-elaborare-risolvere-gestire-controllare-regolare fenomeni e processi in linea e fuori linea portando non solo alla progettazione-costruzione di un nuovo Cielo ed una nuova Terra (perché il Cielo sia sempre con noi mentre di Terre ce ne sono quante se ne vogliono, ed in ciò potrebbe consistere l'assalto al Cielo delle filosofie positiviste e materialiste dei secoli XIX-XX-XXI per portare il Cielo sulla terra di ogni vita) ma alla “biorobotica in luogo della superata e vecchissima biochimica” (infatti, sebbene certamente utile, non è una gran prodezza oggi digitalizzare la Città di Dio o la Divina Commedia... come pure digitalizzare le ricette di cucina... 


ma sarebbe più utile sviluppare modelli ingegneristici matematici di Città Umane per vivere, modelli di sociologia-commedia umana ed anche di metodi matematici di nutrizionismo), seppure potrebbe essere abbastanza difficile comprendere questi “difficili” ragionamenti da parte di quegli eventuali lettori i quali leggono di equazioni matematiche di sistemi mentre apprendono per la prima volta da queste pagine ad esempio che pure il cerchio (κνκλος, cuclos) e la parabola (παραβολη, orthotome) sono equazioni matematiche e non sono e non hanno bisogno della mina delle matite o del gesso delle lavagne o del puntatore del mouse per essere ed esistere (colui che nell'antichità ha fatto incidere sulla sua tomba la forma della sfera inscritta nel cilindro circolare retto d'altezza pari al diametro (perchè sembrava orgoglioso di aver scoperto che il rapporto K=volume sfera/volume cilindro (πDcubo/6 e πDcubo/4) era uguale al rapporto K=area sfera/area cilindro (πDquadro e 3πDquadro/2) ossia K=2/3, trovandovi chissà quale “principio-legge della matematica o magari della natura fisica”) oggi invece vi farebbe “scrivere nel pensiero” la sua equazione quella della sua tomba insieme magari a quella della sfera nel cilindro per “vivere” od “extravivere” nel Pensiero e non nell'Eternità), ed in aggiunta magari apprendono pure  per la prima volta che un supercalcolatore elettronico digitale attuale con migliaia-decine di migliaia di processori ad alto parallelismo può controllare il complesso del sistema industriale degli USA mentre potrebbero dubitare che l’antico calcolatore meccanico analogico automatico di Antikythera (su base metallica di 30x15 centimetri quale sofisticato planetario-astrolabio-calendario solare-lunare con una ventina di ruote dentate) potesse controllare il sistema produttivo della Grecia), poi nelle Case Editrici, nelle vetrine dei negozi e nei magazzini, lungo le strade e sulle piazze di molti paesi del mondo, eccetera, eccetera, eccetera”, appunto tramite l'implementazione dei circuiti logici (si pensi che oggi più del 90 % degli individui sa, ad esempio, che ogni anno c'è il Campionato di calcio o di baseball, mentre neppure il 10 % sa che esistono i Circuiti logici ma al massimo esistono l'elettricità (il nome deriva dal greco elektron ossia bacchetta di ambra) ed il magnetismo (per ragioni storiche e per curiosità ricordiamo che già nella Grecia antica si conoscevano le proprietà elettrostatiche dell'ambra ed i cinesi già dal 2700 a. C., quando gli Egizi costruivano le grandi piramidi, costruivano calamite utilizzando il minerale magnetite, ma diciamo che lo studio dei fenomeni legati all'elettricità ed al magnetismo iniziò nel XVII sec. con l'opera De Magnete di William Gilbert ipotizzando che ad un fluido (elettricità, appunto dal termine greco electron) fossero dovute le proprietà così caratteristiche dell'ambra e di altre sostanze elettrizzabili, seppure solo dopo si individuarono i due tipi di carica elettrica, positiva +Q e negativa -Q, comprendendo che i diversi stati di elettrizzazione erano dovuti al passaggio di cariche -Q tra i vari corpi insieme alla definizione di materiali conduttori e materiali isolanti) ed i cosiddetti o “cosiddetti” circuiti integrati IC (anzi sa del Campionato di calcio minuto per minuto, anche se noi qui non abbiamo la pretesa e neppure la possibilità di fare il Campionato di magnesio e neppure il Campionato di silicio minuto per minuto sebbene obiettivamente il Campionato di silicio (pure nanosecondo per nanosecondo, ed oggi anche il Campionato di gallio) abbia maggior rilevanza-importanza del Campionato di calcio); inoltre, se la logica trovasse espressione e rappresentazione solo nella lingua scritta catalogando correttamente i modi di ragionamento linguistico allora non esisterebbe neppure l'elettronica numerica, ossia non esisterebbe metà del campo della teoria elettronica, visto che gli “acrobati” del sillogismo aristotelico-tomistico non sembra avessero propriamente di mira l'obiettivo del calcolo automatico (!) e poi dell'elaborazione numerica della Realtà tutta (!!... attenzione però a distinguere il pur sempre grande filosofo Aristotele dai filosofi tomisto-aristotelici)), seppure ed ovviamente siano-siamo tutti più interessati a sapere se le variabili logiche A, B, C, …,  o x1-x2-...-xn, entranti-elaborate-uscenti da tali circuiti, sono e rappresentano punti-istanti xyzt, oppure rappresentano colori, o sapori, o magari i termini Socrate-Platone-Aristotele-Galileo-Russell-Cristoforo Colombo-Amerigo Vespucci-Marco Polo-Leonardo da Vinci(Leonardo, me lo stavo “quasi” dimenticando; ma c'è il Leonardo dell'autoritratto, il Leonardo senza cappello storto da pittore e senza la tavolozza dei colori, il Leonardo genio universale proiettato in molteplici campi che molti preferiscono rispetto al Leonardo col pennello in mano)-ecc., o campioni-byte di segnali ad esempio sonori (fino a f di 20 KHz circa) o visivi (immagini e video fino a f di qualche MHz), o pixel xy, oppure rappresentano lettere-numeri a-b-c-...-z-0-1-...-9 ad esempio in codice ASCII di libri scritti o di notizie giornalistiche o di quiz radiotelevisivi, o parametri-grandezze di impostazioni di un sistema di processo o di una macchina utensile (ricordiamo una volta per tutte che, in generale, e nei circuiti in particolare, i parametri sono noti e sono i dati del problema o del modello di sistema, mentre le grandezze sono le variabili incognite ossia normalmente sono le soluzioni delle equazioni o loro funzioni (nei circuiti RLCM sono i parametri di rete, e j(t)-v(t) sono le grandezze variabili dei lati di rete), come ad esempio nell'equazione della retta nel piano cartesiano ortogonale xy, ax+by+c=0, a-b-c sono i parametri mentre x-y sono le grandezze ma in una teoria molto generale allora a-b-c-x-y sono tutte grandezze mentre considerando una retta ben particolare allora a-b-c-x-y sono tutti parametri noti, ma il rapporto tra parametri-coefficienti-dati e grandezze-variabili-incognite lo si nota meglio nella geometria proiettiva in cui, ad esempio, la retta proiettiva nel piano complesso px+qy+ru=0 ha parametri p-q-r e variabili x-y-u ma pure ha parametri x-y-u e variabili p-q-r o comunque p-q-r-x-y-u tutte variabili del problema geometrico e poi problema analitico), eccetera, eccetera (quanto appena scritto vuol solo significare che l'ingegneria e l'informatica sono presenti in svariati campi della vita e del lavoro, oppure come spesso si sostiene che esse aiutano a svolgere meglio e più rapidamente-proficuamente-efficientemente molte professioni-mansioni-lavori, laddove è pure vero che nel tempo aumenteranno sempre di più i compiti e le funzioni tradizionali sostituiti o svolti su un piano più astratto-virtuale-ingegneristico assieme a funzioni ormai perse non più necessarie nel nostro mondo e ad altre nuove nel frattempo introdotte). 


I lati dei circuiti sono composti di elementi concentrati caratterizzati da un parametro (e da un’equazione di lato, od equazione di ohm generalizzata del lato relativa al parametro stesso) che lo qualifica o come resistore R (caratterizzato da un valore di resistenza R, grandezza misurata in ohm (un resistore ha la resistenza di 1 ohm quando sotto la tensione di 1 volt è attraversato dalla corrente di 1 ampere)), o come memresistore o memristore M (caratterizzato da un valore di memresistenza M, grandezza misurata in ohm (un memresistore ha la memresistenza di 1 ohm quando sotto la tensione di 1 volt è attraversato dalla corrente di 1 ampere)), o come condensatore C (caratterizzato da un valore di capacità C, misurata in farad), o come induttore L (caratterizzato da un valore di induttanza L, misurata in henry), dove RCL o RMCL (ed i loro mutui accoppiamenti M tra lati, ossia RCLM o RMCLM) possono essere lineari o non lineari, invarianti o non invarianti nel tempo, passivi od attivi (approssimativamente questi 2 ultimi denominiamo anche utilizzatori oppure generatori di potenza elettrica o generatori di segnale), oppure dai loro rispettivi bipoli associati od “inversi” (coi loro parametri circuitali inversi), ossia conduttore G (con valore di conduttanza G pari all’inverso del valore della resistenza R, misurata in ohm alla -1, o siemens (un conduttore ha la conduttanza di 1 siemens quando percorso da una corrente di 1 ampere ha ai suoi capi una tensione di 1 volt)), memconduttore o memcuttore N (con valore di memconduttanza N pari all’inverso del valore della resistenza R, misurata in ohm alla -1, o siemens (un memconduttore ha la memconduttanza di 1 siemens quando percorso da una corrente di 1 ampere ha ai suoi capi una tensione di 1 volt), elastore S (caratterizzato da un valore di elastanza S pari all’inverso del valore di capacità C, misurata in farad alla -1), ed inertore Γ (caratterizzato da un valore di inertanza Γ inverso del valore di induttanza L, misurata in henry alla -1): abbiamo introdotto i 3+3 bipoli (ossia RCL e GSΓ, e dal 2008 magari i 4+4 bipoli RMCL e GNSΓ (o meglio RMCL e GWSΓ, dato che spesso in letteratura i memristor-memristori M (“memoria e resistori” o “resistori di memoria”) sono indicati con M e sono caratterizzati dalla loro memristanza M, mentre i memduttori sono indicati con W e sono caratterizzati dallo loro menduttanza W=1/M)) non solo per "amor di simmetria", poichè, seppure non esista problema alcuno a porre nelle equazioni e nelle formule 1/C e 1/L tutte le volte in cui si deve moltiplicare per un'elastanza ed un'inertanza, non è però possibile fare diversamente in una teoria dei bipoli nella quale non può esistere un bipolo "inverso" di condensatore C o di induttore L. Aggiungendo qualcosa sul nuovo elemento circuitale discreto passivo (non lineare) memristore M (resistore a memoria, su cui abbiamo scritto nel capitolo 11, teoricamente predetto e previsto nel 1971 da Leon Chua del Dipartimento di Ingegneria Elettrica e Scienza dei Computer all'Università di Berkeley in California (EECS di UC Berkeley, la maggiore delle 10 Università della California fondata nel 1868 nei pressi della città di Berkeley di circa 112 mila abitanti), dipartimento dal quale, tra l'altro, arriva la maggior parte o la totalità della teoria circuitale qui appena accennata (ivi elaborata da Charles A. Desoer (ingegnere radioelettrico nel 1949 a Liege in Belgio ed ingegnere elettrico al MIT in USA nel 1953, autore di molte opere sulla teoria delle reti elettriche e sulla teoria dei sistemi lineari e non lineari), Leon O. Chua (autore di molte opere sulla teoria delle reti elettriche, studioso di reti non lineari neurali, di sistemi e circuiti lineari-non lineari, di dinamica non lineare (come vede il lettore dato l'avanzato sviluppo della teoria lineare dei sistemi molti sono passati da anni allo studio dei sistemi non lineari in particolare delle reti elettriche non lineari), di teoria della complessità e di teoria del caos e biforcazioni (ma aggiungiamo che al campo della complessità attengono i lavori sull'organizzazione biologica, della teoria psicologica di W. Kohler, di teoria generale dei sistemi di  L. von Bertalanffy, di scienza della complessità in cibernetica, di teoria dei sistemi osservanti di H. von Foerster (fondatore nel 1956 del Biological Computer Laboratory dell'Università dell'Illinois), di complessità mediante rumore di H. Atlan, di teoria dell'autopoiesi o dell'autoriferimento di sistemi chiusi di H. Maturana e F. Varela, di teoria dei sistemi sociali di N. Luhmann, di scienza della progettazione dell'economista H. Simon, di ecologia della mente di G. Bateson, di epistemologia genetica J. Piaget, di ricerca embriologica di C. H. Waddington, di epistemologia genetica del centro Centre International d'Epistémologie Génétique di Ginevra, di olismo epistemologico E. Morin, di termodinamica dei processi irreversibili di I. Prigogine, ed anche di Etologia di K. Lorentz (tra i fondatori della scienza etologica di cui magari leggere il classico L'anello di re Salomone), e di morfologia-morfogenesi e teoria delle catastrofi di R. F. Thorm (nelle sue opere Stabilità strutturale e morfogenesi (1972), Modelli matematici di morfogenesi (1981), Parabole e catastrofi (1983), Apologia del logos (1990), di cui abbiamo scritto circa i relativi processi discontinui di formazione-scomparsa in fenomeni macroscopici, con applicazioni dalla linguistica, alla biologia, all'ingegneria)), 


nonché inventore nel 1983 anche del Chua circuit quale sorta di “oscillatore non periodico” contenente ovviamente pure un resistore non lineare di resistenza negativa detto diodo di Chua ben simulabile questo tramite un amplificatore operazionale reazionato quale trasformatore d'impedenza negativa), ed E. S. Kuh, con metodo assiomatico-sistematico dagli anni '60-'70 (del resto proprio qui a UC Berkeley è stata sviluppata la quasi totalità della nuova ed assiomatica teoria dei controlli automatici nota come Teoria dei Sistemi (in senso teorico una sorta di “Teoria dei Controlli 2.0” ma l'introduzione del concetto astratto di Stato la distanzia concettualmente-culturalmente dalla precedente in modo quasi netto) ed una delle prime sue applicazioni se non proprio la prima è avvenuta in Teoria delle Reti Elettriche oltre che in Teoria dei Sistemi Sequenziali ed Automi), come avranno notato coloro che hanno conosciuto anche la “vecchia” elettrotecnica italiana di Bottani-Sartori-Barbagelata-De Pol-Gnesutta-Gorio-ecc., e prima ancora di Lori-Giorgi-Vallauri-Ferraris-ecc. con un'elettrotecnica di stampo prettamente maxwelliano), ma componente memristore fisicamente realizzato solo 37 anni dopo nel 2008 da Stanley Williams del Quantum System Lab in Hewlett Packard tramite una micro-nano-struttura di paralleli nanotubi di platino separati (da un sottile strato di biossido di titanio sui 5 nanometri) da un perpendicolare nanotubo di platino per creare una serie di memristori di circa 50 nanometri), diciamo che ovviamente nelle equazioni circuitali i legami v-j sono o algebrici o derivativi od integrali, ed il memristore altro non è che un dispositivo il quale come bipolo elettrico è rappresentato dall'equazione di ohm di lato v(t)=Mj(t), e dualmente j(t)=Nv(t), dove il parametro M=1/N (rapporto tra la tensione v e la corrente j del bipolo) dà il valore in cui una variazione di carica elettrica q(t) ossia una corrente variabile j(t) produce una variazione di flusso magnetico Φ ossia produce una tensione v(t); però se nell'ambito di una teoria dei bipoli, stabiliamo tutti i reciproci rapporti v-j, v-q, i-Φ, q-Φ, (dove v-j e Φ-q rappresentano legami algebrici simbolicamente collocati ai vertici opposti di un quadrato di simmetria, mentre v-q e i-Φ rappresentano legami integrodifferenziali simbolicamente collocati agli altri due vertici opposti del quadrato) notiamo che la quarta relazione bipolare tra carica elettrica q e flusso magnetico Φ non è rappresentata da alcun dispositivo fisico allora esistente; infatti in termini incrementali otteniamo dv/dj=R, dj/dv=G (con R-G parametri costanti se relazioni lineari, o dipendenti dalla corrente j se non lineari); dq/dv=C, dv/dq=S (con C-S parametri costanti se lineari, o funzioni della carica elettrica q se non lineari); dΦ/dj=L, dj/dΦ=Γ (con L-Γ parametri costanti se lineari, o funzioni del flusso magnetico Φ se non lineari); laddove la fisicamente mancante fino al 2008 dΦ/dq=dv/dj=M, dq/dΦ=dj/dv=N (con M-N parametri non lineari funzioni non solo della corrente j ma pure della carica elettrica q totale al momento t) iniziando dai laboratori di HP è disponibile sul mercato, e tecnologicamente darà un contributo allo sviluppo di memorie elettroniche (ReRAM di HP e Hynix Semiconductor dal 2015 circa, con densità attuali di più di 100 Gbit/centimetro quadro su una sola piastrina, memorie resistive a più valori logici utilizzate nel 2017 ad esempio dal microprocessore MN101L a 8 bit di Panasonic consentendo una velocità maggiore di 5 volte rispetto alle memorie flash EEPROM ed un consumo di potenza del 50 %) basate su memristori M (infatti come nei condensatori ideali grazie a C una variazione di carica q mantiene una tensione v, e come negli induttori ideali grazie a L una variazione di flusso Φ mantiene una corrente j, così nei memristori grazie a M una variazione di corrente j stabilisce un legame M(q)); notiamo anche che la memristenza M=dΦ/dq=dv/dj (infatti weber/coulomb=volt secondo/ampere secondo=volt/ampere=ohm), ed analogamente e dualmente notiamo che la memconduttanza N=dq/dΦ=dj/dv (ampere/volt=siemens). 


Occorre ricordare che tutti i circuiti (elettrici, elettronici, o per esempio utilizzanti componenti elettromeccanici quali i relays ed i motori, ed elettrochimici quali le pile) sono realizzati con elementi circuitali (ossia bipoli, doppi-bipoli (particolarmente adatti questi ultimi allo studio dei circuiti tramite le funzioni di rete specialmente le funzioni di trasferimento) e multipoli) invariabilmente di natura RCL, tramite i loro circuiti equivalenti, per cui tutti prendono indistintamente nome di circuiti elettrici; mentre dal punto di vista matematico sono studiati e governati tramite le 2 leggi di rete (ossia la legge di Kirchhoff delle tensioni LKT e la legge di Kirchhoff delle correnti LKC), ed inoltre soddisfano, come più oltre scriveremo, i 4 teoremi generali di rete. Infatti, aggiungiamo che gli elementi che compongono una rete elettrica materiale-fisica, posseggono 3 nomi e 3 significati differenti ossia si chiamano componenti elettrici-elettronici-elettromeccanici-elettrochimici (quando servono a costruire un circuito elettrico su un circuito stampato o basetta o scheda, o quando vengono venduti od acquistati a magazzino: ossia, per es., resistori, trasformatori di alimentazione o di accoppiamento interstadio, transistori Mos o J-Fet, diodi raddrizzatori o zener o tunnel, o condensatori, o tiristori o Scr, o triac, eccetera), si denominano dispositivi (quando vengono fisicamente studiati o progettati indipendentemente da altri componenti o reti, e per la funzione fisica che svolgono o devono svolgere in connessione circuitale, proprio, per es., come nella realizzazione di un transistore Bjt o di un IC per diffusione di droganti donatori N ed accettori A nella piastrina di silicio, o nella realizzazione integrata di reti logiche programmabili PLD per realizzare determinate funzioni logiche digitali, o nella realizzazione di un deposito di un film di ossido metallico su un piccolo supporto cilindrico lungo circa 10 millimetri per la fabbricazione di resistori a strato metallico, o nella realizzazione delle giunzioni di un tiristore o di un triac di potenza per applicazioni industriali tipo la regolazione dei motori monofase o trifase), oppure si dicono bipoli elettrici quando entrano a costituire il modello di un lato in un circuito elettrico (ossia, appunto, resistore R, condensatore C ed induttore L (lineari-non lineari, invarianti-varianti, passivi-attivi): per esempio, nei modelli più semplici, un diodo zener (quale regolatore di tensione di piccola potenza) potrà essere ben rappresentato con un circuito equivalente formato da un resistore di circa 5-10 ohm con in serie un generatore di tensione indipendente del suo valore specifico (per esempio 3.3, 5.6, 12, 18, 33, 47, 82, ecc. volt; si noti che un generatore di tensione è un resistore non lineare attivo) quando funziona in polarizzazione inversa e da un resistore di piccolissimo valore con in serie un generatore di tensione indipendente di circa 0.6-0.7 volt in polarizzazione diretta; mentre un transistore bipolare potrà essere rappresentato approssimativamente, per applicazioni circuitali di segnale in bassa frequenza BF a connessione CE, da un circuito equivalente (secondo il metodo dei doppi bipoli) formato tra base B ed emettitore E da un resistore rx di base di un centinaio di ohm circa in serie ad un resistore Rπ=hie di base-emettitore di qualche migliaio di ohm circa, e tra collettore C ed emettitore E da un resistore rc=1/heo d’uscita collettore-emettitore di qualche decina di migliaia di ohm circa con in parallelo un generatore di corrente pilotato dalla corrente di base ib con un guadagno in corrente hfe molto approssimativamente da qualche decina a qualche centinaia di volte ossia un generatore ic=hfeib; ed il circuito equivalente di un vecchio triodo-tetrodo-pentodo in connessione CK (usando il metodo citato dei doppi bipoli, oppure magari partendo da lontano tramite l'equazione Vallauri con la quale l'ingegner Giancarlo Vallauri introdusse in Italia uno studio più accurato per studiare il funzionamento dei triodi a vuoto con la possibilità di costruire un primo circuito equivalente per segnali incrementali) potrà ben essere rappresentato in ingresso tra griglia G e catodo K da un circuito aperto, e tra anodo A e catodo K da un generatore di tensione vak=μvgk con in serie un resistore di resistenza anodica ra di qualche decina di Kohm, oppure rappresentato da un generatore di corrente gmvgk dove μ è il fattore di amplificazione (negli anni '20-40 indicato con k in Italia e con μ in USA (e generalmente scritto usando la lettera greca μ (mi o mu ossia la m minuscola))) e gm la transconduttanza del tubo nel punto di lavoro e vak e vgk sono le tensioni d'anodo e di griglia rispettivamente; mentre ancora un’antenna all’ingresso di un radioricevitore AM in onde corte (HF o VHF) potrà ben essere rappresentata da un generatore di tensione dato da una funzione sinusoidale con frequenza della portante di qualche decina o centinaia di MHz modulata in ampiezza e di valore compreso tra 0.1 µV=0.1 microvolt e 1 millivolt ossia -20/+60 dbµV o dbmicrovolt o -140/-60 dbvolt (o magari 50-100 microvolt/metro o -86 db o – 80 db rispetto a 1 V/m come spesso si indica) circa a seconda della potenza del trasmettitore in trasmissione TX, del guadagno G dell’antenna ricevente in ricezione RX e della sensibilità dell’amplificatore d’ingresso a radiofrequenza, dove la tensione all'uscita RX sarà data da un integrale di linea in ds o più semplicemente dal campo E (microvolt/metro) moltiplicato per la lunghezza l del dipolo (metri) quando sia minor-uguale di mezz'onda nel caso di tali antenne a dipolo; ricordiamo che un integrale di linea od integrale curvilineo è un integrale in cui la funzione f(., ., …), ad esempio quella di un campo scalare o vettoriale, è data in funzione o valutata lungo un cammino ossia lungo una curva) con in serie un’impedenza di meno di un centinaio di ohm circa usualmente quasi tutta resistiva; trovandoci qui ad accennare alle antenne quale importante elemento-componente d'ingresso a tutti i sistemi riceventi RX in spazio libero (sistema senza fili o wireless o non cablato su linea, su distanze di collegamento di trasmissione-comunicazione da distanza locale di centinaia di metri fino a distanze regionali-nazionali-intercontinentali-interplanetarie come avviene con le sonde spaziali più lontane oggi fino a qualche volta la distanza di Plutone dalla Terra 


(pianeta-asteroide Plutone (date le sue caratteristiche sembrerebbe meglio classificabile tra gli asteroidi possedendo una massa più o meno analoga ai maggiori di essi ed avendo una luna con massa circa metà della sua), tra l'altro, oggi meglio conosciuto (roccioso al 66 % e geologicamente abbastanza vivo, diametro di 2375 Km, suolo con ghiaccio di acqua (non ghiaccio ionico), di metano, azoto (il più grande ghiacciaio di azoto ha un'estensione di 800 mila Km quadrati), monossido di C, con faglie e vulcani di ghiacci risalenti a 100-300 milioni di anni fa, e calotte polari di ghiaccio d'acqua, monti alti fino a 4500 m, atmosfera di foschie fino a 100 Km e pressione al suolo di circa 11 microbar (come sarebbe a 80 Km d'altezza sulla Terra)) insieme al suo sistema di 5 lune (Caronte la maggiore con molto ghiaccio di ammoniaca ossia triidruro di azoto solido, e poi Stige, Notte, Cerbero, Idra) grazie alla sonda New Horizons di NASA tramite i segnali-dati da essa trasmessi a lug2015 da circa 5 miliardi di Km e prelevati con un passaggio ravvicinano al lontano corpo celeste “centrando” una finestra temporale di 9 minuti su 9.5 anni di volo ed una finestra spaziale di circa 100 Km su qualche miliardo di Km (circa 20 ppG, ossia un disco di 20 cm a 10 mila Km di distanza), e sonda che prosegue il suo volo fino al 2021 (avendo sufficiente carburante ed energia elettrica da pile a combustibile nucleare al Pu) per esplorare la fascia di Kuiper (fino a distanze pari a 50 volte la distanza Sole-Terra ossia fino a 7.5 miliardi di Km, non tanto come Pioneer ma sonda New Horizons più operativa) come il sorvolo ravvicinato di una ventina di asteroidi e di Kuiper Belt Object KBO 2014 MU69 con diametro di soli 30 Km nonché resto più incontaminato della materia della formazione del sistema solare ma simile a quella di Plutone-Caronte-Kuiper)), ed antenna quale elemento finale d'uscita in tutti i sistemi trasmittenti TX in spazio libero (ossia un trasduttore elettromagnetico che trasforma un campo E-H in ingresso (privilegiando la ricezione del campo E con maggior effetto capacitivo Ce (e maggior tensione d'aereo) oppure del campo H con maggior effetto induttivo Li (e maggior corrente d'aereo) come ben visto altrove cercando di realizzare comunque le note condizioni di risonanza alle frequenza della portante legate all'inverso della radice quadrata di LiCe), e dà in uscita una tensione elettrica vs(t)=vr(t) usualmente formata da una sinusoide portante di alta frequenza f modulata da un segnale con spettro S=S(jω) in banda B collocato a ben più bassa frequenza, oppure un trasduttore elettromagnetico che accetta in ingresso una tensione vs(t)=vt(t) e dà in uscita un campo E-H eccitando privilegiatamente onde tipo E od onde di tipo H in spazio libero, con perfetta dualità-reciprocità fisico-elettromagnetica-geometrica TX-RX, od anche elemento-trasduttore adattante perfettamente le impedenze di spazio libero (circa 377 ohm) e di ingresso (RX, normalmente di 75-52 ohm) o d'uscita (TX, normalmente 50-52 ohm) dei circuiti elettrici-elettronici con lo spazio libero, poiché questo in fin dei conti è il compito di un'antenna ossia essa adatta al meglio le condizioni di propagazione dei campi con l'ingresso di RX in ricezione ed adatta l'uscita di TX alle condizioni di propagazione dei campi in trasmissione), aggiungiamo rapidamente che le primissime rudimentali antenne furono costruite nel 1888 da Heinrich Hertz per i suoi esperimenti di rivelazione delle onde elettromagnetiche (“antenne” che inizialmente altro non erano che le sfere metalliche dell'oscillatore a scintillazione, ricordando ancora qui il noto fisico tedesco Heinrich Rudolf Hertz (Amburgo 1857, Bonn 1894) dal cui pionieristico lavoro possiamo far iniziare la storia della radiazione elettromagnetica col suo proficuo utilizzo in TX-RX ormai di 127 anni d'età nel 2015, il quale studiò all'Università di Berlino, poi nel 1885 fu nominato professore di fisica al politecnico di Karlsruhe quindi nel 1889 passò all'Università di Bonn, anni nei quali sviluppò-migliorò la teoria elettromagnetica della luce enunciata nel 1884 da Maxwell, ed il cui nome oggi è ricordato nell'unità di misura della frequenza (Hz)) delle onde elettromagnetiche come detto già teoricamente previste dalla teoria di James Clerk Maxwell, seppure il termine antenna sia stato assegnato da Guglielmo Marconi derivandolo dal termine noto nella tecnica marinaresca (egli infatti parlava piuttosto “alla marinara”) indicante il lungo palo-trave-asta trasverso portato perpendicolarmente dall'albero sostenente le vele (quadre-rettangolari-triangolari-trapezoidali) in quanto tra le prime antenne troviamo proprio quelle ottenute collocando in alto su pali un estremo dell'oscillatore-vibratore a scintillazione di Hertz (laddove l'altra estremità dell'oscillatore era detta di terra o “polo-terminale a terra”) e poi quelle a filo teso da albero ad albero sulle navi (come ad esempio sulla nave Carlo Alberto già dal 1902 onde effettuare trasmissioni radiotelegrafiche col nuovo aereo fatto di 4 fili conduttori paralleli stesi da albero ad albero in luogo del precedente aereo a ventaglio, ottenendo un notevole aumento della distanza di trasmissione, notando che la grandezza geometrica ed il grande ingombro di tali antenne erano dovuti sia alla grande lunghezza d'onda delle portanti alle frequenze piuttosto basse allora utilizzate che alla lunghezza paragonabile a mezza lunghezza d'onda data la necessità di una grande capacità equivalente C di dipolo associata al campo E compensante l'assai bassa induttanza equivalente L associata al campo H per raggiungere la condizione di risonanza-accordo (e dunque anche con uscite con maggior tensione a pari potenza irraggiata ossia su alta impedenza di linea)), ma ugualmente avrebbe allora potuto chiamar l'antenna coi nomi di pennone (quale asta orizzontale montata all'albero e perpendicolare all'asse dell'imbarcazione) o col nome di boma (asta orizzontale imperniata ad un'estremità all'albero) o di picco (asta obliqua fissata all'albero), continuando a chiamar antenna il filo-cavo-asta-dipolo-spira anche quando si abbandonò l'uso di collocare a terra l'altro terminale passando infatti dalle onde lunghissime-lunghe alle onde corte OC e poi alle onde molto corte ed ultracorte ossia alle bande VHF-UHF-SHF (ovvero non sfruttando più la propagazione per onda elettromagnetica di superficie), per cui i tecnici elettrici o radiotecnici avrebbero poi dovuto montare i picchi-pennoni sui tetti e gli utilizzatori portare i pennoni nei ricetrasmettitori e nei telefonini 


(il 1° telefonino portatile commerciale storico è Motorola DynaTAC 8000X della famiglia Motorola DynaTAC del peso ancora non indifferente di circa 1 Kgr immesso sul mercato nel 1983-84 al prezzo di circa 4 mila dollari ma il primo prototipo funzionante di Motorola DynaTAC 8000X realizzato da Martin Cooper risale all'anno 1973 con approvazione di Federal Communications Commission FCC il 21set1983); abbiamo già detto che le leggi elettromagnetiche di radiazione necessarie per la spiegazione-costruzione delle antenne sono la vecchia legge di Biot-Savart del 1820 (quali fisici francesi Jean-Baptiste Biot e Felix Savart quest'ultimo successo a Fresnel, laddove la legge B-S dà il campo magnetico H (A/m) generato a distanza r (m) da una corrente continua I (A) che percorre un filo rettilineo infinito (o molto lungo) ossia la notissima H=I/2πr dove ovviamente la densità di campo magnetico od induzione magnetica B=μH=μI/2πr), poi la legge di Faraday-Maxwell M3 ossia dell'induzione elettromagnetica, e poi di H. Helmholtz quale equazione della radiazione ondosa (di queste leggi abbiamo sufficientemente scritto; ma qui ricordiamo Hermann Ludwig Ferdinand von Helmholtz quale noto fisico tedesco del XIX sec. (Potsdam 1821, Berlino 1894) seppure laureato in medicina ed allievo di Johannes Muller, il quale Helmholtz dal 1870 si occupò di meccanica razionale e di elettromagnetismo-elettrodinamica classica, sebbene negli anni precedenti avesse compiuto importanti studi di fisiologia-ottica-acustica ed anche elettrodinamica pubblicando nel 1847 uno scritto (Uber die Erhaltung der Kraft) sulla conservazione dell'energia nei processi fisiologici investigando il legame tra processi chimici e processi biologici-vitali, quindi studi sugli impulsi nervosi insegnando anche anatomia a Heidelberg, poi studi relativi alla fisiologia dell'occhio (in Handbuch der physiologischen Optik quale autorevole testo per molti anni sulla visione nell'uomo) sviluppando una teoria della visione a colori ed inventando pure l'oftalmoscopio (utilizzato per osservare l'interno dell'occhio), quindi si occupò di studi sulla fisiologia dell'orecchio sviluppando una teoria della risonanza dell'udito (con casse-vani di risonanze interne) nello scritto del 1863 Die Lehre von den Tonempfindungen als physiologische Grundlage fur die Theorie der Musik), ma sostanzialmente il lettore già saprà che ogni corrente variabile in un conduttore-dipolo elementare-dipolo fisico genera un campo H variabile il quale per le leggi M1-2-3-4 in particolare per la legge dei rotori genera un campo E variabile entrambi alla stessa frequenza f per cui le onde E-H associate-collegate formano un'onda elettromagnetica propagantesi in spazio libero delle cui caratteristiche abbiamo scritto (trasportante una potenza specifica Ps=S (watt/metro quadro) secondo il teorema di Poynting S=Ps=E scalar H, dove i campi E e H diminuiscono con la distanza d e P col quadrato di d, laddove la potenza totale P (watt) emessa si ottiene con un integrale di superficie di Ps), od anche una tensione variabile applicata al dipolo genera un campo E variabile che genera un associato campo H variabile, laddove poi l'onda elettromagnetica E-H proveniente da spazio libero quando investe un conduttore-dipolo (principio di reciprocità) vi genera una tensione variabile ed una corrente variabile, per cui la stessa antenna con le medesime caratteristiche può essere indifferentemente utilizzata quale antenna TX od antenna RX (se è ideale con dielettrici-conduttori ideali, mentre se è reale allora genera rumore a temperatura T in RX, e può pure scaldare in TX con grandi potenze irradiate), e si sono realizzati molti tipi di antenna per uso TX-RX, con polarizzazioni del campo E orizzontale o verticale (ossia nelle antenne con dipolo radiante-dipoli direttori orizzontali o verticali di cui usualmente si adotta la polarizzazione E orizzontale coi dipoli posti su un piano parallelo al suolo), per varie frequenze centrali di portati e larghezze di banda (in bassissima-bassa frequenza LF, oppure HF-VHF-UHF-SHF-ecc.), con adeguati rendimenti (rapporto tra potenza effettivamente irradiata/potenza in ingresso ai suoi morsetti in TX generalmente da 0.75 in onde corte OC fin oltre 0.95 andando alle microonde ed ancora oltre, ricordando che il rendimento è dato dal rapporto Pr/Pin laddove generalmente si dà il rapporto Pr/Pt tra la potenza effettivamente irraggiata e quella fornita dal generatore ossia dall'uscita del trasmettitore), con differenti impedenze caratteristiche Za=Zo (diverse se in quarto d'onda, mezz'onda, ecc., e comunque a scopo di adattamento uguale a quella Zo della linea di trasferimento del segnale usualmente costituita da un normale cavo coassiale a 52-75-300 ohm, laddove se tale Za fosse diversa da Zo si può inserire un trasformatore d'impedenza per AF ossia un balun onde adattare le impedenze), differenti aperture del solido di radiazione ossia cono elettromagnetico di radiazione-captazione secondo vari diagrammi di radiazione e lobi di varia direzionalità (ottenuti intersecando con un piano lungo determinate direzioni il solido di radiazione normalmente un piano orizzontale passante per l'antenna), e con differenti guadagni G (dato dal rapporto tra la potenza Pr irradiata dall'antenna nella direzione di massimo irraggiamento e la potenza che nelle medesime condizioni l'antenna irradierebbe se fosse perfettamente isotropa (radiatore elettromagnetico isotropo) espresso usualmente in db (ad esempio se Pr/Pisotropo=10 allora G=10log10=10 db, e se Pr/Pisotropo=35 allora G=10log35=15.44 db); 


il dipolo reale a mezz'onda alimentato al centro e ben lontano dal suolo ha guadagno 1.64 circa ossia G=2.15 db circa, mentre un'antenna irraggiante in 1/1000 di area di superficie sferica centrata sull'antenna TX avrà guadagno 1000 volte nella direzione di massimo irraggiamento rispetto all'antenna perfettamente isotropa per cui in tal caso se la potenza entrante in TX è Pt=1 W essa nel solido d'irraggiamento si comporterà come se possedesse Pt=1 Kwatt ossia con EIRP=1 KW, e tale G determina la classe di sensibilità di RX ossia la massima distanza d a cui è ancora ricevibile con dato rapporto N/S un segnale a pari potenza trasmessa Pt (a parità di antenna RX di guadagno G i ricevitori più sensibili ricevono segnali di minor potenza a pari N/S) e la classe di potenza in TX a cui può giungere con dato rapporto N/S un segnale trasmesso a pari potenza del finale (a pari G di TX una potenza maggiore Pt permette di ricevere più lontano un segnale a pari N/S)), l'impedenza di radiazione Zrad=Rrad+jXrad (ma alla potenza irradiata Pr contribuisce solo la componente resistiva ossia la resistenza di radiazione Rrad=Pr/Ireff(elev 2) dove Pr (watt) è la potenza effettivamente irradiata e Ireff (ampere) è il valore efficace della corrente d'antenna Ir nel suo punto di massimo, ed in condizioni di risonanza trascurando le perdite sappiamo che Zo=Ro=Rrad), il cui calcolo di parametri definenti le sue proprietà può partire suddividendo la complessa geometria dell'antenna in elementi infinitesimi in cui circolano correnti infinitesime sfasate e poi integrando i vari contributi (ricordando la principale formula delle antenne TX-RX ossia G/Ae=4π/λ(elev 2) ovvero il rapporto tra guadagno G ed area equivalente Ae (generalmente Ae=kAg dove k=0.5-0.75 (normalmente k=0.6-0.65) ed Ag uguale all'area geometrica di radiazione-captazione) è pari al rapporto tra 4π=12.566 ed il quadrato della lunghezza d'onda λ (ovviamente in spazio libero λ=300 milioni/f con λ in metri e f in Hz), per cui ad esempio a f=1 GHz della portante un'antenna con area Ag=15 metri quadri e Ae=10 metri quadri possiede un guadagno G=1396=31.45 db), ma nei calcoli circuitali con antenne RX in risonanza è bene usare il semplice circuito equivalente dell'antenna dato dal generatore serie es(t)=vs(t)=vr(t) o Es(s)=Vs(s)=Vr(s) o Es(jω) e dalla resistenza di radiazione serie Rs=Rg (quale circuito equivalente serie o di Thevenin) per cui Pr=S=Vr(elev 2)/Rs=RsIr(elev 2), mentre in TX l'antenna risonante può ben essere considerata un resistore con Rt=Zo=Ro, laddove se non fosse in risonanza sarebbe allora bene collegare in serie una reattanza Xt* di valore complesso coniugato di Xt d'uscita dal trasmettitore finale onde accordarla correttamente (con accettabile rapporto onde stazionarie ROS=SWR=VSWR (Voltage Standing Wave Ratio) calcolato-misurato ai morsetti d'ingresso pari al rapporto impedenza antenna/impedenza cavo e generalmente mai maggiore di circa 3) specialmente per alte potenze Pt; normalmente la potenza perduta-dissipata in calore Pper a causa di perdite da non idealità è trascurabile per piccole potenze mentre per grandi-grandissime potenze non è trascurabile ed è data da Pper=Vt(elev 2)/Rper dove Rper è la resistenza ohmica del materiale conduttivo d'antenna; ma perchè un'antenna TX possa trasmettere potenza ad un'eventuale antenna RX occorre che i diagrammi-lobi di radiazione si intersechino nella direzione spaziale TX-RX quindi è necessario un puntamento (manuale una tantum, od automatico specialmente se ad inseguimento di satelliti-sonde) tanto più preciso quanto più è stretto l'angolo del solido-cono d'irraggiamento ovvero quanto più è direttivo il sistema TX-RX (ciò normalmente avviene alle microonde dove l'angolo d'apertura può scendere sotto qualche grado sessagesimale o addirittura a frazioni di grado in alta frequenza f e con grande area equivalente Ae di ricezione-trasmissione) pena la diminuzione della potenza ricevuta Pr in RX od al limite la perdita completa del segnale, e riguardo il rumore generato-captato in RX occorre che la potenza del segnale Pr (watt) all'uscita di RX sia debitamente maggiore della potenza del rumore Pn (watt, usualmente data da hnB dove hn (watt/Hz) è la densità di potenza del rumore entro B, e B (Hz) la banda del segnale trasmesso) con un buon rapporto Pr/Pn (stabilito dal rapporto potenza rumore in banda B/potenza segnale, N/S, secondo le varie qualità desiderate dei segnali telefonici-radio-tv-microonde-PCM-dati); e terminiamo dicendo che esistono molti tipi di antenne TX-RX che i lettori avranno visto nella varie applicazioni dove le differenze in realtà attengono a captazione di E (dipoli elettrici e dipoli elettrici a schiera) o di H (dipoli magnetici e dipoli magnetici a schiera ossia spire e spire multiple) o con illuminatore-riflettore a paraboloide (dipolo elementare), impedenze caratteristiche, frequenza centrale fp e larghezza di banda B, diagramma di radiazione nelle direzioni su piani verso RX o verso TX ed apertura del fascio (per i paraboloidi di rivoluzione l'angolo d'apertura del cono elettromagnetico è dato circa da θ=70λ/D dove D è il diametro) nonché relativo guadagno G rispetto all'antenna isotropa, rumore in RX, potenza in TX (ovviamente troviamo antenne per radio TX-RX (fino a frequenze HF-OC non è necessario che siano in visibilità ottica), tv terrestre analogica (installate su alture o su tralicci-torri da canali UHF in su), tv satellitare, ricetrasmettitori amatoriali, ponti radio in UHF-microonde, telefonia mobile TX-RX, antenne per modem-router Wi-Fi e hotspot, antenne con segnale amplificato direttamente ai morsetti d'antenna (per migliorare il rapporto N/S), antenne radar di esplorazione-avvistamento-inseguimento, antenne per comunicazioni satellitari spaziali-ricerca), ma in senso elettromagnetico abbiamo antenne a dipolo elettrico od a filo di piccolo diametro rispetto alla loro lunghezza (con più o meno grande numero di dipoli direttori di segnale paralleli al dipolo radiante e più o meno grande G ma pur sempre a più o meno alta direzionalità, irradiante potenza nelle direzioni normali all'asse del dipolo radiatore 


(il semplice e solo dipolo radiante lontano dal suolo ha G=1.64 e Zo=Ro=73 ohm), nonché antenna di grandi dimensioni paragonabili a mezza lunghezza d'onda per via della grande capacità C equivalente associata all'energia di campo E del dipolo necessaria per ottenere la risonanza data la bassa induttanza L associata all'energia del campo H), antenne a dipolo magnetico od a spira (analoghe ad un dipolo elettrico (capacità C equivalente) configurato-ripiegato a circonferenza di cerchio (induttanza L equivalente) dove le estremità sono collegate ad un condensatore in aria-vuoto (con alte-altissime tensioni alle armature dato l'alto fattore di merito Q) per l'accordo se a 1 sola spira, caratterizzate da basso rumore e buona direttività-guadagno (adatte in telecomunicazioni ad apparecchi mobili) analoghi al dipolo elettrico ma di minor dimensioni), antenna a stilo (ossia bacchetta-asticella rettilinea rigida verticale alimentata in TX con un polo del generatore alla base e l'altro polo a terra, o collegata all'ingresso del circuito aereo in RX mentre l'altro polo del circuito è la massa oppure è la terra se in onde lunghe-lunghissime si sfrutta pure l'onda


 elettromagnetica di superficie, normalmente stilo con lunghezza molto minore di λ (analoga allora all'antenna marconiana aperiodica o non risonante quando l'asta verticale ha piccola lunghezza rispetto alla lunghezza d'onda) oppure lunga 1/4 d'onda (come l'antenna marconiana periodica o risonante), con solido di radiazione a simmetria circolare su 360 gradi attorno all'asse verticale dello stilo, con guadagno di circa 3=4-5 db, e basso rendimento) molto usata nei radioricevitori portatili AM in OM (in luogo dell'antenna a spire in ferrite collocata sul circuito stampato comunque più spesso adottata nei ricevitori ad onde medie) ma soprattutto nei radioricevitori portatili FM come tutti sapranno riguardo le radioline portatili nella banda 88-108 MHz (in luogo dell'antenna a spire microstriscia più moderna), antenne ad elica (dal 1946 realizzata con filo conduttore rigido disposto a spirale elicoidale cilindrica (grande induttanza L equivalente che richiede minor capacità C equivalente per la condizione di risonanza quindi dimensione più piccole rispetto al dipolo a mezz'onda seppure restringendo la banda di emissione-captazione (le caratteristiche di radiazione dipendono molto dalla lunghezza ls delle n spire ovvero quando la lunghezza ls della singola spira è piccola rispetto a λ allora l'elica è assimilabile ad un semidipolo di lunghezza circa nls ma qui semidipolo avvolto-raccolto, mentre quando ls è maggiore di circa 0.3λ allora l'elica diviene molto direttiva irraggiando maggiormente lungo il suo asse (in tal caso usualmente dotata di n=6-12 spire interspaziate di 0.25λ) e con tipica polarizzazione circolare oraria-antioraria come il senso dell'avvolgimento dell'elica conduttiva), come pure notiamo avviene-avveniva riguardo la piccolezza ad esempio delle minuscole antenne a spire multiple (molte decine) in radioricevitori portatili AM in onde medie (con lunghezza d'onda da 600 metri a 250 metri circa, ossia in banda 500-1000 MHz circa) avvolte su un nucleo di ferrite-ferroxcube usualmente di 8 millimetri di diametro (con notevole effetto induttivo e campo H), antenne ad elica spesso utilizzate per le comunicazioni spaziali quando non si voglia ricorrere ai più costosi paraboloidi) su base dielettrica od in aria-vuoto con direzione del massimo irraggiamento lungo l'asse oppure normale all'asse (modo di funzionamento-radiazione normale) secondo come detto che la lunghezza ls di una spira sia molto minore della lunghezza d'onda (normale ed isotropo) o molto maggiore (radiazione massima assiale e direttiva con alto G)), un tempo nelle comunicazioni internazionali e nelle onde corte su un'ampia banda erano molto usate le grandi antenne rombiche orizzontali collocate a distanza circa λ dal suolo seppure dal grande ingombro (composte di 2 fili a formare un rombo caricate al vertice opposto di quello di alimentazione con un'impedenza di terminazione pari a Zo=Ro ossia uguale a quella del cavo che porta il segnale, con lunghi lati per ottenere un alto guadagno, una buona direttività lungo la diagonale maggiore del rombo specialmente a relativamente basse frequenze, con l'alimentazione applicata ad uno degli angoli-vertici acuti del rombo stesso), antenne a filo rettilineo orizzontale lungo alcune volte λ (antenna Beverage, abbastanza direttiva) con filo-conduttore collocato a distanza λ dal suolo, ed alimentato da un polo del generatore con l'altro polo a terra, e terminato all'altro estremo con un resistore con Ro=Zo collegato tra il conduttore e la terra, vecchie antenne a telaio o quadro (formate da una bobina piatta avvolta su un telaio di forma rettangolare-circolare di dimensioni minori di λ ma pur sempre di decine di centimetri, alimentate in TX agli estremi dei conduttori della bobina o da cui prelevare il segnale in RX, usualmente posizionate su un piano verticale girevole così che annullando gli sfasamenti delle tensioni indotte sui lati verticali del telaio si può determinare la direzione di massima captazione (passante per il piano del telaio stesso) ossia la direzione dell'antenna TX (funzionando così da radiogoniometro con rivelazione del punto di minimo segnale, e con l'uso di due radiogoniometri determinando anche la distanza di TX)), antenne ad apertura (ossia le trombe a sezione quadrata-rettangolare, i diffusi paraboloidi, le guide d'onda metalliche aperte o con fessure, ossia antenne nelle quali le fessure-aperture possono eccitare il campo elettromagnetico E-H come se fossero le sorgenti secondarie del campo 


(mentre le sorgenti primarie, spesso dipoli elementari, stanno nel fuoco od alla base lungo un piano elettrico nelle trombe, ossia dove la radiazione di dipoli elementari eccitatori è guidata da cilindri od è riflessa da superfici paraboloidiche di rotazione dalle microonde in su) in cui l'area ridotta-efficace Ae=Ar ed il guadagno G per via dell'elementarietà-idealità del dipolo elettrico sono direttamente legati all'area dell'apertura geometrica Ag (metri quadrati), inoltre G cresce con l'inverso del quadrato della lunghezza d'onda della portante ossia cresce favorevolmente col quadrato della frequenza (aggiungiamo qui rapidamente ed approssimativamente come ognuno avrà notato che stabilito il parametro di qualità di un segnale (ad esempio telefonico o musicale o televisivo) ed utilizzando le stesse strutture fisiche-geometriche, per trasmetterlo traslato in AF modulando una portante fc ad una fissata distanza siano necessarie potenze Pt che vanno da 100 KW (con fc=1 MHz circa) a 1 KW (con fc=100 MHz) a 10 W (con fc=1 GHz) a 0.1 W (con fp=10 GHz) poichè a pari aree At e Ar i guadagni aumentano col quadrato di fc ed allora decuplicare fc richiede di diminuire Pt di 100 volte, per cui non può stupire il fatto che a parità di segnale e di distanze approssimativamente le potenze vanno da decine di KW (in onde lunghe-corte) a frazioni di W (in banda SHF e Ku)), e l'angolo di apertura aumenta con la lunghezza d'onda ossia è inversamente proporzionale alla frequenza, ma tra queste antenne ad apertura è particolarmente conosciuto il paraboloide per la ricezione circolate televisiva via satellite nonché ben vantaggioso da SHF-microonde in su, il quale deve il suo nome appunto al riflettore paraboloidico che tutti vedono ma in realtà la vera antenna è il dipolo elementare collocato davanti nell'illuminatore o magari la piccola guida d'onda collocati nel fuoco, laddove il diametro del paraboloide deve essere molte volte maggiore della lunghezza d'onda perchè esso si comporti in maniera via via più ideale irradiando un fascio (quasi)cilindrico senza effetti ai bordi (interferenza e diffrazione) ben collimato ovvero assai poco divergente lungo l'asse di trasmissione-ricezione), ossia come detto l'antenna a tromba (molto direttiva e formata da una cavità a tronco cono-piramide aperta alla base minore onde effettuare il collegamento con la guida d'onda che porta il segnale, dove le dimensioni lineari devono essere ben maggiori di λ perchè si comporti idealmente senza interferenze e con ottimo guadagno ed allora essa deve lavorare dalle microonde un su), e come detto antenna a paraboloide (ossia come già scritto formata da un riflettore paraboloidico con un'antenna eccitatrice collocata nel suo fuoco, ad alta direttività ed alto guadagno per portanti da UHF-SHF in su, ad esempio con riflettore parabolico cilindrico eccitato da un'antenna collineare, oppure con paraboloide di rivoluzione eccitato da un dipolo elementare o da dipolo a mezz'onda o dall'uscita di un'antenna a tromba), ed antenna cassegrain (con illuminatore collocato nel vertice del riflettore onde illuminarlo dopo la riflessione del fascio su una superficie iperboloidica quale subriflettore), ma accenniamo ancora alla storica antenna Marconi ad asta verticale o ground plane od antenna marconiana ossia al più semplice tipo d'antenna (composta da un solo elemento (usualmente lungo 1/4 d'onda per cui in tal caso è detta antenna risonante in quarto d'onda) con piano di terra riflettente-conduttivo naturale-artificiale (per cui sarebbe “otticamente”-elettromagneticamente equivalente all'antenna lunga 1/2 onda dato che l'altro semidipolo è il piano terra, alimentata da un generatore con un polo e l'altro polo collegato a terra, irradiante come tutti i dipoli specialmente nella direzione perpendicolare all'asta, con impedenza caratteristica di circa 37 ohm se l'asta è verticale o fino a 72 ohm con l'asta via via sempre più piegata verso i piani di terra (si possono invece inclinare i piani di terra di ground-plane di circa 120 gradi per ottenere l'impedenza di circa 50 ohm come potrebbe facilmente avvenire utilizzando per i piani terra ad esempio i tettucci delle carrozzerie ed appunto essa è usata nelle ricetrasmissioni con mezzi mobili ed automobili, ma per molto tempo è stata utilizzata in TX nella radiodiffusione AM realizzata con un traliccio-pilone d'acciaio isolato da terra e buon rendimento superiore a 0.8), nonché con guadagno di 3.3=5 db circa dato che concentra la potenza radiante tutt'intorno su 360 gradi escludendo l'alto e la terra)), 


ma abbiamo detto che si possono combinare a matrice-array-cortina-schiera antenne tutte uguali o raramente di vario tipo lungo assi o su piani (tipo le cortine di dipoli, o con 1 solo dipolo radiatore e gli altri direttori-riflettori oppure con più radiatori sfasati nei segnali di alimentazione) onde aumentare la potenza irradiata, aumentare il guadagno, ridurre l'angolo del fascio e configurare opportunamente il diagramma di radiazione (anche dinamicamente nel tempo come avviene nei radar a schiera SAR (Synthetic Aperture Radar) per variare il puntamento del fascio o per eseguire l'inseguimento con la scansione elettronica dello spazio esplorato in luogo della complicata scansione meccanica) ma sui tetti delle abitazioni sono ancora oggi visibili le antenne a schiera di dipoli od antenne Yagi (a volte credo chiamate anche ad orecchie di


 coniglio), le note e diffuse antenne Yagi usate nella regione delle onde corte ed ultracorte in TX ma soprattutto ben utilizzate in RX per la ricezione dei segnali dei canali televisivi VHF-UHF ed oggi UHF-SHF fino a 1 GHz circa del sistema digitale terrestre (composte da un dipolo a mezz'onda (usualmente formato da un dipolo piegato fatto equivalentemente di due semidipoli collegati in parallelo) e da altri uguali conduttori isolati complanari e paralleli opportunamente spaziati (quali dipoli parassiti non alimentati e non radianti ma dirigenti il fascio), ovvero composte dal dipolo radiatore a 1/2 onda a cui è collegato conduttore e schermo (uno ad un semidipolo 1/4 d'onda e l'altro all'altro semidipolo 1/4 d'onda) del cavo coassiale discendente, dal riflettore formato da un dipolo più lungo di λ/2 o da uno schermo a rete metallica con maglia abbastanza fitta collocato all'estremo dell'asse dell'antenna a distanza λ/6 dal dipolo radiatore, poi dai paralleli dipoli direttori collocati rispetto al radiatore dall'altra parte del riflettore (usualmente più di uno ed in numero anche di 10-20 o più con lunghezza minore di λ/2 e spaziatura 0.1-0.15λ onde aumentare il guadagno G per così ottenere un buon rapporto N/S in caso di segnali ricevuti deboli, ed anche aumentare la direttività, seppure restringendo la banda ad un solo canale ricevibile ossia intorno ad una decina di MHz o poco più)), e sono costruite anche antenne a larga banda per TX-RX in uno spettro elettromagnetico più o meno piatto ben maggiore (ottenute da diversi dipoli di lunghezza differenti o da una spirale logaritmica per allargare le frequenze di risonanza-accordo) ossia antenne array logperiodiche o le antenne biconiche ma pure le antenne rombiche, ed aggiungiamo che da 10-20 anni si sono molto diffuse le antenne a microstriscia dalle ridottissime dimensioni, dal piccolissimo peso e dall'assai basso costo (in cui il minuscolo radiatore piano è montato su un substrato dielettrico per SHF con l'altro lato costituito dal piano di massa-terra ed irraggiante per effetto di bordo quale fosse un piccolo condensatore piano alimentato da una compatibile guida d'onda o da una microstriscia di cui abbiamo scritto altrove) adatte alla telefonia mobile in TX ma soprattutto nella telefonia mobile in RX (con frequenze portanti sopra 1 GHz), oltre che nelle bande a microonde in campo spaziale-militare; 


però riguardo la ricezione RX dei segnali radio RF il lettore ricorra a formule generali più pratiche come le seguenti che qui ancora riportiamo (alcuni simboli sono di usuale utilizzo e significato noto): G/A=Gt/At=Gr/Ar=4π/λ(elev 2), λ=300 milioni/f (m), A=nAg, Ag=area geometrica, n=0.5-0.75 (usualmente 0.6), G/A=G/nAg=12.566/λ(elev 2)=1.396f(elev 2), Pr/Pt=A1A2/((λ(elev 2)l(elev 2))=(n1A1g)(n2A2g)/(λ(elev 2)l(elev 2))=G1G2λ(elev 2)/(4πl)(elev 2), l (m) è la distanza di comunicazione TX(1)-RX(2) o TX(t)-RX(r), ciò come in spazio libero, θ=70λ/D=2.1x10(elev 10)/fD per il paraboloide, G=n(70λ)(elev 2)/θ(elev 2)=46.845 db – 20log(D/70λ) + 10log(n), Ru=KRe, dove K=1 in trasmissione diretta ed in modulazione d'ampiezza AM, K=1/φe(elev 2) in modulazione di fase PM con deviazione efficace di fase φe (rad), K=f2(elev 2)/(Δfe(elev 2)=(1/3)(f2(elev 2)/Δfpp(elev 2))=(1/3)(1/β(elev 2)) in modulazione di frequenza FM, con banda del segnale B=f2, deviazione efficace di frequenza Δfe (Hz), deviazione picco-picco di frequenza Δfpp (Hz), indice di modulazione di frequenza β=Δfpp/f2, tensione all'uscita antenna Vs=radice quadrata di (RPs)=radice di (RPn/Re), Vs maggior-uguale di radice quadrata (Rk(Tg+(F-1)To)BAl/Re), potenza ricevuta all'uscita antenna Ps=PrGr=PtGtGrλ(elev 2)/((4πl)(elev 2)), Ps maggior-uguale di k(Tg+(F-1)To)BAl/Re, Ps maggior-uguale di PnAl/Re, Re=RPnAl/Vs(elev 2)=(Rk(Tg+(F-1)To)BAl)/Vs(elev 2)=PnAl/Ps, Pn=hnB=kTsB=-228.73 db + 10logTs + 10logB quale potenza complessiva di rumore nella banda B del segnale, hn=densità spettrale di rumore (supposta o supponibile costante nella banda B), Ts=Tg+Ta quale temperatura di rumore complessiva del sistema, Tg=temperatura equivalente di rumore d'antenna, Ta=temperatura equivalente di rumore delle apparecchiature complessiva, Ta=(F-1)To, To=298 °K (o minore se coi primi stadi raffreddati), Pn=k(Tg+Ta)B=k(Tg+(F-1)To)B, F=F1+(F2-1)/A1 quale figura di rumore totale delle apparecchiature calcolata considerando solo i più importanti stadio 1 e stadio 2, R=impedenza resistiva dell'antenna, Al=attenuazione di linea, per cui in ricezione RX procedendo in linea molto generale fissato Pr, Gr, Tg, porre Ta=Tg/10 circa ossia (F-1)To=Tg/10, F=Tg/10To+1 circa (sarebbe inutile scendere oltre, scegliendo un adeguato transistore Bjt-Mos per il 1° stadio (o l'integrato IC che lo contenga) con sufficientemente bassa figura di rumore NF nel punto di lavoro scelto-consigliato dal produttore (ossia Tensione collettore-emettitore/Corrente collettore se Bjt, o Tensione drain-source/Corrente drain se Mos), adeguatamente basse capacità parassite Cp e di reazione Cr, sufficientemente alte frequenza di taglio e frequenza trasversale, e magari considerando anche i medesimi parametri del 2° stadio, eseguendo i calcoli magari con programmi quali i noti Matlab, Maplesoft, Mathematica, ecc., e calcolatrice scientifica Texas-Sharp-Citizen-ecc., provando poi il modello-prototipo di circuito con Spice-LTSpice-Microcap (sempre che il modello di semiconduttore sia supportato dall'analizzatore di rete virtuale, oppure recuperando i valori dei parametri del modello da qualche parte o dalla stessa Azienda produttrice), misurando quindi dopo realizzazione fisica sul prototipo o sul circuito finale la figura di rumore F ricorrendo ad un generatore di rumore costante in banda da applicare all'ingresso dello stadio ed un analizzatore di spettro (od un analizzatore di rete) all'uscita ed usando ad esempio il metodo a fattore Y almeno quando F è ragionevolmente piccolo e To=293-298°K=20-25°C, od il metodo della misura diretta in valori assoluti di potenza e non solo i rapporti relativi di potenza), altrimenti ridurre To (eseguendo il raffreddamento dei primi stadi sempre che tutti i componenti ivi utilizzati lo permettano poiché tutti sanno che i Bjt-Mos d'uso commerciale hanno un campo T di funzionamento piuttosto limitato (ad esempio non inferiore a 218 °K=-55 °C) ma si costruiscono anche transistori che possono funzionare a T molto più basse, ed in qualche caso per il raffreddamento dei primi stadi o dei primi transistori Bjt-Mos sotto Ta ambiente, sarebbe pure possibile ricorrere all'uso di celle di Peltier di piccola potenza P (W) le quali alimentate in corrente Ic (A) mantengono una differenza tra la faccia calda Th e la faccia fredda Tc anche di 60 °C, dove la faccia fredda va collegata al corpo a circa Tc del transistore od inserita direttamente nell'ambiente a circa Tc (una qualche capsula termicamente isolante) che ospita il transistore, e la faccia calda esposta all'ambiente esterno tramite modesto dissipatore, così che controllando la cella di Peltier tramite un circuito controllore (che misuri la temperatura bassa Tc) si possa modulare opportunamente la corrente Ic nella cella e dunque mantenere la temperatura Tc al sufficientemente costante e basso valore ottimale riguardo i migliori parametri del circuito equivalente del Bjt-Mos (in particolare riguardo la potenza di rumore hn-Pn ed il fattore di rumore F) nel miglior punto di lavoro prescelto, ma riguardo le celle di Peltier abbiamo scritto altrove ed info si possono comunque reperire su Internet), od aumentare Gr (con un'antenna RX di maggior guadagno seppure con diminuzione dell'angolo solido del cono elettromagnetico di captazione e magari con maggiori problemi di puntamento verso l'emittente TX e mantenimento del puntamento nel corso del tempo); 


sempre in ricezione RX ma nel campo dei radiotelescopi semi amatoriali-amatoriali, usati dagli appassionati di esplorazioni dello spazio esterno (ci sono, infatti, anche coloro che realizzano il proprio radiotelescopio ad esempio ricorrendo ai sistemi prodotti da RadioAstroLab), è possibile utilizzare preamplificatori-amplificatori d'ingresso LNA RF professionali a bassissimo rumore N/S (low noise amplifier LNA di 50-100 MHz di banda passante, seguiti da circuito supereterodina a più conversioni di frequenza DSB-SSB per un miglior funzionamento a più bassa frequenza dei circuiti e miglior definizione di banda passante, e quindi conversione analogica-digitale del segnale meglio se realizzata su PC con apposito software di conversione, (demodulazione) e software DSP) con paraboloide di qualche metro di diametro (2-5 m, ed area equivalente Ar=3-18 m quadri) costruiti specialmente per ricevere segnali radio ossia rumore cosmico incorrelato a tensione variabile casualmente (rumore cosmico o di radiosorgenti equivalente alla temperatura di rumore della sfera celeste entro date finestre spaziali ed entro intervalli di frequenze-lunghezze d'onda, od equivalente alla temperatura di brillanza di oggetti radioemittenti laddove tale temperatura di brillanza puntando alta l'antenna allo zenit dove però non ci siano sorgenti RF è intorno a 6.8-7 °K (sappiamo che la radiazione cosmica di fondo o di background è Tc=Tbg=2.7 °K)) con frequenza captata di qualche GHz ad esempio entro 1-10 GHz (ed in particolare per ricevere il segnale radio della riga dell'idrogeno neutro ossia a frequenze 1420-1660 MHz=1.42-1.66 GHz quale stretta banda detta water hole, ma se si realizzano radiotelescopi amatoriali per la banda ricevuta di 10-12 GHz si possono pure sfruttare i sistemi ed i circuiti elettronici già realizzati per i sistemi TV-SAT commerciali), laddove i radiotelescopi professionali per la ricerca hanno antenne paraboloidiche di grande area anche più di 500 m quadrati (tipo i radiotelescopi di Arecibo (National Astronomy and Ionosphere Center NAIC con antenna a singola apertura di 305 m di diametro e Ar=50 mila m quadri), Lovell a Jodrell  Bank (72 m), Effelsberg (100 m), Sardinia Radio Telescope (64 m), ecc., ma gli array di antenne paraboloidiche (VLBI o Very Long Baseline Interferometry) hanno aree equivalenti Ar ben maggiori ossia anche di Km quadri, guadagni Gr molto più alti, angolo solido del fascio minore e risoluzione spaziale migliore; il guadagno G (°K/Jy) lo potremmo dare come G=10(elev -26)(mKaAg)/Kb dove m=efficienza radiazione (=0.5 per radiazione RF non polarizzata), Ag=area geometrica paraboloide o area geometrica equivalente, Ka=rendimento antenna (con valori da 0.45 a 0.65), Kb=costante di Boltzmann, laddove la sensibilità di singole grandi antenne è 0.5-10 milliJy e per grandi aree di array di paraboloidi può arrivare anche a 0.005 milliJy o meno a frequenze entro 1-80 GHz con bande di qualche decina di MHz ed osservazione di qualche ora), e ricevitori RF a maggior banda passate per ricevere segnali di ogni tipo di oggetto astronomico (stelle, quasar, ecc., con preamplificatore-amplificatore-convertitore in cascata se fino a segnali da ricevere con f massima di 100 GHz circa altrimenti con convertitore-amplificatore in cascata oltre i 100 GHz circa, notando che grossolanamente la densità media di flusso radio ricevuto (potenza per unità di area ed unità di banda “P/AB”) è intorno a 10(elev -26) Jansky=10(elev -26) Jy=10 nano-attoJy=10 nano-attoW/Hz m(elev 2), ma ad esempio per il segnale cosmico dalla Luna sarà circa 50000-60000 Jy), ad esempio ricevitori nella banda RF di 1.4-1.7 GHz (i primi stadi di preamplificazione-amplificazione usualmente realizzati con transistori a bassa figura di rumore od ultra-low-noise MOSFET, FET, HJFET (Heterojunction Field Effect Transistor), HFET (Heterostructure Field Effect Transistor), HEMT (High Electron Mobility Transistor ad effetto di campo utilizzati alle microonde (da 1-2 GHz (banda L) a 110-170 GHz (banda D) ma in generale sopra i 10 GHz) ed onde millimetriche di 30-300 GHz (sono stati realizzati amplificatori-mixer-ecc. con dispositivi circuitali HEMT con buone prestazioni fino a 600 GHz e funzionanti ancora fino a 1 THz=1000 GHz), caratterizzati da una giunzione tra due semiconduttori diversi con differente band gap di energia 


(ad esempio band gap del Si è 1.1 eV, del Ge è 0.67 eV, usando in tale transistore per esempio arseniuro di gallio GaAs e n-AlGaAs, insieme a AlGaAs puro per ridurre effetti parassiti (oppure magari usando GaN), consentendo alta concentrazione di portatori di carica maggioritari, alta mobilità dei portatori elettroni-lacune, maggior guadagno incrementale, e figura di rumore NF anche di 0.5 db=1.12 o minore), ovvero realizzati con una eterogiunzione onde sfruttare elettroni ad alta mobilità elettronica μe presenti nella buca di potenziale tra i due semiconduttori (transistore HEMT ideato alla fine anni '70 da Takashi Mimura in Fujitsu (Japan) con dimostrazione nel 1980, mentre in USA anche Ray Dingle, Arthur Gossard e Horst Stormer ebbero un ruolo nell'invenzione di HEMT (in Bell Laboratories a Murray Hill NJ con n-type AlGaAs ed undoped GaAs in strati alternati) con brevetto di apr1978, e pure Daniel Delagebeaudeuf e Trong Linh Nuyen di Thomson-CSF (France) registrarono un brevetto a mar1979), tipo Hmet FHX35LG canale P di Fujitsu (“The FHX35X/002 Chip and FHX35LG/002 packaged devices are HEMT (High Electron Mobility Transistor) ones suitable for use as the front end of an optical receiver in high speed lightwave communication systems. This HEMT combines high transconductance, low gate capacitance and low leakage current; all important factors in achieving low noise preamplification. Fujitsu’s stringent Quality Assurance criteria and detailed Test Procedures assure Highest Reliabiltity Performance; FEATURES: High Transconductance, Low Leakage Current, Low Gate Capacitance, Gold Bonding System, Proven Reliability, con Vdsmax=6 V, Idmax=40 mA circa (da polarizzare con Vdsq minore di 3 V e Idq minore di 20 mA),frequenza di taglio ft=18 GHz, guadagno di circa 10 db=10 in potenza, NF=0.3 db=1.072 a 500 MHz, Pd=290 mW, transconduttanza gm=60 mS=60 mA/V, Cgs=0.3 pF circa, Cgd=0.035 pF, ecc., in package ceramico HI-REL, acquistabile al prezzo singolo di circa 9-10 dollari), utilizzabile negli stadi d'ingresso RF in applicazione alle microonde particolarmente se è richiesta una bassa-bassissima figura di rumore (stadi di ingresso in cui è particolarmente importante l'ottimizzazione, scegliendo la miglior polarizzazione del transistore e l'ottimo adattamento delle resistenze-impedenze di sorgente e di carico, per abbassare a livelli più bassi possibili il rapporto potenza rumore/potenza segnale nella banda B, in contenitore controllato ad opportunamente bassa temperatura ambiente), oppure in oscillatori-mixer ad alta frequenza, in telecomunicazioni (ponti radio PR e telefonia mobile TM), ed in particolare in applicazioni di radioastronomia per radar detection and ranging systems, in circuiti anche fino a 60 GHz ma pure in banda W di 75-110 GHz (ossia in circuiti a bassissimo rumore F ed altissima frequenza fp ma con buone prestazioni fino a frequenze “ancora inesplorate” di 600 GHz) spesso però realizzati non in forma discreta ma incorporati in IC Monolithic Microwave Integrated Circuit MMIC, oggi prodotti da Fujitsu, Cree (tipo CG2H40010 GaN HEMT, “Wolfspeed's CG2H40010 is a 10 W, DC-6 GHz, RF power gallium nitride (GaN) high electron mobility transistor HEMT... offers a general purpose, broadband solution to a variety of RF and microwave applications. GaN HEMTs offer high efficiency, high gain, and wide bandwidth capabilities making the CG2H40010 ideal for linear and compressed amplifier circuits. The transistor is available in a screw-down, flange package; Applicazioni: 2-way private radios, Broadband amplifiers, Cellular infrastructure (in TX con Pu dell'ordine di qualche W), Test instrumentation, Class A, AB, linear amplifiers suitable for OFDM, W-CDMA, EDGE, CDMA waveforms”), Broadcom (tipo  ATF-33143-BLKG HEMT 305 mA 5.5 V 4-Pin SOT-343 a circa 3.3 sterline), Infineon (tipo transistori p-gate CoolGaN da 600 V) ecc.), poi PHEMT o pHEMT (Pseudomorphic High Electron Mobility Transistor, evoluzione del precedente HEMT ed estensivamente utilizzato in RF ad altissima frequenza ed in LNA con eccellenti prestazioni low noise figures, efficienza e performance), poi mHEMT (metamorphic High Electron Mobility Transistor)), banda passate di amplificatori-convertitori di 40-50 MHz o più (per cui con un paraboloide di Ar=600 m quadri, la potenza del segnale ricevuto sarà di circa Pr=3x10(elev -16) W=0.3 milli-picoW su impedenza adattata, ossia una potenza circa 140 mila volte più piccola di quella minima all'uscita di un paraboloide con D=1 m per segnale tv ancora demodulabile (circa 42 picoW ossia approssimativamente 500-1000 milioni Jy) laddove questa potenza Pr di segnale tv normalmente è invece intorno a 14-30 nanoW), canali analizzati di decine di milioni, e tempo di scansione di qualche sec). Il concetto di circuito con le sue leggi viene dedotto dal sistema elettromagnetico, ovvero ancora le equazioni di Kirchhoff (equazioni algebriche lineari a coefficienti costanti (unitari), come scriveremo più oltre) si ricavano dalle equazioni di Maxwell (4 equazioni di Maxwell integro-differenziali alle derivate parziali M1, M2, M3, M4, ossia Maxwell differenziali MD (2 equazioni di divergenze MD1 e MD2 nei vettori densità di flusso elettrico D(x,y,z,t) e densità di flusso magnetico B(x,y,z,t) per soddisfare condizioni geometrico-conservative (conservativo significa che è rispettata una legge di conservazione di grandezza estensiva oppure che in un campo vettoriale i vettori hanno componenti legate alla posizione tramite una funzione potenziale ossia sono funzioni solo del posto), e 2 equazioni di rotori MD3 e MD4 nei vettori campo elettrico E(x,y,z,t) e campo magnetico H(x,y,z,t) per soddisfare condizioni geometrico-elettromagnetiche, laddove ancora rapidamente diciamo che la divergenza è un operatore scalare che da una funzione vettoriale F (derivabile con derivate parziali prime in tutto il campo) come ad esempio il vettore campo elettrico E (di componenti Ex, Ey, Ez) ricava una funzione scalare divF che altro non è che il flusso di F per unità di volume che al limite esce da un volume tendente a 0 e che in coordinate cartesiane rettangolari è la somma delle 3 derivate parziali di Fx-Fy-Fz fatte rispettivamente lungo x-y-z ossia derivata di Fx rispetto a x + derivata di Fy rispetto a y + derivata di Fz rispetto a z, per cui se tale somma è positiva in un punto del campo ci sarà allora un flusso di vettor F uscente da una superficie chiusa comunque piccola contenente il punto e se invece la superficie S contenente il volume V è finita il flusso di F si otterrà integrando divF sul volume V oppure integrando vettor F stesso sulla superficie S per il teorema della divergenza o teorema di Gauss che pone una relazione tra l'integrale su S chiusa di un vettore F e l'integrale su V della divergenza di F (ad esempio se F è la densità di flusso D allora se divD=0 non ci sarà flusso uscente-entrante differentemente se divD fosse positiva o negativa ossia con cariche elettriche positive-negative entro V, mentre se F è il vettore velocità v di un fluido in moto stazionario allora il flusso di v sarebbe nullo ossia con tanto flusso entrante (ad esempio da una base di un cilindro V con superficie laterale come i filetti del fluido) quanto flusso uscente (dall'altra base del cilindro V) in ogni istante, ben comprensibile essendo moto stazionario diversamente da turbolento o da un moto di un fluido-gas comprimibile-espandibile), mentre il rotore (termine rotore-curl dato da Maxwell stesso significante rotazione) è un operatore vettoriale che da una funzione vettoriale F (di componenti Fx-Fy-Fz, derivabile con derivate parziali prime in tutto il campo) ricava una funzione vettoriale (per cui la sua componente in un punto ed in una data direzione i oppure x-y-z è data dall'integrale di linea l chiusa o circuitazione o circolazione lungo il perimetro l di una superficie S al limite tendente a 0 giacente normalmente alla direzione i o x-y-z diviso l'area di S stessa, ossia un rapporto circolazione/area al limite per area che tende a 0 passante per il punto dove la circolazione è massima, come la divergenza era un rapporto flusso/volume per volume tendente a 0) e rotore che in coordinate cartesiane rettangolari è la somma di 3 vettori rispettivamente lungo x-y-z ossia versor i (per derivata parziale di Fz rispetto a y – derivata di Fy rispetto a z) + versor j (per derivata di Fx rispetto a z – derivata di Fz rispetto a x) + versor k (per derivata di Fy rispetto a x – derivata di Fx rispetto a y), od in termini e notazione matriciale data da determinante (riga 1) i, j, k; (riga 2) derivata rispetto x, derivata rispetto y, derivata rispetto z; (riga 3) Fx, Fy, Fz; e come si nota il rotore di un vettore ha componenti in ogni direzione che sono la differenza delle derivate trasversali nel piano normale a quella direzione (ossia la componente del rotore lungo x è la differenza tra la derivata di F lungo z fatta rispetto a y e della derivata di F lungo y fatta rispetto a z, ed analogamente per le componenti lungo y-z, ossia ogni componente di rotore è proporzionale alla differenza di variazione di ogni componente normale di F nella direzione però sua perpendicolare, mentre la divergenza sarebbe invece proporzionale alla somma delle variazioni di ogni componente di F nella propria direzione) ed allora se il rotore di F non è nullo in un punto significa che la circuitazione lungo una linea l infinitesima racchiudente S col punto non è nulla e se la sola componente lungo i di rotF è diversa da 0 significa che solo le due derivate trasversali contenute nel piano normale ad i non sono uguali e dunque non s'annullano reciprocamente, e ad esempio se F è il vettore velocità v di un fluido con filetti paralleli lungo z ossia con solo componente di velocità vz allora rotv (concetto pure importante in idro-fluido-aerodinamica) ha componenti nulle lungo z (infatti vx=vy=0 sia che il moto sia stazionario o che sia variabile) mentre lungo x e y le componenti del rotore non sono nulle ed un'elica con pale curve immersa nel fluido con asse lungo z ruoterebbe mentre se simmetricamente una metà del fluido scorresse verso +z e l'altra metà verso -z allora il rotore sarebbe nullo e l'elica starebbe ferma mentre ancora un disco piatto con asse in qualsiasi direzione comunque non ruoterà (questo con regolarità del moto senza formazione di vortici), ma l'acqua che defluisce dalla vasca da bagno o da un serbatoio con moto vorticoso-turbolento acquista una circolazione 


(dimostrato ciò da un piccolo galleggiante o sughero immersovi), ma poi anche con curvatura delle linee della forza non significa che il rotore sia diverso da 0 perchè un campo di forza con linee circolari può avere rotore nullo ed invece un campo con linee di forza rettilinee può avere rotore non nullo, mentre se volessimo almeno concettualmente misurare rotE di un campo elettrico E potremmo porre cariche elettriche d'ugual segno alle estremità di raggi isolanti di una ruota ed esporla al campo (per osservare che nei campi elettrostatici essa è sempre ferma ossia il campo elettrostatico E è un campo irrotazionale ossia a rotore nullo dunque è conservativo e dunque è il gradiente di uno scalare o potenziale, e se poi avesse pure divergenza nulla (oltre a rotE=0 anche divE=0) sarebbe un campo armonico o laplaciano soddisfacente l'equazione di Laplace), e così vale per il rotore di ogni vettore F, E, D, H, B, ecc.), e poi equazioni di Maxwell in grande od in larga scala o su volume xyzt finito ossia Maxwell integrali MI (ottenute queste ultime integrando le divergenze MD1 e MD2 di D e B sul generico volume V contenuto nella generica superficie S chiusa arbitraria oppure per il teorema della divergenza o di Gauss integrando i vettori D e B stessi sulla generica superficie S (ottenendo così una carica elettrica (coulomb) ed un flusso magnetico (weber) rispettivamente) ed integrando i rotori MD3 e MD4 di E e H sulla generica superficie S sottesa dalla generica linea l chiusa arbitraria oppure per il teorema del rotore o teorema di Stokes integrando i vettori E e H stessi sulla generica linea l (ottenendo così una forza elettromotrice (volt, derivata temporale del flusso magnetico concatenato con la linea l) ed una forza magnetomotrice (ampere spire, somma della derivata temporale della carica elettrica Q e della derivata temporale del flusso elettrico Ψ entrambe attraverso la generica superficie S ossia somma della corrente di conduzione e della corrente di spostamento) rispettivamente)), ossia equazione M1 Gauss-Maxwell (scritta in vettor D, dimensionalmente flusso elettrico/volume in MD e flusso elettrico in MI), equazione M2 Gauss-Maxwell (in vettor B, dimensionalmente flusso magnetico/volume in MD e flusso magnetico in MI), equazione M3 Faraday-Maxwell (in vettor E, dimensionalmente potenziale elettrico/area in MD e potenziale elettrico in MI) ed equazione M4 Ampere-Maxwell (in vettor H, dimensionalmente corrente elettrica/area in MD e corrente in MI), equazioni di campo M1-2-3-4 dalle quali si deduce pure l'esistenza di 2 potenziali necessari-sufficienti alla corretta rappresentazione della distribuzione di cariche-correnti in xyzt ossia un potenziale vettore A (dimensionalmente tesla metro, il cui rotore dà il vettore di campo B (tesla)) ed un potenziale scalare V (dimensionalmente volt, il cui gradiente, sommato alla derivata temporale parziale di A, dà l'opposto del campo E (volt/metro)) 


laddove i potenziali A e V sono grandezze matematiche ancora più fittizie o “fittizie” dei vettori matematici E-H (e D-B) dato che questi compaiono direttamente nell'equazione della forza di Lorentz (forza F (newton=coulomb volt/metro) agente su una carica q data dalla somma dei vettori qE e (q per v vettor B), dove v è la velocità rispetto al riferimento, B la densità del flusso magnetico e vettor è il prodotto vettoriale) in una teoria fisica classica, ma se vogliamo dare un significato fisico ai fenomeni ed alle grandezze elettromagnetici andando dunque in laboratorio o sul campo o “sul campo”, con maggior orientamento sperimentale ed operativo od “operativo”, allora dobbiamo credere che in tale mondo classico di cariche-correnti-elettricità-magnetismo-E-D-H-B, mondo di astrazione e simbolismo matematico, ciò che veramente si misura strumentalmente od almeno concettualmente sono i flussi ossia il flusso elettrico Ψ ed il flusso magnetico Φ (e questi flussi sono il vero legame con le sorgenti dei campi E e H ossia con le cariche elettriche e le correnti rispettivamente), mentre i potenziali e le energie riacquistano primaria importanza e maggior significato nella fisica quantistica del XX-XXI sec. relegando in posizione più arretrata le forze F ed i campi E-H del XIX sec.; tali potenziali A e V introdotti in M1-2-3-4 permettono di passare dal legame di D-B-E-H con le sorgenti di campo cariche-correnti al legame tra i potenziali V-A e cariche-correnti, equazioni che sono matematicamente invarianti sostituendo A con A+gradf ed insieme sostituendo V con V – derivata parziale di f rispetto al tempo, dove f=f(x,y,z,t) è una funzione arbitraria, ma se sono di numero infinito i potenziali V-A che danno le medesime soluzioni E-H allora si possono imporre delle condizioni, ad esempio si può definire la divergenza di A (operando dunque delle scelte sui potenziali mantenendo l'invarianza delle equazioni di Maxwell, detta invarianza del comparatore o del calibro od invarianza di gauge (e le teorie di gauge sono dovute a H. Weyl, C. N. Yang e R. L. Mills, ed inoltre la teoria di rottura spontanea della simmetria (dovuta soprattutto a Y. Nambu e P. Higgs) hanno portato ai modelli di unificazione quali il Modello Standard della fisica quantistica))) 


ed in particolare è possibile adottare il gauge o comparatore di Lorentz (dato da divA+ (1/cquadro) per derivata parziale temporale di V=0) che danno equazioni invarianti rispetto a trasformazioni di Lorentz (covarianti in x,y,z,ct), oppure è possibile adottare il comparatore di Coulomb (dato da divA=0) vantaggioso perchè l'equazione di V diviene l'equazione di Poisson (del potenziale elettrico od elettrostatico V in presenza di sorgenti) seppure le equazioni non siano più covarianti (se poi partendo da M1-2-3-4 deriviamo rispetto al tempo M3 e M4 ed introduciamo M1 e M2 otteniamo 2 equazioni differenziali del 2° ordine covarianti separate in E e B, la prima contenente solo E e l'altra solo B dalle quali appare meglio l'invarianza della velocità della luce c al variare del sistema di riferimento fisso od in moto uniforme ovvero l'invarianza per trasformazioni di Lorentz di M1-2-3-4 o principio di Einstein della relatività ristretta ai sistemi inerziali RR ossia questo vero kernel-nocciolo-gheriglio-nucleo di tale teoria relativistica), oppure quale caso particolare dei precedenti se in spazio libero con carica elettrica ρ=0 e corrente elettrica J=0 adottando il “comparatore di radiazione” (dato da V=0 e divA=0) per cui E è l'opposto della derivata di A rispetto al tempo e B=rotA e vale l'equazione di Helmholtz od equazione delle onde in A, E, B (ossia il laplaciano di A o E o B = derivata parziale seconda rispetto a t di A o E o B moltiplicata quest'ultima per 1/cquadro, ovvero la nota equazione delle onde elettromagnetiche)), dicevano, continuando, equazioni di Kirchhoff ricavate dalle equazioni di Maxwell come loro dirette approssimazioni, per cui un sistema elettromagnetico M1-2-3-4 continuo viene assai convenientemente e molto vantaggiosamente ricondotto ad un sistema circuitale ER discreto e finito composto di b bipoli variamente collegati a n nodi (mentre i legami algebrici-integrali-differenziali sono ora posti e relegati nelle singole leggi dei vari bipoli stessi ossia tra ogni tensione e la corrispondente corrente di ogni lato della rete; seppure passando dal dominio del tempo t al dominio delle frequenze complesse s (dove il dominio del tempo è il campo di variazione della variabile t sull'asse x ed il dominio delle frequenze complesse è il campo della variabile s ancora sull'asse x (normalmente separando parte reale da immaginaria), ovvero trasformando le equazioni differenziali ordinarie e le relazioni v-j di lato con Laplace ottenendo note funzioni algebriche di variabile complessa) anche tali legami appunto divengono algebrici (seppure algebrici nel campo complesso C con variabile s=z=x+iy, ad esempio Z=R+j2πfL=R+jX quale impedenza resistivo-induttiva di lato o d’anello, o Y=G+j2πfC=G+jB quale ammettenza conduttivo-capacitiva di lato o d'insieme di taglio oppure all'opposto impedenza resistivo-capacitiva Z=R+1/j2πfC=R-j1/2πfC=R-jX, ed ammettenza conduttivo-induttiva Y=G+1/j2πfL=G-j1/2πL=G-jB (per esempio una semplice elaborazione circuitale di base in algebra dei numeri complessi, ossia una elaborazione di circuiti semplici passivi, è la seguente: dalla serie di un resistore R (supponiamo 1000 ohm) ed un induttore L (supponiamo 100 millihenry), ad esempio alla frequenza f=1000 Hz, abbiamo impedenza Z=R+jXl da cui ammettenza Y=1/Z=1/(R+jXl)=(R-jXl)/((R+jXl)(R-jXl))=(R-jXl)/(Rquadro + Xlquadro)=R/(modZquadro)-jXl/(modZquadro)=G+jBl, dove modZquadro è il modulo del quadrato dell'impedenza Z, con parte reale resistiva R=1000 ohm, parte immaginaria jXl=j2πfL=j2x3.14159x1000x0.1=j628.3 e parte reattiva induttiva Xl=628.3 ohm, sfasamento tra il vettore della tensione V ed il vettore  della corrente I (sapendo che V/I=Z) pari ad arctan(Xl/R)=arctan(+628.3/1000)=arctan(0.628)=32.14 gradi con la tensione in anticipo sulla corrente di circa 32 gradi (trattandosi di una rete con impedenza resistivo-induttiva ossia con parte reattiva induttiva, e lo sarebbe invece di 90 gradi se fosse induttiva pura ossia con parte reale resistiva R nulla), modulo di Z dato da radice quadrata di Rquadro+Xlquadro=Rquadro+(2πfL)(elev 2)=radice di (10(elev 6)+395000)=1181 ohm, parte reale conduttiva dell'ammettenza G=R/modZquadro=1000/1.395x10(elev 6)=0.717 millisiemens, parte immaginaria dell'ammettenza jBl=-jXl/modZquadro, parte suscettiva dell'ammettenza Bl=-Xl/modZquadro=-0.450 millisiemens di natura induttiva, dato che in circuiti resistivo-induttivi RL il coefficiente della parte immaginaria dell'impedenza Z è positivo ossia è una reattanza induttiva (Xl è positivo, +j2πfL) ed il coefficiente della parte immaginaria dell'ammettenza Y è negativo ossia è una suscettanza induttiva (Bl è negativo, -j/2πfL), 


mentre in circuiti resistivo-capacitivi RC il coefficiente della parte immaginaria dell'impedenza Z è negativo ossia è una reattanza capacitiva (Xc è negativo, -j/2πfC) ed il coefficiente della parte immaginaria dell'ammettenza Y è positivo ossia è una suscettanza capacitiva (Bc è positivo, +j2πfC), sfasamento tra il vettore della corrente I ed il vettore della tensione V (dato che I/V=Y) pari ad arctan(Bl/G)=arctan(-0.4505/0.71696)=arctan(-0.62832)=-32.14 gradi (trattandosi di una rete conduttivo-induttiva ossia con parte suscettiva induttiva, laddove i vettori V e I sono i medesimi, e lo sarebbe invece di -90 gradi se fosse induttiva pura ossia con parte reale conduttiva G nulla), laddove il modulo di Y è radice quadrata della somma dei quadrati di G e Bl ossia 0.847 millisiemens pari all'inverso del modulo di Z=1181=1/0.000847; poi dal parallelo di un conduttore G (supponiamo 1 millisiemens) ed un condensatore C (supponiamo 100 nanofarad), ad esempio a f=1000 Hz, abbiamo ammettenza Y=G+jBc da cui impedenza Z=1/Y=1/(G+jBc)=(G-jBc)/(G+jBc)(G-jBc)=(G-jBc)/(Gquadro + Bcquadro)=G/(modYquadro)-jBc/(modYquadro)=R+jXc, dove modYquadro è il modulo del quadrato dell'ammettenza Y, con parte reale conduttiva G=1 millisiemens, parte immaginaria jBc=j2πfC=j0.628 e parte suscettiva capacitiva Bc=0.628 millisiemens, sfasamento tra il vettore I ed il vettore V dato da arctan(Bc/G)=arctan(+0.62832/1)=32.14 gradi (positivo essendo I in anticipo su V nelle reti con ammettenza conduttivo-capacitiva e lo sarebbe di 90 gradi in quelle puramente capacitive con G=0), modulo di Y dato da radice quadrata di Gquadro+Bcquadro=Gquadro+(2πfC)(elev 2)=radice di (0.001(elev 2)+0.000628(elev 2))=1.18 millisiemens, parte reale resistiva dell'impedenza R=G/modYquadro=0.0001/(1.39x10(elev -6)=717 ohm, parte immaginaria jXc=-jBc/modYquadro, parte reattiva dell'impedenza Xc=-Bc/modYquadro=-450 ohm di natura capacitiva, dato che in circuiti resistivo-capacitivi RC il coefficiente della parte immaginaria dell'impedenza Z è negativo ossia è una reattanza capacitiva (Xc è negativo, -j/2πfC) ed il coefficiente della parte immaginaria dell'ammettenza Y è positivo ossia è una suscettanza capacitiva (Bc è positivo, +j2πfC), sfasamento tra il vettore V ed il vettore I dato da arctan(Xc/R)=arctan(-450.48/716.96)=-32.14 gradi (negativo essendo V in ritardo su I nelle reti resistivo-capacitive e lo sarebbe di -90 gradi in quelle puramente capacitive con R=0), laddove il modulo di Z è radice quadrata della somma dei quadrati di R e Xc ossia 846.7 ohm pari all'inverso del modulo di Y=0.00118=1/847, ed in modo analogo potremmo elaborare circuiti semplici passivi RC serie e RL parallelo; 


questo semplice esempio di RL serie e RC parallelo mostra che la tecnica base (per i circuiti semplici passivi composti di una sola parte resistiva-conduttiva o di una sola parte reattiva-suscettiva, ma poi valida in generale per le varie connessioni di numerosi circuiti semplici passivi RL-serie, RC-parallelo, RC-serie, RL-parallelo) per l'analisi dei circuiti nel dominio delle frequenze complesse è quella di moltiplicare (nelle espressioni algebriche in numeri complessi) sia il numeratore che il denominatore per il complesso coniugato del denominatore così che il nuovo denominatore è semplicemente un'espressione reale data dalla somma dei quadrati della parte reale e del coefficiente della parte immaginaria del denominatore; ma nei calcoli usuali oltre a decine-centinaia di impedenze-ammettenze Z-Y (collegamenti resistivi-reattivi e conduttivi-suscettivi eminentemente passivi) abbiamo pure i generatori pilotati dei circuiti equivalenti dei dispositivi attivi (ossia i più usati, nei circuiti con Bjt abbiamo il generatore di corrente sul collettore C pilotato dalla corrente di base ib ossia ic=hfeib, e nei circuiti con Mos abbiamo il generatore di corrente sul drain D pilotato dalla tensione tra gate G e source S vgs, ossia id=gmvgs), e per portare un solo esempio di un circuito monostadio (ossia attuato con 1 solo dispositivo attivo) ad emettitore comune CE realizzato a Bjt (per il significato e posizione-collegamento dei resistori si veda la parte relativa sui circuiti CE) con Rb uguale al parallelo di Rb1 e Rb2, Rc resistore di polarizzazione sul collettore, Rl resistore di carico disaccoppiato capacitivamente sul collettore, Rp uguale al parallelo di Rc e Rl, alimentato da una sorgente di segnale quale un generatore di tensione Vs con in serie il resistore Rs della sorgente, per cui disegnando il circuito elettrico insieme al circuito equivalente del Bjt in parametri ibridi h (elaborato per i Bjt in connessione CE) ossia hie,hre,hfe,hoe ovvero parametro di resistenza ingresso, guadagno inverso di corrente o di reazione, guadagno diretto di corrente, conduttanza uscita (ma come detto altrove, qui sarebbe necessario riportare lo schema elettrico del circuito per spiegarsi meglio, da cui vediamo che essendo trascurabili le capacità Cn possiamo pure ovviare all'uso dell'algebra complessa) abbiamo iu=hfeii+hoevu, vu=-Rpiu dove iu (i pedice u) è la corrente d'uscita del Bjt, ii (i pedice i) è la corrente d'ingresso del Bjt, vi (v pedice i) è la tensione d'ingresso, vu è la tensione d'uscita, ma il guadagno di corrente del dispositivo Ai=iu/ii=hfe/(1+hoeRp) per cui quando Rp è molto minore di 1/hoe ossia la resistenza di carico totale è molto minore della resistenza incrementale d'uscita ovvero è assai piccola la conduttanza incrementale d'uscita allora il guadagno di corrente uguaglia il beta incrementale del Bjt ossia circa Ai=hfe, poi vi=hieii+hrevu=hieii-hreRpiu=hieii-hreRpAiii per cui la resistenza d'ingresso Ri=vi/ii=hie-hreRpAi pari a circa Ri=hie quando Rp non è grandissima poiché hre è sempre molto piccolo (circa 10(elev -4)), poi il guadagno di tensione Av=vu/vi=-Rpiu/Riii=-RpAi/Ri e nelle ipotesi precedenti Av=-Rphfe/hie ossia il guadagno di tensione Av è dato dal guadagno di corrente Ai moltiplicato per il rapporto resistenza totale di carico/resistenza d'ingresso Rp/Ri ed è uguale ad Ai solo se Rp=Ri (molto approssimativamente possiamo scrivere Av=-RpIc/25 dove Ic è la corrente (milliampere) continua nel punto di riposo indipendentemente dal tipo di Bjt usato ad esempio se Rp=1 Kohm ed Ic=5 mA allora approssimativamente Av=1000x5/25=200), poi essendoci il resistore della sorgente Rs e ponendo Rg uguale al parallelo di Rb e Ri, abbiamo che l'attenuazione del partitore d'ingresso α=Rg/(Rs+Rg) per cui quando Rg è paragonabile o addirittura inferiore a Rs l'attenuazione α purtroppo non è affatto trascurabile e può essere molto minore di 1, da cui il guadagno complessivo di tensione Avtot=vu/Vs=αAv il quale dunque dipende pure da Rs, poi iu=hoevu+hfeii, hrevu=-(hie+Rs')ii dove Rs' è il parallelo di Rb e Rs, dunque iu=-((hfehre)/(hie+Rs'))vu+hoevu, per cui la conduttanza d'uscita Gu=1/Ru=iu/vu=hoe-(hfehre/(hie+Rs')) e variando Rs' tra infinito e 0 allora Gu varia tra il valore massimo 1/hoe (minima Ru) e minimo hoe-hfehre/hie (Ru massima) ed in tal ultimo caso Ru è molto maggiore di 1/hoe (ossia Gu molto minore di hoe), ed allora portando un esempio reale (usando un Bjt funzionante nel punto di lavoro Vce=5 V e Ic=2 mA, dove hie=1700 ohm, hfe=125, hre=0.00065, hoe=80 microsiemens) con tensione di alimentazione Vcc=12 V, Rs=1 Kohm, Re=600 ohm (con in parallelo un condensatore Ce di bypass di valore abbastanza elevato che lo renda un cto-cto per il segnale), Rc=2.9 Kohm, Rb1=43 Kohm, Rb2=6.2 Kohm, Rl altissima per cui Rp=Rc, otteniamo Ai=125/(1+0.00008x2900)=101.5, Ri=1700-(0.00065x2900x101.5)=1700-191.3=1509 ohm (come vediamo Ri leggermente inferiore alla resistenza incrementale d'ingresso del Bjt), il guadagno di tensione Av=-RcAi/Ri=-2900x101.5/1509=-195 (il metodo rapido assai approssimato indipendente dal Bjt darebbe invece Av=2900x2/25=232 superiore del 19 % circa, fatto da ricordare per le stime rapide di guadagno), Rb=5.42 Kohm (essendo il parallelo di Rb1 e Rb2), Rg=1.18 Kohm (essendo il parallelo di Ri e Rb) da cui α=1.18/(1.18+1)=0.54, quindi il guadagno totale del monostadio CE dalla sorgente Vs al carico Rl è Avtot=-0.54x195=-105.5 


(per cui ad esempio con la tensione all'uscita di un microfono vocale-musicale vm=Vs=5 millivolt efficace (Vspicco=7 millivolt) ed entrante in tale monostadio qui rappresentata da Vs otterremmo all'uscita ai capi di Rl una tensione amplificata Vu=5x105.5=527.8 millivolt efficace (Vupicco=746.4 millivolt ossia quasi 1 Vpicco)), poi Rs'=844 ohm (essendo il parallelo tra Rs e Rb) da cui Gu=0.00008-(125x0.00065)/(1700+844)=0.00008-0.000032=48 microsiemens, Ru=20.8 Kohm per cui la resistenza vista dal carico Rl è circa 2545 ohm ossia praticamente la Rc=2900 ohm stessa, ma se il carico fosse Rl=1 Kohm invece di un valore altissimo allora Ai=118 invece di 101.5 (circa +16 % ossia praticamente uguali), Ri=1643 ohm invece di 1509 (praticamente uguali), Av=-53.4 invece di -195 (ossia il 27.4 % del precedente con una notevole diminuzione, laddove la rapida stima fornirebbe 740x2/25=59.5), Avtot=-0.557x53.4=-28,9 (il 27.4 % del precedente); aggiungendo che nell'esempio precedente abbiamo rapidamente riportato il caso di un circuito monostadio ad emettitore comune CE realizzato a Bjt con circuito equivalente a parametri ibridi h (he, h-emettitore comune) valido alle medie frequenze, per cui analogamente occorrerebbe pure trattare anche il circuito monostadio a catodo comune CK con VT, ed il circuito monostadio a source comune CS con Mos o Mosfet coi relativi circuiti equivalenti ce-ck-cs in parametri incrementali validi alle medie frequenze (questi 3 sono i casi di amplificatori monostadio CE-CK-CS alle medie frequenze della loro banda passante B di funzionamento ossia in cui non compaiono i condensatori Ci (ed eventualmente pure non compaiono gli induttori Li) agenti alle basse frequenze BF ed agenti alle alte frequenze AF della banda, sempre utilizzando i circuiti equivalenti di Bjt-VT-Mos elaborati per le connessioni ce-ck-cs), onde in modo completo occorrerebbe pure trattare i 3 casi di amplificatori monostadio per segnali d'ingresso a frequenze f verso il limite BF (ossia monostadi CE a Bjt, CK a VT, CS a Mos, in cui hanno importanza e sono presenti i condensatori Cbi posti in serie al percorso dei segnali normalmente di grandi capacità, mentre i condensatori Cai posti in parallelo al percorso dei segnali ed usualmente di piccola capacità sono da considerarsi circuiti aperti (dualmente varrebbe per gli eventuali induttori Lbi e Lai)), 


poi i 3 casi di amplificatori monostadio per segnali d'ingresso a frequenze f verso il limite AF (monostadi CE a Bjt, CK a VT, CS a Mos, in cui hanno importanza e sono presenti i condensatori Cai posti in parallelo al percorso dei segnali usualmente di piccola capacità, mentre i condensatori Cbi posti in serie al percorso dei segnali sarebbero da considerarsi dei corto circuiti (dualmente varrebbe per gli eventuali induttori Lai e Lbi)), quindi bisognerebbe trattare i casi di amplificatori monostadio a base comune CB a Bjt, a griglia comune CG a VT, ed a gate comune CG a Mos o Mosfet, coi relativi circuiti equivalenti cb-cg-cg in parametri incrementali validi alle medie frequenze ad esempio i parametri h (hb, h-base comune) per i Bjt (oltre a questi 3 casi di monostadio CB-CG-CG alle medie frequenze, occorrerebbe trattare i 3 casi di CB-CG-CG per segnali d'ingresso a f verso il limite BF (ed analoghe considerazioni sui condensatori Cbi in serie al percorso dei segnali e Cai in parallelo al percorso dei segnali, ed induttori Lbi e Lai) sempre utilizzando i circuiti equivalenti di Bjt-VT-Mos elaborati per le connessioni cb-cg-cg, poi i 3 casi di amplificatori monostadio CB-CG-CG per segnali d'ingresso a frequenze f verso il limite AF (ed analoghe considerazioni su Cai e Cbi, ed eventualmente Lai, Lbi)), quindi ancora bisognerebbe trattare i casi di amplificatori monostadio a collettore comune CC a Bjt, ad anodo comune CA a VT, ed a drain comune CD a Mos o Mosfet, coi relativi circuiti equivalenti cc-ca-cd in parametri incrementali validi alle medie frequenze ad esempio i parametri h (hc, h-collettore comune, o magari i parametri y per funzionamento ad alte-altissime frequenze) per i Bjt (oltre a questi 3 casi di monostadio CC-CA-CD alle medie frequenze, occorrerebbe trattare i 3 casi di CC-CA-CD per segnali d'ingresso a f verso il limite BF (ed analoghe considerazioni sui condensatori Cbi in serie al percorso dei segnali e Cai in parallelo al percorso dei segnali, ed induttori Lbi e Lai) sempre utilizzando i circuiti equivalenti di Bjt-VT-Mos elaborati per le connessioni cc-ca-cd, poi i 3 casi di amplificatori monostadio CC-CA-CD per segnali d'ingresso a frequenze f verso il limite AF (ed analoghe considerazioni su Cai e Cbi, ed eventualmente Lai, Lbi)), per cui riguardo la teoria dei semplici amplificatori monostadio ci sarebbero 3 casi circuitali per i Bjt in connessione CE (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per ce), 3 casi circuitali per i Bjt in connessione CB (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cb), 3 casi circuitali per i bjt in connessione CC (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cc), poi 3 casi circuitali per i VT in connessione CK (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per ck), 3 casi circuitali per i VT in connessione CG (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cg), 3 casi circuitali per i VT in connessione CA (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per ca), poi ancora 3 casi per i Mos in connessione CS (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cs), 3 casi per i Mos in connessione CG (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cg), 3 casi per i Mos in connessione CD (medie frequenze, BF, AF, utilizzando il circuito equivalente per segnali incrementali valido per cg), 


e dunque in totale i possibili amplificatori semplici monostadio sono 9+9+9 rispettivamente per Bjt-VT-Mos ossia 27 circuiti amplificatori monostadio coi loro circuiti equivalenti incrementali sviluppati per dispositivi Bjt-VT-Mos a parametri incrementali per CE-CK-CS (ognuno nei 3 campi di frequenze della banda B), CB-CG-CG (ognuno nei 3 campi di frequenze), e CC-CA-CD (ognuno nei 3 campi di frequenze), oppure senza differenziare le bande di frequenze (media-BF-AF) entro la banda passante B del monostadio come è più comune fare, allora abbiamo 3+3+3 tipi-configurazioni di monostadio amplificatore, ovvero 3 configurazioni CE-CK-CS (rispettivamente per Bjt-VT-Mos, chiamiamola confZ), 3 configurazioni CB-CG-CG (rispettivamente per Bjt-VT-Mos, confX), 3 configurazioni CC-CA-CD (rispettivamente per Bjt-VT-Mos, confY), ma ci sono anche altri approcci ed altre teorie sviluppati da vari autori riguardo gli amplificatori monostadio, dove ogni configurazione, qui confZ-confX-confY, è utile rispetto alla funzione da svolgere ed al tipo di sorgente di segnale a monte ed al tipo di attuatore a valle da alimentare-pilotare, ad esempio in via di massima la più utilizzata confZ è necessaria quando si desideri un buon guadagno di tensione Av, un buon guadagno di corrente Ai, un buon guadagno di potenza AvAi,ed un'impedenza-resistenza di valor medio di ingresso ed impedenza-resistenza di valor medio di uscita (a tutti i lettori verrà in mente l'applicazione utilizzante un microfono vocale-musicale a monte con segnale di tensione vs(t) o Vs e stadi amplificatori-equalizzatori a valle, ed in questa applicazione è pure necessario utilizzare un transistore di segnale BF a bassa-bassissima figura di rumore con sufficientemente bassa resistenza sulla base o sul gate (come quelli che troviamo impiegati, ad esempio nel circuito integrato NE5532 di TI, comprendente 2 op-amp a basso rumore, adatto ad utilizzi in preamplificatori BF od equalizzatori audio)), la configurazione confX è utile quando si desideri un buon guadagno di tensione, un guadagno di corrente poco minore di 1, una bassa impedenza-resistenza d'ingresso ed una media impedenza-resistenza d'uscita (a tutti i lettori verrà in mente l'applicazione utilizzante un'antenna RX a monte generante una tensione vs(t) e stadi amplificatori(stadi RX)-convertitori(stadi MF) a valle, ed anche in questa applicazione è pure necessario utilizzare un transistore di segnale RF a bassa-bassissima figura di rumore F=NF collegato su bassa resistenza su base o gate), la configurazione confY è utile quando si desideri un buon guadagno di corrente, un guadagno di tensione poco minore di 1, un'alta impedenza-resistenza d'ingresso, un'impedenza-resistenza d'uscita media (a tutti i lettori verrà in mente l'applicazione buffer quale adattatore di impedenza, con segnale a monte su alta-altissima impedenza-resistenza (per non caricare) e segnale d'uscita su bassa impedenza-resistenza a valle (per non farsi caricare)), quindi varie caratteristiche (oltre a quelle citate, anche altre cifre di merito da soddisfare, tipo potenza di rumore, potenza di distorsione, derive termiche dei principali parametri come ad esempio il guadagno statico-dinamico, campi di temperatura di lavoro, stabilità dei punti di riposo, ecc.) secondo le più varie applicazioni in campo analogico-lineare (ossia tecnologicamente in fisica-ingegneria-spaziale-militare-automotive-biologia-medicina-neurale-ambiente-ecc.) date le possibili innumerevoli sonde di ingresso che prelevano i segnali e gli innumerevoli attuatori a valle da pilotare correttamente, come si può pure osservare in altre parti del presente libro, ma i lettori oggi dimentichino completamente i dispositivi VT e le loro configurazioni CK-CG-CA, dato che le configurazioni più diffuse sono CS-CG-CD di Mos-Mosfet e CE-CC di Bjt, laddove riguardo le progettazioni, sia in DC che in AC, i vari stadi usualmente si progettano singolarmente a monostadio od a coppie di TR (come stadio cascode, o stadio differenziale, o stadio darlington, ecc.) considerando la parte del circuito a monte e quella a valle tramite i loro circuiti equivalenti (ossia generatore di tensione o di corrente ed impedenza serie od ammettenza parallelo, ossia tramite Thevenin-serie e Norton-parallelo), sempre più spesso integrati nei numerosi IC analogici in cui gli accoppiamenti stadio a monte-stadio a valle avvengono spesso in continua (si cerca infatti di evitare l'integrazione di condensatori e di induttori di accoppiamento) non separando quindi tra stadi la fissazione e stabilità dei punti di lavoro (Vceq-Icq, Vdsq-Idq) creando ciò più problemi di stabilità in continua cui però notoriamente si rimedia con una buona reazione in dc), dove, continuando, ovviamente s qui è la frequenza complessa, dove l'”inrestenza” A è la parte reale e l'”inrestanza” jD è la parte immaginaria dell'immettenza I=A+jD, e j la radice quadrata dell'unità immaginaria (introdotta quest'ultima col simbolo i da Eulero, in un certo senso qui “empirico-pratico-materiale-fisico” per cui potremmo dire che come -1 rappresenta l'unità (reale) di sottrazione o di mancanza in quantità di varie grandezze quando si vada oltre lo 0 di esse od andando al di là di una posizione di riferimento, così radice quadrata di -1 potrebbe rappresentare l'unità (immaginaria) di passaggio al di là di una posizione di riferimento dell'asse reale per ciò che ha solo valore reale assoluto o procedendo alla sottrazione di quantità o mancanza di quantità che hanno solo valori assoluti (ad esempio se sulla retta numerica associata a misurare distanze sottraggo 1 a +1 ottengo il valore 0 di riferimento e se poi sottraggo ancora 1 ottengo -1 ossia un valore negativo (prima dell'accettazione storica detto numero assurdo), 


ma se al valore 1 di massa m sottraggo massa 1 ottengo il valore di massa 0 e se sottraggo ancora 1 non ottengo un numero di massa negativo, e neppure assurdo ma un numero-valore assolutamente senza senso, quando invece in una soluzione di equazioni si potrebbe persino arrivare ad un termine tipo radice quadrata di -km(elev 2) con coefficiente k positivo e naturalmente m positivo per cui verrebbe da scrivere (radice quadrata di -1)(radice quadrata di k)m che nella soluzione si potrebbe pensare come una massa immaginaria o “massa immaginaria” (detto numero impossibile prima della sua accettazione ossia numero irreale), ma i numeri immaginari ed i numero complessi (composti da parte reale e parte immaginaria) introdotti in algebra ordinaria per dare soluzione alle equazioni algebriche (quando sotto la radice quadrata compare un numero negativo come abbiamo visto al tempo di Bombelli e Tartaglia-Cardano, ad esempio per dar soluzione a x(elev 2)+1=0 e ad alcune equazioni di 3° grado), si vede invece con quanta naturalezza servono nel dominio delle frequenze complesse (in cui la traslazione di una funzione del tempo sull'asse t ha una corrispondenza biunivoca col mutamento di fase della funzione trasformata a valori complessi s delle frequenze dello spettro, e se le frequenze complesse s non sono affatto impossibili-irreali vediamo invece che le frequenze negative sarebbero completamente destituite di ogni senso)), ma per il pensiero matematico e per la matematica l'introduzione di nuove classi-campi di numeri ed il loro utilizzo nei numerosi calcoli è sempre possibile se fatto con adeguati postulati e senza ombra di contraddizione (ad esempio ricorrendo ad un postulato che introduca i numeri immaginari ki dove k=numero reale in campo R possiamo affermare che l'equazione algebrica x(elev 2)+1=0 ha soluzioni +i e -i, altrimenti senza quel postulato questa equazione semplicemente non ha soluzione ed entrambe questi procedimenti sono matematicamente corretti), per cui in tale libro se la realtà è eminentemente matematica allora in matematica-algebra-analisi ciò che è corretto e funziona è vero per definizione), laddove i grafici adatti a rappresentare le funzioni di variabile complessa sono i grafici ed il piano di Argand-Gauss o più noti come grafici-piano di Gauss con asse reale x ed asse immaginario y), e solo per portare un esempio, mentre la tensione ai capi di un condensatore C è data dall’integrale della corrente passante per esso in dt (moltiplicata all’elastanza S) sommata alla tensione iniziale, dopo la trasformazione il fasore (da trattarsi come un vettore; ovvero ogni segnale sinusoidale Acos(2πft + φ) viene rappresentato nel piano di Gauss xy con un vettore nell'origine di modulo A e ruotante alla pulsazione-frequenza di ω=2πf rad/sec e fase iniziale φ, la cui proiezione sull'asse reale x (parte reale di z) dà il suo andamento (per cui equazioni e calcoli trigonometrici cos-sen sono vantaggiosamente trasformati biunivocamente in equazioni e calcoli tra fasori-vettori, metodo che forse origina da Fresnel nella trattazione delle funzioni oscillanti sinusoidali in fisica, e che ha determinato il successo della tecnica circuitale); è questo anche il mondo e campo algebrico dove i numeri z (ossia z(x,y)) sono complessi ossia in campo C, dove ha significato il valore reale x di z, ma pure, riallacciandoci a quanto riportato altrove sui numeri immaginari e complessi, dove un numero reale x può essere pensato come somma di complessi coniugati z1 e z2 (tipo il numero reale x=4 dato dai complessi coniugati 2+ radice quadra di -k, e 2- radice quadra di -k, con k positivo “sostanzialmente arbitrario”) o pensato come prodotto z1z2 (tipo il numero reale 12 dato dai complessi coniugati (3+radice di -3) e (3-radice di -3), e provi magari il lettore a meditare sul fatto che ogni numero reale può essere pensato ed è del tutto equivalente alla somma-prodotto di due numeri complessi coniugati come si vede pure e meglio nella risoluzione delle equazioni algebriche) dicevamo il fasore della tensione V è dato dal fasore della corrente I moltiplicato per l’inverso di j2πfC, per cui osserviamo pure che nel condensatore la sua tensione è proporzionale all’integrale della sua corrente nel dominio temporale (il qual fatto servirà pure per eseguire analogicamente operazioni di integrazione in circuiti elettrici analogici assegnando ogni volta opportuni significati al parametro C) od il fasore della corrente è in anticipo di 90 gradi rispetto al fasore della tensione nel campo complesso; per l’induttore L la tensione ai suoi capi è data dalla derivata temporale della corrente passante per esso (moltiplicata all’induttanza L) nel dominio del tempo, e dopo la trasformazione il fasore della tensione V è dato dal fasore della corrente I moltiplicato per j2πfL, per cui osserviamo pure che nell’induttore la sua tensione è proporzionale alla derivata della sua corrente nel dominio temporale (il qual fatto servirà pure per eseguire analogicamente operazioni di derivazione in circuiti analogici (dando opportuno significato al parametro L), oppure dualmente scambiando C con L o v con j operazioni di derivazione-integrazione) od il fasore della corrente è in ritardo di 90 gradi rispetto al fasore della tensione nel campo complesso). 


Se nel dominio di esistenza e di definizione di un campo elettromagnetico (caratterizzato dai 2 campi descritti da vettor E (misurato in volt/metro (statvolt/centimetro nel vecchio CGS (CGS elettrostatico-elettromagnetico, usato soprattutto e "tradizionalmente" dai fisici, questo da anni universalmente fuori corso e fuori uso nonchè semplicemente, inoppugnabilmente ed inappellabilmente da dimenticare), statvolt/centimetro che vale 30 mila volt/metro circa, laddove la tensione elettrica è misurata in volt (statvolt in CGS, che vale circa 300 volt)) e da vettor H (misurato in ampere/metro (oersted in CGS che vale circa 80 ampere/metro), laddove la corrente elettrica è misurata in ampere (statamper in CGS che vale 0.3 nanoampere circa)), matematicamente e fisicamente accoppiati tramite le 3 equazioni-relazioni costitutive della materia (che legano la densità di flusso elettrico D (o campo di induzione elettrica D, misurato in coulomb/metro quadrato (unità elettrostatiche ues/centimetro quadro in CGS), laddove la carica elettrica Q è misurata in coulomb (ues in CGS, che vale 0.3 nanocoulomb circa), e la densità di carica in coulomb/metro cubo (ues/centimetro cubo in CGS)) col campo elettrico E, la densità di flusso magnetico B (o campo di induzione magnetica B, misurato in weber/metro quadro=tesla (maxwell/centrimetro quadro=gauss in CGS che vale 10(elev -4) weber/metro quadro), laddove il flusso magnetico è misurato in weber (maxwell in CGS che vale 10(elev -8) weber)) col campo magnetico H, e la densità di corrente elettrica J (misurata in ampere/metro quadro (ues/secondo centimetro quadro in CGS)) col campo elettrico E, ovvero, dicevamo, grandezze elettromagnetiche legate dai parametri elettrici-magnetici del mezzo), ossia D è uguale alla costante dielettrica del mezzo o permettività (misurata in farad/metro (statfarad/centimetro ossia un numero puro), laddove la capacità elettrica C è misurata in farad (statfarad o centimetro in CGS che vale circa 1 picofarad)) per E, B è uguale alla permeabilità magnetica del mezzo (misurata in henry/metro (secondo quadro/centimetro quadro), laddove l’induttanza L è misurata in henry (abhenry (che vale 1 nanohenry), o secondo quadro/centimetro che vale 900 Ghenry circa, in CGS)) per H, e J è uguale alla conduttività elettrica del mezzo (misurata in siemens/metro (secondo alla -1 in CGS, dato che la resistività si misura in secondo e la resistenza R in statohm che vale 900 Gohm circa)) per E), dicevamo ancora, se nel dominio di esistenza e di definizione di un campo elettromagnetico partiamo dall’equazione integrale MI del campo elettrico E (l’integrale eseguito lungo una linea chiusa regolare arbitraria l, contenuta nel campo stesso, del prodotto scalare tra il vettor E (volt/metro) ed il vettor infinitesimo di linea dl (metro) è nullo (sarebbe integrale su l (metro) di vettor E (volt/metro) = -derivata temporale dell'integrale su S definita-sottesa da l di B (metro quadro weber/metro quadro secondo=metro quadro volt secondo/metro quadro secondo=volt), ma qui la derivata è nulla, ossia tensione (volt)=0), ovvero se partiamo dall’irrotazionalità di E), prendendo un numero arbitrario finito p di punti distanti genericamente d con i quali abbiamo suddiviso la linea chiusa l, considerando che il campo elettrico E è l’opposto del gradiente del potenziale elettrico V, otteniamo che la somma delle tensioni (prodotto scalare tra il vettore campo E e la suddetta distanza generica d, volt/metro x metro) tra i punti p sulla linea l è uguale a 0 (ovvero ricaviamo la LKT; mentre i punti p stessi diventano i nodi n di una maglia (in particolare di un anello) di un circuito, ed i loro collegamenti sono rappresentati da lati o bipoli con le loro equazioni di ohm generalizzate di lato; altrove abbiamo visto che v=A(trasposta)e in campo circuitale è l'analogo di E=-gradiente di V in campo elettromagnetico quasi stazionario, dove A è la matrice di incidenza lati-nodi, v il vettore delle tensioni di lato ed e il vettore dei potenziali di nodo rispetto a massa in quanto esiste una stretta analogia tra i potenziali di nodo en e l'opposto del gradiente di V piuttosto che tra le tensioni v e gradV). 


Ancora, se nel dominio di esistenza e di definizione del medesimo campo elettromagnetico, partiamo invece dall’equazione differenziale MD del campo magnetico H (il rotore del campo H è uguale alla densità di corrente vettor J, ossia pure se partiamo dalla solenoidalità di H insita in div B=0 (notoriamente divB=qm (dimensionalmente weber/metro cubo) ossia uguale alla densità di carica magnetica per cui attualmente divB=0, logicamente e rigorosamente data la mancanza di cariche magnetiche Qm o monopoli magnetici (dimensionalmente weber) come abbiamo detto altrove, Qm pure ipotizzate per ragioni quantistiche e per ragioni di simmetria ma notoriamente mai rivelate e forse per sempre inesistenti (il lettore però quasi certamente non troverà altrove divB=qm che noi abbiamo qui scritto rapidamente in modo del tutto naturale pure perchè per introdurre anche semplici nuove notazioni occorrerebbe “la riunione di Congressi Internazionali od Interplanetari spesso senza ottenere alcun risultato perchè il luminare o l'Istituto non sono quelli giusti (il lettore allora penserà che con tali rigorose metodiche questi sono i settori della scienza più avanzati qualitativamente e scientificamente, ed invece sono i più arretrati sia tecnologicamente che scientificamente (anche scientificamente))”, come per esempio in Astrofisica per cui se ad esempio in AT&T od in IBM-Intel-ecc. procedessero con la medesima “rapidità scientifica” adesso saremmo più o meno alla fase “pallottoliere elettronico ancora in attesa magari di definire “magazzino MAG” o “memoria MEM” le unità di archiviazione di dati-programmi”... cose queste da pazzi o no!)), oppure dalla conservazione della carica q che implica divJ=0 ossia dalla solenoidalità e conservazione di J (ampere/metro quadro; l'equazione di continuità sarebbe derivata temporale della densità di carica ρ + divergenza di J = 0 ossia in ogni istante di tempo la variazione della densità di carica elettrica (coulomb/metro cubo secondo) uguaglia la divergenza della densità di corrente (ampere/metro quadro metro=coulomb/metro cubo secondo), od anche integrando su un generico volume V contenuto in una generica superficie S regolare arbitraria, applicando il teorema della divergenza o di Gauss (integrale sull'arbitrario volume V contenuto in S di divergenza di vettor F = integrale su S di F dove F è un generico vettore), il flusso di J attraverso S è pari alla carica contenuta in S in ogni istante di tempo, ma qui la derivata temporale è nulla) la quale J integrata su una superficie arbitraria regolare chiusa S dà la corrente totale I uguale a 0), prendendo un numero arbitrario finito p di aree con le quali abbiamo suddiviso la superficie arbitraria chiusa S, considerando che la corrente I è come detto data dall’integrale di superficie di J, otteniamo che la somma delle correnti che tagliano la superficie S è uguale a 0 (ossia ricaviamo la LKC; mentre la I abbiamo altrove denominato j, e mentre per le aree p passano i lati o bipoli di un insieme di taglio (in particolare di un nodo; ricordiamo che un insieme di taglio è una superficie arbitraria chiusa nello spazio, ma nel piano è una linea chiusa arbitraria che taglia un circuito passando per alcuni lati ma non passando per alcun nodo, ossia non è altro che un insieme di nodi (contenuto appunto all’interno della predetta linea chiusa; la LKC di un insieme di taglio si ottiene sommando membro a membro le LCK di ogni nodo ivi contenuto e dato che le correnti dei lati interni al taglio si sommano una volta col segno + ed una volta col segno – rimangono allora solo le correnti che attraversano la linea di taglio col segno + se entranti o – se uscenti oppure il contrario secondo la convenzione ogni volta adottata), o nel caso minimo un solo nodo; altrove abbiamo visto che Aj=0 in campo circuitale è l'analogo di divJ=0 in campo elettromagnetico quasi stazionario (ossia non statico ma alternato od alternato sinusoidale ovvero “con spettro a righe di poche frequenze”), e c'è una stretta analogia tra le correnti di maglia ic (laddove le correnti di lato j di un circuito sarebbero una loro combinazione, nonché legate da j=B(trasposta)ic) e la densità di corrente di conduzione J rappresentata tramite il rotore di un potenziale vettore, ossia notiamo le analogie circuitali-elettromagnetiche, nel caso limite di stazionarietà, tra en e V, tra v=A(trasposta)e ed E=-gradV, tra Aj=0 e divJ=0, tra ic ed un potenziale vettore di J, tra j=B(trasposta)ic ed il rotore di un potenziale vettore di J) di un circuito che convergono in n nodi). Per inciso, scriviamo, che nel mondo dell'elettromagnetismo, dall'integrazione delle teorie elettrotecnica-elettromeccanica-elettronica (una volta distinte in tecnica delle correnti-potenze forti e tecnica delle correnti-potenze deboli (basate su teoria delle reti elettriche con odierno approccio sistematico ed assiomatico differentemente dal passato dove la teoria ancora basata su Kirchhoff e bipoli ideali di Ohm era però piuttosto dedotta dalle equazioni di Maxwell, per cui la teoria delle reti ha ora applicazioni elettriche-meccaniche-termiche-ottiche-fotoniche-sistemistiche seppure con altri metodi-tecniche-risultati), generanti svariati circuiti elettronici ed alcuni circuiti e macchine elettriche ossia sempre sistemi elettrici governati dalle medesime leggi delle reti elettriche ma nel caso di circuiti elettronici con molti generatori dipendenti di tensione-corrente comandati in tensione-corrente o corrente-tensione per creare maggiori controlli su tensioni-correnti di lati) si crea uno straordinario e mirabile "gioco" matematico-dimensionale di grandezze elettriche (tensione (di lato e di nodo), corrente (di lato e d'anello), lavoro ed energia, potenza (potenza reale (P, watt reali), reattiva (Q, watt reattivi) ed apparente (A, voltampere), per cui la somma dei quadrati della potenza reale e della potenza reattiva dà il quadrato della potenza apparente, illustrante ovviamente e scontatamente il noto teorema di Pitagora in un ambito elettrico-elettrotecnico (e ciò accade in moltissimi altri ambiti delle scienze matematiche applicate, frutto come scritto del successo del Metodo di Cartesio (Regole per la direzione dell'ingegno (con 21 norme del procedere) e Discorso sul Metodo (diviso in 6 parti e con 4 regole (evidenza, poi scomposizione-analisi (che avrà grande applicazione in futuro; ma aggiungiamo anche che alcune volte si sostiene che l'analisi è falsificazione, che il complesso non equivale alla somma logica dei suoi componenti e si muta quando viene analizzato in essi, e ciò è vero in parte quando l'analizzato è un'unità, infatti una proposizione possiede una data unità indefinibile, grazie alla quale essa è un'affermazione, e nell'analisi questa sua unità si perde in modo così completo che nessuna enumerazione dei suoi componenti può restaurarla, anche se essa stessa venisse ricordata come componente, e per noi tutte le unità sono proposizioni o concetti proposizionali e di conseguenza nulla di ciò che esiste è un'unità (se si volesse sostenere che gli oggetti sono unità si dovrebbe rispondere che non esiste un solo oggetto)), 


poi ordine (dal semplice-elementare al complesso-composto), poi enumerazione delle parti (problematico quando si troveranno-inventeranno i sistemi di elementi infiniti), che insieme porteranno alla identificazione delle dimensioni e grandezze diverse necessarie e sufficienti alla rappresentazione di una realtà o di un fenomeno, alla scomposizione ed analisi del composto nelle sue parti riferendo infine ogni grandezza alla grandezza fondamentale spaziale ossia alla distanza-lunghezza per cui lo studio-rappresentazione di un fenomeno (secondo forma-grandezza-movimento ossia secondo estensione ed azione meccanica) non diviene altro che l'analisi delle proprietà e soluzioni dell'equazione di una curva in uno spazio geometrico, dove, come ben sappiamo, le grandezze sono su assi come fossero lunghezze, metodo divenuto così familiare per ogni fenomeno fisico-ingegneristico-ecc. matematicamente ben formalizzabile in n dimensioni al punto che sugli assi x1,x2,...,xn troviamo ogni tipo di grandezza X misurata dall'origine degli assi stessi, e con la successiva aritmetizzazione ed astrazione abbandonando ogni riferimento geometrico ci troviamo a studiare le soluzioni di equazioni algebriche od integro-differenziali in opportuni spazi dotati di strutture topologiche-metriche-algebriche ma su ciò abbiamo scritto altrove nelle varie sezioni le libro)); e magari anche della geometria analitica di Fermat) e del processo di generalizzazione ed astrazione subito dalla teoria dello spazio a n dimensioni) in luogo del più abituale ambito geometrico piano (nell'antichità illustrato magari sulla sabbia o sulla cera dello storico abaco (come detto abaco derivato dal semitico abq o da un termine ebraico (polvere) fatto con una bacinella contenente polvere o sabbia minuta od a Roma con una tavoletta con cera ricoperta di sabbia od in Cina con bastoncini di bambù (oggi suan-pa), mentre dall'alto medioevo rinveniamo l'abaco composto di scanalature o di caselle-colonne vuote (contrassegnate con Unità-Decine-Centinaia-ecc.) in cui inserire gettoni numerati o tipi di pietre (calculum, da cui il termine calcolo matematico) con valori secondo le potenze della base di numerazione, o composto a scacchiera come nelle isole Britanniche (utilizzato anche nei calcoli economico-finanziari da cui il titolo di Cancelliere dello Scacchiere quale cancelliere-funzionario della cancelleria finanziaria o delle Finanze (ossia l'attuale Ministro delle Finanze, o del Tesoro se di grado inferiore) perchè nei calcoli usava lo scacchiere a scacchi o forse anche perchè tali funzionari sedevano ad una tavola coperta da un panno a scacchi, laddove in Germania-Austria sarebbe proprio il Primo Ministro del governo, od altrove funzionario addetto agli affari esteri (Santa Sede), mentre il termine cancelliere proverrebbe da cancelliere del Tribunale ossia custode dei “cancelli del tribunale” poi passato-salito a titolo di funzionario quale preposto a capo di una cancelleria o quale cancelliere del tribunale addetto cioè a redazioni-registrazioni-autenticazioni di atti pubblici od all'amministrazione od ausiliario della giustizia), e dal XVI sec d.C. troviamo l'abaco “tradizionale-moderno” ossia il pallottoliere composto di fili di ferro-acciaio trasversali e tra loro paralleli con infilate palline mobili oltre a barre verticali per suddividere in gruppi le palline)... lo scrivo perchè ho “visto e sentito” incrociando io per caso, mentre una classe liceale passava accanto ad un cantiere in costruzione, “Ecco qui c'è Pitagora ed Euclide” (veramente io ho avuto difficoltà a vedere Euclide anche se fosse stato presente il geometra o l'architetto (e pure avrei avuto difficoltà a vedere anche Pappo, il quale include nelle sue Collezioni tutta la geometria antica almeno da Archimede ad Apollonio... ma magari a tratti nell'ombra o su una trave forse Vitruvio con in mano il De Architectura per scegliere “putrelle” doriche separandole da “putrelle” corinzie)... 


oltre al fatto che più che Roberto Vecchioni o Charles Aznavour o Edith Piaf a tratti mi è sembrato di udire Nicola di Bari o Claudio Villa ed è ovvio che mentre si canta Granada la muratura vien su meglio che non cantando Bei tempi o Piccolo amore od Euridice o Per tirare avanti o La Farfalla giapponese o La bellezza o Parigi (O cara) od Il re non si diverte od anche Samarcanda (però da un pò di anni è più difficile sentire la melodia italiana) (ma comunque ricordiamo che Archimede, Euclide, Apollonio, hanno più probabilità di essere ricordati dopo secoli che non i greci Eschilo ed Euripide o lo stesso architetto latino Vitruvio), approfittandone qui in cantiere anche per illustrare la differenza, non tra la tecnica delle costruzioni in cemento armato e la tecnica delle costruzioni in acciaio, bensì tra il mondo continuo-analogico ed il mondo discreto-numerico(digitale) ossia tra grandezze analogiche e grandezze numeriche-digitali in quanto la rampa di legno sulla quale si spinge la carriola con la malta è di tecnica-tecnologia “analogica” (possedendo infiniti livelli, 2(elev alfa0) di salita, pari al numero dei numeri della retta numerica (in corrispondenza biunivoca coi punti geometrici di numero 2(elev alfa0)) o di un suo qualsiasi segmento finito), laddove una volta terminata la costruzione dell'edificio la scala a gradini che prenderà il suo posto è di tecnica-tecnologia “discreta” (numerica a 10 livelli circa (ossia con circa 10 alzate di scalino), e basterebbero 4 cifre binarie nnnn per rappresentarla in tecnica digitale, laddove il numero di “salti” che farebbe la ruota della carriola (salti di ampiezza A (centimetro)) darebbe una stima dell'errore di quantizzazione e della potenza d'errore di quantizzazione ossia probabilisticamente della sua varianza (proporzionale ad Aquadro=A(elev 2) ossia al quadrato dell'alzata) necessaria per il calcolo del rapporto potenza rumore/potenza segnale N/S e dunque legata alla qualità-”qualità” della scala stessa sotto l'ipotesi che tanto maggiore sia la sua qualità quanto minore è l'ampiezza A dell'alzata e quanti più numerosi ma più piccoli “salti” faccia la carriola, ossia anche quanto migliore sia la qualità della “musica” che produrrebbe la carriola sulla salita (qui parliamo di una scala geometrica-fisica e non della scala musicale la quale invece è uno spettro di potenza a righe con fondamentale ed armoniche))), ma 300 metri avanti erano passati accanto ad una filiale italiana di una multinazionale di elettronica e lì non ho sentito affermare cosa si può fare col teorema del divino Pitagora, dimostrante il fatto che normalmente la maggior parte degli studenti pensa che la geometria abbia a che vedere con le figure (e coi concetti di piano e spazio geometrico, oltre che con topografia e coi teodoliti ed ovviamente coi cantieri aperti) piuttosto che con le equazioni matematiche), laddove è anche vero che se i teoremi e le leggi della geometria si “vedono” meglio studiati ed applicati all'Italcantieri che non all'IBM od Italstrumenti allora i sensi giocano pure brutti scherzi (io veramente non saprei dire se le applicazioni/ora=applicazioni/h del teorema fondamentale del triangolo rettangolo TP siano maggiori nell'una o nell'altra Azienda... iniziando storicamente dal primitivo e fondamentale triangolo numerico egiziano 3-4-5 quali cateto minore-cateto maggiore-ipotenusa a-b-c (proprio dei tenditori di corde egiziani) dove con evidenza 3 quadro + 4 quadro = 9+16 = 25 la cui radice quadrata è c=5 e di area 3x4/2=6) magari ricordato come “triangolo numerico fondamentale 3-4-5-6”), poi carica (e corrente), resistenza, capacità, induttanza, impedenza, ammettenza, reattanza, suscettanza, flusso elettrico, flusso magnetico, riluttanza, permeanza, permeabilità, permettività, densità di flusso elettrico, densità di flusso magnetico, frequenza, eccetera), che è dato di osservare in pochi altri ambiti della fisica e delle scienze-tecniche matematiche (ad esempio, in fisica teorica, gli stessi modelli SU(5) o sperimentale E8 dei gruppi di Lie di teoria delle particelle elementari non posseggono la medesima "potenza rappresentativa" simbolica-teorica-applicata (aggiungiamo però che da circa la metà degli anni ‘10 del XXI sec. e con 4 anni di intenso lavoro di 18 matematici internazionali (tra cui il professor Daid Vogan di MIT (uno degli inventori della teoria E8), col responsabile Jeffrey Adams professore ad University of Maryland) terminanti nel 2007, assistiti da un supercalcolatore, la mappatura di E8 ha richiesto calcoli matematici mastodontici-ciclopici con le relative equazioni-formule di dimensioni-lunghezze uniche (tra i calcoli matematici più complessi mai effettuati fino al 2010 per trovare il funzionamento della simmetria fondamentale di E8 e della natura, lavoro annunciato da American Institute of Mathematics), richiedente l’uso di uno spazio a 248 dimensioni con uno sforzo paragonabile per esempio a quello richiesto per la mappatura del genoma umano (ci vuole uno spazio di circa 1 GB per il progetto DNA, e circa 60 GB per il progetto E8), e dopo la programmazione richiedente qualche anno un supercalcolatore Sage dell'Università di Washington UW (forse del Mathematics Software project) ha richiesto 77 ore continue di lavoro per giungere alla soluzione (in modo equivalente i calcoli richiesti potrebbero essere teoricamente scritti su un foglio di carta con area di almeno 60 Km quadrati (ma il lettore ben comprenderà che non saranno certo 60 Km quadri di equazioni differenziali alle derivate parziali dato che sa come lavora un calcolatore)) risultato utile ad esempio nella teoria delle stringhe)… 


ma si provi magari a risolvere con un programma di analisi delle reti elettriche un circuito con 248 nodi e 248 lati per magari approssimarsi ai 60 Km quadri, quando un complessivo circuito elettrico di un tv avrà qualche milione di nodi e qualche milione di lati (il solo processore ha qualcosa come 1 milione di componenti)), oltre che ben illustrante i concetti fondamentali di modellistica, simmetria (notiamo che l'esibizione di una simmetria in un sistema fisico (e proprietà di simmetrie nelle equazioni) significa che quel sistema possiede sicuramente una grandezza fisica estensiva che si conserva, e se c'è un principio di conservazione osservato significa che esiste una particolare proprietà di simmetria del sistema (e dell'equazione); ma per capire meglio cosa sono le leggi di simmetria di equazioni è indispensabile la conoscenza di teoria dei gruppi le cui radici storiche risalgono alla teoria delle equazioni algebriche, alla teoria dei numeri, alla teoria dei campi ed alla geometria ed i cui padri creatori sono Eulero, Gauss, Lagrange, Ruffini, Abel e soprattutto Galois di cui abbiamo scritto, ma andando ancora più indietro incontriamo J. Hudde nel 1629 (problema della costruzione di un'equazione algebrica di grado m avente come radici m delle radici di un'equazione algebrica di grado n data), poi N. Saunderson nel 1740 (determinazione dei fattori quadratici di un'espressione biquadratica), poi E. Waring nel 1782, ma poi giungiamo alla teoria delle permutazioni ed ai primi gruppi di permutazione di Lagrange con la teoria delle sostituzioni (egli ha osservato che tutte le risolventi od i risolventi sono funzioni razionali delle radici delle loro equazioni, per il cui studio è adatto un calcolo delle combinazioni), a A. Vandermonde del 1770 sul medesimo problema, quindi a P. Ruffini nel 1799 il quale ha tentato di dimostrare l'impossibilità della risoluzione delle equazioni algebriche di grado 5 o superiore (distinguendo fra i gruppi che ora si denominano gruppi transitivi e tra gruppi primitivi ed imprimitivi, ed utilizzando il gruppo di un'equazione denominandolo assieme delle permutazioni), a P. Marescotti (che faceva uso del concetto di gruppo), quindi ad Abel (che dimostrò il teorema detto di Abel-Ruffini), ma poi arriviamo al lavoro di E. Galois del 1829-32 seppure conosciuto tramite Liouville dal 1846 (il quale Galois aveva scoperto che se x1,x2,..,xn sono le radici di un'equazione algebrica allora c'è sempre un gruppo di permutazioni di xi per i=1,2,..,n, tale che ogni funzione delle radici invariante per sostituzioni del gruppo è razionalmente conosciuta e viceversa ogni funzione razionalmente determinabile delle radici xi è invariante rispetto alle sostituzioni del gruppo (gruppo, ricavabile dal gruppo delle permutazioni, poi detto gruppo di Galois il quale è un gruppo risolvibile solo se esiste una funzione razionale delle radici xi invariante per ogni permutazione-sostituzione delle stesse (l'originale teorema di Galois più o meno affermava “perchè un'equazione irriducibile avente per grado un numero primo sia risolvibile mediante radicali è necessario e sufficiente che tutte le radici siano funzioni razionali di una qualsiasi di esse”)), quindi la teoria dei gruppi sarà ulteriormente e profondamente sviluppata la Liouville, Cauchy, Cayley, Jordan (Trattato delle sostituzioni e delle equazioni algebriche), Kummer, Kronecker, Netto, Hermite (il quale, tra l'altro, riguardo la soluzione delle equazioni algebriche mi sembra che abbia risolto l'equazione algebrica di 5° grado ma non per mezzo di radicali ossia non per mezzo di una formula finita di combinazioni dei coefficienti dell'equazione stessa, ma tramite funzioni ellittiche), Frobenius, W. von Dyck (con la moderna definizione di gruppo del 1882), Mathieu, Burnside, ecc., 


poi nel 1884 da S. Lie coi gruppi di Lie quali gruppi di trasformazioni, quindi W. Killing, I. Schur, L. Maurer, F. Klein (teoria dei gruppi discreti), H. Poincarè, E. Picard, E. Artin, E. Noether, L. Sylow, e poi è venuto soprattutto lo studio dei gruppi finiti e la classificazione del 1982 dei gruppi finiti semplici con Gorenstein-Thompson-Aschbacher-ecc. di cui abbiamo scritto nell'altra sezione), poi conservazione, dualità, di continuo(non distinto)-discreto(distinto), ecc., per cui volendo trovare come la natura funziona sarebbe meglio con vantaggio operativo ricordarsi delle reti elettriche in luogo dei sistemi meccanici (principio della direttissima, della minima costrizione dei vincoli, della minima azione, ecc.), dei sistemi termodinamici (principio della massima entropia, ecc.) ed elettromagnetici notoriamente di natura integrodifferenziale (laddove, possiamo pure aggiungere, ben mostrante il "trionfo" dell'algebra, dato che gli ingegneri, i fisici ed i tecnici in genere, a differenza dei matematici puri (specialmente degli insegnanti di base), hanno poche occasioni per "apprezzare" l'algebra più o meno astratta (nella "pienezza", "potenza", "signoria" e "potestà" del suo potere, tramite le loro strutture algebriche che molto rapidamente potremmo designare e definire con la coppia (I,+) per il gruppo dei numeri interi I dove + indica l'operazione di composizione additiva in tal caso (I,+) è un gruppo commutativo od abeliano (in generale i gruppi G sono definiti come (G,O) dove g sono gli elementi del gruppo G, e O l'unica operazione di composizione tra i g di G (come operazione O di somma, di simmetria, di permutazione, ecc., per cui vale la proprietà associativa ((aOb)Oc=aO(bOc)), esistenza dell'elemento neutro o tale che aOo=oOa=a per ogni a in G, esistenza dell'elemento reciproco r di a tale che rOa=aOr=o)), poi con la tripletta (I,+,x) per l'anello dei numeri interi dove x è l'operazione moltiplicativa associativa-distributiva ((axb)xc=ax(bxc), ax(b+c)=axb+axc rispettivamente) e + è commutativa-distributiva (a+b=b+a, (a+b)xc=axc+bxc, rispettivamente) con elemento nullo 0 di + (in generale l'anello A è sempre dotato di due operazioni sull'insieme A di cui la prima + è commutativa (a+b=b+a), ed anelli A sono l'insieme dei polinomi P(x), delle matrici A=M nxn, dei razionali Q, ecc., con applicazioni in geometria algebrica ed altro), poi con la tripletta (A,+,x) per il campo A con assiomi come per il precedente anello ed in aggiunta l'operazione x è commutativa (axb=bxa) con esistenza dell'elemento neutro moltiplicativo 1 (ossia ax1=1xa=a per ogni a di A) e del reciproco moltiplicativo ossia l'inverso i (ossia axi=ixa=1) dato che deve essere definita l'operazione divisione per elementi non nulli (gli interi I non formano un campo dato che l'inverso dell'intero a non è un intero ossia a non ha inverso, mentre i razionali Q formano un campo (Q,+,x) essendoci l'inverso n/m di ogni razionale a=m/n, e così pure l'insieme dei reali R (inoltre affermiamo che l'insieme dei reali è chiuso rispetto alle 4 operazioni aritmetiche (+,-,x,/) ossia ogni operazione aritmetica con numeri reali dà come risultato ancora un numero reale) e forma un campo anche l'insieme dei complessi C (i quali invece costituiscono un insieme chiuso per le operazioni algebriche ossia ogni operazione algebrica (+,-,x,/,radici n,elevazioni n) sui complessi dà come risultato un numero complesso, ma attenzione z=x(elev y) con x algebrico qualsiasi (diverso da 0 e da 1) e y irrazionale algebrico è un irrazionale trascendentale (Gelfond) ossia a(elev radice di 2) o r(elev radice di 2 o radice di 3) o r(elev i) dove r sia algebrico razionale-irrazionale algebrico sono trascendenti, mentre non sappiamo se sono irrazionali trascendenti quando x e y siano pure irrazionali trascendenti ossia se e(elev e), π(elev π) o π(elev e) sono numeri irrazionali trascendenti o magari necessitando bisognerà definire un altro tipo di numero z), laddove la struttura di campo A è la base per la teoria degli spazi vettoriali lineari e dell'algebra lineare, mentre i campi in connessione coi gruppi finiti e sottogruppi formano la teoria di Galois necessaria per la teoria delle equazioni algebriche), poi la quadrupla (V,K,+,x) dello spazio vettoriale dell'insieme dei vettori V sul campo base K di elementi scalari a dove le operazioni +,x soddisfano appositi assiomi, per sviluppare la teoria dei polinomi, le algebre astratte dotate di strutture algebriche 


(quali gruppi-anelli-moduli-campi-spazi vettoriali) onde lavorare con reticoli, algebre associative, algebre commutative, algebre booleane, algebre su campo, algebre di Lie, sottoalgebre, superalgebre, algebre lineari (nel cui ambiente troviamo gli spazi vettoriali e le matrici), l'algebra universale, la teoria delle categorie, ecc., e magari pure l'algebra applicata per le applicazioni ed “emanazioni-ipostasi” algebriche tipo la crittografia (ma sarebbe meglio entrare nel territorio e nel “campo” della fisica e dell'ingegneria per trovare altre applicazioni-incarnazioni significative, ciò detto più o meno per le teorie algebriche... dove + o - qui non ha un riferimento ad Alessandro Volta il quale a sua volta avrebbe invece più o meno un riferimento alla fisica dell'elettricità in moto ossia alla corrente continua, molto tempo addietro detta corrente galvanica (ma senza impegnarsi troppo con Galvani dato che lo stesso vale quasi per lo stesso Volta), seppure alcuni lettori più che nelle strutture algebriche avranno conosciuto il + e il – senza tenere la canna in mano ma piuttosto pescando con un pescatore, per ore ed ore, per poi sentir che dentro qualcosa muore, ma più o meno ossia col + ed il - si può morire dentro?... mah... forse sì considerando anche che il + ed il -, come visto, provengono non tanto dall'algebra ma piuttosto dal commercio di mercanzie, mercanzie in + (eccedenza, plus) od in – (deficienza, minus); per completezza si potrebbe anche morire dentro se ci si trova sul percorso tra il + ed il – quando la differenza di potenziale è molto alta (almeno migliaia di volt e la sorgente ha sufficiente potenza per far scorrere almeno qualche centinaio di mA) e questo può ben accadere in natura durante un temporale con scariche elettriche quando ci si trova tra un fulmine ed il suolo ma raramente accadrebbe in mare quando raramente un fulmine colpisce l'acqua se non per bagnanti che si trovano entro qualche decina di metri (dal punto di caduta del fulmine) in superficie od a qualche decina di metri sott'acqua ma non più lontano o più in fondo data la grande conduttività dell'acqua di mare che disperde l'energia di un enorme volume)), a parte nelle funzioni e nelle formule quali soluzioni di equazioni differenziali ordinarie EDO ed equazioni differenziali alle derivate parziali EDP o EDDP. Allora, riprendendo, comprendiamo che in un sistema e nell’ambito di uno schema fisico classico, mentre le leggi di Maxwell dei sistemi elettromagnetici (sistemi continui) hanno validità generale per ogni soluzione funzione della quadrupla xyzt (sostanzialmente sono leggi della fisica classica valide da distanze comunque grandi fino a frazioni di picometro (meno di 1/10000 del raggio di Bohr che vale esattamente 0.05291772083 nanometri) e fino a frequenze f=c/λ oggi inesplorate, ma come detto nei fenomeni atomici e subatomici occorre usare modelli e leggi quantistiche dato che tali fenomeni sono incompatibili con le leggi classiche), invece le leggi di Kirchhoff dei circuiti elettrici (sistemi discreti) sono valide solo sotto l’ipotesi (posta per poterle derivare da Maxwell), che i loro bipoli (e dunque i componenti circuitali corrispondenti, con i loro parametri RCL, realizzanti tra le correnti j e le tensioni v, rispettivamente le funzioni matematiche algebrica (circuitalmente il resistore R produce una caduta di tensione v(t) ai suoi capi quando è percorso dalla corrente j(t), v(t)=Rj(t) o v(t)=R(i(t))i(t), ed un memristore M produce una caduta di tensione v(t) ai suoi capi quando è percorso dalla corrente j(t), v(t)=Mj(t) o v(t)=M(q(t))i(t)), o derivativa (circuitalmente la corrente j(t) è proporzionale alla derivata della tensione v(t) ai suoi capi, nel condensatore C) od integrativa (circuitalmente la corrente j(t) è proporzionale all'integrale della tensione v(t) ai suoi capi, nell’induttore L)), 


oppure dualmente coi parametri duali realizzanti tra le tensioni v e le correnti j le funzioni algebrica (nel conduttore (o resistore) G), derivativa (nell’inertore (od induttore) L) ed integrativa (nell’elastore (o condensatore) C); in generale possiamo affermare che per il generico bipolo A (significante o R-G o M-N o C-S o L-Γ)) il legame v-j è espresso tramite l'operatore matematico Z(messo tra parentesi) il quale trasforma la variabile j(t) nella variabile v(t) e nel caso vettoriale il vettore j nel vettore v, ed il legame j-v tramite l'operatore Y(tra parentesi) che trasforma la variabile v(t) nella variabile j(t) o vettor v in vettor j, dove per il resistore R l'operatore Z=R e significa “moltiplicare per R” (v(t)=Rj(t)), per G l'operatore Y=G e significa “moltiplicare per G” (j(t)=Gv(t)), per M l'operatore Z=M, per N l'operatore Y=N, per C l'operatore Y=Cd/dt e significa “derivare rispetto a t e moltiplicare per C” (ossia j(t)=Cdv(t)/dt), per S l'operatore Z=S(integrale in dt) e significa “integrare in dt e moltiplicare per S (v(t)=S per integrale di j(t) in dt), per L l'operatore Z=Ld/dt e significa “derivare rispetto a t e moltiplicare per L” (v(t)=Ldi(t)/dt), per Γ l'operatore Y=Γ(integrale in dt) e significa “integrare in dt e moltiplicare per Γ” (j(t)=Γ(integrale di v(t) in dt))), dicevamo, che i loro bipoli corrispondano al limite matematico a singolarità puntuali (come le particelle “infinitesime” dei fenomeni fisici in molti modelli quantistici o semiclassici, oppure come il concetto e modello di evento in relatività generale), mentre praticamente ciò significa che le dimensioni geometriche lineari massime L dei dispositivi o componenti rappresentati dai bipoli siano geometricamente trascurabili (come praticamente trascurabili


 devono essere le dimensioni geometriche delle particelle fisiche rispetto alle altre dimensioni geometriche in gioco nel fenomeno per essere definite tali), oppure che i campi E-H interessanti i componenti fisici siano quasi-statici invece che ovviamente campi tempo-varianti fino alla più alta frequenza f di tensioni-correnti in gioco, ovvero ancora che la corrente i(t) entrante in un bipolo da un suo morsetto o suo capo sia istante per instante uguale a quella uscente i(t) all’altro capo e dunque ben definita come corrente i(t) (il qual fatto avviene se i campi sono quasi statici ossia dipendenti solo da xyz ma non da t, irrotazionali e conservativi, e la corrente uscente è esattamente pari a quella entrante per ogni t, ovvero anche che le più rapide variazioni di E e H agli estremi dei componenti determino istantaneamente l'effetto ai loro estremi opposti il che ovviamente e relativisticamente non potrà avvenire ma sarà sempre meglio approssimato quanto più le variazioni di E-H sono lente (ossia campi E-H quasi statici) con relative lunghezze d'onda λ tanto più grandi rispetto a L e dunque il sistema-circuito sia sempre da considerarsi in bassa frequenza BF anche alle più alte frequenze f=c/λ di funzionamento (f ben minori di c/L, da cui vediamo pure che per mantenere l'ipotesi di circuito a parametri RCL concentrati alzando la f di funzionamento occorrerà contemporaneamente diminuire in proporzione L)), e che la tensione v(t) ai suoi capi sia in ogni istante ben determinata quale quantità matematica definita (il che ancora in Laplace non avverrà se le derivate spaziali sono dell'ordine di 1/L(elev 2) mentre le derivate temporali sono dell'ordine del quadrato di 2π/λ ossia non avverrà se il quadrato di L/λ è uguale a circa 1 nelle equazioni dei  rotori e delle divergenze, e ciò si esprime in teoria delle reti elettriche affermando che i parametri RCL sono concentrati, od al “limite infinitesimi”, e che il sistema elettromagnetico così costruito sia pensabile e trattabile come un vero e proprio circuito elettrico a parametri concentrati; oltre che in teoria delle reti elettriche, tale approccio modellistico circuitale o “circuitale” ossia a parametri concentrati od a costanti fisiche concentrate viene vantaggiosamente utilizzato anche nella rappresentazione di fenomeni e processi dinamici in meccanica, in termomeccanica, in termoidraulica, in termodinamica, in acustica, ossia in svariati modelli di fenomeni-processi a fluido-liquido-gas, ecc.). L’approssimazione realizzata passando da Maxwell a Kirchhoff (ovvero dai fenomeni e sistemi elettromagnetici ai sistemi circuitali, prendendo come grandezza discreta di riferimento la lunghezza L dei componenti elettrici-elettronici rispetto alla minima lunghezza d’onda λ=c/f dei segnali che transitano nella rete), appare analoga all’approssimazione ottenuta passando da Einstein a Newton (ossia dalla meccanica della relatività ristretta al meccanicismo newtoniano, prendendo come grandezza di riferimento la velocità v dei corpi in rapporto alla luce c nel vuoto), o passando da Maxwell-Hooke-Huygens ad Euclide-Newton-Snell (ossia dall'ottica ondulatoria all'ottica geometrica, prendendo come grandezza discreta di riferimento la lunghezza L tipica degli oggetti-strumenti ottici rispetto alla minima lunghezza d’onda λ=c/f delle onde elettromagnetiche in studio), oppure passando da Schrödinger a Newton-Maxwell (ossia dalla meccanica quantistica ondulatoria alla meccanica classica, prendendo come grandezza di riferimento le azioni minime in gioco rispetto alla costante d’azione elementare h), laddove i reali passaggi storici sono avvenuti da Maxwell a Kirchhoff, da Euclide-Newton-Snell a Maxwell-Huygens, da Newton ad Einstein e da Newton-Maxwell a Schrodinger. Nonostante siano leggi approssimate (alcuni fisici rigorosi potrebbero sostenere che sono “abbastanza o pesantemente” approssimate, mentre qualche matematico potrebbe addirittura ritenerle “intollerabilmente” approssimate), le teorie di Newton e di Kirchhoff sono universalmente, massicciamente, vantaggiosamente e vittoriosamente utilizzate sia in fisica che soprattutto in ingegneria (e negli uffici tecnici industriali e nei laboratori tecnici e di ricerca), perchè nei loro campi di validità risultano molto corrette logicamente e molto precise matematicamente-quantitativamente (potremmo facilmente pensare e molto grossolanamente stimare che in ogni momento di ogni giorno in tutto il mondo (anche in questo istante) si stiano mediamente risolvendo ed utilizzando (sia direttamente che indirettamente per lo studio e soprattutto per le applicazioni) le equazioni di Newton-d’Alembert-Lagrange-Poisson-Poinsot-Kelvin-Boltzmann e di Kirchhoff (ricordando che Lagrange-Hamilton-Maxwell-Boltzmann, ossia le teorie dei sistemi lagrangiani-canonici, la termodinamica e la meccanica statistica, e la teoria di campo elettromagnetico rappresentano il culmine della fisica classica dei secoli XIX-XX ossia il successo nella prima applicazione della matematica alla rappresentazione del mondo fisico ed edificio ormai ben consolidato negli anni '80 dell'800 a due decenni cioè dalla rivoluzione relativistica e dalla rivoluzione quantistica (infatti nonostante la grande fiducia in quell'imponente costruzione classica restavano però aperti alcuni problemi come quello dell'etere e quello della spiegazione degli spettri di radiazione emessi dai corpi solidi), un po' come analogamente accadeva nello stesso periodo all'edificio delle teorie matematiche) in 10-50 milioni di casi singoli, mentre lo stesso valore per le eq. di Maxwell potrebbe essere meno di 0,5-1 milione di volte, più o meno come per le eq. della idro-fluidodinamica, mentre per le eq. di Dirac-Schrodinger-Heisenberg forse nemmeno 10 mila volte, per la relatività ristretta certamente un poco di più, e forse nemmeno in soli 1000 casi singoli la relatività generale ed i modelli unificati di Kaluza-Klein!: sono valori ovviamente e veramente molto approssimati ed intuitivi, però almeno danno un’idea di quali equazioni servano nel nostro mondo (e nel mondo del lavoro e della produzione industriale) e di cosa poi convenga scrivere nei libri e convenga pure maggiormente conoscere-(ri)conoscere, studiare e comprendere, seppure alcune teorie ed equazioni matematiche a basso-bassissimo livello applicativo abbiano comunque un medio-alto valore conoscitivo, strutturale e sistematico della realtà); per quanto concerne lo studio secondario e liceale 


(ovvero prima dell’esame di maturità), tutte le equazioni differenziali EDO-EDDP ed integrodifferenziali EIDDP non sono avvicinabili o possibili per gli studenti assieme alle eq. cardinali della meccanica ed ai sistemi canonici, assieme alle eq. dei corpi elastici, della fluidodinamica, dell’idrodinamica, dell’aerodinamica, della termodinamica e dell’elettromagnetismo classico di Maxwell, ed assieme alle equazioni della meccanica ondulatoria, quantistica e dell’elettrodinamica, mentre è possibile trattare (notiamo pure che sono tutti argomenti caratterizzati da modelli di matematica finita) specifici fenomeni fisici e “delimitati” e “finiti” sistemi meccanici, aerodinamici, termodinamici ed elettromagnetici di particolare interesse applicativo partendo direttamente dalle loro formule finali di studio e di progettazione, laddove invece sono particolarmente avvicinabili e possibili per gli studenti le equazioni alle differenze finite, l’algebra booleana e le reti sequenziali, la statica ed i problemi fondamentali e strutturali di tecnica delle costruzioni, delle costruzioni civili ed industriali, la teoria elettrotecnica ed elettronica dei circuiti, la relatività ristretta con le relazioni di trasformazione dei sistemi inerziali (quanti esempi ed esercizi utilizzando pure la relatività ristretta avete, ed abbiamo, eseguito, specialmente in elettromagnetismo ed in elettrodinamica classica, dato che qui, fortunatamente, essendo le masse sempre trascurabili si possono ritenere i sistemi inerziali) ma non assolutamente la relatività generale RG e le teorie di grande unificazione (tipo SO(10) e SU(5) con le relative algebre e gruppi di Lie e le loro equazioni) negli spazi pluridimensionali (teorie molto complicate pure per avanzati studi universitari), ma secondo alcuni autori le teorie e le equazioni che hanno fatto la storia della Fisica e la storia del Mondo sono quelle di I. Newton (della gravitazione universale, ma sarebbe meglio scegliere e dire le leggi della meccanica classica), D. Bernoulli (dell'idrodinamica), M. Faraday (dell'effetto Faraday, ma sarebbe meglio scegliere e dire la legge dell'induzione elettromagnetica, notoriamente attribuita a Faraday almeno in Europa), R. Clausius (dell'entropia), A. Einstein (della relatività ristretta RR e relatività generale RG, ma la relatività ristretta serve mille volte di più di quella generale usata comunque RG non solo per lo studio della meccanica in sistemi di riferimento accelerati e per lo studio della gravitazione universale in opportuni spazi curvi (data l'equivalenza tra sistemi accelerati ad a=cost e sistemi gravitazionali a g=-a=cost) ma pure per lo studio di particolari-”singolari” condizioni dei sistemi elastici-elastoplastici ed in aerodinamica tecnica, fluidodinamica-gasdinamica-ecc., ovvero in vista di applicazioni ingegneristiche-tecniche più “concrete” rispetto alla conoscenza e rappresentazione della Bellezza dell'Universo relativistico-”quantistico” (certo, aggiungiamo, secondo Fedor Dostoevskij, non la Matematica o la Fisica-Matematica, ma la Bellezza salverà il mondo. Però la Bellezza non si rivela all'Intelletto ed alla Ragione ma solo ai sentimenti tramite la visione degli occhi, e la Bellezza di Venere e del suo mito (ma pure la bellezza di un fascio di luce tagliente penetrante da una vetrata colorata di una cattedrale medioevale, o la bellezza della luce che si diffonde al crepuscolo visibile da un balcone, o la bellezza della cattedrale Notre-Dame di Chartres (anche se qui, diremmo, non è privilegiata la simmetria), o la bellezza delle forme candide della Pietà di Michelangelo, del Partenone di Atene, dei templi di Agrigento, la bellezza di un'alta torre caratteristica come la Torre di Pisa, ecc.) si percepisce col sentimento della Bellezza quando è illuminata dalla luce del sole (ma la Bellezza è percepita anche nella musica di Mozart o nella IX di Beethoven, o nei versi dell'Odissea, nei versi di una poesia di Rimbaud o di Giovanni Pascoli), però in questo libro diciamo che la Bellezza non è nulla se non viene equiparata od almeno relazionata con la verità matematica di teorie deduttive e di teoremi, ossia deve essere bello il teorema del triangolo rettangolo ed il principio-teorema di equivalenza perché la Bellezza abbia un senso, anche se sarebbe solo necessario e sufficiente che essi siano veri), ecc., comunque osservi il lettore che saranno 10-20 le equazioni veramente fondamentali ed inoltre che ritenere più importante la gravitazione della meccanica o l'effetto Faraday (quale effetto magnetoottico per cui un fascio di luce polarizzato attraversante un mezzo trasparente immerso in un campo magnetico H ruota il piano di polarizzazione di un angolo proporzionale all'intensità di H, che si incontra nei fenomeni naturali di luce polarizzata od in alcune tecniche di modulazione alle microonde, ecc.) invece dell'induzione elettromagnetica (con la quale funzionano il 50 % delle aziende industriali e non industriali, oltre ovviamente che 3° equazione di Faraday-Maxwell (in questo libro siglata M3 ossia eq. differenziale MD3 ed eq. integrale MI3 dei sistemi elettromagnetici) significa avere un'idea diciamo piuttosto strana della fisica, e proviamo magari a chiedere a qualche ingegnere elettrico-elettronico (qualcuno direbbe anche a qualche elettricista o meccanico od elettrauto) quali sono le 5-10-20 equazioni più importanti della fisica (della fisica non tanto dei processi ingegneristici) per ottenere forse un elenco migliore e più significativo trovandovi magari “anche la legge di Snell o l'effetto Seeback” (sto scherzando ovviamente) rispetto a quei fisici che sono direttamente in contatto col Fattore X dell'Universo (ma è ovvio che la legge della rotazione di Faraday è specialmente legata alla polarizzazione della luce proveniente dalle stelle (ovvero allo studio delle “magne materie”) mentre la legge dell'induzione elettromagnetica è specialmente legata ed usata nel mondo elettrico di motori-trasformatori-produzione industriale (studio delle “basse materie”) come pure quella piccola ferrite (che lavora sui fotoni provenienti da milioni-miliardi di anni luce, effetto Faraday) svolge un ruolo ben differente dal nucleo magnetico in ferrite o Fe-Si dei trasformatori elettrici (induzione Faraday M3, i quali trasformano solo i fattori di potenza elettrica sia nelle macchine elettriche che nei circuiti elettronici (ad esempio per realizzare l'accoppiamento interstadio adattando le impedenze monte-valle e separando il funzionamento in alternata AC (accoppiamento) da quello in continua DC (disaccoppiamento)... ma in futuro presumibilmente si riterrà la legge dell'”induzione elettromagnetica” quasi di pari importanza della legge della “deduzione matematica” (!))), 


ed ancora oggi il lettore vede che per molte persone il valore dello studio scientifico è legato alla natura-qualità dell'oggetto in studio (dico la Natura e l'Universo che sono i nomi più moderni dell'Ente Assoluto, od anche di "Dio" delle religioni, di contro ai circuiti elettrici che sono i nomi moderni di lavoro, anche se poi tutti usano il calcolatore e vanno comunque su Internet che sono i nuovi nomi di "mezzo") ovvero troviamo ancora D. Fabricius e G. Fracastoro (orientati all'animismo) contro Keplero (orientato al meccanicismo nonostante la sua divina armonia che pervade tutto il cosmo analoga all'armonia musicale), oltre al concetto di “fine” di contro al concetto di “mezzo”, e studiare l'Universo con la meccanica celeste sarebbe come partecipare all'Anima del mondo laddove lo studio-costruzione dei circuiti elettrici-elettronici e la meccanica terrestre sono solo un mezzo per altri più alti obiettivi (ossia avere l'acqua calda in casa ed osservare le stelle) seppure sappiamo che ogni affermazione matematica corretta dedotta o contenuta in modelli circuitali ha pari valore di quelle ottenute da modelli di astrofisica; secondo R. Evans e B. Clegg i 10 massimi scienziati fisici che hanno improntato lo sviluppo della fisica con le loro equazioni in ordine cronologico sono: Galileo Galilei (1564-1642), la balistica e l'affermazione del sistema copernicano eliocentrico; 


Isaac Newton (1642-1727), la meccanica classica e la forza di gravità; Michael Faraday (1791-1867), la legge dell’induzione elettromagnetica; James Clerk Maxwell (1831-1879), le equazioni dell'elettromagnetismo classico; Marie Curie (1867-1934), la radioattività naturale; Ernest Rutherford (1871-1937), la scoperta di particele alfa e dei protoni; Albert Einstein (1879-1955), le teorie della relatività RR-RG; Niels Bohr (1885-1962), la teoria dei quanti ed il modello atomico di successo; Paul Dirac (1902-1984), la teoria quantistica dell’elettrone relativistico; Richard Feynman (1918-1988), i suoi diagrammi nonché profeta delle nanotecnologie; inoltre in questo libro ci sono le suppergiù 8-10 teorie che forse per i generici lettori dovrebbero essere apprese-conosciute-assimilate-”digerite” più lentamente e non a distanza di soli pochi giorni-settimane nella lettura dello stesso libro poichè in tal ultimo caso potrebbero magari produrre un effetto negativo o di rigetto, ed ovviamente sono: la relatività ristretta RR, la relatività generale RG, la meccanica celeste, il metodo cartesiano, la meccanica ondulatoria MO, la meccanica quantistica MQ, teoria dei sistemi... e la "filosofia e filosofia della matematica" sostenuta in questo libro, ma qualcuno aggiungerebbe all'elenco anche altre decine di teorie pure rapidamente trattate in questo libro, che immaginando potrebbero essere la teoria delle macchine sequenziali, la teoria dei codici, la teoria delle macchine-reti neurali ANN, il neopositivismo in filosofia matematica, i sistemi di campionamento-quantizzazione-ricostruzione dei segnali AD-DA, ecc., ecc., ma i lettori mettano pure quello che vogliono); qui in particolare avendo citato l'equazione dell'entropia (termine derivato da εν o en (significante dentro) e da τροπη o tropè (significante trasformazione-cambiamento-rivolgimento)) generalmente ritenuta introdotta da R. Clausius (di cui diamo subito un'idea base affermando che l'entropia S (grandezza di stato estensiva e coordinata generalizzata) in meccanica statistica ci dà la misura del disordine di un sistema (sistema fisico, gioco del lotto e probabilità-frequenza di vincere, lancio dei dadi e probabilità-frequenza d'uscita, diffusione di una goccia d'inchiostro in un liquido, riscaldamento-raffreddamento di un cubetto di ghiaccio in una bevanda calda, ecc., ecc.) ed in fisica termodinamica classica, termodinamica quantistica e meccanica quantistica ci dà la misura del disordine cui giunge un sistema partendo da uno stato di equilibrio più ordinato dopo aver rimosso vincoli termodinamici (analoghi ai precedenti esempi), oppure ci dà la misura dell'energia termica persa quando una data quantità di energia termica viene trasformata in lavoro meccanico (stretto legame di S con la 2° legge della termodinamica), ma data la sua grande generalità l'entropia è stata introdotta coi medesimi significati in teoria dei segnali, in teoria dell'informazione, in sociologia, ecc., ma come detto inizialmente introdotta da Clausius legandola al differenziale (matematicamente non esatto) del calore Q (scambiato reversibilmente da un sistema che si trasforma da stato1 a stato2 in condizioni isoterme ossia mantenendo costante la temperatura T) diviso la temperatura T a cui avviene la trasformazione, laddove in meccanica quantistica viene definita per due sistemi A e B in entanglement associati rispettivamente agli spazi di Hilbert Ha e Hb), di cui abbiamo già scritto in modo più sistematico all'interno della termodinamica fisica classica (rapidamente riguardo teoria informazione ed entropia da Wikipedia “La teoria dell'informazione è una disciplina di ingegneria dei sistemi, di informatica, di telecomunicazioni, ecc., il cui oggetto è l'analisi e l'elaborazione su base matematica dei fenomeni relativi alla misurazione e alla trasmissione di informazioni su un canale fisico di comunicazione. La grandezza che misura la quantità di dati prende il nome di entropia ed è solitamente espressa come numero di bit necessari per immagazzinare o trasmettere l'informazione. Ad esempio, se un alfabeto ha un'entropia pari a 4 bit, allora, preso un numero sufficiente di parole costruite con tale alfabeto, in media sono necessari 4 bit per rappresentare ogni lettera. L'applicazione dei concetti fondamentali della teoria dell'informazione include la compressione senza perdita (ad esempio codificazione zip), la codifica con perdita (ad esempio mp3) e le modulazioni di segnale numeriche-digitali utilizzate nelle trasmissioni (ethernet). La teoria dell'informazione è associata ed intermedia tra la matematica applicata, la statistica, la fisica applicata, le telecomunicazioni e l'informatica. Il suo impatto è pure stato fondamentale nelle missioni spaziali (“il satellite artificiale Skylab rappresenta una delle applicazioni di teoria dell'informazione!”), nell'invenzione del CD, nella telefonia mobile, in Internet, nello studio della linguistica ed in numerosissimi altri campi”), vogliamo riportare qualche altra informazione in merito all'entropia S dicendo che l'entropia S (joule/°K in SI) è la principale funzione o grandezza additiva di stato (ovvero essa, come pure l'energia interna U, il volume V ed il numero di moli Ni di specie chimiche i (ovvero U,V,Ni, energia interna-volume-moli, sono le 3 grandezze estensive di stato in forma entropica ovvero proporzionali all'estensione del sistema notoriamente associate alle 3 grandezze intensive di stato (in forma entropica, o T,P,μi, temperatura-pressione-potenziale chimico i in forma energetica)), dipende solo dallo stato del sistema (stato iniziale A e stato finale B della trasformazione eseguita indipendentemente dalla curva seguita nello spazio termodinamico congiungente A e B) e dalle 3 grandezze estensive UVNi e non dai fluidi termovettori evolventi, dalle dimensioni e come detto non dalle particolari trasformazioni termodinamiche seguite) o coordinata generalizzata dei sistemi termodinamici (sia ad esempio nel comune sistema acqua-ghiaccio che nel sistema Universo chiuso, nei quali sempre S non diminuisce mai (ossia rimane costante nei processi reversibili), ma in tali sistemi reali S aumenta sempre (spontaneamente) col tempo t a seguito o meno di rimozioni di vincoli interni ovvero venendo meno adiabaticità (con diabaticità-diatermia) e/o rigidità (con mobilità) e/o impermeabilità (con permeabilità-porosità), (fissando così pure la direzione della freccia temporale nell'evoluzione-movimento dei fenomeni fisici, dell'Universo tutto quale sistema, e dei molti processi ingegneristici) poiché i sistemi in equilibrio termodinamico rimuovendo vincoli passano da stati di equilibrio più ordinati a stati di equilibrio più disordinati con la possibilità di trasformare energia termica Q (o Qh) in lavoro W via via però degradando tale ulteriore futura possibilità (dato che l'energia a più bassa T è meno utilizzabile per produrre altro lavoro W, e ad esempio si pensi alla enorme quantità di calore contenuta nell'acqua di mari-oceani difficilmente però sfruttabile con accettabile rendimento η dato pure che spesso tale acqua funge inevitabilmente da sorgente a più bassa temperatura Tb dei cicli termodinamici difficilmente ulteriormente abbassabile se non trovando un altro grande serbatoio naturale di energia termica a Tb' adeguatamente ben più bassa di Tb, come pure si pensi alla grande quantità di calore implicata nelle grandi masse di vari elementi chimici nelle galassie a Tb troppo bassa per produrre efficientemente lavoro) legato ciò al 2° principio della termodinamica laddove il 1° principio sarebbe la nota conservazione dell'energia totale (schematicamente i processi termodinamici naturali-universali-artificiali-industriali (derivanti dai postulati entropici e dai postulati energetici riportati altrove e dal 1° e 2° principio della termodinamica, e conducenti alle equazioni di stato termodinamiche), si possono rapidamente rappresentare quale un sistema chiuso comprendente una macchina trasformatrice M (diretta od inversa tipo termica o frigorifera o pompa di calore) che manovra-modifica opportunamente i vincoli (di abiabaticità-rigidità-impermeabilità) lungo un ciclo termodinamico accoppiata a 3 sottosistemi dati da un Sistema SSh (ad esempio un serbatoio-deposito di calore a più alta temperatura Th) che fornisce calore Qh in modo quasistatico (ripartito in calore Qb e lavoro W), da un Serbatoio-deposito quasistatico di calore SSb a temperatura più bassa Tb che assorbe calore Qb (tanto minore quanto più la differenza Th-Tb è grande, e valore minimo ma non nullo se il processo è reversibile (notando che reversibilità = (quasi staticità) + (ΔS=0) e tutti i grandi processi naturali sono di natura quasistatica dato che sono assai vicino all'equilibrio e pure nelle numerose applicazioni è possibile scomporre una trasformazione termodinamica in vari segmenti più o meno numerosi lungo cammini quasistatici che complessivamente compongono cicli termodinamici chiusi tipo Carnot-Rankine-Erikson-Stirling-Otto-Joule-Diesel-ecc.)), e da un Serbatoio-deposito quasistatico SSw di lavoro W, dove per la conservazione dell'energia del 1° principio lungo il ciclo sappiamo che Qh=Qb+W (ossia in termini differenziali dQh=dQb+dW) laddove il 2° principio dà il rendimento η ossia calcola quanto Qb occorra cedere al deposito più freddo SSb per ottenere lavoro W nel deposito quasistatico di lavoro SSw, mentre come detto tutte le trasformazioni termodinamiche (ma sarebbe meglio dire trasformazioni termostatiche visto che la termodinamica-termostatica si occupa solo degli stati di equilibrio raggiunti ogni volta rispettando i vincoli e rappresentati nei noti piani-spazi-iperspazi di stato (spazio termodinamico-termostatico))); 


e riguardo la funzione e ruolo dell'entropia S diciamo ad esempio che un sacchetto con 10 palline bianche ed un sacchetto separato con 10 palline nere formano un sistema chiuso più ordinato di un sacchetto con 20 palline bianche-nere mischiate insieme e dunque a maggior S, e due serbatoi di 100 litri di volume separati con ossigeno in uno ed azoto nell'altro formano un sistema termodinamico più ordinato rispetto ad un sistema formato da un solo serbatoio di 200 litri con miscelati ossigeno-azoto notoriamente a S maggiore ottenuto aprendo una valvola tra i due serbatoi-comparti contigui, e le strutture cristalline più ordinate hanno S minore di quelle meno ordinate policristalline a S maggiore, e di quelle amorfe ancora più disordinate a S ancora maggiore, ed in tecnologia elettronica il silicio puro cristallino ha S minore rispetto al silicio drogato con atomi donatori-accettori, ed un blocco di ghiaccio ha minor entropia S della medesima massa liquefatta in acqua e del medesimo evaporato in vapor acqueo)); senza osare una trattazione sistematica della termodinamica fisica-tecnica classica (qualcosa di più esteso abbiamo però riportato altrove nel libro) diciamo che per sistemi semplici (in cui l'entropia S è una funzione monotonicamente crescente con l'energia interna U) la relazione fondamentale in forma energetica è U=U(S,V,Ni) da cui è possibile ricavare U, e tale relazione è differenziabile per cui differenziando parzialmente (ossia derivandola rispetto ad ognuna delle variabili S,V,Ni ogni volta mantenendo costanti le altre due) otteniamo dU = derivata parziale di U rispetto a S (a V,Ni costanti) per dS + derivata parziale di U rispetto a V (a S,Ni costanti) per dV + sommatoria su i di derivata parziale di U rispetto a Ni (a S,V,Nj costanti con j diverso da i) per dNi, osservando che le 3 derivate parziali sono le note grandezze intensive di sistema dei sistemi termodinamici (ognuna legata alla relativa grandezza estensiva) ossia sono la temperatura T = derivata parziale di energia interna U rispetto ad entropia S (mantenendo costanti volume V e moli Ni), la pressione P = - derivata parziale di energia interna U rispetto a volume V (mantenendo costanti entropia S e moli Ni), i potenziali chimici μi = derivata parziale di energia interna U rispetto a Ni (mantenendo costanti entropia S, pressione P e moli Nj), notando anche che squilibri delle grandezze di stato intensive T,P,μi ossia differenze (per sistemi discreti) o gradienti differenziali (per sistemi continui) di temperatura producono scambi-variazioni di entropia S, di pressione P producono scambi-variazioni di volume V, di potenziale chimico μi producono scambi-migrazioni-diffusioni di specie chimica Ni (diversa da specie Nj), ed in forma differenziale dU = Tds – PdV + sommatoria su i di μidNi ovvero la variazione infinitesima di energia interna dU (dimensionalmente joule) di un sistema termodinamico semplice è data dalla somma di 3 termini infinitesimi ognuno composto dal prodotto di una delle 3 grandezze intensive per la corrispondente grandezza estensiva (S,V,Ni) detta grandezza coniugata di (T,P,μi) e tali prodotti (intensiva per estensiva coniugata) sono delle energie (joule, ovvero temperatura-entropia TS, pressione-volume PV, potenziale chimico i-moli i μiNi), oltre a coincidere T e P con le note definizioni di temperatura T e pressione P della termodinamica fisica classica mentre riguardo la grandezza intensiva μi non introdotta altrove 


(non mirando magari alla maggior simmetria e sistematicità di trattazione) useremo questa quale sua “bella” definizione dopo averla posta assieme alle altre due tra i postulati della presente teoria, ma usualmente nelle applicazioni il numero delle moli di specie i non muta per cui dU=TdS-PdV, e dato che -PdV è identificabile dal lavoro quasistatico dW allora dU=TdS+dW, TdS=dU-dW=dQ (ossia il calore immesso-estratto è pari alla differenza tra energia interna e lavoro compiuto), e se consideriamo anche il termine di “massa-chimico” μiNi=dWc (detto lavoro chimico quasistatico che dà incremento-diminuzione di energia interna U per aumento-diminuzione di massa di specie chimica i) otteniamo il differenziale dell'energia interna dU=dQ+dW+dWc (mentre dU è differenziale esatto, non lo sono invece dQ, dW, dWc e la ragione è spiegata altrove) e ad esempio nei sistemi termodinamici semplici possiamo subito vedere che se è nulla la variazione di moli Ni (ad esempio per potenziali chimici uguali od in equilibrio) ed è nulla la variazione di entropia S (ad esempio per temperature uguali) allora dU=dW=-PdV ed il lavoro è eseguito a spese dell'energia interna U (ad esempio il lavoro eseguito da una turbina in una trasformazione ideale di espansione isoentropica è appunto lavoro di tipo PV dovuto a variazione di U); ma le più importanti relazioni termodinamiche sono certamente le 3 equazioni di stato che danno le 3 grandezze intensive temperatura-pressione-potenziali chimici di specie i ossia come detto T,P,μi, in funzione delle 3 grandezze estensive-additive entropia-volume-moli di specie i, ossia S,V,Ni, che in generale scriviamo T=T(S,V,Ni), P=P(S,V,Ni), μi=μi(S,V,Ni), notando ancora che le 3 grandezze intensive sono date come derivate parziali di una funzione di (S,V,Ni) derivata ogni volta rispetto alla relativa grandezza coniugata mantenendo costanti le altre due, e dunque sono ancora funzioni di S,V,Ni, oltre alla circostanza per cui dato che l'equazione fondamentale è un'equazione di 1° ordine omogenea (ossia U varia linearmente-proporzionalmente con la dimensione-estensione di S,V,Ni) allora le equazioni di stato delle grandezze intensive derivate dell'equazione fondamentale saranno di ordine 0 omogenee e dunque invariabili con la dimensione-estensione delle estensive-additive (ossia la moltiplicazione per una costante C delle grandezze di stato estensive S,V,Ni lascia immutate le grandezze di stato intensive T,P,μi, proprio per ciò dette appunto intensive od “insensibili” alle dimensioni dei sistemi termodinamici, dove appunto il lettore vede che ad esempio un sistema può assumere la temperatura T indipendentemente dalla circostanza che sia spazialmente piccolo o grande), per cui la conoscenza delle 3 equazioni di stato equivale alla conoscenza dell'equazione-relazione fondamentale in forma energetica, la quale più generalmente (indicando con Xi i parametri estensivi oltre a S, e con Pi i relativi parametri intensivi coniugati dati questi da Pi = derivata parziale di U rispetto a Xi) scriveremo U=U(S,Xi), T=T(S,Xi), dU=TdS + sommatoria su i di PidXi quale equazione generale fondamentale in forma energetica (l'equazione generale fondamentale in forma entropica sarebbe S=S(U,Xi) dove invece dell'energia interna U qui l'entropia S è funzione delle grandezze di stato estensive U e Xi entropiche le quali sono correlate alle grandezze di stato intensive 1/T e Fi (“duali” delle energetiche e dimensionalmente rispettivamente 1/°K, joule/°K metro cubo, joule/°K mole, laddove le intensive energetiche avrebbero dimensioni °K, joule/metro cubo=newton/metro quadro, joule/mole), ed allora vediamo come la termodinamica classica fisica-tecnica si può sviluppare in due forme parallele “duali” ossia con trattazione-Metodo Energetico o con trattazione-Metodo Entropico perfettamente equivalenti sul piano formale seppure non ugualmente vantaggiose in campo applicativo dipendendo ciò dagli specifici problemi, soddisfacendo i 2 Principi fondamentali del movimento negli spazi-iperspazi termodinamici S-U-V-Ni 


(ma normalmente disegnati in piani-spazi sezionando gli iperspazi con piani di livello a valori costanti nelle altre grandezze ossia parametrizzando) verso l'equilibrio ossia il Principio di Massima Entropia PMEntrop ed il Principio di Minima Energia PMEnerg, che rapidamente riassumiamo affermando che il valore di equilibrio di ogni parametro libero (rispetto ai vincoli interni rimossi ed a quelli rimasti) di un sistema composto del quale sia fissato il valore dell'Energia interna U è tale da rendere massima l'Entropia S (ossia PMEntrop), equivalente ad affermare che il valore di equilibrio di ogni parametro libero di un sistema composto del quale sia fissato il valore dell'Entropia S è tale da rendere minima l'Energia interna U o PMEnerg (validi per sistemi composti per i quali è possibile impostare il calcolo matematico di massimo-minimo di un funzionale-grandezza qui grandezza di stato S-U), ed il principio di Minima Energia è già ben conosciuto in meccanica (dove in assenza di dissipazione-attriti ossia ad entropia costante S=cost ovvero in meccanica classica dei sistemi posizionali-conservativi-reversibili) è rispettato il Principio di Minima Energia totale che negli spostamenti virtuali e negli atti di moto virtuali è detto Principio dei lavori virtuali PLV (ricordiamo ancora che i sistemi conservativi sono quelli in cui la grandezza estensiva rispetta una legge di conservazione oppure dove in un campo vettoriale v(P)=v(x,y,z) i vettori hanno componenti legate alla posizione P tramite una funzione scalare f detta potenziale U=U(x,y,z) ossia sono funzioni del posto per cui il legame funzionale tra le componenti vx,vy,vz lungo gli assi xyz dei vettori ed il potenziale U fa sì che tali componenti siano uguali alle derivate parziali del potenziale stesso fatte ognuna rispetto al relativo asse-coordinata (ossia derivata parziale di U rispetto a x poi rispetto a y e poi rispetto a z, che poi sono le componenti del gradiente del potenziale) ossia il vettore è uguale al gradiente del potenziale (v(P)=gradU) ed allora come già detto la circolazione-circuitazione C del vettore da A a B lungo una linea l qualsiasi in senso differenziale è un differenziale esatto e non dipende dal “cammino” della linea l stessa ma solo dagli estremi A,B per cui tale circolazione è semplicemente la differenza del potenziale U in B ed A ossia C=U(B)-U(A) onde è chiaro che la circolazione C lungo una qualsiasi linea l chiusa è C=0, e provi il lettore a considerare il vettore v come campo elettrico-elettrostatico E (volt/metro) ed il relativo potenziale come potenziale elettrico V (volt) per cui C è una tensione, oppure a considerare v come una forza F (newton) col relativo potenziale gravitazionale U uguale al lavoro (newton metro=joule) compiuto dalla forza tra A e B per cui lungo una linea l chiusa il lavoro è nullo (in un campo di forze conservative, come ad esempio la forza gravitazionale, il lavoro compiuto dalla forza da A a B è uguale in modulo ed opposto di segno di quello compiuto dalla forza da B ad A e dunque lungo il cammino chiuso A-B-A è 0 ovvero anche non si può estrarre lavoro da un campo gravitazionale, come pure in un campo elettrostatico E non si ottiene una tensione Vba lungo il cammino A-B e ritorno ad A differentemente che nei campi E=E(x,y,z,t) variabili), ma dato che la condizione appena accennata di differenziale esatto della circolazione C significa che la derivata parziale della componente vi fatta rispetto alla coordinata j è uguale alla derivata parziale di vj fatta rispetto alla coordinata i (ossia derivata vx rispetto a y = derivata vy rispetto a x, ecc.) allora si ha pure che è nullo il rotore di v(P) ossia rotv=0 (dato che ogni componente del rotore è pari a derivata vj rispetto a i – derivata vi rispetto a j) ed infatti i campi vettoriali conservativi sono anche detti campi irrotazionali (come il campo vettoriale elettrico E posizionale-conservativo dotato di potenziale V con circolazione nulla lungo una linea chiusa l nonché con rotore nullo rotE=0 ossia irrotazionale)), 


ma è ovvio che tutti i sistemi rispettano sia PMEntrop che PMEnerg (potremmo usare l'analogia geometrica della sfera per la quale se PMEntrop è il volume di una sfera e PMEnerg è la superficie della stessa sfera allora il massimo PMEntrop (volume) ha la minima PMEnerg (superficie) ed il minimo di PMEnerg ha il massimo di PMEntrop biunivocamente implicantesi e sempre rispettate)); ma passando alla termodinamica statistica o meccanica statistica il concetto-funzione S viene generalizzato agli stati di non equilibrio nei quali meglio appare la sua funzione di misura del “grado di ordine-disordine” delle configurazioni dei vari stati molecolari (che compongono un sistema macroscopico) con le probabilità di transizione dagli uni agli altri (la probabilità dei sistemi più disordinati è maggiore e dunque le trasformazioni termodinamiche come pure il tempo t seguono tale linea che porta a S maggiore tranne che nei sistemi ideali reversibili dove S=costante), e poi concetto S ulteriormente esteso-generalizzato passando proficuamente dalla fisica all'ingegneria in particolare a teoria dell'informazione, a teoria dei segnali, ed anche alle scienze sociali-economiche, nonchè nelle teorie di sistemi-fenomeni non lineari (quali ad esempio i fenomeni caotici per i quali occorrono postulati e definizioni diverse della termodinamica classica); affermiamo che esistono due rigorose definizioni dell'entropia S ossia una definizione classica-macroscopica ed una definizione quantistica-microscopica qui solo accennata; come detto seguendo la “freccia del tempo storico” il concetto di entropia venne introdotto nel 1864 da Rudolf Clausius in Abhandlungen uber die mechanische Warmetheorie (Trattato sulla teoria meccanica del calore) onde in un sistema porre in relazione matematica la quantità di calore Q scambiato in modo reversibile (diciamo ΔQ o ΔQrev) con l'ambiente esterno (dunque in equilibrio termico od in modo isotermo) in una data trasformazione termodinamica reversibile con la temperatura T raggiunta a cui porta lo scambio ossia ΔS=ΔQ/T (trattandosi di trasformazione reversibile, se il sistema assorbe calore Q allora ΔS è positiva, se cede calore Q allora ΔS è negativa, e se il sistema compie una trasformazione in ciclo termodinamico chiuso allora ΔS=0, ovvero nei sistemi chiusi-impermeabili-rigidi-adiabatici ad ogni scambio l'entropia S rimane costante per trasformazioni ideali reversibili ed invece aumenta sempre per trasformazioni reali irreversibili come pure aumenta nell'intero Universo U in cui avvengono continuamente trasformazioni irreversibili reali dovute a dissipazioni-attriti-ecc. (è chiaro che l'entropia S aumenta sempre nei sistemi chiusi (tranne nel caso ideale di sistemi reversibili irreali dove S=costante ossia ΔS=0) e nell'Universo fisico U (per cui in un sistema X aperto sull'ambiente esterno A dell'Universo U (con entropia Su) la variazione della sua entropia Sx è esattamente bilanciata dalla stessa variazione però di segno opposto dell'entropia dell'ambiente Sa quando il sistema percorre una trasformazione reversibile (ossia ΔSa=-ΔSx poichè qui ΔSu=ΔSa+ΔSx=0, o meglio in forma differenziale dSa=-dSx poi da integrare negli esempi e nelle applicazioni) ed è invece maggiore quando percorre una trasformazione irreversibile (ossia ΔSa maggiore di -ΔSx poichè qui ΔSu=ΔSa+ΔSx maggiore di 0, ossia in termini differenziali dSu=dSa+dSx maggiore di 0) onde nell'ambiente rimangono illimitatamente nel tempo le tracce entropiche dell'irreversibilità di fenomeni-processi n sotto forma di energia termica ogni volta alla più bassa temperatura delle sorgente (che qui abbiamo indicato Tbn) e dunque via via sempre più degradata ossia meno “capace” di generare ulteriore lavoro ed è ovvio che un sistema quanto più subisce aumento di entropia tanto meno sarà adatto a svolgere un determinato lavoro, come pure osserviamo (secondo anche Roegen) avviene per tutti i sistemi economici-tecnologici di produzione i quali in “tempo asintotico” (ma nella pratica a medio-lungo termine) portano lungo un cammino termodinamico di “decrescita economica” dato che ogni processo produttivo artigianale-industriale convertendo energia-calore in altre forme ed aumentando monotonicamente-irreversibilmente l'entropia del sistema Terra-Interplanetario, comporta una degradazione dell'energia sempre meno disponibile a produrre altro lavoro, un aumento della temperatura globale media Tm dell'intero sistema nonostante una maggior uniformità delle stesse Ti 


(appunto abbassando via via il rendimento del ciclo ideale di Carnot e dei cicli reali) e come detto un maggior livello di “configurazioni e disordine macroscopico” che è l'esatto contrario di maggior informazione (e pure miglior codificazione genetica e vita biologica), e quanta più energia si trasforma in uno stato indisponibile, tanta più sarà sottratta alle generazioni future e tanto più disordine proporzionale sarà riversato sull'ambiente), per cui nei sistemi aperti (dove avvengono scambi di energia-calore-massa ai contorni) generalmente S varia e ha derivata temporale non nulla ovvero troviamo una corrente di entropia (come nel caso delle correnti elettriche dovute alla derivata temporale di cariche elettriche q ossia allo scambio di elettroni-lacune-protoni-particelle cariche, data quella entropica da due termini ossia da una corrente di entropia netta (positiva-negativa se entrante-uscente o se maggiore-minore quella entrante-uscente) e dall'entropia generata da processi interni al sistema (sempre positiva nei sistemi reali) e la corrente netta a sua volta è data dalla corrente conduttiva di entropia (dovuta a scambio di calore Q ai contorni con una sorgente-serbatoio-deposito esterno, e termine usualmente presente nelle numerose applicazioni per diabaticità di scambiatori o per perdite delle pareti) e da una corrente convettiva di entropia (dovuta a masse-moli entranti-uscenti dai contorni, e termine generalmente assente nelle applicazioni ma ad esempio non nei reattori di processo o nei miscelatori-mescolatori) per cui solo i sistemi reversibili hanno nulli i termini di generazione interna di entropia e di correnti nette conduttive-convettive di entropia), e ciò sarebbe la formulazione-enunciazione del 2° principio della termodinamica data da Clausius, sebbene in modo più corretto in forma continua differenziale diciamo che il differenziale di S è dato dal differenziale (non esatto) di dQ diviso T, ossia dS=dQ/T dove dQ non è differenziale esatto perchè è diviso per T e dove 1/T sarebbe il fattore d'integrazione laddove dS è invece un differenziale esatto se vale il 2° principio (potremmo dire con Kelvin e Caratheodory che 1/T è il fattore integrante che trasforma il differenziale imperfetto-non esatto dQ in un differenziale esatto dS per cui il suo inverso T sarebbe la definizione matematica di temperatura in luogo d'avere ed adottare una definizione più fisica di T basata sulla sua misura con particolari sistemi-corpi detti termometri; ricordando che in generale un differenziale df di una funzione f=f(x,y) è esatto quando le derivate parziali incrociate di f sono uguali ossia fx/y=fy/x), ovvero qui ben vediamo come Clausius legasse la quantità infinitesimale di calore dQ scambiata con la temperatura T della sorgente emettente piuttosto che con la variazione infinitesima della temperatura del sistema denominando il loro rapporto (dimensionalmente erg/°K=dine centimetro/°K o joule/°K=newton metro/°K o watt secondo/°K) quantità infinitesimale di entropia dS, per cui la variazione finita di entropia S di un sistema passando in una trasformazione termodinamica dallo stato A (o magari dallo stato O di riferimento) allo stato B, ossia ΔS=Sb-Sa, è data dall'integrale tra O e B o tra  A e B di dQ/T (dove dQ non è però differenziale esatto) ciò in trasformazioni reversibili altrimenti in trasformazioni non reversibili ΔS sarà maggiore dal valore dato da quell'integrale), 


ma per Clausius S indicava piuttosto dove e come andava persa l'energia fornita ad un sistema (riferendosi in qualche modo al movimento meccanico di particelle interne dei corpi e definendo S come il rapporto tra la somma dei contributi infinitesimi di calore e la temperatura T assoluta nel corso del cambiamento di stato, come ad esempio avverrebbe nella diffusione di gocce d'inchiostro entro un liquido contenuto in un recipiente verso lo stato di massimo disordine inerente ad una miscela finale liquido-inchiostro perfettamente uniforme a livello macroscopico e ad equilibrio raggiunto); ma già nel 1824 il fisico-ingegnere Sadi Carnot nell'opera Riflessioni sulla potenza motrice del fuoco aveva osservato tale caratteristica generale dei sistemi chiusi di evolvere-scivolare spontaneamente verso maggior T e maggior disordine (enunciando anche il principio di Carnot per il quale non è possibile ottenere lavoro da una macchina termodinamica M che scambi calore con una sola sorgente a T costante-uniforme ma occorrono almeno due sorgenti una a Th maggiore da cui prelevare l'energia termica ed una a Tb minore a cui cedere una parte di energia termica, ed enunciando il teorema di Carnot attinente al rendimento delle macchine termodinamiche operanti in ciclo chiuso secondo il quale tra tutte le macchine termodinamiche M in ciclo chiuso tra due sole sorgenti termiche a Th e Tb differenti quelle M con ciclo reversibile hanno tutte il medesimo rendimento (ovviamente minore di 1) maggiore però del rendimento di ogni M con ciclo irreversibile nonché indipendente dal fluido termovettore e dipendente dalle sole Th e Tb (i cicli reversibili si caratterizzano anche perchè ad ogni completamento di un periodo di evoluzione del fluido tutte le grandezze di stato riassumono i loro medesimi valori differentemente dai cicli irreversibili dove almeno S non riassume il medesimo valore ma come detto aumenta monotonicamente nel tempo), ovvero studiando egli il funzionamento del ciclo termodinamico di Carnot seguito da un fluido di una macchina termica ideale funzionante tra due sorgenti di calore a temperature Th e Tb capace di utilizzare tutta quanta l'energia disponibile dimostrando come detto che il rendimento η=dW/dQh=(1-Tb/Th) è sempre minore di 1 (dato che Th non è infinita o Tb non è 0) e non dipende dal tipo di fluido ma dipende solo dal salto di temperatura Th-Tb delle sorgenti di calore (o meglio, dato che η=1-Tb/Th=(Th-Tb)/Th è tanto vicino al rendimento unitario quanto più la differenza Th-Tb è grande a pari Th o quanto più Th è alta rispetto a Tb, ovvero ancora cresce a pari Th col diminuire di Tb  (ad esempio se Th=100 °C=373 °K e Tb=20 °C=293 °K allora η=1-293/373=0.214, se invece Th=1000 °C=1273 °K e Tb=0 °C=273 °K allora η=0.786, se invece Th=10 mila °C=10273 °K e Tb=-100 °C=173 °K allora  η=0.983 da cui si vede l'avvicinamento progressivo al rendimento unitario comunque irraggiungibile, ma ad esempio se pure Th=-100 °C=173 °K e Tb=-272 °C=1 °K allora η=0.994 vicinissimo cioè a 1 e ciò è ben comprensibile sapendo che il calore dQh è sottratto al deposito a temperatura Th la cui entropia diminuisce di -dQh/Th e dato che in tale processo S=costante allora S dovrà aumentare di un'uguale quantità nel deposito a temperatura Tb, e più Tb è vicina a 0 °K meno calore Qb sarà necessario dato che S è inversamente proporzionale alla temperatura della sorgente mentre il resto va tutto in lavoro dL=dW=dQh-dQb (al “limite a 0 °K” non sarebbe necessaria alcuna quantità dQb entrante nel deposito freddo e tutto il calore dQh sottratto al deposito a Th andrebbe in lavoro W, ma ciò vale appunto come limite) ricordando che negli scambi di calore infinitesimi tali differenziali sono tutti non esatti in senso matematico (tranne dS e dU) laddove se gli scambi fossero finiti allora le variazioni di S sarebbero date da integrali calcolati lungo cammini opportuni) ed ovviamente il rendimento tende a 0 quando Th tende a Tb ossia quando le temperature di serbatoi-depositi di calore delle sorgenti si uniformano-eguagliano annullando così la trasmissione di calore), essendo appunto il ciclo di Carnot reversibile, altrimenti η è ancora più basso per i cicli con trasformazioni irreversibili (infatti dal bilancio energetico Qh=Qb+W, dal bilancio entropico Qb/Tb-Qh/Th=ΔS, e da η=W/Qh=1-Tb/Th, Tb/Th=1-W/Qh, per i sistemi reversibili (ossia quando ΔS=0 joule/°K) otteniamo Qb=QhTb/Th (che tende a 0 joule per Tb che tende a 0 °K a pari Th) mentre per i processi irreversibili (con ΔS maggiore di 0) otteniamo Qb=QhTb/Th+TbΔS dove ΔS è l'aumento totale di entropia (ovvero diminuisce meno in SSh di quanto aumenti in SSb), per cui il calore ceduto alla sorgente fredda SSb ossia l'energia Qnd comunque non disponibile-utilizzabile neppure nei processi reversibili è Qnd=QhTb/Th, ed invece l'energia Qnu non utilizzata-dissipata-persa (per l'irreversibilità del processo e dunque assente nei processi reversibili) è Qnu=TbΔS proporzionale sia all'aumento di S che alla temperatura bassa Tb e presente quest'ultima come si vede e come già detto solo nelle trasformazioni irreversibili; ma possiamo portare un esempio riguardante una macchina termodinamica M del tutto generale (eventualmente anche un fenomeno-processo naturale equivalente) che lavora-evolve tra le temperature Th=393 °K (ossia 120 °C) e Tb=293 °K (ossia 20 °C) e che genera in SSw un lavoro per il quale nel caso di processo reversibile PR si ha ΔS=0 ed invece nel caso di processo irreversibile PIR si produce un aumento complessivo di entropia ΔS=4 Kcal/°K per ogni KWh prodotto (dove 1 KWh=860 Kcal per cui ogni 860 Kcal di lavoro innalza S di 4 Kcal per ogni °K) 


ed allora nel caso PR abbiamo Qh=Qb+W, Qb/Tb-Qh/Th=0 da cui risolvendo nelle due incognite Qh e Qb otteniamo Qh=3380 Kcal e Qb=2520 Kcal con η=W/Qh=860/3380=0.2544, laddove nel secondo caso PIR la prima equazione è uguale e la seconda è Qb/Tb-Qh/Th=ΔS=4 Kcal/°K da cui risolvendo otteniamo Qb=7126 Kcal e Qh=7986 Kcal con η=W/Qh=0.1077 (ossia 2.36 volte minore del precedente caso PR, ovvero a parità di lavoro W generato (860 Kcal) nel caso irreversibile PIR è necessario prelevare da SSh una quantità di energia termica di 7986 Kcal scaricandone in SSb una quantità di 7126 Kcal laddove nel caso reversibile PR occorre prelevare solo 3380 Kcal (il 42.3 % della precedente in PR) scaricandone 2520 Kcal (il 35.4 %) da cui vediamo come una tipica-pessima causa di irreversibilità richiede qui di produrre il lavoro di 1 KWh=860 Kcal con una quantità di energia non disponibile Qnd=QhTb/Th=5954 Kcal e con una quantità di energia sprecata-inutilizzata-dissipata-persa pari a Qnu=TbΔS=1172 Kcal per ogni KWh prodotto, entrambe Qnd e Qnu ben maggiori del caso PR come nota il lettore); diciamo brevemente che le trasformazioni per i sistemi semplici sono isoentropica (S=cost nonché adiabatica), isoterma (T=cost), isoenergetica (U=cost), isoentalpica (H=cost), mentre tra le trasformazioni politropiche citiamo isocora (cx=cv=cost), isobara (cx=cp=cost), adiabatica (cx=0), isoterma (cx tendente ad infinito) dove nelle politropiche occorre considerare i calori specifici c a x costante; sono molti i diagrammi di stato in termodinamica ma i più comunemente utilizzati (specialmente dove si presentano le transizioni di fase) sono lo spazio di stato P-v-T, ed i piani di stato pressione-temperatura P-T, pressione-volume P-v, temperatura-entropia T-S o S-T, entalpia-entropia H-S 


(questo diagramma di Mollier ben noto ed usato nella progettazione di macchine termodinamiche di cui s'è scritto altrove), ma qui vogliamo accennare al fondamentale digramma entropico T-S specialmente dell'acqua (riportante in ascissa l'entropia S (joule/Kgr °K) ed in ordinata la temperatura assoluta (°K) che dà l'andamento di T in funzione di S) e come è chiaro le trasformazioni isoterme sono rappresentate dalle rette orizzontali parallele all'asse ascisse-S e le trasformazioni isoentropiche dalle rette verticali parallele alle ordinate-T, poi dato che la derivata parziale di T rispetto a S (a v costante) = T/cv ossia al rapporto tra temperatura e calore specifico a volume costante quale tangente della curva T-S (l'inverso della tangente darebbe cv moltiplicato per 1/T), e dato che la derivata parziale di T rispetto S (a P costante) = T/cp ossia al rapporto tra temperatura e calore specifico a pressione costante, e dato che cp è maggiore di cv, abbiamo per gas ideali che le linee isocore a pendenza-derivata crescente con S in ogni punto hanno pendenza maggiore delle linee isobare pure a pendenza crescente con S (e dove le derivate-pendenze sono positive lì cp e cv ossia cx sono positivi (ossia a v e P costanti, aumenta la T assorbendo calore Q), viceversa dove le derivate sono negative (ossia a v e P costanti, aumenta la T cedendo calore Q accompagnato da corrente all'esterno di S), poi sapendo che TdS come TS è un lavoro (°K per joule/Kgr °K=joule/Kgr lavoro per unità di massa) se il fluido esegue una trasformazione chiusa reversibile nel piano TS il lavoro (joule/Kgr di massa evolvente) ottenuto in un ciclo non è altro che l'area del ciclo stesso (lavoro positivo uscente da M se il ciclo è percorso in senso orario altrimenti lavoro negativo assorbito); 


da Wikipedia “Il diagramma di Mollier è un diagramma termodinamico che rappresenta l'entalpia H di un sistema (sistema che può essere una miscela od una sostanza chimica) in funzione di altre grandezze termodinamiche. Esempi di grandezze termodinamiche indicate nel diagramma possono essere il volume V, la temperatura T e la pressione P del sistema. Nel caso in cui l'asse delle ordinate del diagramma riporti l'entalpia (h) e l'asse delle ascisse riporti l'entropia (s), si parla in maniera più specifica di diagramma entalpia-entropia o diagramma h-s (cui spesso ci si riferisce quando si parla del diagramma termodinamico di Mollier). Il diagramma di Mollier è così chiamato dal nome del fisico e ingegnere austriaco Richard Mollier, che lo introdusse per la prima volta nel 1906. Applicazioni. È particolarmente usato il diagramma di Mollier della miscela aria-acqua, che ne rappresenta l'entalpia in funzione dell'entropia, del volume, della pressione, della temperatura e del titolo di vapore, riportando sull'asse delle ordinate l'entalpia e sull'asse delle ascisse l'entropia o il titolo di vapore. Tale diagramma è il corrispondente europeo dell'anglo-americano diagramma psicrometrico, in quanto entrambi contengono le identiche informazioni, ma rappresentate in maniera differente. I diagrammi di Mollier della miscela aria-acqua vengono spesso utilizzati per la progettazione e l'analisi di centrali elettriche, turbine a vapore, compressori e sistemi di refrigerazione. Diagramma h-s. Lettura del diagramma h-s. Per leggere il diagramma h-s occorre individuare su di esso dei punti che descrivono lo stato iniziale e quello finale di una trasformazione termodinamica. Occorre che siano noti due parametri che individuano univocamente sul diagramma un punto che definisce lo stato del vapore-acqua. Si individuano gli altri punti noti e si tracciano, congiungendo i punti, le linee che rappresentano le trasformazioni termodinamiche di stato che il vapore subisce. Il diagramma è rappresentato su un piano cartesiano dove compaiono in ascissa l'entropia, e in ordinata l'entalpia. Le due funzioni di stato sono correlate attraverso un'equazione che esprime la variazione entalpica dH, in funzione di una corrispondente variazione entropica dS  H=U+pV ossia differenziando dH=dU+pdV+Vdp, dove dU è la variazione di energia interna del sistema (dal 1° principio della termodinamica sappiamo che la variazione di energia interna è la somma tra il calore assorbito dal sistema ed il lavoro compiuto dal sistema sull'ambiente), Δ⁡U=Q+L, dH=dQ-pdV+pdV+Vdp, ma dal 2° principio della termodinamica ricaviamo dQrev=TdS ossia d⁡H=TdS+Vdp, e del resto abbiamo più o meno già scritto; riportiamo qui solo le 3 equazioni di stato del gas monoatomico ideale ossia U=(3/2)RNT dove R=1.986 cal/°K mole, PV=NRT, S=N(So/No)+NRln((U/Uo)(elev 3/2)(V/Vo)(N/No)(elev -5/2) dove i valori So, Vo, No sono quelli dello stato di riferimento e ln è il logaritmo naturale, ma dai ricordi scolastici tutti conosceranno la nota formula dei gas ideali PV=NRT, ovvero in un gas perfetto di N moli a T=cost il prodotto pressione-volume PV=cost od anche P è inversamente proporzionale a V (di tanto aumenta-diminuisce l'uno di quanto diminuisce-aumenta l'altro), quale legge ottenuta da esperimenti effettuati da Boyle (a temperatura costante il volume è inversamente proporzionale alla pressione per cui di tanto aumenta l'uno di quanto diminuisce l'altra ovvero ad esempio a 0 °C se il volume è 1 litro alla pressione di 1 atm allora sarà 2 litri a 0.5 atm) e da Gay-Lussac (a volume costante la pressione è proporzionale alla temperatura assoluta per cui se 1 litro di gas ideale a 200 °K esercita una pressione di 1 atm allora a 400 °K eserciterà una pressione di 2 atm)); dato che il concetto-funzione-grandezza entropia S ha implicazioni veramente universali-ecumeniche(valido in tutte le terre abitate e non abitate) ed introdotto in ogni sistema naturale-fisico-ingegneristico permette generali e profonde considerazioni e deduzioni, ciò varrà pure per l'intero Universo U considerato come un sistema chiuso e dalla fine dell'800 si sono scritte molte cose sull'Universo quale sistema-macchina termodinamica in cui S aumenta col passare del tempo t data la presenza di ogni tipo di fenomeno naturale irreversibile (seppure il suo stato evolva assai lentamente ed ogni suo grande sottosistema sia assai vicino all'equilibrio termico dinamico), ma non essendo nota la relazione entropia-temperatura T-S (sono variabili queste fissate da condizioni indipendenti) non si può calcolare il valore dell'entropia massima, bensì dell'Universo si conosce lo stato e l'entropia iniziale (di valore 0 dato che S è una funzione additiva definita a meno di una costante) ma non lo stato finale (raggiunto magari asintoticamente con Smax e Tmax) ed essendo S una grandezza di stato non dice nulla sulla linea-cammino-trasformazione termodinamica che esso seguirà nei millenni-milioni-miliardi di anni, però intesa S come probabilità (convessa-concava tra 0 e 1, mai negativa) essa ha un massimo per valori equiprobabili a distribuzione uniforme, poi se come detto supponiamo l'Universo un sistema chiuso (adiabatico-rigido-impermeabile senza scambio di energia-volume-moli di materia “al di là di esso”) allora possiamo affermare che la sua energia totale U=costante e la sua entropia S è in costante aumento con derivata temporale sempre positiva (forse tendente ad uno stato di equilibrio asintoticamente stabile), per cui dal 1° e dal 2° principio deduciamo che non è possibile creare dal nulla o distruggere nel nulla massa-energia (principio per la prima volta enunciato in chimica scientifica per i sistemi di reazioni chimiche chiusi da A. L. Lavoisier proprio l'anno stesso della grande rivoluzione francese), e che neppure si può trasformare energia da una forma in un'altra forma o trasformare energia termica (joule di origine termica) in lavoro (equivalenti joule di energia meccanica) senza in tutti questi casi dissiparne una parte in energia termica alla più bassa temperatura delle sorgenti (secondo il rendimento dei processi implicati) via via però energia sempre meno utilizzabile ossia più degradata per produrre ulteriore lavoro dato che le temperature Th e Tb vanno pure via via avvicinandosi-uniformandosi abbassando dunque progressivamente il rendimento del ciclo ideale reversibile di Carnot e dunque abbassando maggiormente i rendimenti dei cicli reali irreversibili (in fenomeni-processi naturali-artificiali 


(altrove riguardo la “filosofia di questo libro” abbiamo osato asserire che il Pensiero Matematico (ovvero la Razionalità R) ha creato dal Nulla fisico-materiale l'intera Realtà esistente (insieme ovviamente a tutti i possibili sensi necessari alla relativa percezione) per “separazione da sé stesso quale totalmente altro da sè” in corrispondenza però analogica, ma mentre la Razionalità può creare dal Nulla un Universo senza contraddizioni non può certamente violarne poi le leggi logico-matematiche e fisiche di simmetrie e conservazioni e leggi dei fenomeni in nessun senso e nessun modo... seppure con tali ragionamenti si potrebbe rischiare un pericoloso sconfinamento-scivolamento in campo metafisico (anche se abbiamo cercato di rimanere confinati o “confinati” nel solo campo logico-matematico coi nostri semplici ragionamenti), ma purtroppo dobbiamo anche affermare che le scienze matematica-fisica-chimica-biologia-ecc. non sono in grado di fondare e reggere l'intero Edificio della Realtà, e del resto sviluppare le teorie scientifiche della Realtà affermando di non affrontare dal loro interno il problema logico-filosofico della fondazione della stessa è comunque equivalente in senso stretto ad uno sconfinamento metafisico occulto “operato logicamente a valle anziché a monte” dato che un modello della realtà che non si spiega bene perchè abbandona il problema della fondazione è ugualmente metafisico quanto un modello il quale per meglio spiegare la realtà non riesce bene a dedurla (ovvero la metafisica è comunque inevitabile se non viene “chiuso il cerchio dell'argomentazione logica” lasciando a sè un Ente od un Principio inspiegabile-ingiustificabile, ovvero se la Scienza matematica non ha più bisogno di un Ente-Dio ha però bisogno di teorie-dottrine metafisiche di sostegno) ricordando anche che nel corso della storia le teorie che spiegano molto ma calcolano poco (ad esempio le filosofie ioniche o la dottrina della sostanza spinoziana (Spinoza è ottimo esempio di razionalista che spiega o vuol spiegare molto calcolando assai poco o nulla!)) sono accompagnate ed alternative (ed usualmente seguite) da teorie che spiegano poco ma calcolano molto (come ad esempio le teorie newtoniana-maxwelliana-einsteiniana-quantistica) come se in senso logico Filosofia-Scienza e Spiegazione-Calcolo fossero tra loro inversamente proporzionali (la Spiegazione infatti andrebbe all'opposto del Calcolo deduttivo), ma se non si vuole la metafisica sarà necessario che la spiegazione del Tutto stia all'interno delle teorie matematiche); ad esempio tutto il petrolio fossile bruciato per produrre lavoro meccanico-elettrico-termico oltre a calore e composti chimici vari è tale che questi conterranno energia ancor meno sfruttabile per produrre altro lavoro oltre all'impossibilità di “riformare-sintetizzare” il petrolio originario sfruttando la stessa energia (complessivamente conservatasi) bensì questi eventuali processi di riformazione del petrolio richiederanno ulteriore energia) per cui in un Universo con grandezze estensive finite (S,V,Ni, o U,V,Ni) tutte le trasformazioni termodinamiche reali producenti lavoro da calore porteranno asintoticamente alla maggior uniformità delle grandezze intensive T,P,μi o 1/T,Pi ossia porteranno ad uno stato asintoticamente stabile senza possibilità di scambio di calore e produzione di lavoro per costanza di S (uniformità di T), senza variazioni di dimensioni-volume (uniformità di P) e senza movimento-permeabilità di specie chimiche (uniformità di potenziali chimici μi) ovvero ancora porteranno verso la morte termica dell'Universo (ma anche “morte meccanica e chimica”) caratterizzata dal massimo valore di S; la definizione quantistica dell'entropia S può essere data in meccanica quantistica in termini più assoluti (ad esempio con l'entanglement-coniugazione-combinazione-miscelazione-intrappolamento), considerando due sistemi termodinamici A (col relativo spazio di Hilbert Ha, dove come detto gli stati di un sistema sono rappresentati da vettori in uno spazio astratto vettoriale H in cui è definita l'operazione di composizione vettoriale ossia il necessario prodotto scalare tra vettori) e B (col relativo spazio di Hilbert Hb) per cui lo stato del sistema Ψ apparterrà a HaxHb (dove il simbolo x andrebbe scritto nel circoletto ed è prodotto logico-insiemistico), ma in generale non si potrà associare uno stato puro ad A bensì associarvi una matrice di densità di probabilità, definendo l'operatore proiezione ρt=|Ψ><Ψ| dove lo stato del sistema A è la traccia parziale della matrice di ρt sulle basi del sistema B 


(ad esempio per lo stato “entangled classico" di A e B, ognuno composto da due stati puri "0" e "1" ossia (1/radice quadrata di 2)(|0>a x |1b - |1>a x |0>b) in cui a=A e b=B, la matrice di densità ρa=(1/2)(|0>a<0|a + |1>a<1|a), e la matrice di densità dello stato puro di A è ρa=|φ>a<ψ|a ossia lo stesso operatore di proiezione di |ψ<a, e la stessa forma ha la matrice di densità del sistema composto ρt (poichè lo stato “entangled classico” è uno stato puro)), per cui data una matrice di densità di probabilità ρ qualsiasi è possibile calcolare la funzione S=-kTr(ρlnρ) dove k è la costante di Boltzmann ed in cui la traccia Tr viene dallo spazio H in cui è definita ρ, ed allora diciamo che S è proprio l'entropia del sistema corrispondente a H; aggiungiamo che l'entropia S di ogni stato puro è 0 (essendo nulla l'indeterminazione(incertezza) sullo stato del sistema come mostra il commutatore), l'entropia di ciascuno dei due sottosistemi A e B entangled è S=kln2 (valore massimo per un sistema a 2 stati), e se il sistema è complessivamente puro allora S di ogni sottosistema può calcolare-misurare il “grado di entanglement" rispetto agli altri sottosistemi, inoltre gli operatori unitari che agiscono su uno stato (ad esempio l'operatore di evoluzione nel tempo ottenuto dall'equazione di Schrodinger come abbiamo detto nella rappresentazione di Schrodinger di un sistema quantistico (quale meccanica ondulatoria in questa particolare realizzazione dello spazio H) in cui i vettori di stato del sistema evolvono e gli operatori sono fissi  (diversamente dall'altra rappresentazione di Heisenberg in cui i vettori di stato del sistema sono fissi ed invece evolvono gli operatori la quale rappresentazione diviene poi la nota meccanica delle matrici quando si sceglie una descrizione dello spazio H in cui gli operatori lineari sono matrici in genere ad infinite dimensioni)), lasciano invariata l'entropia S per cui ancora diciamo reversibile un processo che ha variazione nulla di S (ciò ribadisce e conferma la teoria termodinamica classica (reversibilità è sinonimo di quasistaticità e ΔS=0) come pure conferma l'entropia S di un insieme di messaggi introdotta da Shannon in teoria dell'informazione come abbiamo visto altrove); l'entropia S è di casa in meccanica statistica in cui la rappresentazione collega il mondo microscopico dei microstati (le configurazioni sono rappresentate nello spazio delle fasi Γ che contiene tutte le possibili configurazioni micro ossia tutte le probabilità W macro) col mondo macroscopico dei macrostati (o stato termodinamico del sistema) dove S=klnΓ=klnW ossia una vera definizione fondamentale statistico-molecolare-particellare di S (da cui è possibile ricavare tutte le altre anche di utilizzo applicativo macroscopico) e che dipende da energia-volume-moli U-V-Ni (oltre alla condizione ergodica postulata per cui la media temporale delle configurazioni micro si può sostituire con la media delle configurazioni ovvero sostituire la media eseguita nel tempo con Gibbs ed il fattore di correzione indistinguibilità 


(ricordiamo che in termodinamica statistica l'entropia di Gibbs è data da S= -kpi(logpi)) dove k è la costante di Boltzmann e pi la probabilità del microstato i), per cui S è maggiore dove il numero di configurazioni-probabilità è maggiore ovvero dove il disordine molecolare ed il numero degli stati è più grande (se abbiamo Na atomi A, Nb atomi B, …, in un gas allora il massimo numero di configurazioni sarà Γ=(Na+Nb+...)!/(Na!+Nb!+...)) ed a temperature ordinarie la configurazione segue la nota distribuzione classica di Maxwell-Boltzmann (in cui S è estensiva-additiva-differenziabile come l'entropia termodinamica classica, e da cui tra l'altro è possibile osservare che mentre l'entropia S misura il livello di disordine del sistema (più è bassa e più lavoro macro è possibile ottenere) la temperatura T misura invece il livello energetico di movimento molecolare del sistema (più è alta e più lavoro micro si può ottenere) per cui in termini fondamentali quantistici potremmo anche pensare alla temperatura T come all'energia elementare di particelle (del resto nel sistema di unità fondamentale-elementare l'energia U e la temperatura T si misurano in elettronvolt od in erg dato che qui la velocità della luce c e la costante di Planck h assumono valori unitari c=h=1 e dunque distanze-tempi hanno la stessa unità di misura (secondo-luce), ed energia e frequenza hanno la stessa unità (eV))), ma ad esempio in liquidi-solidi (dove non si ha grande distinguibilità di individuali particelle per via del loro collettivo legame spaziale col reticolo cristallino) si hanno deviazioni da Maxwell-Boltzmann e più complesse distribuzioni, laddove ad assai basse temperature (dove le particelle si concentrano ai livelli di energia più bassi) troveremo altre distribuzioni tipo quella di Fermi-Dirac (se non possono avere tutti i numeri quantici uguali) oppure quella di Bose-Einstein (se non rispettano il principio di esclusione di Pauli come fanno i bosoni); 


in tale sezione del libro assume particolare importanza il concetto di entropia dell'insieme dei messaggi emessi della sorgente in teoria dell'informazione (come detto concetto contenuto nel noto lavoro del 1948 del matematico-ingegnere statunitense Claude Elwood Shannon (nato nel 1916 a Gaylord Michigan, con PhD in matematica a MIT lavorando ai Bell Telephone Laboratories e poi dal '56 come professore di scienze al MIT, e morto nel 2001 a Medford Massachussets) ossia The Mathematical Theory of Communication (La teoria matematica della comunicazione, pubblicato in due parti a lug-ott 1948 su Bell System Technical Journal) in cui viene trattato il problema fondamentale di trasmissione di informazioni (composti da un numero finito di messaggi di un dizionario m1, m2, …, mn, ad esempio lettere alfabetiche o trigrammi o parole o frasi se il dizionario è linguistico, o cifre binarie o coppie o triplette o byte o ecc. se il dizionario ha base numerica-binaria ottenuto ad esempio da campionamento-quantizzazione di un segnale analogico, ma infine in tutti questi casi usualmente codificato in bit o coppie-triplette-ecc. di bit ossia in byte) da una sorgente TX ad un destinatario RX lungo un canale (ideale, o reale rumoroso se caratterizzato da una data probabilità di errore di trasmissione non nulla, ricordando che qui si tratta di canale logico tra Mittente M-TX e Destinatario D-RX in contrapposizione a canale fisico di trasmissione che circuitalmente potremmo schematizzare come un doppio bipolo con le sue caratteristiche di ampiezza-fase-potenza-attenuazione-rumore-SN-banda-ecc. (magari tramite gli opportuni parametri elettrici h-y-r-ecc. secondo le destinazioni dei canali e le frequenze delle bande), laddove riguardo tali canali ideali-reali abbiamo scritto altrove, aggiungendo che i simboli TX-RX sono nati ed usualmente si riferiscono ai sistemi ricetrasmittenti portatili, ma in tale libro usati pure più in generale per i sistemi di trasmissione e ricezione e pure nell'ambito di teoria dell'informazione onde simboleggiare la sorgente di messaggi M-TX ed il destinatario degli stessi D-RX sia in contesto di sistemi continui che di sistemi continui a segnali campionati che di sistemi discreti già alla sorgente), in cui troviamo un primo teorema di Shannon o teorema della codificazione dell'insieme dei messaggi della sorgente in cui si dimostra che un insieme di messaggi casuali equiprobabili d'informazione può essere codificato I (bit) con un numero di bit inferiore alla sua entropia H ossia inferiore alla sua autoinformazione od “autoinformazione” media (inizialmente Shannon quella che ha denominato Entropia dell'insieme dei messaggi della sorgente la voleva chiamare Informazione, poi chiamare Incertezza dell'insieme, ma von Neumann gli suggerì che sarebbe stato meglio chiamarla Entropia della sorgente la quale grandezza già misura l'incertezza-disordine in meccanica statistica oltre al fatto che non c'è alcuno che sappia con certezza cosa sia in verità questa grandezza estensiva-additiva-di stato detta entropia (pensiamo che più alta è l'entropia H della sorgente, più configurazioni di messaggi sono possibili e più informazione I può essere codificata e può essere trasmessa tra M-TX e D-RX dato che sarà più incerta la configurazione che arriverà al destinatario (è ovvio che col minimo numero di configurazioni equiprobabili ossia 2 si possono trasmettere solo 2 messaggi (0 o 1, o testa-croce) per cui il ricevente conosce la probabilità 0.5 di riceverne uno dei due), mentre con 3 messaggi equiprobabili la probabilità di aspettarne uno è 0.33, e così via, ed in tal senso si comprende meglio perchè più alta è H più grande è il contenuto d'informazione della sorgente (ma se la sorgente possedesse il solo messaggio “testaocroce” allora l'informazione I sarebbe nulla poiché testaocroce è sempre aspettato con probabilità 1 non trasmettendo qui alcuna informazione, ed invece alla massima estensione possibile e tutto comprendendo questo si denomina Cultura in senso lato), come analogamente potremmo sostenere che una massa di ghiaccio contiene meno configurazioni-informazione di una ugual massa di acqua liquida la quale contiene meno configurazioni-informazione di una ugual massa di vapor acqueo (l'aumento di entropia è pure comprensibile osservando che nelle transizioni di fase si assorbe od emette calore a T costante ossia punto per punto non in equilibrio termico aumentando dunque S), 


ovvero riassumendo l'entropia misura il livello di incertezza (proporzionale a I) di un insiemi di messaggi-dizionario della sorgente (sistema-segnale statistico-aleatorio caratterizzato da diverse distribuzioni di probabilità e densità di probabilità di cui il caso più elementare è appunto quello casuale di equiprobabilità dei messaggi emissibili RX, ma come detto ad esempio nei dizionari linguistici le lettere E od O non hanno certo la stessa probabilità di Q o di Z ovviamente se i messaggi elementari codificati sono le 27 lettere+segni speciali, o le probabilità di THE e SOL non sono quelle di RST o IST se i messaggi elementari codificati sono ad esempio i trigrammi), ovvero misura la “minima complessità” di una variabile aleatoria ma diremmo pure il limite inferiore del livello di compressione possibile di dati a codice altrimenti ridondante, ed allora il livello di compressione sarebbe in rapporto diretto con l'entropia H della sorgente (come abbassando la temperatura T si riduce-”comprime” il numero di stati delle configurazioni termodinamiche (da fase gas a fase liquido a fase solido) così comprimendo una variabile-segnale aleatorio si riduce la ridondanza si riduce l'informazione e si riduce l'entropia fino a raggiungere il minimo usualmente maggiore di zero se è ancora possibile distinguere almeno 1 da 0)), ed uno dei più importanti teoremi di tale teoria dell'informazione calcolante la quantità massima di informazione I (bit) che può essere trasmessa su un canale reale rumoroso (in una banda B (dimensionalmente Hz=1/secondo) con rapporto segnale/rumore γ=S/N) alla velocità v (bit/secondo) dove la capacità C (bit/secondo) del canale è C=Blog(1+γ) dove log è il logaritmo in base 2, in cui questo teorema afferma che l'informazione I può essere trasmessa alla velocità v inferiore alla capacità C con una probabilità d'errore ε piccola quanto si vuole pur di codificare opportunamente l'insieme dei messaggi della sorgente (ossia codificando sequenze via via più lunghe emesse in trasmissione, ovvero nel caso di dizionario linguistico passando dalla codificazione di lettere alla codificazione di trigrammi alla codificazione di parole, ecc.) oppure anche afferma che codificando opportunamente i messaggi è sempre possibile trasmettere con probabilità d'errore ε piccola quanto si voglia purchè la velocità v di I non sia maggiore di C (questo secondo teorema sui canali reali dà pertanto un valore limite di I trasmissibile nell'unità di tempo conoscendo le caratteristiche del canale ed il rapporto S/N ma non dà alcun aiuto alla progettazione dei sistemi di trasmissione di dati numerici o di segnali campionati in relazione ai corrispondenti segnali analogici, ricordando comunque che la precedente formula della capacità di canale C l'abbiamo riportata altrove in forma “più ingegneristica” esplicitando la banda B e la potenza di rumore N con la densità spettrale di rumore h nella banda B di segnale, e considerando l'energia Eb del singolo bit), ma la trattazione di Shannon attiene anche a modelli più generali come anche ad insiemi con diversa probabilità pi(mi) dei diversi messaggi mi dell'insieme-dizionario della sorgente; 


per fare un rapido confronto tra l'entropia S termodinamica di Clausius e l'entropia H in teoria dell'informazione di Shannon potrebbe inoltre essere interessante considerare che mentre termodinamicamente ogni sistema per rimozione-mutazione di vincoli evolve verso uno stato di maggior disordine e verso un monotonico aumento di S, invece l’entropia H di Shannon piuttosto contrasta questa evoluzione-tendenza trasmettendo da M-TX a D-RX la maggior informazione I quale maggior diversità caratteristica di ogni insieme di messaggi di sorgente, ed in generale il processo biologico di evoluzione dei viventi segue questa via (ma la minor diminuzione termodinamica di S dei sistemi biologici sommata al maggior aumento di S dell'ambiente in cui vivono dà comunque un aumento complessivo di entropia S) e potrebbe essere inteso come un “compromesso” fra le due tendenze ovvero quella termodinamica S verso l’aumento di indifferenzazione e quella H di Shannon verso la maggior informazione I trasmissibile di messaggi, e diciamo che da miliardi-milioni di anni lo stato dell'intero sistema biologico dei viventi privilegia H (laddove l'ambiente ecosistemico-ecumenico-universale in tal senso svolge il ruolo di far sì che sia rispettato il teorema dell'entropia S-H di Clausius-Shannon); però qui occorre anche aggiungere che di Shannon conosciamo inoltre l'associazione dei valori logici Vero V e falso F della logica simbolica moderna ed i corrispondenti valori 1 e 0 dell'algebra della logica binaria con gli stati Aperto e Chiuso (o tensione alta H e tensione bassa L, o viceversa) di una rete elettrica onde implementare circuitalmente l'algebra di commutazione AdC (che come ben scritto è una delle infinite algebre di Boole ad insieme di definizione B, per AdC B minimo) e questa convenzione principalmente sua ha dato origine allo sviluppo delle reti combinatorie (senza memoria) ed alle reti sequenziali (con memoria) di cui abbiamo sufficientemente parlato (un bel cammino lungo 95-100 anni, penserà il lettore, che parte da De Morgan-Boole ed arriva almeno a Shannon), ed allora concludiamo qui dicendo che il lettore non creda di aver imparato tutta la termodinamica tecnica ed un poco di quella assiomatica, argomenti questi di grande vastità (costruite con metodo deduttivo su base assiomatica), ma solo di aver impostata la trattazione di tali discipline; 


abbiamo già scritto sulle teorie einsteiniane nell'altra sezione del libro e qui vogliamo solo fare un rapido riassunto passando dalla relatività ristretta RR alla relatività generale RG, la prima apparsa quale Elettrodinamica dei corpi in movimento (Zur Elektrodynamik bewegter Korper, ed in tale articolo pubblicato a giu1905 era già contenuta la prima e completa esposizione della relatività ristretta) insieme alla teoria dell'effetto fotoelettrico (nel quale Einstein dimostrava la correttezza della teoria di Planck pubblicata 4 anni avanti riguardo la natura corpuscolare (dunque “quantizzata”) della luce e della radiazione elettromagnetica tutta in questo altro caso circa la spiegazione dell'effetto fotoelettrico nell'estrazione di elettroni dai metalli in cui l'energia E del quanto-fotone è proporzionale alla frequenza f della radiazione stessa secondo la nota formula E=hf dove h era la nuova costante fisica introdotta da Planck (in realtà la prima legge di Planck del corpo nero era E(λ,T)=(8πhc/λ(elev 5) moltiplicato per (1/exp(hc/λkT)) la quale ha un massimo (ottenuto uguagliando a 0 la derivata di E rispetto a λ) da cui λmax=0.2014hc/k, e contenente due nuove costanti (allora senza alcuna interpretazione fisica, ossia le costanti 8πhc e hc/k), legge e formula controllate attentamente da Rubens, Lummer e Prongsheim oltre che dal lungo lavoro delle stesso Planck), natura corpuscolare della radiazione sperimentalmente dimostrata 10 anni dopo da R. A. Millikan (ma dobbiamo aggiungere che l'ipotesi quantistica di Einstein non venne accettata per diversi anni da buona parte del mondo scientifico (ad esempio da H. Lorentz, e dagli stessi M. Planck e R. Millikan (tutti col Nobel per la fisica nel 1902-1918-1923 rispettivamente) secondo i quali i quanti di energia della luce e la realtà fisica dei fotoni sono inaccettabili per via del fenomeno d'interferenza elettromagnetica-luminosa (in tale data però non abbiamo ancora una teoria dualistica onda-corpuscolo) e Planck introdusse i quanti solo per rappresentare l'emissione-assorbimento dell'energia negli atomi (e solo dopo anni di calcoli senza frutto per trovare una spiegazione fisica accettabile finì per convincersi della realtà fisica dei pacchetti d'energia invece del solo artificio matematico al calcolo) e Millikan come detto dimostrò sperimentalmente la teoria dei quanti sulla luce ossia sul fotone e dunque anche sull'elettrone emesso con energia dipendente da f (elettrone quale particella “privilegiata” in questa sezione del libro, come constata pure il lettore, nonché scoperto nel 1897 da J. J. Thomson come parte costituente dei raggi catodici e ad oggi la particella fisicamente meglio conosciuta e tecnicamente più utilizzata nelle applicazioni, il cui nome deriva da ambra detta in greco electron nonché capace di elettrizzarsi per strofinio (fenomeno detto triboelettrico) creando elettroni (in una zona di spazio) e mancanza di elettroni (in un'altra zona di spazio) onde conservare la carica totale)), notando pure che in questo anno Einstein affronta problemi nei due campi cruciali della nuova fisica nascente relativistica-quantistica conseguenze di una teoria dell'etere (teoria fluidodinamica del mezzo elastico di trasmissione dei campi) che non regge più alle prove sperimentali, di una teoria della radiazione elettromagnetica che non dà i corretti risultati e soprattutto dell'incompatibilità tra elettrodinamica e meccanica newtoniana), 


ed alla teoria del moto browniano (Uber die von der molekularkinetischen Theorie der Warme geforderte Bewegung von in ruhenden Flussigkeiten suspendierten Teilchen (ossia “Sulla teoria cinetico-molecolare del calore dovuta al movimento di particelle sospese in liquidi a riposo”, e certamente voleva intendere Sul moto molecolare in fluidi, il che ricorda pure un altro titolo sfortunato del 1639 o titolo non ben scelto o poco sintetico-elegante Brouillon projet d'une atteinte aux èvènemens des rencontres d'un còne avec un plan (ossia “Prima stesura o brutta copia del tentativo di studiare gli effetti dell'incontro di un cono con un piano” dell'architetto-ingegnere militare Girard Desargues, e forse voleva intendere “Coniche” come altri hanno pure intitolato un trattato del genere di geometria sintetica proiettiva, o magari “Tentativo di coniche” quale uno dei primi trattati di geometria proiettiva sintetica, ma ugualmente il titolo “Primo tentativo di allineamento di righe orizzontali su un piano verticale di un quadro video” sarebbe un titolo “sfortunato” in luogo di “Oscillatori verticali di quadro”), un buon capolavoro incentrato su prospettiva con continuità kepleriana per trattare sinteticamente ed elegantemente a dispetto del titolo la teoria delle coniche ma senza alcun tipo di algebra il qual fatto quasi scandalizzò Cartesio (Desargues, infatti, aveva notato che un cerchio materiale visto di sbieco è un'ellisse, che un paralume proietta sul soffitto un cerchio di luce e sulla parete un'iperbole di luce, ed allora assunse che la parabola ha un fuoco andato all'”infinito”, che 2 rette parallele s'intersecano all'”infinito”, che il fascio di luce proveniente da una candela è un cono e proveniente dal Sole forma un cilindro ma in realtà un cono con piccolo angolo al vertice tra le generatrici e che il cilindro è un cono col vertice andato all'”infinito”, che un fascio di piani passanti per una retta finita se paralleli passano invece per la retta all'infinito (luogo questo dei punti all'infinito delle rette finite di ugual giacitura), ecc., che una conica proiettata e riproiettata n volte su piani diversi è sempre una conica sia essa ellisse-cerchio-parabola-iperbole (le coniche formano una famiglia compatta e chiusa come già aveva compreso Keplero che proiettate-riproiettate si trasformano (sia “sinteticamente” come qui, che poi “analiticamente”) da ellisse in cerchio in parabola in ellisse in iperbole, ecc., ecc., senza mai mutare tipo e classe), ecc.) utilizzante termini originali quali alberi-rami-coup de rouleau-ecc. di cui si è salvato solo il termine involuzione (invariante per proiezione, in geometria proiettiva) per indicare coppie di punti Pi,Pj su una retta le cui distanze da un punto fisso P hanno prodotto costante PiPxPjP=k costante), apparso l'articolo sul moto browniano a mag05 con un iniziale studio qualitativo e quantitativo, sotto le ipotesi riportate nell'altra sezione del libro, circa l'agitazione termica delle microparticelle molecolari su base probabilistica-statistica la cui trattazione iniziale si deve a Robert Brown e poi a Bachelier, quale prosecuzione einsteiniana nella sua tesi di dottorato, confermato poi sperimentalmente, e ripreso e completato successivamente da Langevin), ossia riassumendo Elettrodinamica dei corpi in movimento-effetto fotoelettrico-moto browniano sulla nota rivista tedesca di fisica nel suo anno mirabile 1905 (in questo stesso anno ad aprile per il dottorato, conseguito poi a gen06, pubblicò anche uno studio teorico sulle dimensioni delle molecole ossia Nuova determinazione delle dimensioni molecolari, a set05 pubblicò un'ulteriore memoria sulla relatività ristretta contenente la famosa formala di equivalenza massa-energia E=mcquadro ossia la relazione col fattore di conversione tra E e m (ma vi si riporta Se un corpo perde l'energia L sotto forma di radiazioni, la sua massa diminuisce di L/cquadro essendo la radiazione in questo caso energia cinetica, ed essendo la massa allora così definita la stessa che oggi diremmo energia a riposo, ma vediamo che l'energia irraggiata L non è l'energia cinetica bensì la differenza tra le energie cinetiche viste da due osservatori in sistemi di riferimento diversi..., ma sembra che tale formula di equivalenza massa-energia E=m(cquadro) fosse già comparsa altrove nel 1903 seppure in ambito classico non relativistico ed in relazione ad una superata teoria dell'etere ossia in un articolo di Olinto De Pretto intitolato Assumptions of the ether in the life of the Universe in cui si sostiene che la materia dei corpi contiene una quantità di energia data dall'intera sua massa ed egualmente in moto (mv(elev 2) come forza viva, e mv(elev 2)/8338 tale energia equivalente in calorie (sarebbe mv(elev 2)/2), dove v=c, moltiplicando per 4186 per ottenere l'energia in joule (o per 4169 secondo De Pretto, appunto 2x4169=8338), e l'ingegnere Michele Besso conosceva O. De Pretto) per cui gli storici (come Umberto Bartocci) ritengono che la formula più nota di RR sia (quasi)totalmente einsteiniana (anche altri fisici dell'800, come Poincarè, Poynting, Maxwell, Lorentz, ecc., avevano però avanzato analogie e derivazioni, se non ancora equivalenze, tra la materia e l'energia, tra la luce e la materia e tra la luce e l'energia)), a dic05 un altro articolo sul morto browniano, e tutti questi notevoli lavori del 1905 come nota il lettore occupano circa 9 mesi di tempo) con l'intento iniziale di risolvere delicate questioni di contraddizioni-anomalie nel moto relativo dei corpi carichi in elettrodinamica classica (dopo gli esperimenti di Michelson-Morley, e lo studio già effettuato da A. H. Lorentz dando quest'ultimo le sue trasformazioni lorentziane alternative alle trasformazioni di Galileo) e dunque portare accordo tra la meccanica classica e l'elettromagnetismo classico della luce con la revisione-ridefinizione dei concetti di spazio-tempo e massa-energia, e la seconda teoria ossia la relatività generale RG nel 1916 (estendendo il concetto di moti relativi rispetto a qualsiasi sistema di riferimento anche accelerato a o g, e formulandola come una nuova teoria gravitazionale necessitante di uno spazio 4-dimensionale con tensore metrico riemanniano nelle cui componenti entra il potenziale gravitazionale V (tecnica questa di utilizzare il potenziale gravitazionale di Newton-Poisson valida quando il campo gravitazionale è debole) il quale invece al suo aumentare contribuisce a rallentare lo scorrere del tempo t rispetto al sistema di riferimento come pure farebbe una maggior velocità v (rispetto a c) nei sistemi inerziali) e comportante la revisione dei concetti di spazio-tempo massa-energia gravitazione-accelerazione (anche questa teoria frutto di elaborazione personale eseguita completamente sul piano teorico senza esperimenti di laboratorio, inizialmente accolta con scetticismo da parte del mondo scientifico), 


teorie le quali invece porteranno al ripensamento generale della formulazione delle leggi fisiche (con anche una nuova macchina matematica per rappresentare i fenomeni, sostanzialmente semplice per la relatività ristretta RR ma molto più complicata per la relatività generale RG) nonchè ad una vera rivoluzione relativistica in teorie classiche (fino a quel tempo di portata tale da essere paragonabile soltanto alla rivoluzione newtoniana e da permettere l'associazione diretta del nome di Albert Einstein (ed il suo annus mirabilis 1905) al nome di Isaac Newton (ed il suo annus mirabilis 1666); come tutti sappiamo la relatività ristretta RR attiene ai fenomeni meccanici e fisici dove valgono le leggi di trasformazione di Lorentz tra sistemi inerziali in moto relativo rettilineo uniforme, dandone le equazioni diverse da quelle di Newton, leggi ed equazioni ben dimostrabili sperimentalmente quando la velocità v del sistema di riferimento-misura è via via più vicina alla velocità della luce c (299792458 metro/secondo=1079.25285 milioni di Kmetri/ora, per cui in 1 anno terrestre un fotone compie 63 mila volte il percorso Sole-Terra), ma soluzioni numeriche delle equazioni che via via si approssimano a quelle newtoniane quando v diviene molto bassa e tende a 0 (dove il punto e fattore fondamentale della teoria è un fattore β=radice quadrata di (1-vquadro/cquadro), introdotto all'inizio del XX sec. da H. A. Lorentz e da G. F. Fitzgerald, e che tende a 0 quando v tende alla velocità massima c (irraggiungibile dai corpi massicci e comunque non superabile in tutti i fenomeni fisici), e comportante la nota correzione relativistica (ossia contrazione se figura a numeratore, dilatazione se figura a denominatore, delle grandezze fisiche nelle formule), che vale 0.999 (correzione di 1/1000) per v=13 milioni metri/sec=46.8 milioni Kmetri/ora, o 0.99 (correzione di 1/100) per v=42.3 milioni metri/sec, o 0.9 (correzione di 1/10) per v=130.7 milioni metri/sec, o 0.1 (correzione di 90 %) per v=298.29 milioni metri/sec, o 0.01 (correzione di 99 %) per v=299.777 milioni metri/sec, e quindi del tutto trascurabile per le usuali velocità v tra sistemi in moto in esperienze comuni (ad esempio β è minore di 0.999999999444 per v minori di 10 mila metri/sec=36 mila Kmetri/ora comportante una correzione minore di  0.556 ppG) ma non in esperimenti e fenomeni riguardanti le particelle elementari e riguardanti l'astronomia) 


laddove le vecchie trasformazioni di Galileo (principio di relatività galileano ossia impossibilità di distinguere tra sistemi di riferimento inerziali in moto relativo rettilineo uniforme (e si pensi all'equivalenza tra sistemi di riferimento su terraferma e su nave a velocità costante di crociera, oppure alla circostanza per cui Galileo affermò che i corpi che sono stati in contatto con la Terra hanno sempre in loro impresso lo stesso moto e sottolineò che gli uccelli battono le ali solo per muoversi rispetto alla Terra e non certo per seguirne la rotazione attorno al Sole (con velocità questa di circa 30 Kmetri/sec=108 mila Kmetri/ora!)) seppure uno di essi possa essere considerato a riposo e l'altro in moto uniforme) adottate dalla fisica di Newton sono razionali e lineari nelle velocità e nella variabile t (le velocità si sommano linearmente, ad esempio v2=v1-vo) ma come detto la necessità di una revisione delle trasformazioni di coordinate nel passaggio da un sistema di riferimento inerziale ad un altro inerziale fu dato dall'elettrodinamica delle equazioni di Maxwell ossia dalla necessità di riconciliare Maxwell-Galileo (comunque, entrambe le teorie fisiche di Newton (coi moti relativi secondo Galileo) e di Maxwell (coi moti relativi secondo Lorentz), pilastri della fisica del tempo, avevano dato i migliori riscontri ed i migliori risultati sperimentali nell'800 al punto da divenire sinonimi di scienza occidentale e da sviluppare-determinare-improntare una vera visione del mondo anche al di fuori dell'ambiente dei fisici e della scienza occidentale a grandi linee rispondente ai nomi di Galileo-Newton-Maxwell-Boltzmann oltre a formare l'idea di rivoluzione copernicana, di rivoluzione newtoniana e della meno nota rivoluzione maxwelliana, ovvero scienza precorsa da Leonardo-Copernico (1530), fondata da Galileo-Keplero, e poi portata a maturazione da Newton in poi; infatti è usuale tra gli storici occidentali sostenere che la scienza matematica sia nata nel '600 con Galileo, Keplero e soprattutto con Newton che per primo sviluppò una completa e coerente teoria matematica della natura e non solo come precedentemente si erano trovate delle leggi in ambiti più ristretti dei fenomeni fisici, però altri storici comunque sostengono che la scienza affondi le sue radici molti secoli avanti ossia almeno nel IV sec. a.C. in Grecia e nel mondo ellenistico, coi noti nomi di Archimede, Apollonio, Euclide, Eratostene, Tolomeo, ecc.), dove le grandezze non si trasformano secondo Galileo (ponendo così seriamente in dubbio l'equivalenza di tutti i sistemi di riferimento inerziali, perciò si pensò di introdurre l'etere luminoso ed elettromagnetico (ipotesi ritenuta da Kelvin una (quasi)certezza) quale mezzo meccanico-fluidodinamico-elastico di propagazione e quindi di definire un sistema di riferimento privilegiato-assoluto sempre in quiete rispetto all'etere cui sarebbe solidale (potrebbe essere il “vento” che un osservatore avvertirebbe sul suo corpo sporgendosi da un oblò della nave di Galileo in moto non uniforme ma non in moto uniforme)) per cui occorreva una convincente prova sperimentale circa la composizione delle velocità realizzata nel 1887 dai fisici Michelson e Morley (con appunto l'obiettivo di misurare il movimento della Terra rispetto all'etere fisso (in modulo circa 29000 metri/sec ossia circa 96.7 ppM della velocità c e ripetuto 6 mesi dopo per mutare stagionalmente la direzione della Terra rispetto al Sole), ma come sappiamo ottenendo con elevata precisione la medesima velocità c della luce emessa dal Sole in due direzioni tangente e normale alla traiettoria dell'orbita terrestre e dunque la costanza della velocità della Terra rispetto all'etere ossia velocità nulla del sistema di riferimento terrestre rispetto al sistema di riferimento dell'etere (nessun “vento” sia in moti uniformi che non uniformi), etere luminoso ipotizzato che a questo punto diveniva non osservabile ed inesistente-inutile (o quale remota alternativa etere trascinato dalla Terra invece che dal Sole e stelle fisse facendo della Terra un sistema assoluto-privilegiato ma in tal caso con risultati in disaccordo nel trascinamento della luce nell'acqua in movimento secondo Fizeau)) poi nel 1904 riprendendo dal 1897 Lorentz modificò le trasformazioni di Galileo ottenendo un insieme di trasformazioni tra grandezze fisiche rispetto alle quali fossero invarianti le leggi dell'elettromagnetismo maxwelliano; 


Einstein esaminò l'esperimento di Fizeau e cercò di comprenderne il problema di base sotto l'ipotesi della validità-correttezza delle equazioni di Maxwell-Lorentz nell'elettrodinamica e che le equazioni di Lorentz dell'elettrone valessero per sistemi inerziali sia in moto che in quiete o nel vuoto, in particolare la necessità dell'invarianza della velocità della luce com'era risultata dagli esperimenti, invarianza di c però contrastante con la nota legge razionale galileana di composizione-addizione delle velocità, riferendo Einstein “Ebbi molta difficoltà a capire quale fosse la natura del contrasto. La strada era lunga ma concettualmente semplice...” ed anche per tale ragione Einstein non considerò mai la sua relatività ristretta RR come una grande conquista poiché chiunque riflettendo sui risultati di Lorentz-Fizeau-Michelson-Morley vi sarebbe giunto superati i pregiudizi del senso comune circa spazio-tempo-materia-movimento sviluppati alle nostre basse ed umane velocità (dove piuttosto sembrerebbe valere la teoria newtoniana in cui spazio, tempo, massa, energia sono definite come 4 grandezze separate, “assolute”, ed indipendenti) a differenza invece della sua maggiore conquista attinente alla relatività generale RG ed alle intrinseche difficoltà concettuali e matematiche di trattare qui con varietà riemanniane ed analisi tensoriale sebbene con una formulazione matematica adeguata generale e più “naturale” dei modelli fisici oltre che indipendente dal sistema di coordinate (per via della tecnica di derivazione; aggiungendo, appunto, che il calcolo tensoriale nell'analisi tensoriale (sviluppato da Gregorio Ricci-Curbastro e da Tullio Levi-Civita) differisce dal più semplice calcolo infinitesimale proprio perché permette di scrivere le equazioni integrodifferenziali dei fenomeni fisici in forma indipendente dalla scelta del sistema di coordinate ovvero in una forma più oggettiva ed a maggior profondità logica spazio-temporale), e nel suo articolo del 1905 Sull'elettrodinamica dei corpi in movimento allora negava l'esistenza di un sistema di riferimento assoluto privilegiato ed universale (fisso rispetto al resto dell'Universo o sistema delle stelle fisse) e del moto assoluto di qualsiasi corpo (ma soltanto che i corpi più massivi-massicci, quali ad esempio il Sole nel sistema solare od un ammasso di galassie nell'Universo locale, possono meglio fare da sistemi di riferimento dato che il centro di massa dell'intero sistema più verosimilmente si trova nel loro o vicino al loro centro di massa (Copernico, seguendo gli antichi pitagorici ed Aristarco di Samo, aveva solo spostato il Sole dalla sua orbita intorno alla Terra del sistema tolemaico al centro del mondo mostrando che era più vantaggioso e semplice descrivere i moti planetari riferendoli al Sole piuttosto che riferendoli alla Terra (era infatti divenuto sempre più difficile accordare il modello tolemaico con le via via più precise osservazioni astronomiche nei secoli effettuate) dato che il centro di massa del sistema solare è proprio nel centro del Sole mentre pure la Terra si muove rispetto ad esso)) essendo tutti i movimenti necessariamente relativi, ovvero tutti gli osservatori inerziali descrivono i fenomeni fisici con le medesime leggi naturali e con equazioni matematiche della medesima forma (principio di relatività einsteiniana speciale) per cui ripetiamo che due osservatori in moto relativo uno rispetto all'altro a velocità costante usano le medesime leggi fisiche e le stesse equazioni matematiche (e ciò richiede che la velocità di propagazione della luce e delle onde elettromagnetiche rispetto ad un qualsiasi osservatore inerziale abbia il valore costante c=300 mila Kmetri/sec (ossia nel vuoto c=299 792 458 m/s=983 571 056 ft/s=186 282.397 mi/s)), ossia in RR il postulato di invarianza passa dallo spazio e dal tempo alla velocità c (preso ciò dalla teoria di Maxwell le cui equazioni contengono la costante naturale c al variare dei riferimenti (la teoria elettromagnetica infatti richiede necessariamente che il campo elettrico E ed il campo magnetico H e grandezze associate (D, B, V, I, Poynting, ecc.) si propaghino nel vuoto a velocità costante finita c la quale è uguale all'inverso della radice quadrata del prodotto della costante dielettrica del vuoto εo per la permeabilità magnetica del vuoto μo), e confermato pure dall'esperimento di Michelson-Morley) circostanza questa in contrasto con la fisica classica newtoniana e la relatività galileana (secondo la quale solo uno di tali osservatori inerziali si sarebbe potuto considerare in quiete, mentre l'altro osservatore inerziale dopo Lorentz compirebbe un errore di misura dovuto alla contrazione β di Lorentz-Fitzgerald, laddove per Einstein ed il principio di relatività einsteiniano entrambi gli osservatori possono essere considerati a “riposo” calcolando-misurando correttamente nel proprio sistema di riferimento 


(senza che nessuno commetta un errore di contrazione-dilatazione) dove le grandezze e le coordinate spaziotemporali sono però legate dalle trasformazioni di Lorentz invece che dalle trasformazioni di Galileo), ossia Einstein pose alla base di RR i 2 postulati per cui le leggi meccaniche-elettromagnetiche-ottiche sono le stesse in tutti i sistemi di riferimento inerziali (principio einsteiniano di invarianza e covarianza delle leggi della fisica tutta, estensione del principio di Galileo per le sole leggi meccaniche) e per cui la luce si propaga nel vuoto a velocità costante c indipendente cioè dallo stato di moto della sorgente e dallo stato di moto dell'osservatore ossia principio di invarianza della velocità della luce (l'articolo metteva in luce l'invarianza delle leggi tra i sistemi di riferimento mentre fu Planck a suggerire il termine di relatività riferito ai sistemi in moto relativo), anche se sostanzialmente i postulati sono in realtà uno solo ossia quello dell'invarianza delle leggi fisiche per ogni osservatore inerziale (dato che il secondo inerente all'invarianza di c si potrebbe ricavare da questo, e tale unico postulato si potrebbe enunciare come “Le leggi della fisica tutta sono invarianti rispetto alle trasformazioni di Lorentz ovvero tutte le leggi fisiche sono le medesime per tutti gli osservatori in moto traslatorio rettilineo uniforme”, che abbiamo detto richiedono il fattore fondamentale βquadro=(1-vquadro/cquadro), od il fattore di Lorentz k=γ=1/(radice quadrata di (1-βquadro)) dove qui β=v/c e fattore k=γ che va da 1 ad infinito ossia che tende a 1 od a infinito per v che tende a 0 od a c rispettivamente), da cui discende l'impossibilità dell'assolutezza del tempo (e della contemporaneità-simultaneità degli eventi, ovvero ciò che è simultaneo in un sistema di riferimento (come l'istante d'emissione di due suoni o di accensione di due luci o dell'applicazione di impulsi meccanici od elettrici) è generalmente sequenziale in un altro (se osservato-misurato rispetto ad O due lampade in quiete vengono accese simultaneamente all'istante t, un osservatore O' in moto diversamente rispetto ad esse osserverà la loro accensione in istanti differenti, definendo qui in tale parte sulla relatività il sistema O' come quello in moto rettilineo uniforme lungo l'asse x a velocità v o vx rispetto ad O ovvero la terna x',y',z' traslante rispetto alla terna xyz lungo x a v costante), per cui l'accadere di eventi è sempre relativo ad un tempo t di riferimento locale non esistendo “l'orologio assoluto ed il tempo assoluto”, ma calcolando-misurando intervalli temporali di valore minore da parte di osservatori inerziali dotati di maggior velocità), dell'assolutezza dello spazio (per cui le lunghezze L dei corpi (tipo le lunghezze dei regoli o dei calibri o gauge) sono minori nella direzione del moto dell'osservatore, ma ovviamente ogni osservatore nel suo sistema di riferimento per definizione in quiete rispetto a sé stesso misura “tempi uguali” e “lunghezze uguali” ossia “di 1 secondo al secondo” e di “1 metro per ogni metro” mentre le correzioni-contrazioni-dilatazioni in fenomeni che accadono in questo sistema O di riferimento si calcolano-misurano da altri sistemi O' di riferimento inerziali), e dell'assolutezza-conservazione della massa  m dei corpi sostituito dall'assolutezza-conservazione della massa-energia (notando che la legge di conservazione della massa la possiamo far risalire a Lavoisier in teoria della materia-fisica (circa nel 1789 nel suo trattato sugli elementi chimici) come ognuno ben saprà, la legge di conservazione dell'energia venne enunciata-migliorata da Joule (intorno al 1850), Carnot, Thomson, Clausius, ecc., laddove Einstein diede la legge di conservazione di massa-energia con la possibilità della loro reciproca trasformazione secondo E=mcquadro e m=E/cquadro, ossia non “nessuna massa si crea e si distrugge ma tutte si trasformano tra loro” e non “nessuna energia si crea e si distrugge ma si trasformano le une nelle altre” bensì nessuna “massa-energia si crea e si distrugge ma tutte si trasformano nell'evoluzione”, dato che sia la massa che l'energia hanno un'inerzia al moto per applicazione di forze come la massa non relativistica e sia la massa che l'energia si propagano come l'energia), dato che con tali postulati le trasformazioni di Lorentz prevedono che un orologio in moto relativo rispetto ad un osservatore inerziale appaia più lento che se fosse in quiete, che ad esempio una sfera in quiete si trasformi via via in un ellissoide sempre più schiacciato nella direzione del moto aumentando via via la velocità v dell'osservatore inerziale, mentre i corpi materiali hanno massa più grande se calcolata-misurata in riferimenti a maggior velocità (modificando in ogni caso i loro valori tutti di β volte o di 1/β volte), e così Einstein fornì un'interpretazione teorica e fisica degli effetti di contrazione dello spazio e di dilatazione del tempi che erano stati artificiosamente proposti per poter spiegare l'invarianza della velocità della luce nel vuoto, richiedendo però alcune modifiche del senso più comune (questione che a volte impressiona od “impressiona” coloro che per la prima volta leggono qualcosa sulla relatività ristretta RR) ossia il fenomeno della contrazione delle lunghezze dei corpi (le dimensioni geometriche xyz dei corpi non sono più loro proprietà e caratteristiche intrinseche ma dipendono dal sistema di riferimento inerziale e dal suo stato di moto rispetto al corpo, ossia L=Lo/γ dove Lo è la misura nel sistema O in quiete (o L'=L/γ indicando invece con L la misura nel sistema in quiete rispetto al corpo), e nella direzione del moto relativo la lunghezza massima Lo di un corpo o lunghezza propria la si calcola-misura in quiete, ed in relatività non si dovrebbe affermare che un corpo in quiete ha lunghezza Lo ed in moto ha lunghezze L1 o L2, … per velocità v=v1, v2, …, ma solo che misura Lo, oppure misura L1, L2, ecc., dato che un corpo non ha una lunghezza intrinseca ma solo una lunghezza rispetto ad un riferimento in moto relativo v1, v2, ecc.), 


il fenomeno della dilatazione dei tempi (l'intervallo di tempo Δt tra due eventi non è un invariante, ma aumenta quando è calcolato-misurato da un orologio in un sistema di riferimento inerziale O' in moto relativo rispetto agli eventi che accadono, per cui gli intervalli temporali dell'accadere nella cinematica non sono proprietà e caratteristiche degli eventi legati ai corpi ma dipendono dal sistema di riferimento inerziale e dal suo stato di moto rispetto ad essi, ossia Δt=γΔto dove Δto è il tempo minimo o tempo proprio misurato nel sistema di riferimento O in quiete (o Δt'=γΔt dove qui Δt è l'intervallo temporale misurato dal sistema in quiete O), da cui si vede che per β che tende a 1 o per γ che tende a 1 ossia per v che tende a 0 le trasformazioni di Lorentz tendono a quelle di Galileo e le equazioni della meccanica della relatività ristretta RR alle equazioni della meccanica classica newtoniana MC, ma nella relatività ristretta osserviamo che Δt/Δto=Lo/L (oppure Δt'/Δt=L/L' dove t e L sono misurati in O) ossia se la variazione di v di un sistema inerziale in moto porta alla contrazione di L porterà pure alla dilatazione di T, fino a tendere a lunghezza-distanza nulla nella direzione del moto ed all'espansione infinita del tempo per v tendente a c, mentre per valori di v maggiori di c il radicando è negativo ed il radicale è un numero immaginario (L e T immaginari!) per cui essendo le serie immaginarie e complesse topologicamente non ordinabili (non esistendo numeri complessi maggiori-minori di altri complessi) non è neppure definibile una misura (come diversamente avviene per le serie ordinabili di numeri reali cantoriane) seppure esiste anche una definizione matematica di spazio-tempo S-T che definisce L e T quali termini immaginari, per cui affermiamo che i corpi massivi in un intervallo di tempo Δt finito possono essere accelerati e portati a velocità di frazioni di c sempre minori di 1, laddove i corpi con massa a riposo nulla (come i fotoni) si muovono a velocità c (mentre eventuali particelle superluminali o tachioni non potrebbero mai rallentare scendendo a velocità sotto c), inoltre la coordinata temporale t si aggiunge alle 3 coordinate spaziali equiparandosi-uniformandosi-parificandosi per cui non sarebbe più possibile affermare che nello spazio in P(x,y,z) avviene un fenomeno al tempo t, ma piuttosto che nello spazio-tempo xyzt o cronotopo di Minkowski 4-dimensionale accade l'evento E(x,y,z,t) o E(x,y,z,ct) il quale può comunque essere individuato tramite la sua posizione xyz (in anni-luce, dato da 299792458x3600x24x365.25= 9.46073x10(elev 15) metri, laddove ovviamente 1 secondo-luce=299792.458 Kmetri, e 1 “metro-luce”=1/299792458=0.000000003 secondi) o tramite il tempo t (in anni-luce; e ciò vale solo per la luce e le onde elettromagnetiche, poichè relativamente ad altri oggetti massivi tipo un'automobile per definire l'”anno-automobile” bisognerebbe necessariamente specificare la velocità di riferimento ad esempio di 262.98 milioni di metri a 30 Kmetri/ora o 876.6 milioni di metri a 100 Kmetri/ora per cui l'anno-automobile=262.98 o 876.6 milioni di metri nel primo o secondo caso, precisando anche che noi in questo libro usiamo indifferentemente il termine “massiccio” (specialmente in riferimento al peso) ed il termine “massivo” (specialmente in riferimento alla massa) però sulla superficie terrestre un corpo che ha massa 1 Kgr-massa pesa pure 1 Kgr-peso (per definizione) e dunque ci siamo capiti (massiccio e massivo sono praticamente equivalenti ed inoltre basterebbe dire 1 Kgr), 


laddove nello spazio esterno ed in condizioni di assenza di gravità o di microgravità è necessario riferirsi sempre alla massa dei corpi dato che le forze (Kgr-forza) si sviluppano solo per presenza di accelerazioni di vari e differenti valori), notando che usualmente si usano unità di misura per cui c=1 (in relatività per la velocità c, come pure in fisica quantistica relativistica per c e per h posti pari a 1) sebbene reali e significative sono solo le distanze tra eventi E1 e E2 (norma-distanza pseudopitagorica di uno spazio-tempo pseudoeuclideo, calcolata con le trasformazioni di Lorentz); ma abbiamo detto che le leggi della dinamica classica (in particolare la legge della forza per il punto materiale vettor F=m per vettor a=ma), non sono invarianti per trasformazioni di Lorentz ed allora tutte le equazioni andranno riformulate-riscritte (principio d'inerzia, legge fondamentale della forza o teorema della quantità di moto, e legge di azione e reazione) portando anche riguardo all'energia cinetica T (posseduta da un corpo o da un sistema grazie alla sua velocità v rispetto al sistema di riferimento dell'osservatore O') come altrove abbiamo scritto, alla sua equivalenza e trasformazione in massa e viceversa (secondo E=mc(elev 2), m=E/c(elev 2)), ovvero detta Eo=moc(elev 2) l'energia Eo e la massa mo a riposo avremo E=γmoc(elev 2) se calcolata-misurata dall'osservatore inerziale O' in moto a velocità v rispetto al corpo in quiete in O (notando che E=Eo per γ=1 e v=0 e tende ad infinito per γ tendente ad infinito e v tendente a c, seppure dobbiamo aggiungere che data la presenza di masse i sistemi di riferimento non potranno essere inerziali se non al limite per potenziali/massa U trascurabili o per regioni xyzt che geometricamente tendono a 0 o sono infinitesimali) per cui la massa di un corpo (coefficiente inerziale-gravitazionale che lo caratterizza e distingue da altri corpi nella meccanica-dinamica newtoniana) non è più  proprietà e caratteristica intrinseche dello stesso ma dipende dallo stato di moto del sistema di riferimento inerziale rispetto al corpo (ossia la massa m sale da costante intrinseca per eccellenza-peso-rilevanza dei corpi (tutti infatti ci siamo abituati ad affermare questo cesto di mele e questo oggetto hanno massa o pesano 500 grammi, senza ovviamente riferirci a qualche riferimento per la misura di massa (ed ancor più sarebbe di peso) che non sono assoluti ma relativi) a variabile del sistema in cui agisce e rispetto a cui si effettuano i calcoli-misure; ma sia in cinematica che in dinamica della relatività ristretta RR non useremo più lo spazio euclideo R 3-dimensionale ma uno spazio pseudoeuclideo M 4-dimensionale detto anche cronotopo o spazio-tempo M di Minkowski (spazio affine) con metrica pseudopitagorica data da un tensore, in cui le grandezze vettoriali sono quadrivettori, dove la posizione rispetto ad un sistema di riferimento inerziale è vettor X=(ct,x,y,z) con coordinata temporale t e coordinate spaziali xyz, dX=(cdt,dx,dy,dz) ottenute differenziando le precedenti essendo espressioni lineari omogenee, il tempo proprio di un corpo-orologio solidale è dtau=dX/c=(1/c) per radice quadrata di (cquadrodtquadro-dxquadro-dyquadro-dzquadro)=dt per radice quadrata di (1-(1/cquadro)(vxquadro+vyquadro+vzquadro))=dt/γ, la velocità è il quadrivettore U=dX/dtau, l'accelerazione è il quadrivettore A=dU/dtau=derivata seconda di X rispetto a tau due volte, per cui dette Uo, Uα, Ao, Aα le grandezze rispetto ai sistemi o e α, rispettivamente abbiamo γc, γvα, (γ(elev 4)/c)(v scalar a), γ(elev 2)aα+(γ(elev 4)/c)(v scalar a)vα cui applicare le trasformazioni di Lorentz, oppure separando x'=γ(x-vt), y'=y, z'=z, t'=γ(t-vx/cquadro), x=γ(x'+vt'), y=y', z=z', t=γ(t'+vx'/cquadro), 


e così analogamente per tutte le grandezze fisiche (di cui in parte abbiamo scritto) ossia la forza F, la quantità di moto Q, il campo elettrico E, il campo magnetico H, ecc., inoltre il parallelismo tra rette è invariante ma non la nozione di perpendicolarità (l'angolo tra due vettori è invariante solo se entrambi giacciono su un piano perpendicolare alla velocità relativa di traslazione di O' rispetto ad O), le velocità u=V si trasformano diversamente dalla regola del parallelogramma per cui se O' (in cui si misura U'=V') è in moto rettilineo uniforme lungo x alla velocità v rispetto a O (in cui si misura U=V) abbiamo separando V'x=(Vx-v)/(1-vVx/cquadro), V'y=(1/γ)(Vy/(1-vVx/cquadro)), V'z=(1/γ)(Vz/(1-vVx/cquadro)), ma supponendo i corpi in moto lungo x a velocità v ossia Vx=V, Vy=Vz=0, V'x=V', allora V'=(V-v)/(1-vV/cquadro) e per verificare che sia in O che in O' la velocità della luce-fotoni è sempre uguale a c poniamo V=c ottenendo V'=(c-v)/(1-vc/cquadro)=(c-v)/(1-v/c)=c, ribadendo ancora che L'=L/γ e T'=γT misurando contrazioni di lunghezze-regoli e dilatazioni di tempi-orologi da parte dell'osservatore O' in moto rettilineo uniforme rispetto ai fenomeni, e m=γmo con incremento di massa dei corpi dal valore minimo mo a riposo e tendente verso infinito se misurata dall'osservatore O' rispetto al quale i corpi sono in moto a velocità v (per v=100 metri/sec=360 Kmetri/ora l'aumento di massa è di 55.6 ppP soltanto (ossia di 55.6 nanogrammi per ogni tonnellata di massa a riposo), per v=1000 metri/sec=3600 Kmetri/ora l'aumento di massa è di 5.56 ppT (5.56 microgrammi per ogni tonnellata di massa a riposo), per  v=100 mila metri/sec=360 mila Kmetri/ora l'aumento di massa è di circa 55.6 ppG (ossia di 55.6 milligrammi per ogni tonnellata a riposo), per v=1 milione metri/sec è di 5.56 ppM (ossia di 5.56 grammi per ogni tonnellata), per v=269.8 milioni metri/sec (0.9c) è di 229.4 % (ossia di 2.29 grammi per ogni grammo di massa a riposo, infatti il raddoppio della massa a riposo avviene a v=259.63 milioni metri/sec (0.866c)), per v=296.794 milioni metri/sec (0.99c) è di 7.08 volte (ossia di circa 7 grammi per ogni grammo), per v=299.493 metri/sec (0.999c) è di 22.37 volte, per v=299.792158 metri/sec (0.999999c) è di 707 volte circa, ecc.), la quantità di moto p=mV=γmoV la quale ancora tende ad infinito per v che tende a c, la forza F=dp/dt=mdv/dt=ma ossia la forza tangenziale Ft=γ(elev 2)mat e la forza normale Fn=man dove m=γmo è la massa relativistica, at è l'accelerazione tangenziale ed an è l'accelerazione normale, il teorema dell'energia cinetica è dE/dt=vettor v scalar vettor F ossia la potenza è il prodotto scalare dei vettori velocità v e forza F, dove E=m(cquadro)=γmo(cquadro)=(1+vquadro/2cquadro+3v(elev 4)/8c(elev 4)+...)mo(cquadro)=moc(elev 2)+(1/2)mv(elev 2)+(3/8)mv(elev 4)/c(elev 2)+..., per cui l'energia totale E è la somma della energia-massa a riposo (che dipende solo dal corpo) e dell'energia cinetica nella dinamica newtoniana T (ossia vquadro/2cquadro) oltre a termini di ordine superiore al secondo che nello sviluppo in serie di Taylor possiamo considerare come correzioni relativistiche, per cui Ecinetica=E-mocquadro)=(m-mo)cquadro e si potrebbe sostenere che un incremento di energia cinetica eguaglia un incremento di massa relativistica γmo secondo il grande fattore del quadrato della velocità c (ossia 89.87551787 milioni di miliardi metro quadro/secondo quadro), 


ma come ogni variazione di massa Δm equivale ad una corrispondente variazione di energia così una variazione di energia ΔE di qualunque forma e provenienza sia equivale ad una variazione di massa ossia (Δm)=ΔE/cquadro  e ΔE=(Δm)cquadro, e nei sistemi isolati in cui si conserva l'energia totale T+V ad un riassestamento del sistema stesso con conseguente diminuzione ad esempio di energia potenziale V si può ottenere un incremento di massa dovuto ad un aumento di T (concretamente osservabile dove la variazione di energia è grande come dentro il nucleo atomico (dove l'energia di legame è alcuni MeV per particella) e nella fisica delle alte energia ma certamente non nelle reazioni chimiche (dove l'energia di legame è dell'ordine di pochi eV e tenendo conto del numero di Avogadro le reazioni chimiche emetteranno-assorbiranno energia per circa 20-400 mila joule=5-100 mila Kcal a mole) per cui a livello nucleare grandi variazioni di E producono modeste ma apprezzabili variazioni di m e piccole variazioni di m generano grandi variazione di E (come nel difetto di massa tra la massa di un nucleo e la somma delle masse dei nucleoni costituenti ma presi separatamente (al massimo 1 % circa) convertita in energia di legame (J. Cockcroft e E. Walton nel 1932 furono i primi a bombardare con protoni accelerati un bersaglio di litio Li spezzando il nucleo di litio in due frammenti secondo la reazione nucleare Li7+H1=He4+He4, notando che la massa di litio Li7 è 7.018242 uma, la massa di H fondamentale è 1.008137 uma, di elio He4 è 4.003910 uma,


 la somma dei reagenti è 8.026379 uma, la massa dei prodotti della reazione nucleare è 8.007820 uma, con perdita di massa durante la reazione di Δm=0.018559 uma (ossia 30.8 milli-pico-picogrammi) corrispondente a 17.285 MeV dato che 1 uma=1.66x10(elev -27) Kgrammimassa (più accuratamente 1.66053873x10(elev -27) Kgrmassa) che moltiplicata per cquadro dà 1.492x10(elev -10) joule che diviso 1.602x10(elev -19) joule/eV dà 931.4 MeV, e tale massa persa convertita in energia cinetica T degli atomi può essere estratta quale energia termica nella misura di circa 25 Gwattora/mole di elementi atomici puri), per cui in un reattore nucleare con un difetto di massa di Δm=1 grammo di uranio U 235 si ottengono 89.87 Tjoule=24.96 Gwattora di energia ovvero una potenza costante di 1 Gwatt per un tempo di 24.9 ore, e dunque la conversione completa di 1 Kgrammomassa (equivalente a circa 90 Pjoule ossia a 25 Giga-Kwattora=25 Twattora) soddisferebbe il consumo mensile medio italiano (nel 2004 il consumo elettrico italiano domestico-civile-industriale è stato di 24.49 TWh/mese=805 GWh/giorno con potenza media immessa nella rete elettrica di 33.5 Gwatt ossia di circa 558 watt/abitante, energia mensile pari alla potenza esplosiva di 21.4 Mton ossia di 1190 bombe di Hiroshima o 0.08519 quads in unità termica inglese, 


dicendo che in tale campo di fisica-ingegneria nucleare generalmente si usa l'unità di misura megaton per stabilire la quantità di energia, mentre, divagando, ad esempio in campo farmacologico “il Megaton sarebbe un potente ricostituente alle vitamine per ridare maggior tono vitale di qualche Casa Farmaceutica forse la Megafarm”, mentre oggi molte ragazze ricorrendo alla chirurgia estetica più che usando-abusando di vitamine A-B-B1-B2-B5-B6-B7-B9-B12-C-D-E-K possono ottenere sul davanti, non certo troppo economicamente, “due potenti megaton” come del resto vediamo nelle foto allegate ai messaggi social del tipo “Do you meet russian-byelorussian-ukrainians-etc. stunners bombshells megatons girls?” o “Pretty megatons girls are ready to flirt”, megatones che potrebbero pure variare di volume al variare della pressione atmosferica e qualcuno scioccamente pensa che potrebbero pure esplodere in aereo a 13 mila metri di quota), ma nel processo di fusione termonucleare del Sole ogni secondo circa 600 milioni di tonnellatemassa di idrogeno vengono trasformate in 595.5 milioni di tonnellate di elio con un difetto di massa pari a 4.5 milioni di tonnellate (0.75 %) trasformata in energia pari a 4.044x10(elev 26) joule/secondo =  404 TTwatt ossia 112.3 GTwattora/secondo ossia 9706 TTwattora/giorno ossia 3.55 mega-tera-terawattora/anno circa, laddove ad esempio sulla Terra nel 2005 è stata prodotta una quantità di energia elettrica pari a 17.9 kilo-terawattora (teoricamente producibile convertendo completamente 717 Kgrammimassa ossia quasi 1 tonnellata di massa) per cui a potenza media costante del 2005 tutti gli impianti terrestri dovrebbero produrre energia per 6.27 milioni di anni per uguagliare quella prodotta dal Sole in 1 secondo)); le previsioni della relatività ristretta sono state presto sottoposte a verifica (anche perchè la relatività einsteiniana non è stata subito ben accolta e recepita dalla comunità scientifica, ma solo nel 1909 quando Einstein venne nominato docente presso l'Università di Zurigo), e ad esempio l'elettrone (scoperto nel 1897 da J. J. Thomson in esperimenti sui raggi catodici) permise di verificare la correttezza delle trasformazioni di Lorentz circa l'aumento relativistico di massa (ossia la prima verifica sperimentale di E=m(cquadro), ovvero diremmo oggi della seconda formula della fisica più popolare dopo la formula F=ma della meccanica del punto materiale di Newton accomunando sulla scena del teatro della popolarità i due massimi scienziati della fisica fino ad oggi ossia Newton-Einstein) dato che gli elettroni emessi da sostanze radioattive posseggono velocità pari ad alte frazioni di c, e la conferma avvenne pure in esperimenti sulla velocità c in corpi d'acqua in moto e sulle forze magnetiche F in sostanze in moto, poi circa la vita media dei pioni e dei muoni nei raggi cosmici generati nell'alta atmosfera e giungenti fino al suolo per dilatazione del tempo di vita (ovviamente visti da noi osservatori e dalla Terra), così che il movimento di ogni corpo-particella nell'Universo avviene secondo il modello relativistico lungo la linea universale in uno spaziotempo 4-dimensionale, poi le misure effettuate sulle lunghezze e sugli intervalli di tempo sono state successivamente accuratamente verificate sia in laboratorio sia nello spazio che negli acceleratori di particelle, e poi ancora la conversione-equivalenza tra E e m è ben verificata dal difetto di massa di sistemi di particelle legate rispetto alla stato libero, ma la gente comune è soprattutto colpita dai cosiddetti paradossi della relatività ristretta (che in realtà non sono tali bensì sono solo conseguenze ed effetti relativistici lontani o fuori dal senso e dal pensiero comune) 


come il famoso paradosso dei gemelli portato negli anni '50 dal filosofo H. Dingle secondo il quale il gemello rimasto sulla Terra è invecchiato maggiormente rispetto all'altro gemello partito per un viaggio spaziale a velocità 0.9-0.99 di c durato qualche anno misurato sulla Terra, quando essi si ritrovano nuovamente sulla Terra nel sistema di riferimento terrestre, avendo percorso due linee temporali-universali differenti (a parte questioni di accelerazioni a e di decelerazioni -a  non possibili nei sistemi inerziali ma trattati solo nella relatività generale) ed analogamente accadrebbe se i due gemelli si incontrassero nuovamente ma sull'astronave trovando in tal caso maggiormente invecchiato il gemello di bordo; abbiamo scritto pure riguardo la monumentale teoria della relatività generale RG iniziata da Einstein nel 1907 (dopo aver terminato la relatività ristretta, nei mesi in cui meditava sull'equivalenza tra massa ed energia secondo il fattore cquadro, onde risolvere apparenti contrasti esistenti tra le leggi della relatività ristretta RR e la legge della gravitazione newtoniana (MC) ossia nel tentativo di riconciliare la relatività ristretta con la gravitazione universale portando Newton “dentro” la relatività stessa (dato che qui con la presenza di masse gravitanti i sistemi non potrebbero essere inerziali), ma dobbiamo anche affermare quanto nel mondo scientifico-tecnico in generale abbia ben maggiori possibilità e necessità d'applicazione la relatività ristretta RR rispetto alla nuova teoria della gravitazione einsteiniana RG necessaria questa soltanto in condizioni veramente eccezionali di gravitazione stellari-galattiche per poter apprezzare le deviazioni dei valori numerici dalla gravitazione universale newtoniana), teoria di relatività estesa a tutti quanti i sistemi anche accelerati e non solo inerziali (partendo dalle equazione della relatività ristretta ed imponendo l'invarianza in ogni sistema di riferimento), enunciando inizialmente nel 1908 il principio di equivalenza (ovvero l'equivalenza a tutti gli effetti fisici tra un campo gravitazionale di accelerazione g ed un sistema meccanico accelerato con accelerazione costante a=-g (esperienza che ogni individuo può fare sulla Terra o sulla superficie di un pianeta massiccio salendo verso l'alto in un ascensore accelerato con accelerazione a=-g (sulla Terra di 9.806 metri/sec quadro ossia per cui ogni secondo aumenta la sua velocità di 9.806 metri/sec) indistinguibile ed equivalente ad un campo gravitazionale con g=-a (nell'ascensore alla superficie fermo) per cui in entrambi i casi l'individuo calcola-misura sulla bilancia posta sulla base dell'ascensore il suo peso P=mg in media di 75 Kgrammopeso=735 newton=73.5 Mdyne=165 libbre=165 pound force, ovvero esperienza dove la forza F=mia e la forza peso P=mgg sono equivalenti, F=-P=ma=-mg, differendo soltanto la concezione e la descrizione fisica del fenomeno e dove la massa inerziale mi (coefficiente che misura l'attitudine di un corpo a reagire all'applicazione di forze meccaniche ovvero caratterizzante la sua inerzia al moto) è esattamente uguale alla massa gravitazionale mg (coefficiente che misura l'attitudine di un carpo ad attrarre-farsi attrarre da un altro corpo ovvero la sua capacità di gravitazione) ossia mi=mg, per cui la relatività generale RG pur essendo un'estensione della relatività ristretta RR con forma delle equazioni invarianti rispetto a tutti gli osservatori inerziali-non inerziali-accelerati si presenta però come una nuova teoria della gravitazione universale (notando però che, mentre tutte le forze meccaniche apparenti d'accelerazione possono essere identificate come campi gravitazionali non è vero che tutti i campi gravitazionali possono identificarsi con forze apparenti per cui RG non tratta tutti i possibili campi gravitazionali 


(aggiungiamo che nel 2016 il principio di equivalenza di RG è stato dimostrato vantaggioso e valido anche nel mondo quantistico)); si noti che da F=mia e F=gmgM/rquadro dove g=costante gravitazionale di Newton e rquadro è il quadrato della distanza d=r, ponendo mi=mg otteniamo, come già notò Galileo, che la traiettoria di un grave-corpo in caduta libera non dipende dalle proprietà fisico-meccaniche del corpo (esperimento che si può effettuare sulla Terra eliminando il più possibile l'effetto dell'attrito dell'aria (ad esempio con corpi di forma simile seppure di massa diversa) e che un aneddoto ci dice abbia effettuato proprio Galileo dalla torre di Pisa, ma esperienza ottimamente realizzata sulla Luna dagli astronauti lasciando cadere dalla medesima altezza due corpi completamente differenti per massa e per forma (come ad esempio una penna ed un foglio di carta) osservandoli toccare il suolo nel medesimo istante), dato che a=F/mi=gmgM/((mi)rquadro)=gM/rquadro ossia l'accelerazione a è funzione di g, M, r nessuna


 che sia proprietà del corpo di massa mg (ma nell'esempio funzione solo della Terra o della Luna oltre all'altezza di caduta), per cui a=-g può essere dovuta all'accelerazione e mi, oppure dovuta alla gravitazione e mg, e ciò vale in esperienze di un ascensore posato sulla superficie terrestre con gravità g, od accelerato verso l'esterno con a=-g, od in caduta libera con accelerazione a+g=0 (condizione in cui vale la legge d'inerzia, ma anche in tale condizione senza poter sapere se siamo lontani da ogni massa senza accelerazione a e senza forze F e senza gravità g oppure se stiamo cadendo liberi verso il centro di un pianeta-stella, tutte situazioni in cui la traiettoria è come una traiettoria naturale (o geodetica, indipendente dai corpi (condizione che Einstein ben pensò dovesse essere universale per tutti i movimenti in tutte le condizioni fisiche)... ma Galileo non avrebbe potuto pensarla così seppure osservò che un grave collocato sulla cima di una collina asimmetrica e (quasi)liscia-senza attrito scende punto per punto lungo una traiettoria che è la più breve e la più veloce tra due punti qualsiasi di essa rispetto a qualsiasi altra traiettoria tra gli stessi punti e rifletté anche che qui stava occultato un gran segreto del mondo (cui Einstein appunto porterà un aiuto)... che oggi noi chiameremmo un principio variazionale della meccanica minimizzante un opportuno funzionale J(.,...,.), oppure secondo una filosofia illuministica penseremmo che la Natura “sceglie sempre il meglio” e magari punto per punto in ogni direzione sceglie sempre il “minimo riguardo l'energia ed il massimo secondo l'entropia”))), ma come già vediamo ed abbiam detto equivalente non al più generale sistema accelerato) laddove la redazione finale della teoria RG fu pubblicata nel 1916 in I fondamenti della relatività generale (come abbiamo notato la teoria della relatività ristretta RR afferma che un individuo all'interno della stiva di una nave che viaggi di moto rettilineo uniforme a v=costante ossia un sistema inerziale rispetto ad un fissato riferimento non può dire se il suo sistema sia in moto od in quiete (non esistendo sistemi assoluti privilegiati come quello delle stelle fisse (v=0), estensione dunque del principio di relatività galileana), mentre la teoria della relatività generale RG afferma che un individuo all'interno di un ascensore in moto accelerato-decelerato-curvilineo ad a=costante non può dire se le forze (od accelerazioni) che esperimenta sono forze (od accelerazioni) d'origine meccanica o forze (od accelerazioni) di origine gravitazionale non esistendo un sistema privilegiato ed estendendo un'osservazione di Newton insieme al principio di relatività ristretta (ossia la relatività ristretta RR equipara tutti i sistemi inerziali con invarianza delle loro equazioni fisiche, mentre la relatività generale RG equipara tutti i sistemi di riferimento inerziali-accelerati con invarianza delle loro equazioni fisiche)), dove come abbiamo ben scritto la fondamentale differenza tra RG e la teoria newtoniana riguarda la sostituzione delle varie forze F, Fc, Fp, Ft, Fn, ecc., cause della determinazioni delle traiettorie dei movimenti in uno spazio euclideo xyz per ogni tempo t 


(seppure facendo un lontano paragone storico occorrano molte meno forze nella meccanica-dinamica newtoniana che cicli-epicicli-eccentrici-deferenti nella cinematica tolemaica! per la determinazione delle traiettorie, onde in entrambe le teorie trovarsi in sufficiente accordo sperimentale) con uno spaziotempo 4-dimensionale xyzt S-T il cui tensore di norma riemanniana conseguentemente determinato dalla distribuzione e flusso di massa-energia-quantità di moto M-E-P in S-T determina la geodetica quale traiettoria dei movimenti stessi nonché linea più breve tra ogni coppia di eventi E(xyzt) e E'(x'y'z't') in S-T ossia “retta degli spazi curvi” (ad esempio nel campo gravitazionale del Sole, ossia nei moti con forza centrale, la geodetica è appunto un'ellisse il cui perielio si sposta secondo come detto e con una leggera ma misurabile differenza rispetto all'ellisse prevista dalla teoria di Newton, e dato che la curva dell'ellisse si chiude su sé stessa non creda ciò impossibile il lettore visto che a livello locale (ad esempio sulla Terra) un arco d'ellisse è così ben approssimabile da un segmento di retta da poter utilizzare un modello di geometria euclidea per la fisica e ben valevole il teorema di Pitagora TP; sappiamo dalle prove astronomiche classiche del buon funzionamento di RG relative alla deflessione di un raggio di luce passante vicino ad una stella di massa solare come appunto il nostro Sole come abbiamo precisamente riportato altrove (ad iniziare da quella effettuata da Arthur Eddington e Dyson nella città di Sobral in Brasile ed a Sao Tomé e Príncipe in Africa occidentale durante l'eclissi di Sole del 1919, e poi dal Lick Observatory nell'eclissi del 1922, poi nel 1973 dell'Università del Texas, quindi anche con i segnali RF, ecc.) che le onde elettromagnetiche sono attratte dalla massa del Sole e se quei fotoni (di massa-energia E=hf, m=E/cquadro) fossero soli insieme al nostro astro nell'Universo allora essi orbiterebbero attorno al Sole in un'orbita ellittica di miliardi di anni luce di distanza media, però il lettore vede che se un fotone possedesse una massa-energia pari alla massa del pianeta Giove allora cosa succederebbe se il fotone sfiorasse il Sole lungo una tangente di un'orbita circolare-ellittica di raggio pari a circa 1 miliardo di Km?, 


semplicemente entrerebbe in orbita eliocentrica intorno al Sole nello stesso modo che fa Giove (l'eccentricità della sua traiettoria ellittica, tra gli estremi di parabola ed iperbole, sarà determinata dall'energia cinetica all'ingresso), sempre in ogni caso seguendo la geodetica relativa al sistema meccanico-gravitazionale in questione) ossia dove il fenomeno e la forza gravitazionali sono rappresentati dalla curvatura dello spazio-tempo funzione di xyzt (usualmente rappresentato-raffigurato da una membrana perfettamente elastica a maglie xy bidimensionale deformata da una qualche sorgente gravitazionale S sulla quale si muove una pallina p secondo una geodetica di tale superficie, oppure raffigurato da una palla P quale sorgente massiccia-pesante del campo (quasi fosse una stella) che deforma col suo peso una membrana elastica (cioè varia opportunamente le interdistanze Pi-Pj tra punti vicini per ogni i-j il che produce la curvatura), mentre un'altra pallina p leggera (quasi fosse un pianetino) entrata sulla membrana segue una geodetica di quella superficie che sarà un'ellisse, una parabola od un'iperbole quando l'energia cinetica T di p è minore di quella potenziale V, uguale a quella potenziale o maggiore di quella potenziale (naturalmente il lettore dopo aver ben visualizzato la maglia bidimensionale curva e la traiettoria seguita da p deve mentalmente eliminare la membrana a maglie attribuendo quella deformazione allo spazio stesso (dovuta alle interdistanze tra punti geometrici (comunque) vicini) lasciando tutto il resto ossia lasciando la pallina p) situazione però che rappresenta uno spazio 3-dimensionale e non uno spaziotempo 4-dimensionale, mentre sarebbe possibile rappresentare uno spazio xt bidimensionale (con una dimensione spaziale ed una temporale) in cui un punto materiale od un corpo è rappresentato da una linea, ossia la sua linea d'universo, e non da un punto, la quale dà la sua posizione x per ogni istante t laddove la sua quiete sarebbe data da una retta verticale mentre il suo moto più o meno accelerato da rette più o meno inclinate, ed aumentando le dimensioni la retta viene sostituita da superfici-ipersuperfici con metriche in generale riemanniane; ed il potenziale gravitazionale newtoniano V viene reinterpretato quale approssimazione (in campi deboli) della componente temporale del tensore metrico riemanniano (per cui in un sistema di riferimento all'aumentare di V il tempo rallenta fino a fermarsi sull'orizzonte degli eventi dove il potenziale/massa U eguaglia cquadro/2 e nel tensore Rij il termine g00=0 ma essendo nulli anche i coefficienti gij di dx,dy,dz la norma-distanza ds si annulla come avviene per i fotoni notoriamente a massa nulla), infatti secondo i postulati generali di Einstein la legge di gravitazione di Newton è un'ipotesi fisica non necessaria (Einstein considera infatti tutte le forze meccaniche-gravitazionali come dovute ad accelerazioni (seguendo dunque le orme di Galileo ed estendendo i concetti ed il campo) e la forza gravitazionale è una forza d'accelerazione come le altre (e non solo è la stessa per la mela e per la Luna attirandole entrambe secondo il prodotto dello loro masse ed inversamente al quadrato della loro distanza come in Newton, e ciò si vedrebbe meglio nello spazio-tempo xyzt dove ogni oggetto segue la propria linea universale che è una geodetica determinata dalla metrica ossia dalle masse); sappiamo che per valori bassi del potenziale gravitazionale V come nel sistema solare attuale le soluzioni delle equazioni classiche relativistiche e di quelle classiche newtoniane non relativistiche sono assai somiglianti (infatti per bassi V e velocità v trascurabili rispetto a c la metrica gik (con i,k=0,1,2,3=t,x,y,z) del tensore di Riemann di una varietà riemanniana si approssima sensibilmente alla forma pseudopitagorica dsquadro=cquadrodtquadro-(dxquadro+dyquadro+dzquadro) di una varietà pseudoeuclidea con Rlihk prossimo a 0, separandosi inoltre le coordinate spaziali da quella temporale (g01=g02=g03=gtx=gty=gtz=0), g00=gtt sensibilmente uguale a 1 (il suo valore andrebbe in generale da 0 a 1), e la velocità della luce V=c(radice di g00)=c sensibilmente come nella relatività ristretta RR condizioni in cui tra due punti dello spazio xyz vale “sensibilmente” il teorema di Pitagora, ed annullandosi le masse oppure tendendo le dimensioni a 0 ricaviamo ancora la relatività ristretta RR ed il suo tensore fondamentale pseudoeuclideo come caso particolare della relatività generale RG col suo tensore fondamentale riemanniano imponendo che la variazione dell'integrale su una distanza arbitraria della metrica ds nella varietà riemanniana sia nulla dove ds è quella pseudopitagorica ossia ricaviamo il moto per inerzia, ed in particolare per un segnale luminoso-fotone per il quale (radice di (dxquadro+dyquadro+dzquadro))/dtquadro=(radice di cquadrodtquadro/dtquadro)=c otteniamo ds=0 ossia otteniamo che la linea oraria universale dei fotoni è una geodetica di lunghezza-distanza nulla (e dunque per i fotoni il tempo non scorre) mentre se dsquadro è maggiore di 0 prevale la componente-distanza temporale e se dsquadro è minore di 0 prevalgono invece le componenti-distanze spaziali per cui rispetto ad O' dove lo spazio xyz si contrae il tempo t invece si dilata (ossia scorre più lentamente)), nonostante le due macchine matematiche siano ben differenti ossia geometria euclidea-algebra ordinaria-calcolo differenziale quella di Newton e geometria riemanniana-algebra lineare-calcolo differenziale-calcolo tensoriale quella di Einstein (differenti in difficoltà concettuali e matematiche al punto da sentir affermare che solo dieci persone al mondo avrebbero capito la relatività generale RG di Einstein (e “non sappiamo se Einstein era tra queste”) 


e forse neppure cinque studenti-lettori al mondo di questo libro avranno capito la RG (e “certamente tra questi non ci sono gli autori del presente libro” anche togliendo le virgolette, oltre la gran parte dei lettori a non possedere il pallino della matematica come pure gli stessi autori (in realtà c'è un solo autore di questo libro))), e la macchina matematica Einstein la trovò nei lavori di Levi-Civita, Ricci Curbastro e Bianchi che avevano proseguito gli studi di Gauss, Riemann e Grassmann, dando la formulazione dell'equazione di campo einsteiniana della relatività generale quale equazione differenziale tensoriale (non lineare) molto complicata da risolvere e risolta solo in pochi casi esemplari; ma riassumendo rapidamente ripetiamo che la relatività generale RG nasce dalla necessità di unificare la relatività ristretta RR con la gravitazione universale newtoniana essendo le due teorie incompatibili, laddove la relatività ristretta aveva già conciliato l'elettromagnetismo classico maxwelliano con la dinamica newtoniana (ossia aveva conciliato il principio di relatività galileana estendendolo a tutta quanta la fisica secondo il quale tutte le leggi meccaniche sono invarianti per i sistemi inerziali ossia non accelerati (ovvero in moto rettilineo uniforme, col noto esempio di esperienze-esperimenti meccanici eseguiti nella stiva di una nave in moto rettilineo uniforme a v=costante dopo la fase della partenza-accelerazione e prima della fase di approdo-decelerazione rispetto ad analoghi esperienze-esperimenti eseguiti sulla terraferma, di galileana memoria), e l'elettromagnetismo maxwelliano nel quale le onde elettromagnetiche e la luce nel vuoto hanno velocità finita c e per il quale necessitano le trasformazioni già trovate da Lorentz ed adottate poi da Einstein valide in xyzt, senza più separazione di xyz da t come invece avveniva in Galileo e Newton, dove all'invarianza-assolutezza di spazio e tempo separatamente si sostituisce l'invarianza-assolutezza del loro rapporto alla velocità limite c ossia invarianza di c), 


relatività ristretta e gravitazione newtoniana incompatibili poichè secondo la relatività ristretta  nessun campo-energia-segnale-informazione può viaggiare più veloce di c (principio rispettato da Maxwell ma non certo da Newton nella cui teoria il campo gravitazionale e la gravità hanno effetto ed azione istantanei a velocità di applicazione-trasmissione delle forze infinita ad esempio tra Sole e Terra laddove invece la luce impiega circa 8 minuti per viaggiare da S a T) e le trasformazioni devono essere quelle di Lorentz; 


abbiamo visto che la legge d'inerzia nel cronotopo pseudoeuclideo (ossia variazione dell'integrale della metrica ds uguale a 0) eminentemente legata a norma-modulo-distanza ha squisitamente carattere geometrico in xyzt per cui risulta invariante non solo per le trasformazioni cinematiche tra osservatori inerziali, ma, come le leggi geometriche dello spazio ordinario xyz, risulterà invariante per ogni tipo di mutamento del riferimento xyzt tra osservatori legato a moti anche non inerziali (infatti ogni mutamento pur non lasciando invariata la forma della legge dsquadro avanti scritta, ne lascia però invariato il valore-modulo) per cui avrà carattere invariante rispetto ad ogni cambiamento di riferimento spazio-temporale xyzt e per ogni movimento degli osservatori O ed O' senza alcuna necessità di introdurre forze newtoniane F, R, Ft, Fn, Fc, ecc. (notando che forze tangenziali e normali bastano nei moti inerziali e nel proprio sistema di riferimento mentre nei più generali moti relativi necessitano anche le forze apparenti centripeta-centrifuga-Coriolis, e magari scoperti per altra via effetti più sottili come quelli che noi oggi chiamiamo relativistici, aggiungere pure al modello newtoniano altre forze quali uno o più vettor forze di “correzione gravitazionale” Fcg come avrebbe potuto fare e chiamarli Lorentz ed eventualmente altre forze per determinare matematicamente le traiettorie in accordo con le più precise misurazioni sperimentali fisiche, ovvero magari mantenere la geometria euclidea aggiungendo però alle leggi altre forze e passare dunque, non da Lorentz ad Einstein, ma da Lorentz a Lorentz 2.0 e poi magari Lorentz 2.x come si potrebbe intendere in questa sezione del libro (con spirito, diciamo, più “tolemaico che kepleriano”... scritto ciò ovviamente in via di pura ipotesi data la gran complessità dell'argomento di meccanica newtoniana-einsteiniana relativistica)), e se passiamo ad un sistema uniformemente accelerato rispetto al cielo delle stelle fisse con accelerazione a opposta a quella di un campo gravitazionale uniforme g le forze apparenti saranno indistinguibili da quelle gravitazionali potendo prescindere da esse, ed allora la legge d'inerzia che caratterizza la geodetica sarà la legge del moto di ogni punto materiale non isolato ma accelerato a o posto in un campo gravitazionale g; considerato questo abbiamo dunque introdotto la metrica pseudoriemanniana-riemanniana dsquadro=gijdxidxj non più semplicemente pseudopitagorica (questa con solo gii diversi da 0 e gij=0 per i diverso da j) ma coi coefficienti di connessione gij in generale diversi da 0 anche per i diverso da j dati ad esempio dai simboli di Christoffel ed introdotti nel tensore di Riemann, per cui se x0=ct coordinata temporale e x1,x2,x3 coordinate spaziali ossia dlquadro=sommatoria su i,k, da 1 a 3, di gikdxidxk controvarianti gli indici-apici delle coordinate dove la matrice dei coefficienti del tensore metrico gij sono g00,g01,g02,g03; g10,g11,g12,g13; g20,g21,g22,g23; g30,g31,g32,g33 (nella relatività ristretta g00=1, g11=g22=g33=-1, gij=0 per i diverso da j, ossia tutti nulli o costanti, il cui determinante dà la metrica pseudopitagorica), da cui la velocità di propagazione di un segnale luminoso-fotone-informazione V=dl/dt è caratterizzato da geodetica di lunghezza nulla e vale V=radice quadrata di (g00cquadro + (2c per sommatoria su i, da 1 a 3, di g0i(dxi/dt))) e non è costante neppure quando g0i=0 per i=1,2,3 dei coefficienti di connessione tra t e le coordinate spaziali, perchè seppure indipendente dalla direzione (spazio isotropo) il coefficiente g00=g00(x,y,z,t) da cui V=c(radice di g00) ossia sempre minore della velocità c nella relatività ristretta dei moti inerziali o nel vuoto cui però s'approssima per potenziali gravitazionali V o potenziali gravitazionali/massa U via via più piccoli od all'opposto fino ad annullarsi sull'orizzonte degli eventi per potenziali e masse via via più grandi e g00 via via più piccolo; 


potremo istituire la meccanica relativistica generale imponendo assiomaticamente che le leggi del movimento dei corpi devono essere invarianti rispetto ad ogni cambiamento del sistema di riferimento accelerato-gravitazionale (detto principio di relatività generale), che per corpi isolati la legge sia quella d'inerzia della relatività ristretta degli osservatori inerziali, ed in condizioni ordinarie a basso potenziale gravitazionale od in condizioni locali, dove è lecito sostituire l'ipersuperficie curva con un iperpiano tangente, che le leggi debbano condurre a risultati assai simili a quelli della meccanica newtoniana non relativistica con geometria assai simile a quella euclidea e metrica assai prossima a quella pitagorica in cui vale il teorema del triangolo rettangolo di Pitagora (ed in cui appunto tutti i triangoli hanno somma degli angli interni pari all'angolo piano-piatto ossia π od anche che ruotando una retta attorno ad un punto essa torni a sovrapporsi dopo una rotazione di π radianti, od anche e notoriamente che il quadrato della distanza tra due punti è pari alla somma dei quadrati dei cateti tra loro perpendicolari che hanno la distanza come ipotenusa del relativo triangolo rettangolo, poiché la discrepanza tra mondo newtoniano e mondo relativistico si fa sempre più intollerabile andando verso l'illimitatamente grande e massiccio e verso movimenti via via più prossimi alla velocità della luce dove il modello di spazio si allontana sempre più da quello euclideo e la metrica da quella pitagorica-pseudopitagorica), ed altrove abbiamo già descritto una tale costruzione formale di uno spazio-tempo 4-dimensionale riemanniano della relatività generale RG, arrivando all'equazione di campo differenziale del 2° ordine legante il tensore metrico della curvatura spazio-temporale (funzione di xyzt) col tensore energetico Tpq o tensore energia-quantità di moto della distribuzione di massa-energia (in ogni punto-istante xyzt) detto pure tensore energia-stress, ma altri accoppiamenti col campo possono pure essere considerati ed inclusi in Tpq, la quale equazione (scritta senza inglobare il tensore metrico nel tensore gravitazionale Apq come abbiamo fatto altrove, ossia lasciando in evidenza il tensore metrico, il tensore di Ricci ed includendo pure la costante cosmologica (una vera “nuova forza antigravitazionale” capace di mantenere l'Universo statico)) è Rpq-(1/2)gqpR+Cgpq=BTpq, dove gpq è il tensore fondamentale della metrica (4x4, con 4+6=10 componenti indipendenti essendo simmetrico gij=gji), Rpq è il tensore di Ricci, R è la curvatura scalare ossia la traccia della matrice dei coefficienti del tensore di Riemann Rij, C è la costante cosmologica quale termine additivo negativo (agente sul tensore metrico gpq) aggiunta da Einstein stesso poco tempo dopo interessandosi egli di cosmologia dell'Universo per poter rappresentare un modello di Universo stazionario come si poteva ancora richiedere negli anni '20 del '900, B=8πg/c(elev 4)=2x10(elev -48) secondo quadro/grammo centimetro, g la costante gravitazionale universale di Newton pari a 6.672x10(elev -11) newton metro quadro/Kgrammomassa quadro, ma aggiungiamo che già dagli anni '20-30 le osservazioni astronomiche (suggerite anche dal modello stesso della relatività generale) eseguite da G. Lemaitre, A. Fridman, E. Hubble, e poi da G. Gamow e S. Hawking, mostrarono piuttosto un Universo in espansione ed allora il termine Cgpq venne omesso (lo stesso Einstein giudicò la sua introduzione come l'errore più grave da lui commesso nella sua vita, ma non sembra dire che l'errore non sarebbe tanto l'introduzione di un termine non necessario o scorretto quanto piuttosto quello di aver così malamente “corretto” l'equazione di campo gravitazionale sfidando in tal punto potremmo sostenere l”'inferiore intelligenza” di un Tolomeo (invece di quella “superiore” di un Newton), 


operazione osiamo sostenere ben diversa da quella a mar1915 di Levi-Civita per la correzione di un'equazione sbagliata non perfettamente funzionante e non invece per ottenere una soluzione diversa e ad hoc (in accordo solo con una convinzione di allora circa lo spaziotempo) di un'equazione che invece aveva un modello corretto; ma molti fisici e matematici ed anche filosofi della scienza avranno pure criticato il metodo stesso usato da LeviCivita-Einstein per aggiustare l'equazione tensoriale (della prima elaborazione del 1913 ottenuta da Einstein e Marcel Grossmann, cui seguì la periodica corrispondenza tra Berlino e Padova nella quale Einstein infine si convinse della sua errata dimostrazione di un teorema riconoscendo le ragioni di Levi-Civita) sostanzialmente lasciando il tensore sbagliato e sommando un altro tensore né corretto né scorretto ma solo adatto a generare un tensore energetico solenoidale a divergenza nulla ossia diremmo facendo un lavoro da matematico (lavorando sodo Einstein fino a nov1915 per ottenere con il calcolo differenziale assoluto sulle varietà n-dimensionali di RicciCurbastro-Civita ossia calcolo tensoriale la forma accettabile di RG), ossia metodo (come vediamo degno di un operazionalista) magari non affatto esente da contestazioni poiché l'equazione tensoriale andava piuttosto ricavata corretta a monte invece di correggendola poi a valle), seppure dagli anni '90 alcuni modelli cosmologici hanno reintrodotto la costante cosmologica qui denominata C (ad esempio nel 1998 l'osservazione dello spostamento verso il rosso di supernove molto lontane ha costretto gli astronomi ad introdurre una costante cosmologica positiva per spiegare l'accelerazione dell'espansione, ed oggi C potrebbe valere circa 67.80 +/- 0.77 Kmetri/sec Mpc; in tale equazione RG, ha particolare importanza, oltre al tensore metrico, anche il tensore energetico Tpq (in rappresentazione covariante, pedici pq) o Tik (in rappresentazione controvariante, apici ik) o tensore energia-impulso od equivalentemente tensore energia-quantità di moto E-Q o tensore energia-momento, un tensore del 2° ordine, il quale dà la distribuzione di massa-energia-quantità di moto ossia descrive il flusso di energia e di quantità di moto legate al campo gravitazionale, ovvero Tik fornisce il flusso della i-esima componente di Q attraverso una ipersuperficie Sk di coordinate xk=costanti, dove la quantità di moto Q è il quadrimpulso Pi (apice i controvariante) con Pi=α per l'integrale di TikdSk (con dSk elemento infinitesimo di superficie, ed α costante), e sull'iperpiano x0=costante Pi=α per integrale TikdV con dV elemento infinitesimo di xyz e dVdt elemento infinitesimo di xyzt contenuto nell'ipersuperficie dSk, da cui possiamo dire che le componenti spaziali di Tik sono le componenti lungo x,y,z dell'impulso-quantità di moto Q della meccanica classica newtoniana laddove la componente temporale è energia/velocità luce vuoto E/c (ossia vettore E-Q totale della regione di spazio interessata a cui è esteso l'integrale), e sappiamo che deve essere conservativo-solenoidale con divergenza nulla (secondo un'equazione-relazione di continuità, e qui stava appunto la difficoltà della prima formulazione dell'equazione di Einstein, non risultando infatti Tik solenoidale (storicamente solenoidale significa e deriva da tubo, tubo di flusso con flusso di vettor F uguale in ogni sua sezione trasversale dall'ingresso all'uscita (per cui divF=0), e ad esempio i solenoidi elettrici quali bobine cilindriche di conduttori avvolti percorse da correnti generanti campi magnetici H-B godono di questa tipica e nota proprietà (divH=0)), 


per cui infine si arrivò intorno al 1915-16 alla formulazione finale di Einstein-Levi-Civita come detto altrove, ricordando qui il matematico italiano T. Levi-Civita (dell'Università di Padova e di Roma a meccanica razionale ed analisi superiore) che insieme a G. Ricci Curbastro avrebbe dato il contributo fondamentale alla teoria dei tensori e del calcolo tensoriale (necessario alla forma-struttura matematica della relatività generale RG) col calcolo differenziale assoluto e successiva interpretazione geometrica con l'introduzione della derivazione covariante (basandosi su un lavoro precedente di Christoffel) ripreso poi da H. Weyl nell'unificazione gravitazionale-elettromagnetica, e particolarmente importante fu il suo contributo alla relatività dei campi gravitazionali statici) ossia derivata parziale di Tki rispetto a xk = 0 (coordinate x con apice k controvarianti) Tki/k=0, corrispondente alla corrente di Noether legata alle traslazioni nello spazio-tempo S-T (quantità che rende conto della curvatura spaziotemporale senza possibilità però di definire un vettore E-Q totale, ricordando qui la matematica-fisica tedesca Emmy Noether, oltre che per i contributi all'algebra astratta, per il suo lavoro sulla teoria degli invarianti utilizzato da Einstein, ed in generale per il noto teorema di Noether che lega strettamente le simmetrie matematiche di un'equazione e relativo sistema fisico con le leggi di conservazioni e relative quantità conservate, scienziata molto apprezzata da Einstein stesso e secondo il topologo russo Pavel Alexandrov il matematico donna più importante non solo del XIX-XX sec. ma di tutti i tempi); possiamo decomporre Tik in 4x4 righe-colonne (ossia (riga 1) T00,T01,T02,T03; (riga 2) T10,T11,T12,T13; (riga 3) T20,T21,T22,T23; (riga 4) T30,T31,T32,T33) per cui (T00)=densità di energia E (coefficiente di connessione t-t), (T10,T20,T30)=densità di quantità di moto Q (coefficienti di connessione x-t, y-t, z-t), (T01,T02,T03)=flusso di energia E (coefficienti di connessione t-x, t-y, t-z), (T11,T22,T33)=pressione (coefficienti di connessione x-x, y-y, z-z, normali a S), (T12,T13,T21,T23,T31,T32)=taglio-torsione-stress-flusso di Q (coefficienti di connessione x-y, x,z, y-x, y-z, z-x, z-y) notando che le sole componenti spaziali di pressione+torsione costituiscono il tensore degli sforzi del campo gravitazionale; inoltre Tik è simmetrico (conservativo) Tik=Tki con il coefficiente temporale di connessione t-t ossia T00=ρ=densità di massa relativistica=densità di energia/c=E/Vc, e come detto il flusso della massa relativistica attraverso la superficie xi, T0i=Ti0, è pari alla densità dell'i-esima componente di Q, le componenti spaziali Tik con i,k=1,2,3 rappresentano il flusso di Q i-esima attraverso la superficie xk ossia lo sforzo di taglio-torsione del tensore energetico (allora Tii è la componente normale della tensione a xi ossia è la pressione (indipendente da xk poiché T è isotropo)), 


ed il tensore energia-quantità di moto si ricava partendo dall'azione S (dimensionalmente energia per tempo) quale integrale della densità della funzione lagrangiana L relativa all'elemento infinitesimo dV (funzione delle coordinate generalizzate q, delle loro derivate e del tempo) in dVdt, sapendo che il principio variazionale di Hamilton o dell'azione S stazionaria afferma che il moto di un sistema fisico-meccanico fra due istanti t1-t2 dello spazio delle configurazioni dello stato ha luogo lungo una traiettoria tale che S sia stazionaria ossia la sua variazione od il suo differenziale sia nullo dS=0, per cui applicando il teorema di Gauss-divergenza a tutto lo spazio l'equazione del moto ha la forma dell'equazione di Lagrange o Eulero-Lagrange (ossia derivata parziale rispetto a xi di (derivata parziale di L fatta rispetto a (derivata parziale di q rispetto a xi)) - derivata parziale di L rispetto a q = 0), e dopo qualche elaborazione matematica  ricordando anche che (derivata parziale di L rispetto a xi = delta i-k derivata parziale di L rispetto a xk) otteniamo il tensore Tik (apice k e pedice i) energia-quantità di moto pari a (derivata parziale di q rispetto a xi di (derivata parziale di L rispetto a (derivata parziale di q rispetto a xk)) - (delta i-k per L)) così che pure la derivata parziale di Tik rispetto a xi = 0 (ossia tensore Tik conservativo-solenoidale), e con Gauss l'integrale della derivata del tensore sul volume diviene un flusso integrale di Tik (apici ik controvarianti) attraverso l'ipersuperficie S delimitante V in dSk (k pedice) uguale alla quantità di moto quadrimpulso Pi ossia diviene la relazione iniziale Pi=α per l'integrale di TikdSk (con dSk elemento infinitesimo di superficie, ed α costante usualmente posta pari a 1/c), ma separando la componente temporale da quelle spaziali nella relazione di continuità, integrando sul volume ed utilizzando il teorema di Gauss la derivata-variazione dell'energia contenuta nel volume V=energia che transita attraverso la sua superficie S ossia flusso di energia (ovvero, come il lettore avrà già letto altrove, in elettromagnetismo-elettrodinamica classica la densità di energia nel tempo o densità di potenza elettromagnetica (E scalar H, in joule/metro quadro secondo o nel passato erg/centimetro quadro secondo) che passa per una superficie S dato dal vettore di Poynting) da cui la relativa conservazione-solenoidalità, laddove applicando la medesima operazione alle componenti spaziali otteniamo il medesimo risultato di conservazione della quantità di moto (quale tensore degli sforzi); poi il tensore energia-quantità di moto E-Q associato al campo elettromagnetico (ossia il tensore degli sforzi elettromagnetico che potrebbe falsamente ricordare il vecchio tensore degli sforzi dell'etere) è dato da Tab (apici ab controvarianti) uguale a (1/μo)(FaαFbα-(ηab/4)(FαβFαβ)) dove gli indici sono tutti controvarianti tranne α del secondo F e αβ del terzo F e dove Fab è il tensore elettromagnetico composto di campo elettrico E e campo magnetico B (qui usiamo come fondamentali i campi vettor E e vettor B essendo in presenza di materia, invece di E e H come fatto usualmente in SI ed altrove, e gli altri vettori saranno derivati), e ηab il tensore metrico dello spaziotempo-cronotopo di Minkowski (della teoria elettromagnetica relativistica classica), per cui il tensore energia-quantità di moto di E-B ossia il tensore degli sforzi elettromagnetico 4x4 ha componenti (riga 1) (εoE(elev 2)+B(elev 2)/μo)/2, Sx/c, Sy/c, Sz/c; (riga 2) Sx/c, -σxx, -σxy, -σxz; (riga 3) Sy/c, -σyx, -σyy, -σyz; (riga 4) Sz/c, -σzx, -σzy, -σzz, dove S è il vettore di Poynting, e σij è il tensore degli sforzi di Maxwell dato da σij=εoEiEj+BiBj/μo-(il primo elemento temporale del tensore degli sforzi elettromagnetico precedente ossia T00) ricordando che l'inverso del quadrato della velocità della luce c è uguale al prodotto εoμo, e ηab essendo il tensore dello spazio pseudoeuclideo di Minkowski con metrica pseudopitagoria ha elementi tutti nulli tranne quelli sulla diagonale principale di valore (-1,1,1,1)), equazione tensoriale di campo RG che sviluppata è composta da 10 equazioni differenziali alle derivate parziali del 2° ordine essendo il tensore gpq 4x4 con 10 coefficienti linearmente indipendenti, ma effettuando una trasformazione qualunque sulle 4 coordinate secondo la libertà di gauge abbassando così a 6 le componenti del tensore metrico effettivamente indipendenti poiché l'equazione di Einstein soddisfa pure le 4 identità di Bianchi (implicanti la conservazione-solenoidalità del tensore energetico energia-quantità di moto), 


ma potremmo scrivere l'equazione tensoriale della relatività generale anche come Gpq+Cgpq=BTpq dove il tensore Gpq=Rpq-(1/2)gqpR quale modifica operata da Einstein-Levi-Civita come già detto all'equazione iniziale dove Tpq risultava non solenoidale-conservativo (seppure con insignificanti errori quantitativi almeno in condizioni gravitazionali non estreme); la teoria della relatività generale RG è stata verificata riguardo la deviazione gravitazionale dei raggi luminosi di una stella passanti in prossimità del forte campo gravitazionale solare il 29 maggio 1919 da A. Eddington durante l'eclissi totale di Sole all'isola Principe nello Stato di Sao Tomè e Principe nel golfo di Guinea (deviazione misurata rispetto alla traiettoria newtoniana di 1”,61 (+/- 0.30) ed a Sobral in Brasile (1”,98 (+/- 0.12) con media di 1”,79 ossia con angolo di deviazione minore


 di 2 secondi d'arco ed un errore minore di 5-16 volte il valore misurato) eclissi del 1919 divenuta famosa proprio per questo test circa le previsioni della relatività generale (notando che la trasformazione di energia E in massa m secondo la relatività ristretta comporterebbe una deviazione di solo 0”,88 arcosec ossia metà di quella effettivamente misurata laddove l'errore di misura come detto era minore di 0”,3... e riguardo questa verifica secondo Einstein “Planck non capiva nulla di fisica perché durante l'eclissi era rimasto in piedi tutta la notte per vedere se fosse stata confermata la curvatura della luce dovuta al campo gravitazionale; 


se avesse capito la teoria avrebbe fatto come me e sarebbe andato a letto” (ricordiamo anche che Einstein è uno dei pochi ingegneri (ingegneri fisici, ma allora l'ingegneria elettrica era assai piena di fisica, anche se Einstein deteneva pure parecchi brevetti di macchine) ad aver sostanzialmente contribuito allo sviluppo dell'astrofisica-meccanica celeste senza aver una sola volta guardato dentro un telescopio (si pensi cosa sarebbe oggi l'astrofisica senza la relatività (teoria sua o magari di qualche altro scienziato) e magari anche senza la meccanica quantistica nella quale pure Einstein ha messo le mani seppure poi unendosi al gruppo dei classici))), ma sappiamo quanto sia difficile ed impegnativo confermare fisicamente, sperimentalmente ed osservativamente-astronomicamente in natura (dato che in laboratorio non si possono certo creare campi gravitazionali significativi come quelli stellari o di stelle di neutroni (evoluzione finale di una stella con massa almeno 2-3 volte quella solare la cui teoria risale a Oppenheimer-Volhoff e confermata nel 1987, ma oltre le 3 masse solari la contrazione dovrebbe procedere fino alla creazione di un buco nero)) ed indirettamente il modello della teoria relativistica dato che nelle condizioni normali della distribuzione di materia in S-T le differenze dalla geometria euclidea sono veramente trascurabili con metrica pseudoriemanniana infatti sensibilmente pitagorica e con previsioni assai simili a quelle della meccanica newtoniana, per cui sono stati proposti esperimenti (diciamo che le prove classiche sono la precessione del periapside-perielio dell'orbita di Mercurio, la deflessione dei raggi di luce in prossimità del Sole, e lo spostamento (gravitazionale) verso il rosso della luce), oltre al suddetto test storico dell'eclissi del 1919 e poi del 1922 ed altri seguenti (come la deflessione delle onde radio misurate da interferometri a radiotelescopi emesse da quasar molto lontani con errori entro 1 %), coi quali dall'aumento della durata temporale ΔT e quindi dalla diminuzione della frequenza f (per esempio di vari fenomeni oscillatori soprattutto atomici-molecolari ma anche GPS) in presenza di masse ben maggiori di quella terrestre tipo delle righe spettrali di dati elementi chimici (spostamento verso il rosso ossia diminuzione di f) permettono accurate verifiche (ad esempio emesse dalla nana bianca compagna di Sirio dalla grandissima densità di massa nella costellazione del Cane Maggiore a 8.7 anni-luce da noi studiata inizialmente da Bessel-Clark-ecc.), ed oggi i satelliti geostazionari ben permettono di provare la relatività (RR e RG) grazie appunto al sistema GPS poiché a bordo si trova un preciso orologio atomico con maser al Cesio-133 e per effetto della maggior velocità del satellite rispetto alla superficie terrestre noi misuriamo una dilatazione del tempo ΔT di circa 7 microsecondi/giorno combinato ad una contrazione dello stesso -ΔT di circa 45 microsecondi/giorno per la minor curvatura di spaziotempo alla sua altezza rispetto al livello della superficie terrestre per cui a bordo il tempo dei fenomeni misurato da terra è minore di circa 38 microsecondi/giorno=13.88 millisecondi/anno=1.388 secondi/secolo (poco più di 1 sec/secolo, ovviamente tempo corretto-aggiustato dai circuiti elettronici di bordo in rapporto ad analoghi fenomeni che avvengono sulla superficie della Terra, ma non aggiustabile per gli astronauti-cosmonauti che hanno passato circa 1 anno a bordo di stazioni spaziali o di SSI i quali a quell'altezza ed a quella velocità ritornati poi a Terra avranno “guadagnato” rispetto a noi comuni terrestri circa 5-10 millisecondi di vita utile (rispetto al nostro riferimento di tempo terrestre ovviamente, dato che per loro, come per tutti nel proprio riferimento, il tempo scorre sempre uguale al ritmo di “1 secondo al secondo”) ma altrove abbiamo calcolato il periodo di tempo e la velocità perchè la differenza tra le linee temporali sia di 1 anno), 


ma diciamo che la prima vera conferma fu la spiegazione del moto di precessione del periapside-perielio del pianeta più vicino al Sole ossia di Mercurio (spostamento del perielio ossia mutamento dell'orientamento della traiettoria ellittica sul piano orbitale inizialmente trovata nel 1859 da Urbain Le Verrier; infatti se Mercurio fosse il solo pianeta del sistema solare la sua orbita sarebbe una perfetta ellisse fissa rispetto alle stelle fisse col Sole in uno dei fuochi secondo la meccanica newtoniana in meccanica celeste mentre secondo la relatività generale il suo perielio si dovrebbe spostare di 42” d'arco/secolo o più esattamente in valori di misure recenti di 42.98 +/- 0.04 arcosec/secolo (compiendo una rivoluzione completa in 3.086 milioni di anni), laddove le osservazioni astronomiche misurano 574” d'arco/secolo (ossia con periodo di rivoluzione del perielio di 225.78 mila anni) di cui però 532” o più esattamente 531.4 arcosec/secolo sia nella teoria newtoniana che einsteiniana sono dovuti al fatto che Mercurio orbita insieme a Venere-Terra-Marte-Giove-ecc. ed in parte allo schiacciamento polare, per cui 574”-532”=42” secondi d'arco/secolo correttamente e precisamente spiegati solo con la relatività generale RG senza introdurre ipotesi particolari e senza alcuna “forzatura” della teoria stessa, laddove più recenti misure radar hanno ben confermato le previsioni relativistiche con un errore intorno al 5 per mille; secondo valori di misure più recenti, la complessiva precessione del periapside-perielio di Mercurio riguardante l'equinozio d'inverno del Sole è di 5600 arcosec/secolo, la medesima precessione osservata è di 5599.7 arcosec/secolo, dovuta a 5025.6 arcosec/secolo (per precessione degli equinozi), 531.4 arcosec/secolo (per attrazione gravitazionale di altri pianeti), 0.0254 arcosec/secolo (per schiacciamento polare del Sole ossia per momento di quadrupolo), 42.98 arcosec/secolo ± 0,04 arcosec/secolo (per Relatività generale RG), onde 5025.6+531.4+0.0254+42.98=5600 arcosec/secolo con straordinaria precisione teorico-sperimentale, laddove lo spostamento del periapside-perielio della Terra dovuto a RG è di circa 5 arcosec/secolo), un'altra conferma poi più vicina a noi è l'effetto detto di lente gravitazionale (che però storicamente era già stato osservato da da Arthur Eddington, Dyson e collaboratori nel 1919) prodotto per deviazione di raggi luminosi di una sorgente lontana passanti vicino a corpi-astri molto massicci ottenendo lo sdoppiamento dell'immagine della sorgente luminosa emittente 


(diciamo che Henry Cavendish nel 1784 e Johann Georg von Soldner nel 1801 avevano sottolineato il fatto che la teoria gravitazionale newtoniana prevedeva che la luce delle stelle si curvasse-deflettesse attorno ad un corpo massiccio, e lo stesso valore di Soldner venne calcolato da Einstein nel 1911 in base soltanto al principio di equivalenza (ossia le traiettorie di corpi in campo gravitazionale devono essere indipendenti dalla loro massa purchè piccola-trascurabile e dalla loro struttura interna) trovando solo metà del valore osservato ma poi ricalcolato da Einstein correttamente secondo RG), poi le prove-verifiche-conferme moderne come quelle post-newtoniane circa ciò che è previsto da Newton ma non da RG, poi fenomeni di lente gravitazionale con radiosorgenti EH-RF, la misura dei tempi di ritardo andata-ritorno di Shapiro, l'importante spostamento gravitazionale verso il rosso, o tipo i principi di teorie alternative alla relatività generale (in particolare le teorie scalare-tensore come quella di Brans-Dicke, il formalismo parametrizzato post-newtoniano di Nordtvedt e Will, in cui calcolare le deviazioni da RG, ed il sistema del principio di equivalenza), poi le verifiche per l'effetto di trascinamento (frame-dragging di Lense-Thirring, ad esempio col satellite Gravity Probe B lanciato nel 2004), poi verifiche con le pulsar ed onde gravitazionali, poi specificamente verifiche tramite onde gravitazionali, poi ulteriori verifiche più sperimentali specialmente grazie all'esplorazione spaziale alle tecniche elettroniche ed alla fisica della materia condensata per effettuare esperimenti e prove più precisi (come l'esperimento di Pound-Rebka, l'interferometria laser e forse la telemetria lunare), ossia aggiungiamo le verifiche-conferme riguardanti i buchi neri di scoperta astronomica relativamente recente (spesso scoperta indiretta quali oggetti molto massivi specialmente dopo l'individuazione delle prime stelle di neutroni, e termine introdotto da  J. Wheeler nel 1967 dopo il termine stella nera, ma già nel 1783 J. Michell aveva suggerito a Cavendish che la velocità di fuga da un pianeta (dipendente dalla sola massa del pianeta tramite l'accelerazione di gravità g (ma non dalla massa del corpo dato che sia la forza centripeta Fp che la forza centrifuga Fc sono proporzionali alla massa) e data da Vfuga=radice quadrata di 2gR dove R è la distanza dal centro di gravità del pianeta, ad esempio per abbandonare la Terra con g=9.80665 metri/secondi quadri senza entrare in una qualsiasi orbita terrestre più o meno eccentrica un corpo deve raggiungere v=radice(2x9.806x6350000)=11160 metri/sec=11.16 Kmetri/sec=40176 Kmetri/ora (spendendo l'energia necessaria per raggiungere tale velocità, e sviluppando la potenza necessaria per raggiungere un'orbita alta in prefissati minuti e poi uscire dal campo gravitazionale, che dipende questa sì dalla massa m e dall'attrito aerodinamico del missile), mentre sulla Luna Vfuga=2.38 Kmetri/sec=2380 metri/sec=8560 Kmetri/ora (ossia 4.7 volte minore), laddove con una seconda velocità di fuga si entra in orbita solare e con una terza velocità di fuga si può abbandonare il sistema solare come la sonda Pioneer) potrebbe risultare superiore alla velocità della luce, 


e poi Laplace nel 1795 aveva ipotizzato oggetti di tal tipo) dalla cui superficie non può sfuggire e provenire nulla o quasi nulla sia fermioni che bosoni per via della velocità di fuga superiore a c (come scritto altrove Hawking infatti ha dimostrato che i minibuchi neri evaporano emettendo particelle-luce inversamente alla loro massa (secondo la teoria termodinamica e qui collegando relatività generale RG con meccanica quantistica MQ per una prima termodinamica dei buchi neri, anche se tale radiazione porta un'informazione-entropia I-S minore di quella entrante e dunque comportante una problematica perdita di informazione secondo un principio quantistico condiviso (ma nel 2004 Hawking (nonostante ammettesse che da astri così massicci collassati non potesse sfuggire alcun tipo di informazione contrariamente a Preskill ed accettando pure una pubblica scommessa con in premio per il vincitore un’enciclopedia “da cui le informazioni possono uscire facilmente... magari come un'Enciclopedia di Internet ma meno quella “esclusiva” di Alessandria d'Egitto”), ammetteva di aver perso la suddetta scommessa); 


dunque secondo la RG l'orizzonte degli eventi isola da noi un buco nero che non emette fermioni e neppure bosoni-fotoni e si può rilevare indirettamente tramite i suoi forti effetti gravitazionali (ad esempio vicino alle galassie attive o binarie X); diciamo che secondo un buon modello un buco nero si forma da una stella con una massa superiore a 2.5 volte quella solare (ma effettivamente almeno 10 volte quella del Sole per via di composizioni chimiche e di perdite di massa nel processo) ossia per il limite di Tolman-Oppenheimer-Volkof, e secondo il teorema dell'essenzialità un buco nero dall'equazione di campo relatività-elettromagnetismo Einstein-Maxwell deve dipendere solo da massa M, carica Q, e momento angolare J o spin del buco nero, esternamente misurabili e come tale esternamente soddisfa le equazioni suddette (secondo un teorema di Wheeler), tutto ciò che per attrazione gravitazionale supera l'orizzonte degli eventi cade in un sistema dissipativo irreversibile in cui vanno perse-dissipate forma-informazione-numeri quantici(numero barionico e leptonico)-condizioni iniziali (come fosse un sistema con attrito meccanico ed effetto Joule elettrico, creando il famoso paradosso dell'informazione), ed i buchi neri di costituzione più semplice hanno una massa m ma Q=J=0 (dal 1916 buchi neri di Schwarzschild, e secondo Birkhoff unica soluzione di vuoto a simmetria sferica, che lontano genera un campo gravitazionale analogo ad una pari massa sferica), i buchi neri carichi Q diversa da 0 e J=0 determinano uno spazio con tensore metrico di Reissner-Nordstrom, i buchi neri ruotanti hanno metrica di Kerr, mentre i buchi neri più generali con Q e J diversi da 0 (purchè soddisfacenti tra M, Q, J, la relazione Qquadro+(J/M)quadro minore Mquadro, in unità fondamentali di Planck, e se vale il segno = sono buchi neri estremali ancora con orizzonte degli eventi) come soluzione stazionaria di Einstein-Maxwell possiedono tensore metrico di Kerr-Newman (il buco nero binario a raggi X GRS 1915-105 ha queste caratteristiche ed il momento angolare J massimo tra i possibili, ma usualmente i buchi neri sono classificati tramite la loro massa M (diciamo che il loro raggio di Schwarzschild  rsh=2gM/cquadro=2.95M/Msole in Kmetri se Q=J=0, dove Msole=2x10(elev 30) Kgrammi laddove per gli altri buchi occorre moltiplicare rsh per un fattore da 1 a 2, ad esempio una stella con massa pari a 1/1000 di Msole alla fine della sua vicenda può creare un buco nero di circa 3 metri di raggio), per cui abbiamo buchi neri supermassicci (M da 100 mila a 10 miliardi di masse solari, raggio del buco di circa 0.001-400 AU ossia da 0.001 a 400 volte la distanza media Sole-Terra=149.6 milioni di Kmetri (più esattamente 149597870.691 Km), magari con formazioni di cunicoli spazio-temporali “teoricamente colleganti” eventi lontani E con E' (ma tali cunicoli hanno la nota caratteristica di restringersi indefinitamente “all'infinito” approssimandovisi-entrandovi, e dato che il raggio aumenta con M ed il volume V col cubo del raggio la sua densità media (M/V) è inversamente proporzionale al quadrato di M (con M pari a circa 180 milioni di Msole la densità media è circa quella dell'acqua in condizioni normali) ); tali buchi supermassivi possono formarsi per aumento di materia partendo da buchi stellari, o per collassamento di grandi nebulose o di ammassi stellari, o da buchi neri primordiali molto prossimi temporalmente al Big-Bang, ed un esempio di tali buchi supermassicci potrebbe essere la sorgente di raggi X Cygnus X-1, ma essi dovrebbero trovarsi al centro di ogni galassia (testimoniato dalla radiazione M-sigma) tipo la Via Lattea (dove vengono emesse potenti onde radio di Sagittarius A e dove le orbite ellittiche di alcune stelle dimostrano la presenza di una grande massa estremamente concentrata (circa 4.1 milioni di Msole=8.17x10(elev 36) Kgrammi) desumibile dal loro periodo orbitale (con raggio minore di 17 ore-luce=18 miliardi di Kmetri ossia pari a 3 volte l'orbita di Plutone ma misure nel 2010 circa indicano che il raggio del buco dovrebbe essere di circa 6.25 ore-luce pari a poco più dell'orbita di Plutone la cui distanza media dal Sole appunto è esattamente 5.447 ore-luce)) ed essere collegato alla loro formazione (circa 300-800 milioni di anni dopo il Big-Beng e dopo la fase di quasar) oltre ad essere i veri motori dinamici di galassie attive come le galassie di Seyfert ed i quasar, e tipo la galassia di Andromeda M31 (collocata a 2.2 milioni di anni-luce dal sistema solare, con al centro un buco nero di 2.2 o 4.6x10(elev 38) Kgrammi ossia di 110-230 milioni di Msole laddove la massa complessiva di Andromeda è 300-400 miliardi di Msole (400 volte la massa della Via Lattea) con diametro di circa 200 mila anni-luce (per cui il suo buco nero centrale ha 1/1750 della massa della sua galassia) e la massa della Via Lattea di 750-1000 milioni di Msole con diametro di circa 100 mila anni-luce e circa 200 miliardi di stelle 


(dunque il buco nero di Andromeda possiede una massa 0.19 volte l'intera massa della Via Lattea)), mentre il più grande buco nero supermassiccio a noi vicino ossia a 53.5 anni-luce sarebbe in M87 con una massa di 6.4x10(elev 9) Msole ovvero 37.6 volte quello di Andromeda e 7.3 volte l'intera massa della nostra galassia (invece il sistema binario in OJ 287 ospita uno tra i buchi neri più massicci oggi conosciuti avente una massa di circa 18 miliardi di Msole ossia pari a 20 volte la massa dell'intera Via Lattea e 1/20 circa della massa di Andromeda), ma altre galassie tipo la galassia nana Henize 2-10 ospitano buchi supermassicci  ed alcune (tipo 0402+379) hanno due buchi neri al loro centro interagenti tra loro in un sistema binario forse dovuto alla fusione di due galassie più antiche e magari emettenti intense onde gravitazionali (od intesa radiazione X come nel 2011 si è osservato in una stella di dimensioni medie)), poi buchi neri intermedi (M di circa mille masse solari e raggio di circa mille Kmetri paragonabile al raggio della Terra, mentre sembra che non si siano formati buchi neri tra qualche migliaia e circa 100 mila Msole massa quest'ultima necessaria per generare buchi supermassicci), poi buchi neri stellari (M di circa 10 masse solari e raggio di circa 30 Kmetri (quale quello del pianetino Eros) originati da una stella che ha avuto l'evoluzione di supernova od esplosione di gamma ray burst, i quali a qualche centinaio di Kmetri di distanza richiederebbero un'accelerazione di gravità intorno a 100 milioni di g per opporsi all'attrazione gravitazionale; ed aggiungendo qualcosa sui buchi neri stellati diciamo che attualmente il più massiccio ha massa 15.65 Msole ma il buco nero contenuto in X dovrebbe avere massa 24-33, ed altri di scoperta recente si trovano all'interno di sistemi stellari binari piuttosto stretti con possibilità di accrescimento di materia dal compagno orbitante e grande emissione di raggi X (buchi neri osservabili indirettamente dagli effetti gravitazionali ma pure per l'emissione di radiazione nelle bande X, e distinguibili dalle stelle neutroniche che mai hanno masse superiori a 3-5 Msole), e nella via Lattea ci sono molti buchi neri stellari (da circa 3 a 12 Msole) quali binarie X a noi più prossimi rispetto al buco supermassiccio nel centro della nostra galassia distante circa 26 mila anni-luce (tipo GRO J1655-40 con massa di 6-6.5, massa del compagno stellare di 2.6-2.8, periodo orbitale di rotazione di 2.8 giorni, distanza dalla Terra di 5000-10000 anni-luce, o A0620-00 con rispettivamente 9-13, 2.6-2.8, 0.33=8 ore, 3500, o XTE J1118+480 con 6.4-7.2, 6-6.5, 0.17, 6200, o Cyg X-1 con 7-13, almeno 18, 5.6=134 ore, 6-8 mila, o V404 Cyg con 10-14, 6, 6.5, 10 mila, o XTE J1819-254 con 10-18, 3, 2.8, non più di 25 mila, o ecc.)), 


e poi microbuchi neri (fino a circa la massa lunare e raggio minore di frazioni di millimetro)); abbiamo visto che la curvatura del tensore metrico aumenta via via che un corpo si avvicina all'orizzonte degli eventi col suo tempo che si dilata asintoticamente all'infinito e la distanza radiale che si contrae indefinitamente (dovuto a massa-velocità per un osservatore esterno lontano, mentre nulla cambierebbe per i fotoni tranne un evidente spostamento di f verso il rosso tendente a 0 sull'orizzonte, laddove intervalli di tempo-distanze sembrano misurare uguali nel sistema di riferimento locale del corpo in avvicinamento finito ed “attraversamento a tempo finito” seppure disgregato dal gradiente del campo gravitazionale (ossia un astronauta che si approssima precipitando in un buco nero, supposta la sua sopravvivenza gravitazionale, si troverebbe a staccare un foglio/giorno dal suo calendario con regolari 60 battiti/minuto del suo cuore


 secondo il suo orologio (86 mila battiti circa per ogni 24 ore o per ogni foglio di calendario) mentre il suo regolo misura 1 metro ed egli misura 1.75 metri con circa 10(elev 27) atomi nel suo corpo, mente il suo peso dipenderà dalle condizioni gravitazionali come detto e come avviene per ogni astronauta differentemente dai fotoni che non hanno neppure questo problema)) mentre all'interno un corpo tende gravitazionalmente al suo centro-singolarità massiccio osservando l'orizzonte come un limite insuperabile (per tutti gli eventi interni) da raggiungere asintoticamente all'infinito (per cui l'orizzonte è veramente un'infinita barriera spazio-temporale xyzt di separazione di fermioni-bosoni-materia-luce-informazione che separa due Universi e dove tutte le nostre leggi fisiche vengono sospese od annullate come le leggi fisiche interne al buco nero (ma il nostro stesso Universo potrebbe essere un buco nero di un altro Universo e noi regredendo nella sua linea universale potremmo dall'interno tendere illimitatamente ed asintoticamente alla sua origine), laddove esisterebbe pure un orizzonte fotonico o sfera fotonica di raggio maggiore e la luce emessa tra questo e l'orizzonte degli eventi può sfuggire lontano dal buco nero), e l'uscita da un buco nero verso uno spazio con diverso tensore metrico 4-dim è teoricamente impossibile o solo teorica (ad esempio seguendo linee universali chiuse di tipo temporale con singolarità Kerr regredendo dunque nel tempo violando il principio di causalità in un modello classico relativistico (ma qui le equazioni einsteiniane perdono significato sebbene lo perderebbero già ai limiti quantistici (nelle teorie ed equazioni della fisica ovviamente è necessario ben distinguere tra le grandezze implicate (le quali sono funzioni sempre regolari e derivabili) ed i loro limiti che potrebbero essere pure infiniti od infinitesimi mentre le grandezze stesse sono sempre finite nel loro campo di validità, ed inoltre è del tutto inutile distinguere tra "limiti fisici" e "limiti matematici" visto che tutti limiti sono strettamente matematici per definizione), mentre ciò potrebbe essere impossibile in meccanica quantistica per altre ragioni) e generando il paradosso del nonno), e dall'ergosfera esterna al buco che trascina ogni corpo-fermioni-bosoni ivi presente essi possono uscire secondo il processo di Penrose con energia maggiore di quella d'entrata ed acquisita dalla momento angolare J; Penrose dimostrò che una volta formatosi un orizzonte degli eventi si ha anche una singolarità interna, e Hawking dimostrò che molte soluzioni relativistiche-cosmologiche del Big-Bang hanno singolarità senza campi scalari e senza  materia esotica od “esotica” (singolarità di Penrose-Hawking), 


ma i buchi neri usualmente si possono formare per collasso gravitazionale di oggetti massicci come le stelle (terminata la fusione nucleare di idrogeno in elio oltre il 90 %, e poi per contrazione-aumento di energia-temperatura di elio in litio-azoto-ecc. fino allo stadio di nana bianca se la massa iniziale non supera quella critica (detta limite di Chandrasekhar pari a 1.44 Msole), e fino alla formazione del ferro terminante la catena delle reazioni di fusione con successiva grande contrazione ed eventuale espansione-esplosione di supernova tipo II col residuo rimanente costituente una stella di neutroni oppure superata la massa di 3Msole (o limite di Oppenheimer-Volkoff che si ritiene di circa 3.8 Msole) verso un collasso inarrestabile generante un vero buco nero) o magari per altri processi fisici implicanti adeguate pressioni sulla massa-energia ad esempio nel primo periodo di vita di frazioni di secondo dell'Universo con formazione di minibuchi neri (con masse dalla massa di Planck a milioni di Msole) per altissime densità ed oscillazioni di densità; tra i prodigiosi effetti osserviamo quello della lente gravitazionale (come fosse un filtro gravitazionale interposto) quando una galassia orbita prospetticamente vicino ed oltre un buco nero (analogamente all'effetto di onde sonore in prossimità dell'ugello di razzi o vettori spaziali-lanciatori a 1-2-3-4 stadi (ugello di de Laval) con propulsione a reazione (la legge dei razzi a reazione è la 3° legge di Newton di azione-reazione (R=-F detta spinta S e misurata in newton o tonnellate forza, dove F=ma e m la massa dei gas espulsi ed a la loro accelerazione dato che la spinta propulsiva non dipende dalla velocità bensì dall'accelerazione ossia dall'acquisto di grande velocità in breve intervallo temporale conferendo conseguentemente al corpo-mezzo anche un ragionevole Delta-V come detto altrove), con propellenti liquidi (tipo benzine-cherosene-alcool etilico-idrogeno-anilina-idrazina con ossidanti ossigeno liquido-acido nitrico, come in Atlas-Titan-Proton(capace di 23 tonnellate fino ad orbite di 300 Kmetri di quota)-Saturno 5(capace di 40-50 tonnellate fin oltre la gravità terrestre, ma riassumiamo qui rapidamente le caratteristiche delle 3 classi di missili Saturno ossia Saturn I (carico utile in orbita bassa LEO di 9 ton, col 1° stadio S-I con 8 motori H-1 a LOX-Kerosene di 83.7x8=670 ton di spinta nominale), col 2° stadio S-IV con 6 motori RL-10 a LOX-Kerosene con spinta nominale di 6.67x6=40 ton, realizzante 10 voli nel periodo 61-65 per lancio satelliti e prove di CSM), Saturno IB (carico utile LEO di 18 ton, col 1° stadio S-IB con 8 motori H-1 per spinta nominale di 670 ton, col 2° stadio S-IVB con 1 motore J-2 a LOX-LH2 di 89 ton di spinta nominale, realizzante 9 voli nel periodo 1966-75 per collaudo CSM, Skylab, ed Apollo-Soyuz), Saturno V(carico utile LEO nominale di 118 ton, carico nominale di trasferimento verso la Luna di 47 ton, col 1° stadio S-IC con 5 motori F-1 a LOX-Kerosene con spinta nominale di 680.4x5=3402 ton, col 2° stadio S-II con 5 motori J-2 a LOX-LH2 con spinta nominale di 100x5=500 ton, col 3° stadio S-IVB con 1 motore J-2 a LOX-LH2 con spinta nominale di 100 ton, realizzante 13 voli nel periodo 1967-73 per missioni lunari e Skylab))-Energia-Ariane-ecc.), o propellenti solidi (ad iniziare dalla storica miscela salnitro(75%)-zolfo(12%)-carbonella(13%) usata in Europa in una battaglia del 1232, ed oggi magari la paraffina, come in ambito militare-aerospaziale-civile e come nella maggior parte dei missili balistici intercontinentali ICBM tipo Titan-Polaris-Minuteman-SS18-SS23-MX e come nel missile Trident II da sottomarino di 60 tonnellate o nei booster dello Space Shuttle statunitense ognuno di 500 tonnellate) o propellenti misti (liquidi-solidi per una miglior manovrabilità nella fase di lancio o nel volo di crociera), 


ad iniziare dagli esperimenti di Goddard nel 1926 nel Massachusetts fino al 1° razzo efficiente ossia il prototipo tedesco V-2 di W. von Braun a Peenemunde nel 1942 (von Braun è un personaggio che con qualche sforzo potremmo pure porre nel “gruppo-famiglia dell'ingegneria” assieme a Leonardo da Vinci, Meucci, Edison, Marconi, Hollerith, ecc., e seppure avesse poche analogie con Archimede (dava piuttosto l'impressione di un “bambinone che voleva o doveva volare” sebbene avesse sempre fatto volare altri (ed allunare altri) e se avesse fatto pure l'astronauta probabilmente non sarebbe arrivato sulla Luna con le sue sole forze) il quale Archimede aveva esclamato “Datemi un punto d'appoggio e vi solleverò il mondo” (riportato ciò da Pappo) ossia “Da  mihi ubi consistam et terram movebo” seppure Archimede probabilmente parlava in greco e non in latino (un punto d'appoggio ce l'aveva a circa 384 mila Kmetri di distanza ma deve aver lasciato stare soprattutto perchè gli mancava piuttosto una leva adatta, infatti tramite punto di appoggio e leva archimedea (con braccio lungo qualche decina-centinaia di miliardi di miliardi di Km) utilizzata da un individuo sui 90-100 Kgr-peso si sarebbe spostata la Terra di qualche centimetro in un tempo di qualche miliardo di anni, ma provi il lettore a calcolare meglio il valore secondo la legge della leva ed il tempo secondo l'accelerazione impressa pensando i corpi celesti reciprocamente fermi e non in rivoluzione e rotazione), sarà piuttosto von Braun a sollevare qualcosa (non molto ossia una massa di circa 50-100 tonnellate, proprio fino alla distanza di circa 384 mila Km), ma Archimede (ed anche Erone ed altri) avrebbe potuto tentare di sollevare qualcosa ad esempio riempiendo una sfera cava di fuoco greco (sapeva anche il volume V=(4/3)πR(elev 3), un propellente solido di cui non poteva non sapere l'origine, ma sarebbe stato solo divertente ammirare dei fuochi d'artificio), e poi ai razzi operativi tipo come potremmo dire i pionieristici razzi tedeschi Aggregat (ossia la già citata famiglia A1-A2-...-A12 di razzi di W. von Braun del periodo tedesco 1933-45 fino ai primi anni del dopoguerra, di cui particolarmente noto ed operativo è A4 ossia il razzo Vergeltungswaffe 2 o V2, ma il 1° Aggregat A1 di W. Dornberger venne progettato nel '33 nel programma della Wehrmacht aeronautica presso Kummersdorf (lungo 1.4 metri, con un diametro di 30 centimetri, massa di 150 Kgrammi (di cui 40 Kgr di combustibile ossia ossigeno liquido ed alcool), tempo di accensione di circa 16 secondi) e mai utilizzato dato l'intrinseco malfunzionamento, sebbene da esso nacque il più perfezionato A2 (lungo 1.6 metri, 30 centimetri di diametro, massa di 107 Kgr (35 Kgr di ossigeno-alcool) capace di raggiungere 3500 metri di quota)


col 1° lancio (nominato Max) il 19dic34 ed il 2° ed ultimo lancio (Moritz) il 20dic34, quindi nacque A3 quale 1° razzo di grandi dimensioni di von Braun (lungo 6.74 metri, diametro di 67 centimetri, massa al lancio di 740 Kgr, motore alimentato con la medesima miscela LOX-alcool con in aggiunta un serbatoio di azoto riscaldato per ottenere la corretta pressurizzazione del propellente, tempo di accensione di 45 secondi, nonché 1° razzo portante un sistema di controllo-guida con 3 giroscopi, 2 accelerometri, e 1 camera da ripresa sulla cima del missile) col 4 lanci tutti falliti nel periodo 4dic-11dic37 (come vede il lettore la Luna è ancora lontana, seppure passeranno solo 31 anni per giungere a lug69 con Armstrong camminante sul Mare della Tranquillità... mentre nel frattempo si svilupperanno missili ad uso militare e da questo A3 nascerà pure A5), poi si sviluppò A4-V2 quale 1° vero razzo operativo a propellente liquido realizzato in più di 6 mila unità che costituirà la base per la futura costruzione dei razzi USA-URSS-Europa-Francia (lungo 14 metri, diametro di 1.65 metri, massa di 12805 Kgr, altezza massima raggiunta di 200 Kmetri, distanza-gittata massima di 320 Kmetri, lanciabile da terra, oppure lanciabile dall'aria quale arma antiaerea (Wasserfall), o lanciabile da sommergibile (ma mai utilizzato), oppure la versione incrementata A4b pilotabile (2 lanci senza pilota) col 1° lancio di prova avvenuto il 23mar42 come detto a Peenemunde, poi senza seguire qui una esatta cronologia storica si svilupperà A5 quale banco di prova nel periodo '38-42 per i perfezionati V2 degli anni '40 (razzo lungo usualmente 5.82 metri, diametro di 78 centimetri, e massa di 900 Kgr), poi verrà A6 (quale missile con statoreattore pilotato per ricognizioni fotografiche non intercettabile-inattaccabile, lungo 15.75 metri, diametro di 6.33 metri, per raggiungere una quota di circa 95 Kmetri con ridiscesa supersonica in atmosfera, successiva accensione dello statoreattore per volare a 2900 Km/h=805 m/sec per 15-20 minuti e successivo atterraggio in aeroporto o tramite paracadute, ma il competente Ministero tedesco non l'accettò seppure nel 2° dopoguerra, 


però è da tali studi che si svilupperanno i primi missili da crociera senza pilota con statoreattore ossia SM-64 Navaho USA e Burya URSS), poi verrà studiato A7 (con massa di circa 1 tonnellata) quale prototipo e prova per A9 seppure mai costruito, poi ancora troviamo A8 quale versione più lunga di V2 del '41 con propellenti immagazzinabili-stoccabili ma mai realizzato seppure successivamente i francesi da esso svilupperanno il progetto Super V-2 ossia un IRBM ma razzo mai costruito (anche se ciò sarà la base per la nascita dei razzi francesi Veronique e Diamant e molto più in là del noto Ariane 1), quindi nel '44 si sviluppò A9 quale aereo a razzo ossia una specie di V2 con pilota ma programma poi bocciato dal comando tedesco (però von Braun continuò a lavorarvi per portare un carico di 1 tonnellata a 600 Km di distanza in circa 1000 secondi=17 minuti, ed una versione A9 senza pilota diverrà il 2° stadio del razzo balistico A9/A10), poi verrà il grande missile balistico intercontinentale A9/A10 quale 1° esempio storico di missile ICBM pensato nel '40 con distanza-gittata stimata di circa 5 mila Kmetri nonchè previsto operativo nel '46 ma progetto bocciato nel '43 a favore della produzione di molti razzi V2 (esso era un razzo a 2 stadi col 1° stadio A10 formato da un insieme di 6 camere di usuali V2, lungo 41 metri, diametro di 4.12 metri, massa di 85.3 tonnellate con carico utile di 1 tonnellata), poi portato avanti dal '44 il razzo a 3 stadi A9/A10/A11 quale ICBM oppure quale lanciatore di un satellite di circa 500 Kgr in orbita bassa fino a 300 Km di quota (col 1° stadio A11 formato da 6 motori di A10, ed il 2°-3° stadio come il razzo A9/A10 muniti di ali per azioni belliche di bombardamento o per recupero, lungo 41.5 metri, diametro di 8.1 metri, massa al lancio di 586 tonnellate), ma nel periodo '48-52 von Braun pensò pure al razzo a 4 stadi A9/A10/A11/A12 (con un nuovo gigantesco 1° stadio A12 composto di 50 motori di A10, alto circa 70 metri, diametro forse di 11 metri (3 metri più di Saturno V il quale ultimo sarà invece ideato nel '58), con massa al lancio di più di 4 mila tonnellate, onde collocare in orbita bassa a 300 Km un carico utile di circa 10 tonnellate)), poi i razzi vettore R-7 o Semerka (codice Nato SS-6 Sapwood od “alburno-durame”) quale 1° storico missile balistico intercontinentale ICBM, alto 34 metri, diametro di 3 metri, massa di 280 tonnellate, gittata di 8800 Km ma con bassa precisione sull'obiettivo di circa 5 Km (abbiamo altrove scritto che una versione modificata di R-7, capace di un carico utile orbitale di 500 Kgr, portò in orbita Sputnik 1 il 4ott57 e poi Sputnik 2); nel 1953 il governo sovietico richiese a OKB-1 di Kaliningrad la costruzione di un missile di 170 tonnellate, carico utile di 300 Kgr, gittata di almeno 8 mila Km, ed i primi test al suolo di 8K71 iniziarono alla fine del '53 con la prima prova il 15mag57 al cosmodromo di Bajkonur (Centro per i lanci la cui iniziale costruzione è datata al '50-51) non ben riuscita ed il primo volo riuscito ad ago57 (ossia 2 mesi avanti il lancio di Sputnik 1 e quindi dell'inizio della corsa URSS-USA alla conquista dello spazio esterno prossimo; da Wikipedia riportiamo anche qualche informazione sul primo cosmodromo russo “Il cosmodromo di Bajkonur (in russo Kosmodrom Bajkonur), anche chiamato Tjuratam, è la più vecchia base di lancio del mondo ancora utilizzata. Fu costruito dall'Unione Sovietica, ed ora è sotto l'amministrazione russa, nonostante geograficamente si trovi in Kazakistan, a circa 200 Km a est del lago d'Aral, distante circa 32 Km dalla città di Baiqonyr, nella zona centro-meridionale del paese, a 560 Km dal confine russo. Storia. Era sovietica. Le strutture furono realizzate alla metà degli anni cinquanta come centro per missili a lungo raggio, ma successivamente è stato ampliato per ospitare lanci spaziali. Una cittadina di supporto fu costruita attorno alle strutture del centro, e fornita di appartamenti, scuole ed il necessario per gli operai del centro. Raggiunse lo status di città nel 1966 e venne chiamata Leninsk, ma nel 1995 è stata ribattezzata Bajkonur. Sono molti i voli entrati nella storia partiti da qui: il primo lancio riuscito di un satellite artificiale il 4 ottobre 1957 (Sputnik 1), il primo lancio verso lo spazio con a bordo un uomo (Jurij Gagarin nel 1961), ed il lancio con a bordo una donna (Valentina Tereskova nel 1963). Nel 1960, durante il collaudo a terra del razzo R-16, avvenne una potente esplosione che causò 78 vittime. Il fatto, tenuto nascosto sino al 1989, è noto come catastrofe di Nedelin. Il 15 novembre 1988 avvenne il primo ed unico lancio della navetta Buran 1.01, compiendo in 206 minuti due orbite in modo totalmente automatizzato e senza equipaggio, prima di rientrare a terra al Cosmodromo. Origine del nome. Il nome è stato dato per fuorviare i paesi occidentali sul reale luogo del cosmodromo, suggerendo che si trovasse vicino a Bajkonur, una città mineraria a circa 100 Km a nord-est della base spaziale. Era post sovietica. Il programma continuò anche dopo la dissoluzione dell'Unione Sovietica nel 1991, sotto la direzione della Comunità degli Stati Indipendenti. Nel marzo del 1996 la Russia accettò di pagare 115 milioni di $ all'anno al Kazakistan per l'utilizzo del centro (il contratto ha durata di 20 anni con la possibilità di prolungamento per altri 10). Nel 2004 la Russia è riuscita, dopo lunghe contrattazioni, ad allungare la durata del contratto fino al 2050 allo stesso prezzo. Durante questa lunga disputa tra Russia e Kazakistan per il pagamento dell'affitto, nel 2010, la Russia ha incominciato la costruzione di un altro cosmodromo: il cosmodromo Vostocnyj nell'Oblast' dell'Amur (Russia orientale), al fine di sostituire quello di Bajkonur. Il 28 dicembre 2005 dalla base è avvenuto il lancio del primo satellite del programma di prova del sistema europeo di posizionamento GPS Galileo. Funzionalità. 
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   Capitolo 8. Parte 2.   


Verso l'avvento del rigore matematico. 






	Bajkonur era il centro principale di funzionamento dell'ambizioso programma spaziale sovietico da prima degli anni sessanta fino agli ottanta ed è dotato di attrezzature per il lancio di velivoli spaziali con e senza equipaggio umano. Può supportare una vasta gamma di razzi vettori: Sojuz, Proton, Cyklon, Dnepr e Zenit. Svolge un ruolo essenziale nello schieramento e nelle operazioni di routine della Stazione Spaziale Internazionale ISS prima dell'uso dei lanciatori di SpaceX e prima della guerra Russia-Ucraina, e dal 2019 è nella fase di necessario ammodernamento (con l'abbandono della storica rampa Sito 1 (di Sputnik 1 e di Vostok 1 con Gagarin), mantenendo al momento attiva la sola rampa Sito 31). Trasporti. Tutta la logistica è affidata al trasporto ferroviario a circuito interno, con uno scartamento allargato a 1520 mm, tipico delle ferrovie russe. La ferrovia è usata per la preparazione di tutti i lanci ed in particolar modo per il trasporto dei lanciatori.”), 


vennero quindi apportate al lanciatore fondamentali modifiche ottenendo 8K74 (con motori più potenti, minor massa con maggior quantità di propellente kerosene-ossigeno liquido, migliori e più precisi sistemi di guida-navigazione, onde portare un carico utile di 5370 Kgr=5.37 tonnellate a 12 mila Km di distanza) coi primi test a feb-dic59 divenendo operativo nel '59 a Pleseck (4 rampe) e Bajkonur (2 rampe), ma progetto R-7 dal costo elevatissimo (forse il 5 % di tutto il bilancio della Difesa URSS) e con grandi piattaforme fisse di lancio (non mimetizzabili al rilevamento degli aerei spia U-2 statunitensi in azione dal 1955, quindi facilmente individuabili e distruggibili, e razzo caratterizzato dall'enorme tempo necessario al lancio (anche 20 ore, come i vecchi missili R-12 o SS4 Sandal e R-14 o SS5 Skean da cui in realtà parzialmente derivava, ricordando che, dopo il fallito sbarco del 17-19apr61 di esuli cubani anticastristi nella zona sud-ovest di Cuba alla Baia dei Porci (battaglia di Girón, dovuto al precedente “Programma per un'azione segreta contro il regime di Castro” (“A Program of Covert Action against the Castro Regime”) nome in codice Jmarc poi denominato “Operazione Pluto” poi cambiato in “Operazione Trinidad” e quindi chiamato “Operazione Zapata”, con campo d'addestramento in basi in Florida e Guatemala), addestrati dalla CIA e dal generale dell'esercito statunitense Edward Lansdale ma USA-CIA rimasero ufficialmente fuori da quell'impresa (con forze USA-anticastriste-Concilio Rivoluzionario Cubano di 1453 uomini, 16 B-26 e 6 navi da guerra e comandanti USA, e forze di Cuba di 20000 uomini, 9000 poliziotti armati e 200000 uomini della milizia rivoluzionaria), dopo un accordo segreto tra Chruscev e Fidel Castro avvenuto nel lug1962 comprendente pure la realizzazione di sistemi missilistici a Cuba, allora rampe per varianti SS4-SS5 vennero pure state installate a Cuba (con portata fino a 4 mila Km) e poi smantellate alla fine del '62 dopo la nota crisi dei missili USA-URSS del 16-28ott62 con termine del blocco navale il 21nov62 (la Crisi dei missili di Cuba o Crisis de Octubre o crisi dei Caraibi), come sapranno i lettori che hanno vissuto gli inizi anni '60, evidentemente anche perchè l'odore del legno di sandalo o magari l'odore dei sandali (proletari) non doveva essere troppo gradito a chi portava costose scarpe... irlandesi (od italiane?; leggiamo su Wikipedia “Gli Stati Uniti erano preoccupati per un'espansione del comunismo a livello mondiale ed il fatto che vi fosse un paese dell'America latina apertamente alleato con l'Unione Sovietica era considerato inaccettabile fin dall'inizio della guerra fredda ed in applicazione della nota dottrina Monroe (sostanzialmente “L'America agli americani” del 1862, quando al Congresso James Monroe affermò che gli Stati Uniti non avrebbero tollerato alcuna intromissione negli affari americani, ad eccezione delle colonie americane di proprietà europea, da parte delle potenze del vecchio continente, con riferimento alla colonizzazione europea dell'America). Gli Stati Uniti erano stati umiliati pubblicamente dalla fallita invasione della Baia dei Porci tentata nell'apr1961 ed attuata dal presidente John F. Kennedy tramite la CIA sotto la spinta degli esuli cubani. In seguito, l'ex presidente Dwight Eisenhower disse a Kennedy che "il fallimento della Baia dei Porci incoraggerà i sovietici a fare qualcosa che altrimenti non avrebbero fatto". La mancata invasione convinse il premier sovietico Nikita Chruscev ed i suoi consiglieri che Kennedy fosse indeciso e, come scrisse un consigliere sovietico, “troppo giovane, intellettuale, non preparato bene per il processo decisionale in situazioni di crisi... troppo intelligente e troppo debole”). Inoltre, l'impressione di Chruscev sulla debolezza di Kennedy, venne confermata dalla risposta del presidente durante la crisi di Berlino del 1961 e dalla costruzione del muro di Berlino. Parlando ai funzionari sovietici dopo la crisi, Chruscev affermò, “so per certo che Kennedy non ha un forte seguito, né, generalmente, ha il coraggio di far fronte a una sfida seria”. Disse anche a suo figlio Sergej che su Cuba, Kennedy "farebbe un sorriso, farebbe anche di più un sorriso, e poi accetterebbe". Nel gen1962, il generale dell'esercito statunitense Edward Lansdale preparò piani per rovesciare il governo cubano in un rapporto segreto (parzialmente declassificato nel 1989) rivolto a Kennedy ed ai funzionari coinvolti nell'operazione Mongoose. Agenti della CIA o "percettori" della Special Activities Division dovevano essere infiltrati in Cuba per effettuare sabotaggi ed organizzare attività sovversive. Nel feb62, gli Stati Uniti lanciarono un embargo contro Cuba e Lansdale presentò un calendario top-secret di 26 pagine per l'attuazione del rovesciamento del governo cubano, confidando in operazioni di guerriglia che sarebbero dovute incominciare tra ago e set62. Secondo i piani, "l'inizio della rivolta e il rovesciamento del regime comunista" sarebbero avvenuti nelle prime due settimane di ott62. Quando Kennedy nel 1960 corse per la presidenza, una delle sue principali questioni elettorali era un presunto "divario missilistico" in sfavore dei sovietici che, tuttavia, si presumeva avrebbe potuto assottigliarsi. Nel 1961, i sovietici possedevano solo 4 missili balistici intercontinentali R-7 Semerka. Entro l'ott dell'anno successivo avrebbero potuto contare su di un arsenale di alcune dozzine, con alcune stime degli apparati di intelligence che parlavano di 75 missili R-7. D'altro canto, gli Stati Uniti avevano 170 ICBM e stavano rapidamente costruendone altri. Vantavano altresì una flotta di 8 sottomarini lanciamissili balistici classe George Washington e classe Ethan Allen, con la possibilità di lanciare ciascuno fino a 16 missili UGM-27 Polaris, con una portata di 2.500 miglia nautiche (circa 4600 Km). Chruscev aumentò i timori negli statunitensi quando dichiarò che i sovietici stavano costruendo missili "come le salsicce", ma in realtà i loro numeri e le loro capacità missilistiche non erano vicine alle sue affermazioni. L'Unione Sovietica disponeva di missili balistici a media portata, circa 700, ma erano molto inaffidabili e imprecisi. Gli Stati Uniti possedevano un considerevole vantaggio nel numero totale di testate nucleari (circa 27.000 contro 3.600) e nella tecnologia richiesta per il loro impiego. Gli Stati Uniti vantavano anche maggiori capacità missilistiche difensive, navali e aeree, tuttavia i sovietici possedevano un vantaggio di 2:1 nelle forze terrestri convenzionali, comprese le dotazioni di cannoni e carri armati, schierati in particolare nel teatro europeo. Nel mag1962, il premier sovietico Nikita Chruscev era persuaso dall'idea di contrastare il crescente potere degli Stati Uniti nello sviluppo e nella diffusione di missili strategici schierando missili nucleari sovietici a Cuba, nonostante i dubbi dell'ambasciatore sovietico a L'Avana, Aleksandr Ivanovic Alekseev, che sosteneva che Castro non avrebbe accettato questa situazione. Chruscev si trova nel dover affrontare una situazione strategica in cui gli Stati Uniti erano considerati in grado di "sparare il primo colpo nucleare" mettendo così l'Unione Sovietica in un enorme svantaggio. Nel 1962, i sovietici avevano solo 20 ICBM in grado di colpire gli Stati Uniti con testate nucleari, il cui lancio doveva avvenire dall'interno dell'Unione Sovietica. La scarsa precisione e l'inaffidabilità dei missili sollevava, inoltre, seri dubbi sulla loro efficacia. Una nuova generazione più affidabile di ICBM diventerà operativa solo dopo il 1965. Pertanto, la capacità nucleare sovietica nel 1962 fu meno concentrata sugli ICBM rispetto ai missili balistici a media gittata (MRBM e IRBM). Questi vettori erano in grado, dopo essere lanciati dal territorio sovietico, di colpire gli alleati statunitensi e la maggior parte dell'Alaska ma non tutto il resto degli Stati Uniti. Graham Allison, direttore del Belfer Center for Science and International Affairs dell'Università di Harvard, sottolinea che: "l'Unione Sovietica non poteva eliminare lo sbilanciamento nucleare mediante l'introduzione di nuovi ICBM sul proprio terreno. Per affrontare la minaccia aveva poche possibilità tra cui spostare le armi nucleari esistenti in luoghi in cui poteva raggiungere gli obiettivi statunitensi". Un secondo motivo per cui i missili sovietici furono dispiegati a Cuba fu perché Chruscev voleva portare Berlino Ovest, in quel momento controllato da americani, inglesi e francesi, all'interno della Germania est comunista, appartenente all'orbita sovietica. I tedeschi orientali ed i sovietici consideravano il controllo occidentale su una porzione di Berlino una grave minaccia per la Germania orientale. Chruscev fece quindi di Berlino Ovest il campo di battaglia centrale della guerra fredda. Chruscev credeva che se gli USA non avessero fatto nulla per i missili presenti a Cuba, egli poteva annettere anche Berlino ovest usando detti missili come deterrente contro eventuali reazioni occidentali. Se gli Stati Uniti avessero tentato di affrontare i sovietici dopo aver saputo dei missili, allora Chruscev avrebbe potuto chiedere di negoziarli in cambio di Berlino Ovest. Poiché Berlino era considerata strategicamente più importante di Cuba, tale compromesso avrebbe significato un successo per Chruscev. All'inizio dello stesso anno, un gruppo di esperti sovietici di costruzioni militari e di missili ha accompagnato una delegazione agricola all'Avana ottenendo anche un incontro con il leader cubano Fidel Castro. La leadership cubana temeva fortemente che gli Stati Uniti avrebbero tentato nuovamente di invadere Cuba e quindi approvarono con entusiasmo l'idea dei missili nucleari sulla loro isola. Tuttavia, secondo un'altra fonte, Castro si oppose a tutto ciò per via del timore che lo avrebbe fatto apparire come un burattino sovietico, ma venne persuaso dal fatto che i missili a Cuba avrebbero irritato gli Stati Uniti e aiutato gli interessi di tutto il movimento socialista. Inoltre, la fornitura avrebbe incluso anche armi tattiche a breve distanza (con una portata di 40 Km, utilizzabili solo contro mezzi navali) che gli avrebbero fornito un "ombrello nucleare" a protezione dell'isola. Tutta la pianificazione e la preparazione riguardo al trasporto e alla messa in funzione dei missili venne eseguita con la massima riservatezza e solo pochi conoscevano l'esatta natura della missione. Anche al personale militare dedicato alla missione vennero date volutamente informazioni erronee per sviare i sospetti, tanto che gli venne indicata una regione fredda come obbiettivo e vennero equipaggiate di scarponi da sci, pattini e altre attrezzature invernali. Il nome in codice era Operazione Anadyr': il fiume Anadyr' entra nel Mare di Bering e Anadyr' è anche la capitale della Cukotka ed una base di bombardieri nell'Estremo oriente russo. Tutte le misure erano destinate a nascondere il programma sia al pubblico interno sia all'esterno. Il 7set62, l'ambasciatore sovietico negli Stati Uniti, Anatolij Fedorovic Dobrynin, assicurò l'ambasciatore statunitense alle Nazioni Unite Adlai Stevenson che l'Unione Sovietica stava fornendo a Cuba solo armi difensive. L'11set62, l'Agenzia russa di informazione telegrafica annunciò che l'Unione Sovietica non aveva alcuna necessità o intenzione di introdurre missili nucleari offensivi in Cuba. Il 13ott Dobrynin negò che i sovietici avessero pianificato di schierare armi offensive a Cuba. Il 17ott, il funzionario dell'ambasciata sovietica Georgij Bol'sakov consegnò al presidente Kennedy un messaggio personale da parte di Chruscev di rassicurazioni un quanto si asseriva che "in nessun caso potrebbero essere inviati missili di superficie a Cuba". Già dall'ago1962, gli Stati Uniti però sospettavano che i sovietici stessero schierando missili a Cuba. Durante quel mese i servizi di intelligence raccolsero informazioni sulla presenza nell'isola di aerei MiG-21 costruiti in Russia e di bombardieri leggeri Ilyushin Il-28. Gli aerei spia Lockheed U-2 dimostrarono che vi erano a Cuba 8 siti equipaggiati con missili terra-aria S-75 Dvina. Ciò fece destare i sospetti in quanto il direttore della CIA John A. McCone rilevò che tali apparati "hanno senso solo se Mosca intendesse usarli per proteggere una base per missili balistici rivolti contro gli Stati Uniti". Il 10ago scrisse una nota a Kennedy in cui predisse che i sovietici stavano preparandosi a schierare missili balistici a Cuba. La prima fornitura di missili R-12 fece il suo arrivo sull'isola caraibica la notte dell'8set62, seguita da una seconda il 16set. L'R-12 era un missile balistico a media portata MRBM, capace di trasportare una testa termonucleare. Si trattava di un missile vettore alimentato a propellenti liquidi da rifornire in una sola fase, trasportabile su strada e che poteva causare un'esplosione nucleare da 1 Mton. I sovietici stavano costruendo 9 siti, 6 per i missili a medio raggio R-12 con una gittata di 2.000 Km e 3 per i missili balistici R-14 con una portata massima di 4.500 Km. Nel 1959 il governo sovietico si rese conto che un'eventuale futura guerra sarebbe stata condotta con armi nucleari cosicché nello stesso anno furono costituite le "Forze Missilistiche Strategiche"; poco tempo dopo, in risposta al programma di riarmo di Kennedy (che aveva disposto missili nucleari a medio raggio Jupiter in Turchia), il governo sovietico, preoccupato per la chiara inferiorità delle sue forze strategiche, decise di installare alcune armi nucleari a Cuba, notoriamente uno stato caraibico al largo della costa della Florida che a seguito della rivoluzione guidata da Fidel Castro aveva recentemente instaurato un governo comunista sull'isola. Il governo di Cuba, dal canto suo, cercò il supporto dell'Unione Sovietica dopo il collasso delle relazioni con gli Stati Uniti conseguente all'esproprio delle proprietà americane a Cuba e al successivo tentativo di invasione dell'isola da parte di esuli cubani e mercenari appoggiati dalla CIA, conosciuto come Invasione della baia dei Porci. La strategia sovietica teneva conto di due aspetti: il primo era di difendere questo nuovo stato comunista dagli USA o da un'invasione appoggiata da questi; il secondo invece mirava a riequilibrare la bilancia del potere strategico nucleare, che pendeva dalla parte degli Stati Uniti. Oltre ai siti missilistici Jupiter in Italia (dopo il rifiuto della Francia), gli USA avevano di recente incominciato a schierare missili in Turchia, che minacciavano direttamente le regioni occidentali dell'Unione Sovietica. La tecnologia sovietica era ben sviluppata nel campo dei missili balistici a medio raggio MRBM, in confronto a quelli intercontinentali ICBM. I sovietici ritenevano che non sarebbero riusciti a raggiungere la parità negli ICBM prima del 1970, ma videro che un certo tipo di uguaglianza poteva essere raggiunta rapidamente, posizionando dei missili a Cuba. Gli MRBM sovietici a Cuba, con un raggio d'azione di circa 1.600 Km, potevano minacciare Washington e circa metà delle basi SAC statunitensi, con un tempo di volo inferiore a 20 minuti. In aggiunta, il sistema di difesa radar statunitense era orientato verso l'URSS, e avrebbe fornito scarso preavviso in caso di un lancio da Cuba. Nikita Chruscev aveva concepito il piano nel mag1962, e per la fine di lug, oltre sessanta navi sovietiche erano in rotta verso Cuba, con alcune di esse che trasportavano materiale militare. John A. McCone, il direttore della CIA, avvertì Kennedy che alcune delle navi stavano probabilmente trasportando missili, ma a una riunione tra John e Robert Kennedy, Dean Rusk e Robert McNamara, prevalse l'idea che i sovietici non avrebbero tentato un'impresa (temeraria) simile. Un U-2 in volo a fine ago fotografò una nuova serie di postazioni SAM che venivano costruite, ma il 4set Kennedy disse al Congresso che non c'erano missili "offensivi" a Cuba. Nella notte dell'8set62, la prima consegna di MRBM SS-4 Sandal venne scaricata a L'Avana e un secondo carico arrivò il 16set. I sovietici stavano costruendo 9 siti, 6 siti per gli SS-4 e 3 siti per gli SS-5 Skean a più lungo raggio (fino a 3.500 Km e più). L'arsenale pianificato era di 40 rampe di lancio, con un incremento del 70% della capacità offensiva sovietica durante il primo colpo. Un numero di problemi non legati alla vicenda fece sì che i missili non venissero scoperti fino al volo di un U-2 del 14ott62, che mostrava chiaramente la costruzione di una postazione per SS-4 vicino a San Cristóbal. Per il 19ott, i voli degli U-2 (ora praticamente continui) mostrarono che 4 postazioni erano operative. Inizialmente, il governo statunitense tenne l'informazione segreta, rivelandola solo ai quattordici ufficiali chiave del comitato esecutivo. Il Regno Unito non venne informato fino alla sera del 21ott. Il presidente Kennedy, in un appello televisivo del 22ott62, annunciò la scoperta delle installazioni e proclamò che ogni attacco di missili nucleari proveniente da Cuba sarebbe stato considerato come un attacco portato dall'Unione Sovietica e avrebbe ricevuto una risposta conseguente. Kennedy, come detto, ordinò anche una quarantena navale su Cuba, per prevenire ulteriori consegne sovietiche di materiale militare. Il termine “quarantena” fu preferito a quello di “blocco navale” in quanto quest'ultimo, secondo le consuetudini del diritto internazionale avrebbe potuto essere considerato come un atto di guerra e avrebbe comportato un'immediata risposta militare sovietica. Per tutta la durata della crisi, i responsabili dello Stato maggiore americano insistettero perché il riluttante presidente USA ordinasse un'immediata azione militare per eliminare le rampe missilistiche prima che queste diventassero operative. A Cuba, durante i giorni della crisi, si trovavano 140 testate nucleari di provenienza sovietica, delle quali 90 erano "tattiche". Robert McNamara, Segretario della Difesa durante il Governo Kennedy, dichiarò di avere appreso la notizia direttamente da Fidel Castro, anni dopo, e di come Castro avesse chiesto a Chruscev di usare queste testate per attaccare gli Stati Uniti. Il generale Curtis LeMay (Capo di stato maggiore dell'aviazione degli Stati Uniti), disse: "Attacchiamo e distruggiamo completamente Cuba". Gli ufficiali discussero le varie opzioni: 1 bombardamento immediato delle postazioni, 2 appello alle Nazioni Unite per fermare l'installazione, 3 blocco navale, 4 invasione di Cuba. Il bombardamento immediato venne subito scartato (per le sue conseguenze militari), così come un appello alle Nazioni Unite che avrebbe portato via molto tempo. La scelta venne ridotta ad un blocco navale e un ultimatum, o ad una invasione di Cuba su vasta scala. Venne scelto infine il blocco navale, anche se ci fu un numero di falchi (soprattutto Paul Nitze, Clarence Douglas Dillon e Maxwell Taylor) che continuarono a spingere per un'azione più dura. L'invasione venne pianificata, e le truppe vennero radunate in Florida anche se con 40.000 soldati sovietici a Cuba, completi pure di armi nucleari tattiche, la forza di invasione non era certa del suo successo. Ci furono diverse questioni legate al blocco navale. C'era il problema della legalità - come fece notare Fidel Castro, non c'era niente di illegale circa le installazioni dei missili; erano sicuramente una minaccia agli USA, ma missili simili, puntati verso l'URSS, erano posizionati in Gran Bretagna, Italia e Turchia. Quindi se i sovietici avessero provato a forzare il blocco navale, il conflitto avrebbe potuto esplodere a seguito di una escalation delle rappresaglie. Kennedy parlò al popolo statunitense (ed al governo sovietico), in un discorso televisivo del 22ott62. Egli confermò la presenza dei missili a Cuba ed annunciò che era stata imposta una quarantena di 800 miglia (circa 1280 Km) attorno alla costa cubana, avvertendo che i militari "erano preparati per ogni eventualità", e condannando la "segretezza e l'inganno" sovietici. Il caso venne definitivamente provato il 25ott, in una sessione d'emergenza dell'ONU, durante la quale l'ambasciatore statunitense Adlai Stevenson mostrò le fotografie delle installazioni missilistiche sovietiche a Cuba, subito dopo che l'ambasciatore sovietico Zorin ne aveva negato l'esistenza. Chruscev, infatti, aveva inviato delle lettere a Kennedy il 23 e 24 ott, sostenendo la natura deterrente dei missili a Cuba e le intenzioni pacifiche dell'Unione Sovietica. Quando Kennedy pubblicizzò apertamente la crisi, il mondo intero entrò in uno stato di terrore. La gente incominciò a parlare ed a preoccuparsi apertamente di un'apocalisse nucleare, ed esercitazioni per una tale emergenza si tennero quasi quotidianamente in molte città. Il 24ott Papa Giovanni XXIII inviò un messaggio all'ambasciata sovietica a Roma da trasmettere al Cremlino in cui espresse la sua preoccupazione per la pace. In questo messaggio dichiarò: "Noi chiediamo a tutti i governi di non rimanere sordi a questo grido di umanità e di fare tutto quello che è nel loro potere per salvare la pace". Pur non essendo stati ancora pubblicati i documenti dell'Archivio Vaticano, è probabile che il messaggio del Papa fu affiancato da iniziative della diplomazia vaticana nei confronti del cattolico Kennedy e sull'Unione Sovietica, per tramite del governo italiano, presieduto allora dal democristiano Amintore Fanfani. I sovietici, infatti, fecero pervenire subito dopo due differenti proposte al Governo degli Stati Uniti. Il 26ott offrirono di ritirare i missili da Cuba in cambio della garanzia che gli USA non avrebbero invaso Cuba, né appoggiato un'invasione. La seconda proposta venne trasmessa da una radio pubblica il 27ott, chiedendo il ritiro delle testate atomiche americane dalla Turchia e dall'Italia (36° Brigata aerea interdizione strategica). Poiché in quella stessa mattinata, nella capitale degli Stati Uniti, era presente Ettore Bernabei, uomo di fiducia di Fanfani, già con l'incarico di consegnare al Presidente Kennedy una nota del governo italiano con la quale si accettava il ritiro dei missili dalla base italiana, non è improbabile che la mediazione diplomatica sia stata abilmente concertata tra il Vaticano e Palazzo Chigi. Llewellyn E. "Tommy" Thompson Jr., ex ambasciatore a Mosca, conosceva bene Chruscev, e forse riuscì a convincere Kennedy a patteggiare il ritiro dei missili russi da Cuba in cambio della promessa americana di non invadere mai più Cuba come avevano tentato con lo Sbarco nella Baia dei Porci. La crisi raggiunse l'apice il 27ott, quando un Lockheed U-2 statunitense - per iniziativa di un ufficiale locale - venne abbattuto su Cuba e un altro che volava sulla RSFS Russa venne quasi intercettato. Il generale Thomas S. Power, a capo del Comando Aereo Strategico USA (SAC), mise le sue unità in stato di allerta DEFCON 2 preparandole per un'immediata azione senza consultare la Casa Bianca. Allo stesso tempo, i mercantili sovietici si stavano avvicinando alla zona di quarantena; in un caso, si apprese quarant'anni dopo, circa un sottomarino sovietico della loro scorta militare che valutò la possibilità di lanciare un missile con testata nucleare. Kennedy rispose accettando pubblicamente la prima delle offerte sovietiche ed inviando il fratello Robert all'ambasciata sovietica, per accettare la seconda in privato: i missili Jupiter con testata nucleare installati in Turchia ed in Italia sarebbero stati rimossi. Le navi sovietiche tornarono indietro e il 28ott; Chruscev annunciò di aver ordinato la rimozione dei missili sovietici da Cuba. Soddisfatto della rimozione dei missili sovietici, il Presidente Kennedy ordinò la fine della quarantena su Cuba il 20-21nov62. La crisi per i sovietici fu una vittoria tattica, ma una sconfitta strategica. Vennero visti indietreggiare ed il tentativo di ottenere la parità strategica fallì, per la rabbia dei comandanti militari sovietici. La caduta dal potere di Chruscev, pochi anni più tardi, può essere parzialmente collegata all'imbarazzo del Politburo, dovuto sia al passo indietro compiuto da Chruscev davanti agli americani, sia anche alla sua decisione di installare i missili a Cuba in primo luogo. Anche i comandanti militari statunitensi non furono contenti del risultato. Curtis LeMay disse al presidente che fu "la più grande sconfitta della nostra storia" e che avrebbero dovuto invadere Cuba quello stesso giorno. Alcuni dei sostenitori della tesi secondo cui il presidente Kennedy, assassinato a Dallas nel nov dell'anno successivo, fu vittima di un complotto sostengono, pur in assenza di prove in tal senso, che il contrasto con i vertici militari emerso in occasione della crisi dei missili e proseguito in occasione della gestione della guerra del Vietnam da poco incominciata, ne fu una delle cause, e che in un certo senso l'assassinio di Kennedy fu un colpo di Stato mascherato. Decenni dopo si apprese che Cuba aveva missili nucleari tattici disponibili, anche se il generale Anatolij Gribkov, parte dello staff sovietico responsabile dell'operazione, dichiarò che al locale comandante sovietico, generale Issa Pliev, era proibito usarli anche se gli USA avessero messo in piedi una invasione su larga scala di Cuba”)... ma, continuando, sarebbe stato peggio installare missili SS5 Skean (dato che skean è il noto pugnale irlandese-scozzese), ma pure alle “scarpe italiane è stata rifatta la suola” come sappiamo per via dei missili Polaris mai consegnati alla marina italiana), per cui non rispondeva quale missile d'allarme imminente ma solo quale missile d'attacco prevenivo o per successiva rappresaglia, e soprattutto a causa di ciò l'URSS iniziò a sviluppare la seconda generazione di missili ICBM utili come efficaci armi belliche, seppure le versioni 8K71 e 8K74 sono state prodotte come R-7 e R-7a Semyorka, ma è appunto da tale razzo Semyorka che deriveranno i lanciatori Vostok (per portare in orbita le capsule Vostok) ed i lanciatori Voschod (per le capsule Voschod) e poi più in là i razzi Sojuz (nel Progetto Luna e successivamente al servizio delle stazioni spaziali), 


notando come i lanciatori R-7 svolgano in URSS quasi il medesimo ruolo dei lanciatori Redstone-Jupiter in USA, ma di sufficientemente affidabili R-7 e suoi numerosi derivati dal '57 ad oggi ne sono stati lanciati più di 1700 con più di 97 % di successo, le cui versioni possiamo rapidamente elencare secondo l'ordine nome, indice-sigla, tipo, stadi, 1° volo, ultimo volo, numero lanci (totali, successi, fallimenti), ossia R-7 Semyorka SS-6 Sapwood, 8K71, ICBM, 1, 15mag1957, 27feb1961, 27, 18, 9, 1° ICBM storico; Sputnik-PS, 8K71PS, vettore spaziale, 1, 4ott57, 3nov57, 2, 2, 0, 1° vettore spaziale storico e lanciatore di Sputnik 1-2; Sputnik 8A91, vettore, 1, 27apr58, 15mag58, 2, 1, 1, lanciatore di Sputnik 3; Luna, 8K72, vettore, 2, 23set58, 16apr60, 9, 2, 7, lanciatore della 1° sonda lunare; R-7A Semyorka SS-6 Sapwood, 8K74, ICBM, 1, 23dic59, 25lug67, 21, 18, 3; Vostok-L, 8K72L, vettore, 2, 15mag60, 1dic60, 4, 3, 1; Molnija, 8K78, vettore, 3, 20gen60, 3dic65, 26, 12, 14; Vostok-K, 8K72K, vettore, 2, 22dic60, 10lug64, 13, 11, 2, lanciatore di Vostok per missioni umane; Molnija-L, 8K78L, vettore, 4, non realizzato; Vostok-2, 8A92, vettore, 2, 1giu62, 12mag67, 45, 40, 5; Polyot, 11A59, vettore, 1nov63, 12apr64, 2, 2, 0; Voskhod, 11A57, vettore, 2, 16nov63, 29giu76, 300, 277, 13, lanciatore di Voskhod 1-2 ed utilizzato in molte missioni successive; Molnija-M, 8K78M, vettore, 3, 19feb64, 30set2010, 297, 276, 21; Vostok-2M, 8A92M, vettore, 2, 28ago64, 29ago91, 94, 92, 2; Soyuz-Vostok, 11A510, vettore, 3, 27dic65, 20lug66, 2, 2, 0; Sojuz, 11A511, vettore, 2, 28nov66, 24mag75, 30, 28, 2, per missioni umane Sojuz; Sojuz-B, 11K55, vettore, 2, non costruito; Sojuz-V, 11K56, vettore, 2, non costruito; Sojuz-R, 11A514, vettore, 2, non costruito; Sojuz-L, 11A511L, vettore, 2, 24nov70, 12ago71, 3, 3, 0; Sojuz-M, 11A511M, vettore, 2, 27dic71, 31mar76, 8, 8, 0; Sojuz-U, 11A511U, vettore, 2, 18mag73, ancora attivo, 727, 706, 19, per il programma umano Sojuz; Sojuz-U2, 11A511U2, vettore, 2, 23dic82, 3set95, 92, 90, 2, per il programma umano Sojuz; Sojuz-FG, 11A511U-FG, vettore, 2, 20mag2001, in attività, 29, 29, 0, per missioni umane Sojuz; Sojuz-2.1a, 14A14A, vettore, 2, 8nov2004, in attività, 4, 3, 1; Sojuz-2.1b, 14A14B, vettore, 2, 27dic2006, in attività, 3, 3, 0; Soyuz-2.1v, 14A15, vettore, 2, 28dic2013, in attività, 1, 1, 0), poi Atlas di cui abbiamo scritto altrove, poi Juno II (quale razzo vettore USA a 3-4 stadi in uso tra la fine anni '50 e l'inizio anni '60, quale successore di Juno I (col 1° stadio costituito da Redstone), mentre il 1° stadio di Juno II era formato da Jupiter, laddove gli altri stadi erano invece  formati da razzi Sergeant, col 1° lancio avvenuto il 6dic1958 e l'ultimo il 24mag61, per un totale di 10 lanci con 5 fallimenti (coi quali vennero portati in orbita o verso la Luna alcuni satelliti Explorer e sonde Pioneer, laddove il lancio di Pioneer 3 fu solo un parziale successo)), 


poi i lanciatori Delta (rapidamente Delta IV di Integrated Defense Systems di Boeing-United Launch Alliance costruiti a Decantur in Alabama e progettati per il progetto Evolved Expendable Launch Vehicle EELV di US Air Force e per il lancio di satelliti commerciali onde ridurre i costi dell'operazione, a 2 stadi in 5 versioni da leggero a pesante, lungo 63-77.2 metri (206.6-253.2 piedi), diametro di 5 metri (16.4 piedi), massa di 249500-733400 Kgr (550000-1616800 pound), capacità di satellizzazione LEO di 8570-25760 Kgr (18900-56800 pound), capacità di satellizzazione GTO di 3856-10843 Kgr (8500-23904 pound), con 8 lanci già effettuati e 7 successi da SLC-37B di Cape Canaveral sulla costa orientale (piattaforma N° 37 già nota al pubblico della seconda metà degli anni '60 per i lanci di Saturn I e Saturn IB) e da SLC-6 di Vandenberg Air Force Base in California (specialmente per raggiungere orbite polari ad alta inclinazione sul piano dell'eclittica, e complesso inizialmente pensato per la stazione spaziale militare MOL della Air Force ma tale programma è stato poi cancellato), col 1° volo il 20nov2002 (ossia il primo carico utile dato dal satellite commerciale per telecomunicazioni TLC Eutelsat W5), razzo dotato di 0-2-4 booster impulsivi, propulsori a propellente solido con spinta di 826.6 KN=84.29 tonnellate=185817 pound, impulso specifico Isp di 275 sec, tempo d'accensione di 90 sec, 2-3 booster (per Heavy Delta IV Common Booster Core CBC) RS-68 di Rocketdyne ad idrogeno-ossigeno liquidi con spinta di 3312.8 KN=744737 pound=337.8 tonnellate, impulso specifico di 410 sec, tempo d'accensione di 249 sec, con propellente LH2/LOX, col 1° stadio Delta IV CBC con propulsore RS-68 di 3312.8 KN, col 2° stadio con 1 propulsore  RL-10B-2 con spinta di 110.05 KN=24740 pound=11.22 tonnellate, impulso specifico di 462 sec, tempo d'accensione di 850-1125 sec, con propellente LH2/LOX; notiamo che il motore RS-68 montato su una struttura a quadripoide è il grande motore a razzo a propellente liquido progettato dopo la realizzazione di Space Shuttle Main Engine SSME (i 3 motori principali dell'orbiter) diminuendo i costi riducendo la pressione nella camera di combustione e Isp a scapito però di efficienza-rendimento del motore seppure sia più grande di SSME (come curva di potenza la spinta è portata al 102 % nei primi minuti e poi abbassata al 58 % prima dello spegnimento del motore principale, ed in Heavy dopo 50 secondi dal lancio per il motore principale laddove gli altri CBC continuano al 102 % ritornando poi il principale al 102 % dopo l'espulsione di questi); il sistema di controllo-guida Redundant Inertial Flight Control Assembly RIFCA di L-3 Communications di Delta IV è come quello di Delta II a parte lo specifico software, con 6 giroscopi laser e 6 accelerometri per una maggior affidabilità; l'ultimo stadio è simile a quello di Delta III; il 2° stadio porta un motore RL-10B2 di Pratt&Whitney Rocketdyne con ugello carbon-carbon estendibile (onde aumentare Isp) con differenti interstadi cilindrico-conico (5 o 4 metri) in materiale composito di collegamento al 1° stadio, ed ogive per il carico utile di 4-5 metri di diametro; per difficoltà economiche-concorrenziali (ogni lancio costa 140-180 milioni di dollari, 


e ad esempio vettori simili ad esso sono Ariane 5-Angara-Atlas V-Chang Zheng 5-Proton-Falcon 9(alto 70 metri a 2 stadi di cui il primo riutilizzabile montante motori Merlin e 9 motori Merlin il 1° stadio ad ossigeno liquido e RP-1)-ecc.) nel 2003 Boeing ha ritirato il Delta IV ma non definitivamente; il Delta IV Medium+ è simile al Medium ma utilizza 2 razzi aggiuntivi Graphite Epoxy Motor GEM-60s di Alliant Techsystems con diametro di 1.5 metri onde portare il carico utile GTO a 5845 Kgr; il Delta IV Heavy (Delta 9250H) è analogo al Medium+ (5,2) ma usa 2 impulsori CBC aggiuntivi in luogo di GEM con capacità di trasferimento in orbita geostazionaria GTO di 28950 pound=13.13 tonnellate di carico, in orbita geostazionaria-geosincrona di 6.275 tonnellate ed in traiettoria di fuga di 9.3 tonnellate (il maggior carico, esclusi i grandi lanciatori in orbita lunare e lo Space Shuttle il quale ha una massa di 2040 tonnellate al lancio contro 733 tonnellate di Delta IV ma la navetta è pure parzialmente riutilizzabile decine di volte), ed in vetta porta un'ogiva di 5 metri oppure un'ogiva a 3 settori derivata da Titan IV; ma ulteriori miglioramenti futuri con motori principali a spinta maggiore e 6 CBC potrebbero portare la capacità di sollevamento fino ad un carico utile LEO di 100 tonnellate (dunque di poco inferiore a Saturno V); andata in pensione la navetta la Nasa inizialmente aveva programmato quale successore il sistema Crew Exploration Vehicle CEV facente uso di Delta IV mentre in realtà di tale razzo utilizzerà solo i motori RS-68 quali propulsori per il nuovo missile Ares V), poi Thor-Delta (appartenente alla famiglia di razzi Thor a 3 stadi col 1° stadio fatto da un Thor modificato, il 2° fatto da un razzo Delta (evoluzione del razzo Able usato questo nella prima versione dei Thor), il 3° stadio fatto da un razzo Altair, razzo Thor-Delta utilizzato dalla NASA nel periodo 1960-62 con 12 lanci di cui 11 riusciti (portanti in orbita carichi storici quali i satelliti ECHO 1, Telstar 1 per telecomunicazioni, e OSO 1), ma è da Thor-Delta che deriverà la famiglia dei razzi Delta col Delta IV di cui s'è scritto), 


poi Titan, Centaury, Saturno dei quali s'è già scritto, Kosmos-Cosmos (serie-famiglia di razzi sviluppata da M. Jangel e prodotta da Yuzhnoye URSS quale derivazione dei missili balistici militari SS4 Sandal e SS5 Skean, lungo 32.4 metri, diametro 2.44 metri, massa 108.9 tonnellate, con capacità di carico LEO di 1500 Kgr e GTO di 775 Kgr, utilizzabile sia per lanci orbitali che per operazioni suborbitali, razzi lanciati dalla base LC-132 Plesetsk Kapustin Yar, con 442 voli e 422 successi e per tutte le versioni Kosmos più di 700 lanci, col 1° volo il 15mag67, a 2 stadi col 1° stadio R-14U dotato di 1 propulsore RD-216 a propellente IRFNA/UDMH, con spinta di 1486 KN=334060 libbre=151.5 tonnellate, impulso specifico Isp=171 sec, tempo d'accensione di 291 sec=4.85 min, col 2° stadio S3, dotato di 1 propulsore RD-219 a propellente IRFNA/UDMH, con spinta di 883 KN=198500 libbre=90 tonnellate, impulso specifico di 162 sec, tempo d'accensione di 293 sec=4.88 min; esistono la versione base Kosmos-2I (alto 31 metri, d'impiego spaziale per satelliti fino a 300 Kgr nella variante 63S1 con 38 voli e col 1° lancio il 27ott61, nella variante 63SM per carichi di 450 Kgr, con 126 voli e col 1° lancio il 19ott65 (solo 8 insuccessi, ad un costo/lancio di circa 7.5 milioni di dollari), la versione Kosmos-2M (o 63S1M con carico utile di 450 Kgr utilizzato nel periodo 1965-67 per lanci suborbitali), la 1° versione Kosmos-1 (o 65S3 quale bistadio derivato da SS5 Skean, lungo 26.3 metri, diametro di 2.4 metri, massa di 107.5 tonnellate, carico utile di 1.4 tonnellate, costruito dall'industria Krasnojarsk, con 8 voli ed il 1° lancio il 28ago64 usualmente per portare 5 satelliti Strela-1), la versione sostitutiva Kosmos-3.(simile alla precedente, di 26.3 metri, diametro di 2.4 metri, per carichi suborbitali ed orbitali fino a 1.4 tonnellate fino all'apogeo di 4 mila Km, con 6 voli dal cosmodromo di Baikonur e col 1° lancio il 16nov66 ma sostituito dal migliore Kosmos-3M), la versione Kosmos-3M (o 11K65M quale razzo bistadio coi dati precedentemente riportati, col 1° volo il 15mag67 ed un totale di più di 440 lanci (con frequenza di fallimento di 4.55 %, al costo di circa 12 milioni di dollari/lancio), la versione Kosmos-3MR (o K65M-R per prove suborbitali, con più di 326 lanci e 1 solo insuccesso, col 1° volo il 1gen73 (dunque con frequenza di fallimento intorno a 0.3 %)), la versione Kosmos-3MP (o 65MP progettata per le prove suborbitali degli spazioplani-navette Spiral e Buran), la versione Kosmos-3MRB (o 65MRB quale variante per voli suborbitali, col 1° lancio il 5dic80 e l'ultimo il 21giu88), poi il lanciatore Vostok (razzo lungo 30.84 metri, diametro di 3 metri circa, massa 282.3 tonnellate, capacità di carico utile LEO di 3.8 tonnellate, lanciato 94 volte con 92 successi, 1° volo il 28ago1964 ed ultimo volo 29ago1991, dotato di 4 booster Vostok 8A92M-0 a propellente Kerosene/LOX con 1 propulsore RD-107-8D74K di 995.3 KN=101.5 tonnellate di spinta, impulso specifico di 313 sec, tempo d'accensione di 120 sec, col 1° stadio Vostok 8A92M-1, con 1 propulsore RD-108-8D75K di 940.4 KN=95.9 tonnellate di spinta, impulso specifico di 315 sec, tempo d'accensione di 305 sec, col 2° stadio Vostok 8A92M-2 con 1 propulsore RD-0109 di 54.52 KN=5.56 tonnellate di spinta, impulso specifico di 326 sec, tempo d'accensione di 400 sec; come già precisato i lanciatori spaziali Vostok per voli umani e poi per sonde sono stati derivati dai razzi R-7 ossia SS6 (costruiti in varie versioni tra cui le 4 principali Vostok-L, Vostok-K, Vostok-2, Vostok-2M, nel periodo 1960-64), ossia Vostok-L o 8K72 (ovvero quale lanciatore Luna a 3 stadi nell'ambito del Programma Luna, e col 3° stadio modificato per il lancio del prototipo della navicella Vostok, lungo 30.84 metri, diametro di 2.99 metri, massa al lancio di 281.37 tonnellate, carico utile massimo di 4.55 tonnellate, con 4 lanci di cui 1 fallito, col 1° lancio del 15mag60 e l’ultimo del 1dic60), poi Vostok-K o 8K72K (quale miglioramento della precedente versione ed usata per i primi voli umani col solo 3° stadio di R-7 modificato per ospitare una nave Vostok od un satellite Zenit, capace di un carico utile di 4.73 tonnellate con apogeo a 7 mila Km, con 13 voli di cui 2 falliti (frequenza di insuccesso di 15.38 %... 


e nonostante ciò coi primi cosmonauti che hanno accettato di venir lanciati in orbita, come pure abbiamo visto nei primi lanci Mercury di astronauti USA), col 1° lancio il 22dic1960, l’ultimo il 10lug64 (e con lo storico lancio di Vostok 1 del 21apr61)), poi Vostok-2 o 8K72K (quale versione incrementata della precedente che portò in orbita satelliti Zenit, col 1° lancio il 1giu62 e l'ultimo il 12mag67, un totale di 45 voli di cui 4 falliti (8.89 %)), poi Vostok-2M o 8A92M (modifica per collocare 3.8 tonnellate in orbita alta fino a 1000 Km tipo i satelliti meteorologici Meteor-ecc., col 1° lancio il 28ago64, l’ultimo il 29ago91, un totale di 94 lanci di cui 2 non riusciti i cui dati principali abbiamo riportato sopra)), poi Molnija o Molniya (razzo vettore spaziale orbitale costruito da TsSKB-Progress in URSS a partire dal razzo R-7 in codice Nato SS-6 Sapwood, alto 40 metri, diametro di 3 metri circa, massa di 305.46 tonnellate, capacità di carico utile verso LEO di 1.8 tonnellate e verso GEO di 1.6 tonnellate, lanciato 294 volte dai cosmodromi di Bajkonur e di Pleseck (con 274 successi ossia il 93.2 %), col 1° volo il 19feb64 e l'ultimo il 23ott2007, dotato di 4 stadi col 1° stadio Molnija 8K78M-0 a propellente Kerosene/LOX, con 1 propulsore RD-107-8D728 di 995.3 KN=101.5 tonnellate di spinta, impulso specifico di 119 sec, tempo d'accensione di 314 sec, col 2° stadio Molnija 8K78M-0 con 1 propulsore RD-108-8D727 di 976.7 KN=99.6 tonnellate di spinta, impulso specifico di 315 sec=5.25 min, tempo d'accensione di 291 sec=4.85 min, col 3° stadio Soyuz 11A511U2-2 con 1 propulsore RD-0110 di 298.1 KN=30.4 tonnellate di spinta, impulso specifico di 330 sec=5.5 min, tempo d'accensione di 250 sec=4.17 min, col 4° stadio Molnija 8K78M-3 con 1 propulsore S1.5400A di 66.6 KN=6.79 tonnellate di spinta, impulso specifico di 340 sec=5.67 min, tempo d'accensione di 250 sec=4.17 min; i razzi Molnija quali vettori spaziali a 3-4 stadi sono stati sviluppati dal 1960 in due versioni Molnija e Molnija-M da S. Pavlovic Korolev elaborando i vecchi razzi balistici R-7 (i primi 2 stadi erano uguali agli stadi R-7 seppure portanti un peso maggiore, il 3° stadio con diametro circa uguale tipo il 3° stadio di Vostok e nuovi motori di spinta ovvero quelli del missile R-9 ossia SS-8 Sasin, il 4° stadio si ottenne elaborando il 3° stadio Vostok con un nuovo motore S1-5400 a LOX/Kerosene.e nuovo sistema di stabilizzazione e guida) onde realizzare missioni automatiche senza equipaggio verso Marte ma poi utilizzati per altri scopi seppure si usarono maggiormente i lanciatori Sojuz a 3 stadi; la prima versione Molnija fu in uso nel periodo 1960-65 (progettata per inviare sonde quali Luna-Lunik, Mars, Venera e Molnija (con razzo lungo 40 metri, massa di 305 tonnellate, carico utile di 900 Kgr, col 1° lancio il 10ott60, l’ultimo il 3dic65, per un totale di 20 lanci di cui 11 falliti al costo/lancio di circa 39 milioni di dollari del 1985), poi Molnija 8K78/E6 (versione sviluppata per il lancio di sonde lunari E-6, con razzo lungo 44.4 metri, massa di 306 tonnellate, col 1° lancio il 4gen63 e l'ultimo il 12mar65), poi Molnija 8K78L (progettata nel '62 per realizzare missioni con equipaggio umano di andata-ritorno dalla Luna, ma mai costruita per eccessive difficoltà)), e la seconda versione dal '64 in poi ossia la più usata-longeva Molnija-M (con versione base 8K78M in 3 varianti ossia Molnija 8K78M (i cui dati sono quelli sopra riportati, col 1° lancio il 19feb64 e più di 294 voli con soli 20 insuccessi), Molnija 8K78M (migliorata per portare in orbita satelliti di spionaggio Oko, con razzo a 3 stadi lungo 43.4 metri e carico utile di 2 tonnellate all'apogeo di 38 mila Km), Molnija 8K78M ML (ulteriormente incrementata per mettere in orbita geostazionaria satelliti per telecomunicazioni di 2 tonnellate), Molnija 8K78M SOL (progettata per portare in orbita satelliti di 2 tonnellate tipo Prognoz, con apogeo di 200 mila Km ma anche fino a 400 mila Km ossia fino alla Luna)), 


poi il lanciatore Sojuz (sviluppati da Korolev Design Bureau URSS e costruiti da OKB Kuznetsov insieme con CSKB-Progress, lungo 49.3 metri, diametro 8.04 metri, massa di 308 tonnellate, lanciato dalle piattaforme di Baikonur in Kazakistan e di Pleseck in Russia, con un totale di 147 voli (e più di 850 lanci di tutte le versioni Sojuz da ritenersi dunque fino al 2014 il lanciatore medio-pesante più utilizzato al mondo), col 1° lancio Sojuz 1 (comportante la morte di Komarov al rientro) e l'ultimo Sojuz TMA-19, all'interno del Programma Luna-Sojuz per portare in orbita le navi Sojuz e poi per molti altri tipi di lanci oltre alla navetta Progress; il lanciatore Sojuz derivato dal lanciatore Voschod e quindi da Vostok-R7-SS6 venne sviluppato dal 1966 per lanciare in orbita bassa a 200 Km un carico utile di 6.45 tonnellate, laddove la versione Sojuz-U fu lanciata la 1° volta nel 1973 (razzo lungo 50.7 metri metri, per collocare a 200 Km un carico utile di 7.2 tonnellate), ma negli anni '90 venne aggiunto un 4° stadio Fregat con motore Fregat di NPO Lavochkin chiamando il razzo Sojuz 2 in luogo del programmato Rus, progetto abbandonato per mancanza di fondi e poi ripreso da Starsem (per collocare un carico di 5 tonnellate a 450 Km di altezza oppure 1.35 tonnellate in orbita geostazionaria), società Starsem collaborante con ESA europea per usare il lanciatore Sojuz-Fregat, e la nuova versione del 2001 Sojuz FG (per satellizzare 7.1 tonnellate a 200 Km di altezza); un'altra versione migliorata è Sojuz FG/Fregat (per portare in orbita fino a 7.8 tonnellate), ha lanciato nel 2003 da Baikonur la missione Mars Express, e poi molti carichi commerciali, mentre la nuova Sojuz/ST è divenuta operativa dal 2004 e dal 2007 è ben utilizzata da ESA tramite una società mista Europa-Russia con lanci da apposita piattaforma di Centre Spatial Guyanais nella Guiana Francese; tecnicamente il 1° stadio è composto di 4 razzi indipendenti con 


motori Sojuz e Sojuz-U RD-107 di 813 KN=82.9 tonnellate di spinta (spinta complessiva del 1° stadio di 3250 KN=330 tonnellate), spinta a vuoto di 991 KN=101 tonnellate, 156.8 tonnellate di propellente dei 4 razzi complessivamente, impulso specifico di 245 sec al lancio, impulso specifico di 310 sec a vuoto, pressione nella camera di combustione di 58.5 bar=5.85 Mnewton/metro quadro=5.85 MPa=0.585 KN/centimetro quadro=57.74 atmosfere=43.88 Ktorricelli=43878 mmHg=1727 inHg=596.5 metri d'acqua, oppure con motori Sojuz-ST RD-117 di 838 KN=85.45 tonnellate di spinta alla partenza, 1021 KN a vuoto, idem per gli altri parametri, il 2° stadio porta 95.4 tonnellate di propellente (96.4 tonnellate per Sojuz-U2 con combustibile Syntin), motore di Sojuz e Sojuz-U RD-108 con spinta di 779 KN=79.4 tonnellate all'accensione, spinta di 997 KN a vuoto, impulso specifico di 264 sec, pressione nella camera di 51 bar=50.3 atm, e Sojuz-U2 con combustibile Syntin, RD-108 con spinta di 811 KN e 1009 KN a vuoto, pressione di 51 bar, laddove per Sojuz-ST ci sono motori RD-118 con spinta di 792 KN=80.76 tonnellate al lancio, 990 KN a vuoto, pressione di 58.5 bar=57.7 atm, col 3° stadio nelle varianti Block I e Improved Block-I con 21.4-22.9 tonnellate di propellente, 


motore RD-0110 (Block I), spinta di 298 KN=30.4 tonnellate, impulso specifico di 330 sec=5.5 min, pressione della camera di 68 bar=67.1 atm, oppure motore RD-0124 (Improved Block I), spinta di 294 KN=30 tonnellate, impulso specifico di 359 sec=5.98 min, pressione nella camera di 162 bar=160 atm), poi il più noto razzo Proton (o UR-500 o D-1, quale vettore spaziale dell'Unione Sovietica entrato in funzione nel 1965 ed ancora ben attivo, nato quale grande missile balistico o Super ICBM capace di portare una testata di 10 Mton o più con una gittata di oltre 12 mila Kmetri ma poi viste le sue possibilità utilizzato come vettore spaziale; progettato da V, Celomei quale riprogettazione dello sfortunato N1 di Korolev onde portare pure un equipaggio di 2 cosmonauti in orbita lunare su nave Zond, e prima dell'avvento nel 1987 di Energia il miglior vettore per carichi pesanti (specialmente dopo la cessazione dell'attività di Saturno V dopo il programma Skylab),


ma nel periodo '65-70 collezionò molti insuccessi e perdite di navi-satelliti quindi venne rivisto all'inizio degli anni '70 divenendo poi un lanciatore molto affidabile realizzando le missioni in orbita lunare, poi portando in orbita le stazioni spaziali Salyut, Mir, i moduli Zarja e Zvezda della Stazione Spaziale Internazionale ISS (con capacità fino a 20 tonnellate in orbita bassa LEO), oltre a molte sonde dirette a Marte-Venere (fino a circa 5 tonnellate per sonde interplanetarie), e satelliti artificiali commerciali lanciati tramite International Launch Services (con l'insuccesso però nel 2006 dovuto ad un Proton-M nel lancio del satellite tv ArabSat4); le caratteristiche tecniche di Proton 8K82K sono praticamente uguali a quelle di Proton-M che rapidamente qui riportiamo ossia: stadio Proton KM-1 (lunghezza di 21.20 metri, diametro di 4.15 metri, massa complessiva di 450 tonnellate, 6 motori RD-253-14D14 (ognuno con spinta di 170-180 tonnellate, ossia 0.25 di F-1 Rocketdyne) a propellente N2O4/UDMH (1,1-dimetilidrazina-perossido d'azoto, per tutti gli stadi), spinta di 10500 KN=1074 tonnellate, Isp=316 sec, tempo d'accensione di 124 sec=2.1 min), stadio Proton K-2 8S811K (massa di 167.8 tonnellate, spinta di 2400 KN=244.65 tonnellate, Isp=327 sec, tempo d'accensione di 206 sec=3.43 min, lunghezza di 14 metri, diametro di 4.15 metri, 4 motori RD-0210), stadio Proton K-3 (massa di 50.75 tonnellate, spinta di 630.2 KN=64.26 tonnellate, Isp=325 sec, tempo d'accensione 238 sec=3.96 min, lunghezza di 6.5 metri, diametro di 4.15 metri, 1 motore RD-0212), stadio Proton KM-4 Briz M (massa di 22.17 tonnellate, spinta di 83 KN=8.5 tonnellate, Isp=326 sec, tempo d'accensione di 3 mila sec=50 min, lunghezza di 4.1 metri, diametro di 2.5 metri, 1 motore RD58)), poi il lanciatore Angara (quale vettore spaziale sviluppato dal 1995 od ancora in sviluppo presso il Centro Statale Produzione e Ricerca Spaziale Khrunichev-Khrounitchev di Mosca su richiesta del governo della Russia a Krunichev-NPO Energomash-Salyut Design Bureau per usi militari-civili-spaziali nazionali-internazionali quali il collocamento in orbita di satelliti del Programma Spaziale Federale (con prestazioni confrontabili ai razzi Ariane 5, Delta IV, Atlas V, Proton, Chang Zheng 5, Falcon 9, GSLV III, o superiori nella versione maggiore) 


lanciato dal cosmodromo di Plesetsk ma il pesante Angara A5 lanciato da Plesetsk e da Baikonur, realizzato in moduli onde soddisfare trasporti verso LEO di carichi da 2 a 25.5 tonnellate (ma è allo studio anche una versione Angara per carichi LEO da 45 a 175 tonnellate, superiori ai passati lanciatori Saturno V-Space Shuttle-Energia), dunque con capacità di sollevamento-lancio paragonabile a quella del potente-pesante Proton, col 1° stadio composto di 1-3-5 Universal Rocket Modules URM con il razzo impulsore riusabile Baikal dotati di motori RD-191 alimentati con propellenti ossigeno liquido LOX e RP-1, col 2° stadio dotato di motori RD-0124A, con stadio superiore alimentato LOX-RP-1 oppure LOX-LH2 simile allo stadio superiore Centaur, aggiungendo che riepilogativamente nell'ordine di versioni Angara 1.1, Angara 1.2, Angara A3, Angara A5, Angara A5/KVRB, il 1° stadio è 1xURM RD-191, 1xURM RD-191, 3xURM RD-191, 5xURM RD-191, 5xURM RD-191; il 2° stadio è Breeze-KM, Block I RD-0214A, Block I RD-0214A, Block I RD-0214A, Block I RD-0214A; il 3° stadio (non presente), (non presente), Breeze-M, Breeze-M, KVRB; altezza di 34.9 m, 41.5 m, 45.8 m, 55.4 m, 64 m; massa di 149 ton, 171.5 ton, 478 ton, 773 ton, 790 ton; spinta al lancio di 1920 KN=195.8 ton, 1920 KN=195.8 ton, 5770 KN=588.4 ton, 9610 KN=980 ton, 9610 KN=980 ton; carico utile LEO a 200 Km di 2 ton, 3.7 ton, 14.6 ton, 24.5 ton, 24.5 ton; carico utile GTO di (non previsto), (non previsto), 2.4 ton, 5.4 ton, 6.6 ton; carico utile GTO di (non previsto), (non previsto), (non previsto), 2.8 ton, 4 ton),


poi il lanciatore Cyklon-Ciklon-Ciclone (costituente una famiglia di vettori sovietici-ucraini e poi ucraini spesso usata per portare in orbita i satelliti militari Kosmos, razzi derivati dal missile balistico ICBM R-36 progettato da M. Jangel, sviluppati a OKB-586 e costruiti da Juzmas a Dnipropetrovsk in Ucraina con lanci dalle basi di Bajkonur), di cui la versione 


Cyklon era un razzo a 2 stadi a propellente liquido tetrossido di azoto-dimetilidrazina (lungo 39.7 metri, diametro di 3 metri, massa di 182 tonnellate, capace di portare in orbita un carico utile di 3 tonnellate, col 1° lancio del 27ott1967 e l'ultimo del 25gen69), la seconda versione Cyklon 2 a 3 stadi (per portare in orbita fino a 2.82 tonnellate, col 1° lancio avvenuto il 6ago69 e l'ultimo il 24giu2006), e la terza versione Cyklon 3 a 3 stadi ed analoghi propellenti (con massa di 189 tonnellate, capace di satellizzare carichi di 4.1 tonnellate, col 1° lancio del 24giu1977 e l'ultimo del 30gen2009), poi il lanciatore Dnepr-Dniprò a 3-5 stadi (quale vettore ucraino (per volare nello spazio e non per navigare nel fiume Dnepr) derivato dalla conversione del missile balistico ICBM SS18 Satan per il lancio in orbita di satelliti e gestito da ISC Kosmotras, col 1° lancio del 21apr1999 portate il satellite UoSAT-12 del peso di 350 Kgr a 650 Km, 16 lanci complessivi e 1 insuccesso, lungo 34.3 metri, diametro di 3 metri, massa di 211 tonnellate, capacità di carico LEO di 4.5 tonnellate), 


poi il lanciatore Lunga Marcia 1 (o Chang Zheng 1, quale 1° razzo vettore realizzato dalla Repubblica Popolare Cinese (derivato dal missile balistico a medio raggio Dongfeng 3), ovvero razzo a 3 stadi, lungo 29.4 metri, diametro di 2.25 metri, massa al lancio di 81.31 tonnellate, per portare in orbita carichi di 300 Kgrammi, col 1°-2° stadio a propellente liquido acido nitrico-dimetilidrazina, il 3° stadio a propellente solido, lanciato in prove tra mag69 a gen70, laddove il 24apr70 mise in orbita il 1° satellite cinese Dong Fang Hong 1, ed il 3gen2002 cessò l'attività), poi il lanciatore N1 o denominato Hercules nella versione con tutti i boosters (quale vettore URSS inizialmente previsto per lanciare pesanti satelliti militari da ricognizione e poi dal '60 specificamente progettato per lo sbarco lunare di 2-3 cosmonauti, dal gruppo OKB di progettisti guidati da S. Korolev (oggi gruppo RKK Energija), ma alcuni di OKB-1 sostennero la scelta di OKB-52 di Celomei concernente uno stadio con 1 sola camera di combustione (invece delle usuali 4 camere per razzi di grandi dimensioni); inizialmente N1, alto 105 metri, doveva portare un carico utile di 70 tonnellate (con delle modifiche fino a 90 tonnellate) in orbita terrestre, ma il principale problema era la bassa potenza dei motori Kuznecov NK-15 (dotati di spinta massima pari a 1.54 MN=157 tonnellate) per cui coll'uso del kerosene quale propellente il 1° stadio doveva installare 30 motori NK-15 per ottenere la spinta massima di 46.2 MN=4700 tonnellate collocati in 2 anelli periferici (24 nell'anello esterno e 6 in quello interno, notando che se Saturno V avesse utilizzato tali motori ne avrebbe dovuto installare 24 in luogo di soli 5 motori F1, per cui riguardo il 1° stadio la probabilità di guasto era nettamente superiore in N1 che in Saturno V); aggiungendo che ad ago64 si suddivise il programma lunare in due programmi separati denominati LK-1 Zond (più o meno analogo ad Apollo-LEM) per quanto riguardava il gruppo OKB-52 di Celomej, e N1-L3 (più o meno analogo a Saturno V-Modulo di comando, ricordando però che i moduli principali del progetto lunare statunitense erano Saturno-Modulo comando-Modulo servizio-Lem e quelli del progetto sovietico erano N1-Modulo lunare-LK-capsula di rientro, aggiungendo che il programma Zond (in russo significa sonda, analoga a Sojuz seppure con Modulo lunare-LK che potremmo chiamare Modulo di servizio e di discesa ma senza la capsula di rientro che potremmo chiamare il Modulo orbitale) comprendeva 2 serie di missioni spaziali sovietiche automatiche senza equipaggio del periodo 1964-70 dirette a pianeti-Luna e le navi Zond 4-5-6-7-8 ossia Sojuz 7K-L1 (in stato operativo con 1-2 cosmonauti) lanciate con razzo Proton erano dirette alla Luna ma qui per eseguire test di affidabilità realizzando una traiettoria circumnavigante la Luna con immediato ritorno (la missione circumlunare di Zond 5 a set68, nonostante le motivazioni ufficiali addotte fu la ragione della missione circumlunare di Apollo 8 con a bordo Borman-Lovell-Anders nel periodo 21dic-27dic68 (la quale originariamente doveva essere una prova del LEM in orbita terrestre eseguita invece poi da Apollo 9) non senza qualche rischio dato che c'erano ancora delle prove da effettuare sul vettore di lancio ed i moduli orbitali (ma sappiamo che tutto andò bene per gli astronauti mentre lo stesso Lovell 17 mesi dopo non potrà affermare lo stesso quale comandante di Apollo 13) 


poiché la CIA aveva avvisato la Nasa che i sovietici dopo Zond 5 stavano per realizzare una missione circumlunare con cosmonauti per cui gli USA riguardo il programma lunare rischiavano di essere anticipati da un volo umano russo in orbita attorno alla Luna (Zond 6 abitata, infatti, avrebbe potuto effettuare il 1° volo umano circumlunare tra la fine del '68 e l'inizio del '69 ma con alto rischio per i ripetuti malfunzionamenti di razzo+nave) ed invece queste missioni raccolsero informazioni circa parametri biologici di specie viventi, circa impatti di micrometeoriti, sui raggi cosmici, vento solare, campi magnetici, emissioni radio) e Zond 3 del 18lug65 sorvola la Luna, Zond 1967A del 28set67 perde la rotta e fallisce la prova di Soyuz 7K-L1, Zond 4 viene lanciata il 2mar68, Zond 1968A del 23apr68 per difetto del 2° stadio fallisce il sorvolo della Luna, Zond 5 del 15set68 circumnaviga la Luna e rientra a Terra il 21set68, Zond 6 del 10nov68 circumnaviga la Luna il 14nov68 e ritorna a Terra il 17nov, Zond L1S-1 del 21feb69 viene recuperata dal sistema di salvataggio dopo 70 secondi per fallimento del 1° stadio del razzo N1 ed impossibilità dunque di effettuare prove del Modulo lunare, Zond L1S-2 del 3lug69 viene recuperata dopo il fallimento del lancio di N1, Zond 7 del 7ago69 sorvola la luna il 11ago69 e rientra il 14ago, Zond 8 del 20ott70 effettua il flyby della Luna e rientra, laddove vengono cancellate le missioni Zond 9 e Zond 10 per modifiche del programma lunare verso le esplorazioni automatiche (mentre Zond 1 basata su sonda interplanetaria 3MV lanciata il 2apr64 perde il contatto radio il 14mag64 ed il sorvolo di Venere del 14lug64, Zond 1964A con lancio fallito del 4giu64 e flyby lunare non effettua test della sonda in vista di future missioni su Marte, Zond 2 del 30nov64 perde le comunicazioni a mag65 ed il sorvolo su Marte del 6ago65, e Zond 3 lanciata il 18lug65 realizza come detto il flyby lunare 20lug65)) per quanto riguardava il gruppo OKB-1 di Korolev che però morì a gen66 con rallentamento del programma seppure sostituito da V. P. Misin (proveniente dal gruppo dei primi progettisti di razzi che avevano messo a punto il razzo R-1 dallo studio diretto dei razzi V2 oltre che tra gli artefici del 1° missile balistico intercontinentale sovietico Semyorka R-7), per cui dato il buon proseguimento dei lavori si decise di passare celermente alla costruzione dei primi N1 con l'assemblaggio dell'intero missile al cosmodromo di Baikonur, ed in tutti i 12 razzi N1 ordinati erano installati motori NK-15 


(anche quelli migliorati del '70, ma il più evoluto NK-33 sarà comunque disponibile solo nel 1974 a programma ormai annullato), con le prime prove al banco sul motore iniziate solo a dic67 ma eseguite non soddisfacentemente onde ridurre al minimo i tempi di collaudo aumentando ulteriormente le probabilità di insuccesso (mentre il motore F1 nel '67 era già pienamente operativo sui missili) ma com'è noto solo 4 razzi N1 vennero lanciati dal 21feb69 al 23nov72 (ossia da 5 mesi prima della missione Apollo 11 a 1 mese prima della missione lunare finale Apollo 17) con completo fallimento come riportato altrove anche se nel 4° lancio il missile si alzò regolarmente ma arrivò solo fino al mancato distacco del 1° stadio dal 2° stadio, e dunque con conseguente cancellazione nel '74 del programma di sbarco umano sulla Luna), poi il razzo Energia (quale vettore URSS di NPO Energia per collocare in orbita carichi pesanti, lungo 58.76 metri, diametro fino a 20 metri, massa al lancio di circa 2400 tonnellate, con capacità di carico utile verso LEO di 100 tonnellate, verso GTO di 18 tonnellate, verso la Luna di 32 tonnellate, verso Venere-Marte di 28 tonnellate (ciò nella versione standard ossia col 1° stadio a 4 motori e 4 razzi booster ausiliari), con 2 soli lanci avvenuti dal cosmodromo di Bajkonur (1 successo e 1 successo parziale), col 1° volo del 15mag87 (portando in orbita il satellite militare Polyus) e l'ultimo il 15nov88 (portando in orbita la navetta Barun senza equipaggio), dotato di 4 booster di stadio 0 Block A 11S25 di tipo RD-170 con propellente idrogeno liquido, con spinta di 29 MN=2950 tonnellate al suolo al livello del mare (32 MN=3260 tonnellate nello spazio in quota), impulso specifico di 309 sec=5.15 min al livello del mare e di 338 sec=5.6 min in quota, col 1° stadio Block Ts dotato di 4 motori RD-0120 ad idrogeno liquido con spinta di 5.8 MN=591.4 tonnellate al livello del mare e 7.5 MN=765 tonnellate in quota, impulso specifico di 359 sec=6 min al livello del mare e di 454 sec=7.57 min; Energia (od Energia-Barun) era stato progettato dal '76, dopo la chiusura fallimentare del progetto del razzo lunare N1 e pure la sostituzione del progetto Vulcan-Proton, quale lanciatore pesante con spinta e capacità paragonabile a Saturno V (ma con l'uso dei booster anche con possibilità superiore al lanciatore lunare statunitense) in particolare per portare in orbita la navetta Barun (ma in molte applicazioni divenne vantaggioso l'uso di Angara) sia nella versione base che nelle altre versioni, e la configurazione base minima era Energia M (con 1 solo motore principale RD-0210 (invece dei 4 possibili nella configurazione standard) e 2 soli razzi Zenit (invece dei 4 possibili, essendo Zenit un potente razzo di produzione ucraina) con una spinta complessiva al lancio di circa 1620 tonnellate (1820 tonnellate in quota a vuoto), mentre la versione Energia 2 era completamente riutilizzabile (anche il modulo centrale coi motori principali rientrante planando come Barun, oltre ai razzi Zenit comunque recuperabili in tutte le versioni), e la terza versione più potente Vulcan o Hercules montava tutti i booster (ossia utilizzava lo stadio principale con 4 motori, lo stadio finale come il booster H2 di Energia-M e 8 booster periferici al 1° stadio, per una spinta massima alla partenza di 6500 tonnellate (in quota di circa 7280 tonnellate), capace di portare in orbita terrestre un carico  di 175 tonnellate (rispetto a 120 tonnellate di Saturno V, ma versione questa di Energia mai provata); la costosa produzione dei razzi Energia ed il loro progetto sono cessati quando è cessata l'esistenza dell'Unione Sovietica, mentre la produzione di Saturno V è cessata dopo la fine del progetto Apollo (e come detto, dopo la cancellazione di Apollo 18-20, e dopo Skylab), 


per cui i due più potenti razzi USA-URSS Saturno V ed Energia in un certo senso condividono lo stesso destino (razzi per carichi molto pesanti, costosi, divenuti molto affidabili, e dismessi dopo pochi voli, senza sviluppo di miglioramenti degli stessi anche dei motori F1 e J2 con F1A e J2S, e RD-170 e RD-0120) seppure i motori RD-170 dei booster di Energia sono utilizzati nei razzi Zenit e vengono lanciati dal cosmodromo di Baikonur e dalla piattaforma di lancio navale Sea Launch, laddove la versione di potenza minore RD-180 è installata su Atlas V di Lockheed Martin, mentre un altro paragone si potrebbe fare tra la dismessa navetta spaziale Space Shuttle USA ed il nuovo razzo Ares (con potenza analoga alla maggior versione di Energia) in quanto riutilizza i due booster a combustibile solido di Space Shuttle col motore J2X nello stadio superiore), poi Ariane V (quale vero vettore europeo degli anni '90 ed anni '10-20 del XXI sec.  prodotto da Astrium-ESA, Arianespace SA e EADS SPACE Transportation (progetto costato circa 7 miliardi di euro), le cui caratteristiche principali sono: razzo a 2 stadi, lunghezza di 59 metri, diametro di 5.4 metri, massa di 777 tonnellate, carico utile LEO di 16 tonnellate (21 ton ECA), carico utile GTO di 6.8 tonnellate (10.5 ton ECA) innalzato progressivamente da 5.9 a più di 6.8 nelle varie versioni (Ariane 5 GS può collocare verso GTO due satelliti di 10 tonnellate complessivamente o 1 satellite di 10.5 tonnellate e almeno 16 tonnellate in orbite basse, utilizzando Vulcain 2 quale migliorato motore del 1° stadio e HM-7B per il 2° stadio), lanciato più di 50 volte dalla base ELA-3 di Centre Spatial Guyanais a Kourou nella Guiana Francese (circa 6 insuccessi), col 1° volo del 4giu1996, dotato di comune stadio inferiore principale criotecnico ad idrogeno-ossigeno liquidi con avanzato motore Vulcain insieme a 2 potenti booster d'accelerazione, e di stadio superiore variabile in funzione dei singoli lanci, onde collocare satelliti in orbite basse LEO od in più alta orbita geostazionaria GEO ed il trasporto alla nuova stazione spaziale internazionale Alpha; inizialmente sviluppato quale lanciatore per il mini shuttle europeo Hermes per poi convertirlo in razzo per lanci spaziali commerciali in orbita geostazionaria (1-2 satelliti e vari piccoli carichi secondari); il 1° stadio è H158 (o H173 per Ariane 5 ECA) criogenico-criotecnico formato dal grande serbatoio suddiviso in due compartimenti per ossigeno liquido LOX ed idrogeno liquido LH alimentanti i motori Vulcain, con 2 booster laterali a propellente solido P238 (o P241 per Ariane 5 ECA) recuperabili tramite paracadute (ma non più riutilizzabili), il 2° stadio criotecnico a LOX-LH; 


la versione Ariane 5 ES ATV è stata appositamente progettata per il lancio di Automated Transfer Vehicle ATV con potenziamento di Vulcain 2 e del 2° stadio del vettore per satellizzare verso LEO fino a 21 tonnellate (sono stati lanciati i due satelliti pesanti ben 20 tonnellate ossia ATV-001 Jules Verne il 9marzo2008 e Johannes Kepler il 16feb2011), laddove la cancellata versione Ariane 5 ECB con nuovo motore Vinci doveva essere capace di collocare in orbita GTO carichi fino a 12 tonnellate; l'inizio della storia di Ariane 5 non è affatto felice perchè il 1° volo del  4giu96 fallì miseramente in quanto il razzo si autodistrusse dopo solo 40 secondi (per via di errore software del programma di controllo scritto nel linguaggio Ada, infatti un valore reale della pressione a 64 bit in virgola mobile venne convertito in valore intero a 16 bit con segno bloccando la CPU avendo disabilitato il controllo software, ma non sono rari i casi di insuccessi di lanci spaziali e missioni per errori software come il più celebre di essi che fece perdere la sonda Mariner 8 lanciata l'8mag1971 per via di un valore di lunghezza in piedi interpretato invece dal programma in metri o viceversa (il programma Mariner comprendeva le sonde Mariner 1-10, e Mariner 8, lanciata dal vettore Atlas-Centaur derivato da ICBM di Convair con motori Rocketdyne, era destinata all'esplorazione ravvicinata orbiter di Marte, laddove Mariner 11-12 divennero le sonde Voyager 1-2 entro il programma Voyager); 


aggiungiamo rapidamente che l'unità di misura antropometrica piede foot ft non inserita in SI ma utilizzata in USA-Canada-UK-Sudafrica-ecc. e specialmente usata in aeronautica, è tale che riguardo international foot 1 ft=12 inch o pollici=1/3 yarda=0.3048 metri, mentre in USA il survey foot è tale che 1 sft=1200/3937=0.30480061 m=1000000/999998 ft (nei calcoli e nelle conversioni basta porre 1 piede=30.5 cm), e ha origini storiche assai antiche (era pari a 1/6 della statura di un individuo normale), presso i romani il piede romano valeva 16/28 del cubito di Nippur=29.635 cm (1 cubito Nippur=51.8616 cm) e le molte definizioni di piede avevano tutte valore intorno a 30 cm (il piede parigino, usato in architettura e costruzioni nel medioevo-rinascimento, era pari a 32.484 cm, ed in Germania il piede era compreso in 24-34 cm, in Russia 30 cm, in Italia in 30-50 cm tra cui il piede romano valeva 29.7896 cm, il piede milanese 43.5185 cm, il piede veronese 34.2195 cm, il piede bolognese o braccio da muro 38.009 cm), 


ed anche l'uomo vitruviano doveva essere geometricamente ben dimensionato in piedi-braccia-pollici ossia l'internazionalmente noto Uomo disegnato a penna ed inchiostro nel 1490 da Leonardo da Vinci su carta di 35x26 cm (o 34x24 cm) che potremmo attribuire al genere “astrattismo” o meglio al genere “simbolismo” per rielaborare e volgarizzare in forma geometrica concetti contenuti in brani di Vitruvio scritti in latino dato che Leonardo non conosceva bene il latino definendosi egli stesso “omo sanza lettere” anche se ovviamente avrà conosciuto il latino di un uomo di un certo peso del XV sec. (per curiosità nella biblioteca personale di Leonardo ci saranno stati circa 100 volumi (e circa 50 suoi scritti) per attendere ai suoi studi di cui alcuni sono: Leon Battista Alberti, De pictura; Alberto Magno, Commentum in libros phisicorum, Mineralium libri V; Alberto di Sassonia, De proportione velocitatum in motibus; Dante Alighieri, Divina Commedia; Jacopo Alighieri, Dottrinale; Al-Kindi, Libellum sex quantitatum; Giovanni Antonio Amadeo, libro d'architettura; Aristotele, De phisica, De metheoris; Avicenna, Il canone della medicina; Ugo Benzi, Tractato utilissimo circa la conservatione de la sanitate; Guido Bonatti, Liber astronomicus; Poggio Bracciolini, Facezie; Burchiello, Sonetti; Cecco d'Ascoli, Acerba; Cleomede, De mundo; Pietro de' Crescenzi, Libro dell'agricoltura; Gregorio Dati, Spera; Paolo dell'Abbaco, Recholuzze del maestro Pagolo astrolacho; Diogene Laerzio, Vite dei filosofi; Gian Giacomo Dolcebuono, libro d'architettura; Elio Donato, Ars minor; Euclide, De ponderibus, De levi et ponderoso fragmentum, De prospectiva; Marsilio Ficino, Theologia platonica; Francesco Filelfo, Epistulae; Jacopo Filippo Foresti, Il supplemento delle cronache; Angelo Fosinfronte, De motu locali; Federico Frezzi, Quadriregio del decorso della vita umana; Galeno, Terapeuticorum libri XIV; Francesco di Giorgio Martini, Trattato di architettura militare e civile; Marco Giuniano Giustino, Epitome delle Storie filippiche di Pompeo Trogo; Guglielmo di Heytesbury, De velocitatis augmentatione; Isidoro di Siviglia, Etymologiae; Cristoforo Landino, Formulario di epistole volgari; Lorenzo Guglielmo di Saona, Rethorica nova; Tito Livio, Deca I, III, IV; John Mandeville, Il cavalier Zuanne de Mandavilla; Mondino de' Luzzi, Anathomia; Giovanni di Mandinilla, Tractato delle più maravigliose cosse e più notabili; Ovidio, Epistulae; Luca Pacioli, De divina proportione; John Peckham, De prospectiva; Biagio Pelacani, Quaestiones de coelo et mundo, De ponderibus; Francesco Petrarca, Canzoniere; Piero della Francesca, De prospectiva pingendi; Platina, Dell'onesta voluttà; Plinio il Vecchio, Naturalis historia; Luca Pulci, Driadeo; Luigi Pulci, Morgante; Riccardo di Swineshead, De motibus naturalibus; Ermete Trismegisto, De alchimia; Giorgio Valla, De expetendis et fugiendis rebus; Roberto Valturio, De re militari; Witelo, De prospectiva, ecc., ossia elenco parziale della biblioteca di Leonardo ma in cui ad esempio non compare una Bibbia (Leonardo infatti era considerato poco religioso (secondo quanto permesso dallo spirito del tempo), parlava male di preti e frati e di quelli che dicon messa, delle loro ricchezze, dei morti santi che mantengono i vivi, della vendita del Paradiso, ironizza sui riti e sulle devozioni di immagini, mentre Pietro Aretino scriveva “Vedendosi vicino alla morte, disputando de le cose cattoliche, ritornando nella via buona, si ridusse a la fede cristiana con molti pianti. Laonde confesso e contrito, se bene è non poteva reggersi in piedi, volse devotamente pigliare il Santissimo Sacramento fuor de 'l letto, morendo poi nelle braccia del re Francesco I”), e lo sguardo della mente di Leonardo vediamo che indubbiamente è già abbassato dal Cielo alla Terra (dalla sacra Teologia a madre Natura che egli tanto ammirava ed amava (ricordando e seguendo le leggi della fisica e della materia la Natura si può ben chiamare Madre Natura, sebbene ricordiamo anche che alcuni i quali hanno ammirato tutti gli effetti della Natura selvaggia o sociale, non comprendendo bene le leggi che la governano l'hanno definita, non Madre, bensì Puttana delle Puttane (ad esempio nella foresta l'homo sapiens leggermente più alto e con le braccia più robuste dà uno spintone ad un altro homo sapiens fisicamente meno riuscito e coglie la mela selvatica e se la mangia... e secondo i lettori chi sarebbe colui che secondo Natura propaga meglio il suo cesso di genoma alle generazioni future? (coloro che suddividono i comportamenti in Natura e Cultura, qui ancora non sarebbe molto sviluppata la cultura)), per cui i fisici generalmente credono che la Natura faccia tutto al meglio secondo le leggi della matematica mentre i sociologi, i politologi e gli psicologi non sarebbero del tutto convinti di questo “meglio” della Natura)), anche se non credo veramente che Leonardo non avesse una Bibbia da qualche parte (ma, come nota ogni lettore, oggi questa biblioteca per il suo contenuto informativo avrebbe assai scarso valore se non valore storico e collezionistico), sebbene, aggiungiamo lo studioso-artista-scienziato-ingegnere-inventore-empirico sperimentale Leonardo ci abbia lasciato un notevole patrimonio di circa 100 mila disegni ed opere-scritti-appunti per più di 6 mila pagine (dunque era non proprio omo sanza lettere dato che lesse e soprattutto scrisse molto) certamente patrimonio non completamente giunto fino a noi come pure la sua biblioteca ci è giunta con molti vuoti di libri andati dispersi-persi nel tempo però conosciuti perché citati e trattati nei suoi appunti e scritti); ed oggi dipinto dell'uomo vitruviano conservato dal 1822 nel Gabinetto dei Disegni e delle Stampe delle Gallerie dell'Accademia di Venezia, acquistato da parte del governo austriaco dagli eredi del collezionista milanese Giuseppe Bossi appunto nel 1822 insieme ad altri disegni leonardeschi, l'unico originale tra i molti Uomini vitruviani copiati-riprodotti da altri artisti come Cesare Cesariano (traduzione di Vitruvio del 1521 corredata con l'aggiunta di centinaia di disegni probabilmente imitanti quelli originali di Vitruvio ormai perduti), Francesco di Giorgio Martini, Walther Hermann Ryff, ecc.), ovvero la celeberrima rappresentazione geometrica-grafica delle proporzioni del corpo umano ugualmente inscrivibile in un cerchio (il Cielo, “Infinito”, con perfezione divina) ed in un quadrato (la Terra, ”Finito”, con “perfezione sublunare”) quale Uomo centro e misura di tutte le cose sia del Cielo che della Terra (i cinesi dicevano che il Cielo copre, la Terra sostiene e l'Uomo quale terzo elemento intermedio entra nella “Grande Triade” Cielo-Terra-Uomo), forse realizzato dal 21giu1490 quando Leonardo passò per Pavia (per dare un parere sulla fondazione del Duomo di Pavia) conoscendo così Francesco di Giorgio Martini che gli mostrò il suo Trattato di architettura e gli fece conoscere la sua stessa traduzione (parziale e rimasta manoscritta) del trattato De Architectura di Marco Vitruvio Pollione (del 15 a.C.), 


in cui nel bel disegno ad inchiostro Leonardo aggiunge pure due brevi testi (in “lingua leonardesca”) ossia nella parte superiore “Vetruvio, architetto, mette nella sua opera d'architectura, chelle misure dell'omo sono dalla natura disstribuite in quessto modo cioè che 4 diti fa 1 palmo, et 4 palmi fa 1 pie, 6 palmi fa un chubito, 4 cubiti fa 1 homo, he 4 chubiti fa 1 passo, he 24 palmi fa 1 homo ecqueste misure son ne' sua edifiti. Settu apri tanto le gambe chettu chali da chapo 1/14 di tua altez(z)a e apri e alza tanto le bracia che cholle lunge dita tu tochi la linia della somita del chapo, sappi che 'l cientro delle stremita delle aperte membra fia il bellicho. Ello spatio chessi truova infralle gambe fia triangolo equilatero", ed in basso leggiamo "Tanto apre l'omo nele braccia, quanto ella sua altezza. Dal nasscimento de chapegli al fine di sotto del mento è il decimo dell'altez(z)a del(l)'uomo. Dal di sotto del mento alla som(m)i-tà del chapo he l'octavo dell'altez(z)a dell'omo. Dal di sopra del petto alla som(m)ità del chapo fia il sexto dell'omo. Dal di so-pra del petto al nasscimento de chapegli fia la settima parte di tutto l'omo. Dalle tette (intendendo i capezzoli maschili) al di sopra del chapo fia la quarta parte dell'omo. La mag(g)iore larg(h)ez(z)a delle spalli chontiene insè [la oct] la quarta parte dell'omo. Dal gomito alla punta della mano fia la quarta parte dell'omo, da esso gomito al termine della isspalla fia la octava parte d'esso omo; tutta la mano fia la decima parte dell'omo. Il membro virile nasscie nel mez(z)o dell'omo (ossia a metà altezza, ma qui non dà le dimensioni che più o meno saranno circa la decima parte dell'omo). Il piè fia la sectima parte dell'omo. Dal di sotto del piè al di sotto del ginochio fia la quarta parte dell'omo. Dal di sotto del ginochio al nasscime(n)to del membro fia la quarta parte dell'omo. Le parti chessi truovano infra il mento e 'l naso e 'l nasscimento de chapegli e quel de cigli ciasscuno spatio perse essimile alloreche è 'l terzo del volto", onde coloro che hanno ammirato da vicino il dipinto dell'Uomo vitruviano saranno stati emozionati sia dal disegno ad inchiostro che dal relativo testo in “volgare leonardesco” circa le sue proporzioni geometriche, in cui si vede l'intenzione di Leonardo di affrontare la pittura sia come arte che come scienza (il che sia per il Da Vinci che per i rinascimentali significava con la geometria che è necessaria per la comprensione della natura, delle sue forme, dei suoi movimenti e rappresentazioni (siamo infatti in un periodo, specialmente toscano, in cui dopo aver ben recuperato da 3 secoli Aristotele dagli arabi si è ormai ben compreso pure Platone (come mostra la stessa fondazione a Firenze dell'Accademia platonica di Marsilio Ficino e Pico della Mirandola) comunque interesse per Platone e l'Accademia antica nei secoli mai del tutto scemato), ma possiamo affermare che Leonardo migliorò l'intuizione dell'uomo di Vitruvio aggiungendovi conoscenze di geometria-proporzioni-ottica-anatomia giungendo alla rappresentazione geometrica armonica e divina della figura dell'Uomo ossia alla visione Umanistica dell'Uomo del XV sec. quale Centro della Natura descritta geometricamente-razionalmente e Centro dell'Armonia universale del Tutto espressa geometricamente, 


ovvero “Con la rimessa in luce rinascimentale dell'interpretazione matematica greca di Dio e del mondo, rafforzata inoltre dalla certezza cristiana che l'uomo, immagine di Dio, racchiuda le armonie dell'universo, la figura vitruviana inscritta in un quadrato e in un cerchio divenne simbolo della corrispondenza matematica tra microcosmo e macrocosmo" come leggiamo in Principi architettonici nell'età dell`Umanesimo di Rudolf Wittkower), per cui sdraiando l'omo (normale-ideale-standard) sul dorso a braccia normalmente stese e gambe normalmente aperte (nella stessa posizione, ad esempio, in cui viene trovato morto Jacques Saunière il curatore del Museo del Louvre e Gran Maestro del Priorato di Sion (questo in un certo senso ordine antico da cui derivò nel 1119 circa l'ordine dei Cavalieri dell'Ordine del Tempio (templari questi di grado iniziatico, a differenza dei semplici crociati templari, custodenti dal 1117 il “Gran Segreto” dei Templari scoperto negli scavi del 1114-1118 d.C. nei cunicoli sotterranei del Tempio di Salomone a Gerusalemme al tempo di re Baldovino II, segreto legato pure a Maria Maddalena, alla mancata morte in croce di Gesù di Nazareth, alla non risurrezione e suo successivo matrimonio con la Maddalena stessa, all'urna infine contenente i resti mortali di Gesù, e segreto portato in Europa al tempo di papa Pasquale II e forse custodito in Europa dal 1261 in una cassa (il segreto o solo la documentazione di quel segreto, tempo di papi Alessandro IV-Urbano IV) a Rennes le Chateau in Linguadoca dove operava l'abate Beranger Sauniere o segreto magari portato a Rosslyn in Scozia (ma sappiamo che i Templari hanno trovato discutibilmente pure molte “reliquie” cristiane dall'inizio del periodo delle crociate in Terrasanta ed il loro operato è pure avvolto dal manto della leggenda e da un alone di mistero e di segretezza), e forse templari anche in possesso di un “Gran tesoro” materiale come starebbe a “dimostrare” la gran ricchezza cui era giunto il secondo Sauniere, ma del resto la loro ricchezza storica è pure indubitabile dato che trattavano e sfidavano direttamente i regni medievali oppure li finanziavano)) all'inizio del romanzo Il Codice Da Vinci (The Da Vinci Code) di Dan Brown, e pure film omonimo da esso tratto e diretto da Ron Howard), ed in tale disegno leonardesco facendo centro col compasso all'ombelico-bellicho si può tracciare un cerchio la cui circonferenza tocca le punte delle dita delle mani e dei piedi; e tale disegno dell'Uomo vitruviano di Leonardo traducente graficamente le idee dell'architetto-ingegnere romano (sappiamo infatti che il trattato De Architettura di Vitruvio è giunto fino a noi solo grazie ad un'unica copia sopravvissuta ai secoli dell'alto medioevo conservata in Scozia e scoperta da Alcuino contenente il testo ma purtroppo senza i disegni di Vitruvio che forse doveva integrare per cui solo il testo originale si è conservato, essendo poco credibile la prima scoperta del 1414 avvenuta a Montecassino da parte di Poggio Bracciolini, laddove grande importanza invece ebbe l'edizione del 1511 di frate Giovanni Giocondo pubblicata a Venezia ossia la prima edizione illustrata del trattato vitruviano con 136 disegni realizzati in xilografia (incisione su matrice di tavoletta per la realizzazione successiva di più copie) riguardanti aspetti tecnici ed architettonici e delle macchine di cantiere attinenti al testo), simbolicamente è stato inevitabilmente utilizzato in molti campi del sapere quali celebri citazioni, celebrazioni, ispirazioni, o per disegni, pitture, pannelli, installazioni, scenari, sculture, fotografie, ecc., come possiamo vedere in William Blake, André Masson, Salvador Dalí, Arno Brecker, Charles Csuri, Michel Parré, Robert Mapplethorpe, Luciano Fabro, Frédéric Kieff, Andrew Leicester, Antony Gormley, José Garcia Huidobro, Marina Abramovich, ecc., tra cui quella rappresentazione in Italia, dal 2002 da tutti ben conosciuta, che appare sulla moneta da 1 euro italiana (disegno “grafico” scelto da Carlo Azeglio Ciampi all'epoca Ministro dell'Economia, per il taglio della moneta bimetallica da 1 euro della Repubblica Italiana RI, inciso su rame-nichel laddove il segmento circolare esterno è in nichel-ottone)... purtroppo però scientificamente e matematicamente il modello dell'Uomo vitruviano è semplicemente scorretto anzi potremmo dire è senza senso come non ha senso o “non ha senso” tutto ciò che è pensato con simbologia non matematica, anche se per l'estetica e per la cultura in generale è indubbiamente bello da citare, da studiare e da raccontare quale simbolo del collegamento tra Terra e Cielo, tra Immanente e Trascendente, tra Microcosmo e Macrocosmo che avviene tramite l'Uomo Umanistico-Rinascimentale misura di tutte le cose; 


inoltre abbiamo altrove già detto in generale che se uno deve dire una cosa, ad esempio ad una fidanzata o ad una modella o ad un'attrice o ad una velina, la dice la cosa o la scrive la cosa e non le fa un disegno ritenendolo magari più adeguato ed espressivo, visto che il linguaggio della pittura è un linguaggio primitivo e generico col quale non si spiegano bene gli argomenti trattati, e lo stesso varrà per i pittori con la pittura quale espressione di sentimenti-emozioni-opinioni-azioni; (laddove in particolare 1 pollice=2.54 cm=0.0254 m=0.0833333 ft=0.0277777 yd=0.00001578283 miglia, poi 1 millesimo di pollice ossia 1 mil=0.001 inch=25.4 micrometri, ma ben più noti sono le frazioni 1/2 pollice=12.7 mm, 3/8 pollice=9.525 mm, 1/4 pollice=6.35 mm, ecc. specialmente nelle applicazioni idrauliche)), causando la deviazione del razzo e la distruzione della fusoliera per eccessivo sforzo meccanico-aerodinamico), il volo del 30ott97 fu un parziale fallimento (l'ugello di de Laval di Vulcain produsse un'eccessiva vibrazione con conseguente spegnimento automatico del motore ed accensione degli stadi superiori, ma il carico non potè raggiungere l'altezza necessaria), il volo del 21ott98 avvenne correttamente, il 1° lancio commerciale fu del 10dic99 (col satellite XMM-Newton dell'osservatorio a raggi X), il lancio del 12lug2001 fu un altro parziale fallimento (collocando due satelliti circa a metà altezza, anche se il satellite ESA di telecomunicazioni Artemis grazie al suo motore al plasma riuscì comunque a raggiungere l'orbita GEO quasi 2 anni dopo), l'11° lancio di Ariane 5 del 1mar2002 fu regolare (portando a 800 Km di quota il satellite Envisat di 8500 Kgr), il 1° lancio di Ariane ECA del 11dic2002 fu un fallimento poiché 3 minuti dopo il razzo deviato si autodistrusse per un problema al gruppo di motori principali causato da surriscaldamento degli ugelli dovuto a rottura del condotto del refrigerante (distruggendo anche i satelliti Stentor e Hot Bird 7), il lancio del 2mar2004 fu regolare (con l'inizio della missione della sonda Rosetta di ESA liberata dal razzo 18 minuti dopo (portante lo stesso nome della famosa stele egiziana “bilingue-trilingue” (una lastra in granodiorite di 114.4x72.3 centimetri, con spessore non indifferente di 27.9 centimetri, e peso di 760 Kgrammi, 


con iscrizioni di un decreto tolemaico (del 196 a. C. di Tolomeo V Epifane) in greco antico-demotico(semplificazione di ieratico)-geroglifico, rivenuta nel 1799 da P. E. Bouchard durante la campagna d'Egitto di Napoleone Buonaparte nella città di Rosetta-Rashid sul delta del Nilo e decifrata nel 1822 da Jean-Francois Champollion e Lepsius-Akerblad-de Sacy-Letronne-Salvolini, notando che la comprensione della lingua egiziana andò persa poco prima della fine dell'Impero d'Occidente (l'ultimo scritto sembra essere stato eseguito nel 396 d. C.) fino agli anni '20-30 dell'800), ben augurante riguardo l'ulteriore conoscenza del sistema solare e formazione dei suoi pianeti (dato che è divenuto simbolico-figurato-idiomatico l'uso dell'espressione “stele di Rosetta” per indicare la chiave fondamentale di decriptazione di informazioni ad iniziare dal 1902 nell'Enciclopedia Britannica relativamente all'analisi chimica del glucosio, ma il primo uso dell'espressione in letteratura scientifica è fatto dal premio Nobel T. Hansch (in cui fa riferimento ad un articolo sulla spettroscopia pubblicato nel 1979 su Scientific American in cui leggiamo “lo spettro degli atomi di idrogeno ha dimostrato di essere la pietra di Rosetta della fisica moderna: una volta che questo schema di linee sarà decifrato, molte altre cose potrebbero anche essere capite”), e poi troviamo molti nomi tipo Rosetta Stones anche in campo fisico (radiazione gamma), biologico (strutture proteiche), genetico (antigene leucocitario), botanico (arabidopsis thaliana), software (ad esempio programmi di traduzione-apprendimento lingue specialmente su macchine Apple tra processori PowerPC e x86, oppure il Progetto Rosetta con archivio permanente di ben 1500 lingue)) con informazioni da integrare con quelle ottenute dalle precedenti sonde dirette alla cometa Halley, laddove la sua sonda-lander Philae ha il medesimo nome di quello dell'isola Philae dove fu rinvenuto un obelisco (recante iscrizioni di geroglifico-greco) che facilitò la decifrazione della citata stele), una sonda sofisticata ESA di circa 3 tonnellate progettata dopo le modifiche dei precedenti costosi progetti di Nasa-Esa (con trasporto a Terra di frammenti di cometa) con invece l'analisi alternativa in loco della composizione del materiale cometario tramite l'uso di un lander (missione inizialmente diretta alla cometa 46P/Wirtanen raggiungibile nel 2011, e poi dopo il fallimento di Ariane 5 a dic2002 diretta invece alla cometa 67P/Churyumov-Gerasimenko raggiungibile nel 2014 dopo il lancio avvenuto nel 2004) destinata dopo molti effetti gravitazionali di fionda (con immissione sulla traiettoria corretta a mag2004 (errore orbitale minore di 0.05 % ossia 1 Km su 2 mila Km), osservazione della cometa C/2004 Q2 Machholz a gen05 a 0.44 UA onde pure testare lo strumento Osiris, col primo sorvolo della Terra a mar2005 (distanza minima di 1955 Kmetri), osservazione della collisione dello strumento d'impatto della sonda Deep Impact con la cometa Tempel 1, allineamento e flyby di Marte a feb2007 (fino alla minima distanza di 250 Kmetri modificando molto la sua velocità in modulo e direzione), secondo sorvolo Terra a nov07 (fino a circa 5300 Kmetri il 13nov venendo Rosetta pure scambiata da Minor Planet Center quale NEO in avvicinamento a 0.89 raggi terrestri a sud.est del Cile), sorvolo dell'asteroide 2867 Steins a set08 (con foto scattate da Osiris e dallo spettrometro IR), terzo sorvolo Terra a nov09 (fino alla minima distanza di 2481 Km (eseguendo anche rilevazioni planetarie) con deviazione di velocità necessarie per mettersi in rotta verso il suo obiettivo cometario raggiunto 6 anni dopo), sorvolo del grande asteroide 21 Lutetia a lug10 (fino a circa 3160 Km dalla superficie irregolare ben craterizzata), quindi entrata in ibernazione a giu11 fino al suo risveglio avvenuto a gen14 con segnale ricevuto dalle stazioni Nasa di Goldstone e Canberra nonché dal Centro operativo ESA a Darmstadt, e poi fase di avvicinamento alla cometa 67P a gen-mag14 per poi prepararsi ad iniziare la fase operativa della sua missione (con l'uso di 11 strumenti laddove altri 10 strumenti sono installati sulla sonda madre Rosetta insieme ai pannelli solari)) ad entrare in orbita lenta e poi sempre più lenta attorno alla cometa di circa 4 Kmetri di dimensione fino alla realizzazione della mappatura della sua superficie (ago14) con strumentazione Virtis, e quindi successiva discesa (avvenuta il 12nov14) del suo modulo Philae in luogo favorevole (alla velocità finale di circa 1 metro/secondo=3.6 Km/h) atterrante sulla superficie arpionandola dato che in tali casi di piccolissimi satelliti-asteroidi e di comete si tratterebbe più di un aggancio che di un “accometaggio-atterraggio”(data la bassissima accelerazione di gravità calcolata altrove per i corpi planetari-satellitari (assimilando il corpo a perfetta simmetria sferica data da gM/R(elev 2) che per la Terra pensata di forma sferica con raggio equatoriale Req=6370 Kmetri, massa M=5.98x10(elev 24) Kgrammi, e costante newtoniana g=6.6726x10(elev -11) newton metro quadro/Kgr quadro, darebbe 9.834 metro/secondo quadro cui va sottratta la forza centrifuga dovuta alla rotazione assiale dando il valore teorico di gravità equatoriale geq=9.78049 metro/secondo quadro per cui la gravità è massima ai poli e minima all'equatore esattamente nel punto più esterno del piano orbitale (allora il valore di accelerazione di gravità normale alla superficie terrestre è gn=9.80665 m/s quadro, il valore standard a 45° Lat è 9.8062 m/s quadro, ai poli Lat 90° è 9.83217 m/s quadro, ed all'equatore Lat 0° è 9.7799 m/s quadro, laddove in tale libro è spesso usato il valore g=9.8066 metro/secondo quadro), ma con cattivo aggancio di Philae per via del malfunzionamento dei propulsori di spinta non dispiegatisi e cattivo funzionamento degli arpioni e dunque conseguente pericolo di distacco per via della bassa gravità (abbiamo appena scritto del metodo di ibernazione delle sonde planetarie per lunghi periodi di volo onde preservarle dall'uso continuativo di risorse e dall'invecchiamento di materiali e sistemi-strumentazione), 


ma questo metodo potrebbe nel futuro divenire possibile ed abituale pure per gli esseri umani nel corso dei lunghi viaggi interplanetari-interstellari di durata annuale-decennale-secolare tramite la criogenesi dei corpi fino a temperature prossime a 0 °C (in cui tutte le funzioni fisiologiche vengono drasticamente rallentate ed alcune fermate) ed il successivo risveglio dall'ibernazione, però tale tecnica di ibernazione è già stata usata fin dagli anni '60 del XX sec. (e pure alla fine del 2016 una ragazza inglese di 14 anni, per sua stessa volontà e permesso della giurisprudenza, appena morta di tumore è stata portata in USA ed ibernata dalla società Alcor al costo di circa 37 mila sterline, perché un giorno (forse tra più di un secolo) possa essere disibernata-scongelata e curata dello specifico tumore purché la morte (degli organi) non abbia definitivamente compromesso le funzioni vitali e pure lo scongelamento non produca danni irreversibili per il funzionamento biologico-biochimico-fisiologico del corpo, aggiungendo che nel 1980 la 19enne Jean Hillard abitante in Minnesota USA finita con l'automobile dentro un fosso congelandosi quasi come un blocco di ghiaccio, quindi riscaldata tramite cuscinetti termici è tornata dopo qualche ora alla normale vita, dunque da ritenersi sopravvissuta ad un congelamento ad una temperatura non troppo bassa (ma appena ricoverata all'ospedale non si è potuto effettuare il prelievo del sangue per via della rigidezza del corpo e della pelle)), e nel 2017 saranno circa 100 gli individui ibernati a bassa temperatura per essere forse un giorno disibernati e riportati in vita); 


ed al riguardo aggiungiamo solamente che su Venere l'accelerazione di gravità alla superficie è di circa 8.65-8.87 metro/secondo quadro (ossia 0.93 quella della Terra), su Marte l'accelerazione di gravità superficiale è circa 3.73-3.75 metro/secondo quadro (ossia solo 0.381=1/2.62 volte quella sperimentabile sulla superficie della Terra), sulla superficie della Luna è di 1.63 metro/secondo quadro (1/6=0.166 volte quella terrestre, ed infatti sulla Luna un oggetto pesante cadendo da 1.5 metri d'altezza arriva a toccare il suolo dopo circa 1.36 secondi (sulla superficie terrestre dopo 0.55 secondi soltanto ossia in meno di metà tempo, e tutti nello stesso intervallo di tempo sulla Luna ma in intervalli differenti sulla Terra solo per via dell'attrito dell'aria) essendo questa una delle prime esperienze impressionanti per astronauti lunari e futuri abitanti di basi seleniane (mentre l'altra esperienza sarebbe quella dello scarso attrito delle scarpe col suolo dato che un corpo con massa di 75 Kgrammimassa ha però un peso di 12.47 Kgrammipeso=122.3 newton (invece di 75 Kgrammipeso=735.5 N come avverrebbe sulla superficie terrestre) per cui sulla Luna camminando sulla superficie od in un corridoio di una base ad una velocità normale è più facile svoltando a breve raggio andare ancora diritti a sbattere contro la parete di fronte dato che peso-attrito sono 0.166 volte quelli sulla Terra ma le forze centrifughe prodotte dal moto sono proporzionali alla massa m ovviamente pari questa a quella terrestre), sulla superficie di Phobos è di circa 0.4-0.5 centimetro/secondo quadro (ovvero 0.000408-0.000581=1/2450-1/1720 volte quella terrestre, per cui un'ipotetica nave magari di 20-30 mila metri cubi peserebbe sulla minuscola luna marziana anche solo 300-600 Kgr=2.9-5.8 KN, ed un individuo di 75 Kgrammopeso sulla Terra qui sulla bilancia peserebbe invece circa 30-43 grammi=0.29-0.42 N legato al suolo di Phobos più o meno come su una grande nave interplanetaria in assenza di gravità di pianeti o meglio in entrambi gli ambienti Phobos-nave in presenza di microgravità (per cui in tal caso di grandi navi interplanetarie o città stellari da pochi metri fino a qualche Kmetro di diametro sarebbe necessario indossare opportune scarpe magnetiche (magari con piccoli elettromagneti attivi su punta e tacco (con forze di attrazione di 1-10 N=0.1-1 Kgr soltanto) attivabili-disattivabili automaticamente sincronizzati alla camminata ossia oggi diremmo scarpe spaziali smart 


(in 2001 Odissea nello spazio lo scrittore A. Clarke ha usato il più economico ma meno efficace velcro applicato sugli arti e sulle superfici)) per camminare disinvoltamente-agevolmente-funzionalmente almeno lungo “piste prestabilite” lasciando libere le mani per altre operazioni), su Titano (con diametro di poco maggiore del diametro di Mercurio e circa 1.48 volte quello della Luna, ma con una bassa densità volumetrica di solo 1.9 grammi/centimetro cubo) l'accelerazione di gravità è solo di 1.37 metri/secondo quadro (laddove come detto sulla meno voluminosa Luna è di 1.63 metri/secondo quadro ossia 1.19 volte, per cui un oggetto pesante cadendo verticalmente da 10 metri di altezza su Titano impiegherebbe 3.82 secondi per arrivare al suolo (sulla Luna 3.5 secondi, e sulla Terra solo 1.43 secondi attrito dell'aria permettendo) ed un individuo pesante sulla Terra 75 Kgrammipeso, su Titano avrebbe un peso di solo 10.5 Kgrammi laddove su Marte peserebbe 28.6-28.2 Kgrammi), su Io è di circa 1.77 metri/secondo quadro, su Europa di 1.32 metri/secondo quadro (ossia 0.8 volte quella lunare e 0.135 quella terrestre), e per un ipotetico corpo-planetoide-asteroide roccioso tipo C (magari derivante da antichissime condriti carbonacee, ad esempio orbitante solitario a distanze di 2.8 UA dal Sole assieme a milioni di asteroidi simili distribuiti tra loro a distanze di decine di migliaia di Kmetri) irregolarmente allungato con diametro massimo di 155 metri, l'accelerazione di gravità sarà minore di 1 micrometro/secondo quadro (nonostante la gran quantità di buche poco adatto a giocare a golf, dato che la sua gravità è 5-10 milioni di volte minore di quella terrestre (per il calcolo delle microgravità occorrerebbe però una formula più precisa), ed un individuo che sulla Terra pesasse 75 Kgrammipeso su questo minuscolo corpo peserebbe solo qualche decina di microgrammi o meno come su una grande nave in viaggio lungo una rotta interplanetaria-interstellare ossia quasi privo di peso, ed essendo la velocità di fuga (data da radice quadrata di 2gR dove g è l'accelerazione di gravità) di solo qualche centimetro/secondo ossia di solo qualche decina di metri/ora (sulla Terra invece è di 11 mila metri/secondo e circa 40 mila Kmetri/ora) risulterebbe molto difficile giocare a calcio ed a golf dato che il più lieve urto farebbe fuggire la palla dal campo e dal pianetino-asteroide, non solo ma pure una lentissima camminata alla velocità di 1 Kmetro/ora=0.28 metri/secondo permetterebbe (come all’uscita da una camera di equilibrio di una stazione spaziale orbitale) di entrare semplicemente in orbita o di allontanarsi comunque nello spazio esterno (su tali corpi astrali di poche centinaia di metri non solo non sarebbe possibile disputare le gare di corsa dei 100 metri cronometro (alla velocità di 9-10.2 metri/secondo) ma neppure camminare a pochi centimetri/secondo senza staccarsi dalla superficie allontanandosi-volando nello spazio bensì ci si potrà muovere liberamente sul loro suolo a non più di 50-300 metri/ora)); riassumendo, per curiosità, un corpo pesante 75 Kgr sulla superficie della Terra, su Mercurio peserebbe 28.3 Kgr, su Venere 68 Kgr, sulla Luna 12.4 Kgr, su Marte 28.2 Kgr, su Giove 177.3 Kgr, su Saturno 79.8 Kgr, su Urano 67 Kgr, su Nettuno 84.3 Kgr, su Plutone 4.75 Kgr, su Io 13.76 Kgr, su Europa 10 Kgr, su Ganimede 10.86 Kgr, su Callisto 9.48 Kgr, su Titano 10.4 Kgr, su Encelado 860 gr (luna di Saturno, tra l'altro, pure promettente per lo sviluppo di forme di vita analoghe a quelle terrestri sotto la coltre di ghiaccio d'acqua, avendo la sonda Cassini (NASA, ASE, ASI) rinvenuto la presenza di composti organici quali etano C2H6 ed acetilene C2H2, oltre ad acqua, anidride carbonica, metano, ammoniaca, idrogeno molecolare, tra i pennacchi di materiale espulso ed i getti geyser, ma pure acido cianidrico HCN, propilene C3H6, ecc., favorenti le popolazioni microbiche e magari guidanti la sintesi organica complessa verso forme di vita più evolute), su Phobos 40 gr, su Deimos 23 gr, su Cerere 2.06 Kgr, su Vesta 1.68 Kgr, su Eris 6.27 Kgr, su Kalliope 458 gr, su Eugenia 275 gr, su Antiope 70.4 gr, su Hermione 438 gr, su Ida 76 gr, su 1862 Apollo 3.8 gr, su Elektra 390 gr, ecc., ed ipoteticamente sul Sole 2030.4 Kgr=2 ton), per così analizzare la sua superficie e poco sotto di essa tramite trivellazione (onde ben determinare il tipo di nucleo, determinarne la composizione chimica e studiarne l'attività), seguendola poi lungamente nella sua orbita intorno al Sole (nel periodo nov14-dic15)), 


poi il lancio del 27set2003 portò in orbita tre satelliti (tra cui la 1° sonda lunare europea SMART-1), il lancio di Ariane 5 G+ del 18lug2004 portò il satellite di telecomunicazioni Anik F2 (con massa di 6 tonnellate), il 1° lancio regolare di Ariane 5 ECA è avvenuto il 12feb2005 (col satellite militare per telecomunicazioni XTAR-EUR, il leggero satellite scientifico SLOSHSAT ed un carico fittizio), ma vogliamo elencare sommariamente i lanci di questo vettore spaziale europeo ossia 


4giu96, Ariane-5G, fallimento; 30ott97, Ariane-5G, MaqSat H, TEAMSAT, MaqSat B, YES, parziale fallimento; 21ott98, Ariane-5G, MaqSat 3, ARD, successo; 10dic99, Ariane-5G, XMM-Newton, successo; 21mar2000, Ariane-5G, INSAT 3B, AsiaStar, successo; 14set2000, Ariane-5G, Astra 2B, GE 7, successo; 16nov2000, Ariane-5G, PAS 1R, Amsat P3D, STRV 1C, STRV 1D, successo; 20dic2000, Ariane-5G, Astra 2D, GE 8 (Aurora 3), LDREX, successo; 8mar2001, Ariane-5G, Eurobird 1, BSat 2a, successo; 12lug2001, Ariane-5G, Artemis, BSat 2b, parziale fallimento; 1mar2002, Ariane-5G, Envisat, successo; 5.lug2002, Ariane-5G, Stellat 5, N-Star c, successo; 28ago2002, Ariane-5G, Atlantic Bird 1, MSG 1, MFD, successo; 11dic02, Ariane-5ECA, Hot Bird 7, Stentor, MFD A, MFD B, fallimento; 9apr03, Ariane-5G, Insat 3A, Galaxy 12, successo; 11giu03, Ariane-5G, Optus C1, BSat 2c, successo; 27set03, Ariane-5G, Insat 3E, eBird 1, SMART-1, successo; 2mar04, Ariane-5G+, Rosetta, successo; 18lug04, Ariane-5G+, Anik F2, successo; 18dic04, Ariane-5G+, Helios 2A, Essaim 1-2-3-4, PARASOL, Nanosat 01, successo; 12feb05, Ariane-5ECA, XTAR-EUR, Maqsat B2, SLOSHSAT-FLEVO, successo; 11ago05, Ariane-5GS, Thaïcom 4-iPStar 1, successo; 13ott05, Ariane-5GS, Syracuse 3A, Galaxy 15, successo; 16nov05, Ariane-5ECA, Spaceway F2, Telkom 2, successo; 21dic05, Ariane-5GS, Insat 4A, MSG 2, MFD C, successo; 11mar06, Ariane-5ECA, Spainsat, MFD C, MFD C, Hot Bird 7A, successo; 26mag06, Ariane-5ECA, Satmex 6, Thaicom 5, successo; 11ago06, Ariane-5ECA, JCSat 10, Syracuse 3B, successo; 13ott06, Ariane-5ECA, DirecTV-9S, Optus D1, LDREX-2, successo; 8dic06, Ariane-5ECA, WildBlue 1, AMC 18, successo; 11mar07, Ariane-5ECA, Skynet-5A, Insat-4B, successo; 4mag07, Ariane-5ECA, Astra 1L, Galaxy 17, successo; 14ago07, Ariane-5ECA, Spaceway F3, BSAT-3A, successo; 5ott07, Ariane-5GS, Intelsat 11, Optus D2, successo; 14nov07, Ariane-5ECA, Skynet 5B, Star One C1, successo; 21dic07, Ariane-5GS, Horizon-2, Rascom-QAF 1, successo; 9mar08, Ariane-5ES, ATV-001 Jules Verne, successo; 18apr08, Ariane-5ECA, Star One C2, Vinasat-1, successo; 12giu08, Ariane-5ECA, Turksat 3A, Skynet-5C, successo; 7lug08, Ariane-5ECA, BADR-6, ProtoStar I, successo; 14ago08, Ariane-5ECA, AMC-21, Superbird 7, successo; 20dic08, Ariane-5ECA, Eutelsat W2M, Hot Bird 9, successo; 12feb09, Ariane-5ECA, Hot Bird 10, NSS-9, Spirale, successo; 14mag09, Ariane-5ECA, Planck Surveyor, Herschel Space Observatory, successo; 1lug09, Ariane-5ECA, TerreStar-1, successo; 21ago09, Ariane-5ECA, JCSat 12, Optus D3, successo; 1ott09, Ariane-5ECA, Amazonas 2, COMSATBw-1, successo; 29ott09, Ariane-5ECA, NSS-12, Thor-6, successo; 18dic09, Ariane-5GS, Helios 2B, successo; 21mag10, Ariane-5ECA, Astra 3B, COMSATBw-2, successo; 26giu10, Ariane-5ECA, Arabsat-5A, COMS-1, successo; 4ago10, Ariane-5ECA, Nilesat 201, RASCOM-QAF 1R, successo; 28ott10, Ariane-5ECA, Eutelsat W3B, BSAT-3b, successo; 26nov10, Ariane-5ECA, Intelsat 17, HYLAS 1, successo; 29dic10, Ariane-5ECA, Koreasat 6, HispaSat-1E, successo; 16feb11, Ariane-5ES, ATV-2 Johannes Kepler, successo; 22apr11, Ariane-5ECA, Yahsat 1A & Intelsat New Dawn, successo; 20mag11, Ariane-5ECA, ST-2 , GSAT-8, successo; 


6ago11, Ariane-5ECA, ASTRA 1N, BSAT-3c/JCSAT-110R, successo; 21set11, Ariane-5ECA, Arabsat 5C, SES 2, successo; 23mar12, Ariane-5ES, ATV-3 Edoardo Amaldi, successo; 15mag12, Ariane-5ECA, JCSAT-13, Vinasat-2, successo; 5lug12, Ariane-5ECA, EchoStar XVII, MSG-3, successo; 2ago12, Ariane-5ECA, INTELSAT 20, HYLAS 2, successo; 28set12, Ariane-5ECA, Astra 2F, GSAT-10, successo; 10nov12, Ariane-5ECA, Eutelsat 21B, Star One C3, successo; 19dic12, Ariane-5ECA, Skynet 5D, MEXSAT-3, successo; 7feb13, Ariane-5ECA, Azerspace-1/Africasat-1a, Amazonas 3, 5giu13, Ariane-5ES, ATV-4 Albert Einstein, successo; ecc.), poi i razzi a propellente solido di Space Shuttle (sono i 2 razzi Solid Rocket Booster SRB che danno 0.83 della spinta S della navetta spaziale USA (ormai dismessa nel 2011) ossia quasi tutta la spinta in fase di accelerazione fino a circa 45 Km d'altezza (S è circa 30 MN=3060 tonnellate) ed ogni booster dà una spinta di 12.45 MN=1278 tonnellate al lancio (fino a 1490 tonnellate in quota), ed ancora oggi sarebbe il più potente motore a razzo a propellente solido-liquido (la sua spinta sarebbe circa 1.75 volte quella del motore F1); ogni booster è lungo 45.5 metri, diametro di 3.7 metri, massa iniziale di 570 tonnellate, massa finale di 87 tonnellate (il contenitore è formato da 4-5 segmenti collegati insieme tramite un supporto circolare chiuso da 3 guarnizioni O-ring e mastice resistente al calore (prima dell'incidente alla navetta Challenger avvenuto in fase di decollo dopo poco più di 1 minuto erano 2 le guarnizioni ed è proprio qui che si verificò la fuga di gas per rottura di una guarnizione con successiva esplosione)), con massa del propellente di circa 500 tonnellate, ed una volta separati dalla navetta raggiungono i 67 Km tornando poi a terra con paracadute per venir recuperati; il propellente dei razzi è composto con perclorato d'ammonio (ossidante, per 69.6 % della massa), alluminio (carburante, per 16 %), ossido di ferro (quale catalizzatore, per 0.4 %), un polimero (legante-carburante secondario, per 12.04 %), ed un agente polimerico epossidico (per 1.96 %); l'energia elettrica di bordo è portata ai booster dall'orbiter in corrente continua con tensione di 28 V tramite 3 bus ridondanti; esistono 2 unità di potenza idrauliche Hydraulic Power Unit  HPU con pompe idrauliche (a 3000 giri/min e 21 Mpascal=20.7 atmosfere, con valvola di sicurezza a 26 Mpascal=25.6 atm) entrante in azione una ventina di secondi prima del lancio anche per predisporre il corretto flusso del propellente, insieme alla turbina a gas ed alla pompa del carburante; il sistema elettronico di controllo automatico di volo a bordo di Space Shuttle pilota i 3 motori principali della navetta-orbiter ed i 2 motori dei booster tramite attuatori di potenza ossia servomeccanismi per spinta motori-direzione ugelli onde controllare traiettoria-assetto, coi segnali di comando trasmessi dai driver ATVC verso i servoattuatori di motori-ugelli di orbiter-booster, con 4 canali di trasmissione, 4 canali ATVC controllanti 6 driver ATVC per i 3 motori principali, e 4 driver ATVC per i booster; il sistema d'accensione dei motori è più complesso e sicuro di quello delle passate missioni lunari di Saturno-Apollo, e può attuarsi solo dopo aver manualmente sbloccato a terra nella fase di prelancio su ogni booster il blocco su Arm and safe device (circa 5 minuti prima di 0 secondi ossia a -300 secondi), con l'accensione dei 2 booster quando i 3 motori dell'orbiter hanno correttamente raggiunto 0.9 della spinta nominale (contemporaneamente da 0 a 0.9 della spinta in 3 secondi, altrimenti avviene lo spegnimento automatico dei motori con l'avvio del programma di sicurezza) e se il Pyrotechnic Initiator Controller PIC è impostato su bassa tensione e se tutto è corretto in Launch Processing System LPS (presenza di segnali Arm,Fire1,Fire2), coi segnali di comando inviati dai 4 calcolatori dell'orbiter tramite Master Events Controllers MEC a Safe and arm device (a -6 secondi) attivante questo le cariche dei sistemi pirotecnici (circuitalmente parlando tramite un'affidabile ed intensa scarica di un condensatore C) che accende il propellente nell'inizializzatore d'accensione la cui combustione accende l'inizializzatore dei motori che poi accende il propellente solido (a -3 secondi è inviato il segnale Fire1, ed a 0 secondi vengono accesi i 2 booster se il controllo LPS rileva tutto  corretto) mentre la curva di spinta dei motori è ben regolata per la miglior ottimizzazione ed un'accettabile stress o sforzo massimo meccanico-aerodinamico in fase di salita sulla fusoliera del missile; naturalmente i sistemi di sicurezza sono migliori di quelli del programma Apollo (dati i tempi successivi, i miglior calcolatori degli anni '80 ed un maggior controllo numerico-digitale), come il Range Safety System RSS (per la distruzione parziale-completa dei booster tramite detonatori-esplosivi se essi sono usciti di traiettoria o non rispondono più al controllo, tramite invio di 2 segnali codificati da terra Arm,Fire, ricevuti da uno o da entrambi i ricevitori nei booster) a scopo di sicurezza di persone-cose a terra (tale sistema è stato attivato 37 secondi dopo la distruzione dell'orbiter Challenger nel 1986); in caso di volo regolare i booster paracadutati (a 218 secondi da 4.8 Kmetri di altezza col paracadute pilota, poi col paracadute stabilizzatore e quindi coi paracadute principali) vengono successivamente recuperati nell'oceano (dove circa 279 secondi=4.6 minuti dopo sono ammarati a circa 23 metri/sec=83 Km/h capovolti per galleggiare con circa 10 metri fuori dall'acqua ed a circa 240 Km dalle coste della Florida); sappiamo che il primo disastro dello Space Shuttle Challenger STS-51-L avvenuto durante la fase di spinta riguardò proprio un difetto ad un booster già visibile prima del lancio dall'uscita di fumo a media altezza con giunzione poi rottasi 73 sec dopo la partenza con conseguente incendio di propellente ed esplosione, per cui si progettarono nuovi Advanced Solid Rocket Booster dotati pure di spinta maggiore per aumentare il carico utile ma a tal scopo poi si optò per un serbatoio esterno più leggero, 


ma booster modificati e resi più potenti sarebbero necessari per lanci in orbite polari; tali nuovi booster derivati da quelli di Space Shuttle sono necessari per il velivolo con equipaggio umano Crew Exploration Vehicle e per la navetta Orion da collocare in orbita terrestre e poi lunare, quindi ulteriormente modificati per i nuovi razzi vettore Ares I (utilizzato per trasportare Orion in orbita bassa terrestre con equipaggio umano), ed Ares V (onde lanciare Earth Departure Stage ed il Modulo lunare Altair) il quale ultimo utilizzerà 2 booster e 5 motori RS-68 (per una spinta superiore a Saturno V)), 


poi i razzi Ares V (quale nuovo razzo a 2 stadi USA a propellente solido-liquido prodotto da Alliant Techsystems ed altre Aziende, lungo 109.2 metri, diametro di 8.4 metri, massa di circa 3 mila tonnellate, con capacità di carico utile LEO di 130 tonnellate, carico utile verso la Luna di 65 tonnellate, carico utile verso lunghi viaggi interplanetari di 45 tonnellate, lanciato dalla base LC N° 39B di Kennedy Space Center KSC, col !° volo approssimativamente previsto nel 2018, dotato di 2 booster impulsori laterali (di stadio 0) d'accelerazione con propellente solido APCP derivati da quelli di Space Shuttle, con spinta di circa 26 MN=2650 tonnellate al livello del mare, tempo d'accensione di 150 secondi=2.5 minuti, col 1° stadio con 5 motori RS-68 a propellente liquido O2-H2, con spinta di 14.7 MN=1500 tonnellate (al lancio a terra) e 17.5 MN=1785 tonnellate (in quota o nel vuoto), tempo d'accensione di 325 secondi=5.42 minuti, col 2° stadio dotato di 1 motore J-2X a H2/O2 liquidi di 242 mila pound=109.8 tonnellate=1076.5 KN, tempo d'accensione di 442 secondi=7.37 minuti; progettato quale ex Cargo Launch Vehicle CaLV, Ares V serve per il futuro lancio di carichi pesanti ossia di Earth Departure Stage (che è il 2° stadio di Ares V, oppure Earth Departure Stage+Orion per missioni lunari) e di Lunar Surface Access Module LSAM nel programma Constellation della NASA (in vista dei nuovi sbarchi umani sulla Luna forse entro la fine degli anni '10 o la 1° metà degli anni '20 dall'ultimo sbarco del 1972), o per inviare grandi quantitativi di materiale e rifornimenti sulla Luna, oltre a poter lanciare i nuovi moduli pesanti della Stazione Spaziale Internazionale SSI, sonde-capsule verso Marte (anche una navetta abitata verso Marte), e sonde massive verso Giove-Saturno ed il sistema solare esterno (di massa anche superiore a Galileo-Cassini-Huygens), dal momento che non sono più in attività Saturno V-Space Shuttle-Energia; nel 2007 sono stati scelti i motori RS-68 Rocketdyne di 2.94 MN=300 tonnellate in numero di 5 per il 1° stadio (i quali insieme ai 2 booster impulsori più potenti di quelli di Space Shuttle producono una spinta di 4150 tonnellate al livello del mare e di 5150 tonnellate ad alta quota) in luogo dei propulsori SSME dell'orbiter di Space Shuttle, e del motore J2X sempre sviluppato da Rocketdyne Pratt & Whitney, mentre il 2° stadio è derivato dallo stadio S-IVB del razzo Saturn IB uguale al 3° stadio di Saturno V, ed è denominato Earth Departure Stage con motore J-2X (usato pure nel 2° stadio di Ares I), acceso per 442 secondi con spinta di circa 109.8 tonnellate, per satellizzare carichi pesanti, e poi riacceso ancora per 6-7 minuti onde dirigere navi (Orion) su orbite lunari;scrivendo riguardo Crew Exploration Vehicle CEV ossia Orion, quale sostituto di Space Shuttle e quale sostituto di Orbital Space Plane OSP, in sviluppo dal 2004 per i collegamenti SSI e per viaggi verso Luna-Marte di tipo EOR o LOR, diciamo che le Aziende interessate per l'appalto sono Lockheed Martin, Northrop Grumman e Boeing (e Spiral One, Alenia Spazio, ARES Corporation, Draper Laboratory, United Space Alliance, EADS SPACE Transportation, United Space Alliance, Honeywell, Orbital Sciences, Hamilton Sundstrand and Wyle Laboratories), coi primi test iniziati nel 2006 al Glenn Research Center, Space Power Facility e Langley Research Center, e simulazioni di annullamento al lancio ed in ascesa alla base White Sands Missile Range in New Messico, per un sistema composto da una navetta dalla forma tronco-conica (massa di 8.5 tonnellate=8.5 Mgrammi, lunga 3.302 metri, diametro della base maggiore di 5.029 metri, angolo di 57.5 gradi, volume di 5.9 metri cubi) con adattatore Orion/Ares I, 


ossia vediamo che Orion Crew and Service Module CMS è composto di 2 componenti principali ovvero il Modulo dell'equipaggio (Crew Module, CM, riutilizzabile 10 volte) di forma conica in lega Alluminio-Litio (come per i contenitori di Atlas V-Delta IV-Space Shuttle) ricoperto in nomex ed il Modulo di servizio (Service Module, SM) col sistema di propulsione ed il materiale necessario a bordo, secondo un progetto analogo a quello di Apollo CSM (CM-SM) sebbene con miglior tecnologia e materiali, e CM di Lockheed Martin ospitante 4-6 astronauti ha un sistema di controllo numerico-digitale glass cockpit derivato da Boeing 787 ed un moderno computer (per ordini di grandezza non direttamente confrontabile con AGC installato sul vecchio Apollo), possibilità di autoaggancio in orbita (tipo Progress ed Automated Transfer Vehicle, laddove in Gemini-Apollo-Space Shuttle gli agganci erano solo manuali), adattatore universale d'attracco (derivato da Space Shuttle e Sojuz)), ed atmosfera interna di azoto-ossigeno a pressione di 1 atm=101.3 Kpascal (oppure da 70.3 Kpascal=0.7 atm a 55.2 Kpascal=0.54 atm), con Orion rientrante in atmosfera ed atterrante con paracaduti (simile a quelli usati per Solid Rocket Booster e riutilizzabili, 2 stabilizzatori, 3 per estrarre i paracaduti principali e 3 quali paracaduti aerodinamici di rallentamento-frenata), retrorazzi, airbag (consentendo atterraggi ed ammaraggi, atterraggi come Sojuz differentemente da Mercury-Gemini-Apollo, ma forse solo ammaraggi onde ridurre la massa complessiva) tramite l'uso di uno scudo termico di Boeing realizzato in Phenolic Impregnated Carbon Ablator PICA (con caratteristiche migliori di quello di Apollo, e ben migliore di Vostok, e dopo l'esperienza di Space Shuttle, per sopportare temperature di 5 mila °F=2760 °C con materiale ablativo non riutilizzabile, laddove le mattonelle riutilizzabili di Space Shuttle dovevano sopportare una T di 1260 °C circa, 


notando che qui non solo si raggiungono queste temperature ma si produce una quantità di calore ben maggiore del calore latente di fusione-sublimazione e dunque capace di disintegrare i relativi materiali, fatto che ad esempio non avviene per cilindri-pistoni di motori alternativi a combustione interna seppure la miscela combusta supera la temperatura di 2 mila °C); il modulo di servizio SM di forma cilindrica in lega Al-Li ha pannelli solari fotovoltaici (per fornire potenza elettrica a 28 Vdc, senza più necessità di pile a combustibile e serbatoi di idrogeno LH2, come su SM di Apollo), installa un motore principale Aerojet AJ-10 (evoluzione del 2° stadio del razzo Delta III, alimentato a tetraossido N-idrazina, poiché non sono ancora diffusi e ben provati i nuovi motori a ossigeno-metano LOX-CH4), la corretta composizione dell'aria di bordo è derivata da serbatoi di ossigeno liquido e di azoto liquido con filtri-cartucce di idrossido di litio LiOH onde rimuovere l'anidride carbonica, serbatoi di acqua potabile su CM-SM, ed acqua mescolata con glicoli quale fluido per asportare calore tramite scambiatori dai circuiti di potenza e con radiatori termici esterni, poi batterie di riserva su CM a 28 V), ecc, l'uomo potrebbe a breve ritornare più intensamente ed attivamente nello spazio (oltre alla stazione spaziale SSI), scendere sulla Luna e magari anche su Marte, 


ma qui riportiamo solo un elenco più o meno completo di voli spaziali con equipaggio umano arrivati almeno ad altezze di 100 Km dalla superficie terrestre, secondo l'ordine anno, missioni, N° lanci, N° astronauti ossia 1961 (Vostok 1, Mercury-Redstone 3, Mercury-Redstone 4, Vostok 2, 4, 4); 1962 (Mercury-Atlas 6, Mercury-Atlas 7, Vostok 3, Vostok 4, Mercury-Atlas 8, 5, 59); 1963 (Mercury-Atlas 9, Vostok 5, Vostok 6, X-15 Flight 90, X-15 Flight 91, 5, 5); 1964 (Voskhod 1, 1, 3); 1965 (Voskhod 2, Gemini 3, Gemini 4, Gemini 5, Gemini 7, Gemini 6A, 6, 11); 1966 (Gemini 8, Gemini 9A, Gemini 10, Gemini 11, Gemini 12, 5, 10); 1967 (Sojuz 1, 1, 1); 1968 (Apollo 7, Sojuz 3, Apollo 8, 3, 7); 1969 (Sojuz 4, Sojuz 5, Apollo 9, Apollo 10, Apollo 11, Sojuz 6, Sojuz 7, Sojuz 8, Apollo 12, 9, 23, per un totale di 60 astronauti in volo negli anni '60); 1970 (Apollo 13, Sojuz 9, 2, 5); 1971 (Apollo 14, Sojuz 10, Sojuz 11, Apollo 15, 4, 12); 1972 (Apollo 16, Apollo 17, 2, 6); 1973 (Skylab 2, Skylab 3, Sojuz 12, Skylab 4, Sojuz 13, 5, 13); 1974 (Sojuz 14, Sojuz 15, Sojuz 16, 3, 6); 1975 (Sojuz 17, Sojuz 18a, Sojuz 18, Apollo-Sojuz, Sojuz 19, 5, 11); 1976 (Sojuz 21, Sojuz 22, Sojuz 23, 3, 6); 1977 (Sojuz 24, Sojuz 25, Sojuz 26, 3, 6); 1978 (Sojuz 27, Sojuz 28, Sojuz 29, Sojuz 30, Sojuz 31, 5, 10); 1979 (Sojuz 32, Sojuz 33, Sojuz 34, 3, 4, per un totale di 79 astronauti in volo negli anni '70); 1980 (Sojuz 35, Sojuz 36, Sojuz T-2, Sojuz 37, Sojuz 38, Sojuz T-3, 6, 13); 1981 (Sojuz T-4, Sojuz 39, STS-1, Sojuz 40, STS-2, 5, 10); 1982 (STS-3, Sojuz T-5, Sojuz T-6, STS-4, Sojuz T-7, STS-5, 6, 16); 1983 (STS-6, Sojuz T-8, STS-7, Sojuz T-9, STS-8, Sojuz T-10-1, STS-9, 7, 27); 1984 (STS-41-B, Sojuz T-10, Sojuz T-11, STS-41-C, Sojuz T-12, STS-41-D, STS-41-G, STS-51-A, 8, 37); 1985 (STS-51-C, STS-51-D, STS-51-B, Sojuz T-13, STS-51-G, STS-51-F, STS-51-I, Sojuz T-14, STS-51-J, STS-61-A, STS-61-B, 11, 63); 1986 (STS-61-C, STS-51-L, Sojuz T-15, 3, 16); 1987 (Sojuz TM-2, Sojuz TM-3, Sojuz TM-4, 3, 8); 1988 (Sojuz TM-5, Sojuz TM-6, STS-26, Sojuz TM-7, STS-27, 5, 19); 1989 (STS-29, STS-30, STS-28, Sojuz TM-8, STS-34, STS-33, 6, 27, per un totale di 236 astronauti negli anni '80); 1990 (STS-32, Sojuz TM-9, STS-36, STS-31, Sojuz TM-10, STS-41, STS-38, STS-35, Sojuz TM-11, 9, 39); 1991 (STS-37, STS-39, Sojuz TM-12, STS-40, STS-43, STS-48, Sojuz TM-13, STS-44, 8, 41); 1992 (STS-42, Sojuz TM-14, STS-45, STS-49, STS-50, Sojuz TM-15, STS-46, STS-47, STS-52, STS-53, 10, 59); 1993 (STS-54, Sojuz TM-16, STS-56, STS-55, STS-57, Sojuz TM-17, STS-51, STS-58, STS-61, 9, 47); 1994 (Sojuz TM-18, STS-60, STS-62, STS-59, Sojuz TM-19, STS-65, STS-64, STS-68, Sojuz TM-20, STS-66, 10, 50); 1995 (STS-63, STS-67, Sojuz TM-21, STS-71, STS-70, Sojuz TM-22, STS-69, STS-73, STS-74, 9, 48); 1996 (STS-72, Sojuz TM-23, STS-75, STS-76, STS-77, STS-78, Sojuz TM-24, STS-79, STS-80, 9, 45); 1997 (STS-81, Sojuz TM-25, STS-82, STS-83, STS-84, STS-94, Sojuz TM-26, STS-85, STS-86, STS-87, 10, 54); 1998 (STS-89, Sojuz TM-27, STS-90, STS-91, Sojuz TM-28, STS-95, STS-88, 7, 58); 1999 (Sojuz TM-29, STS-96, STS-93, STS-103, 4, 22, per un totale di 463 astronauti in volo negli anni '90), 2000 (STS-99, Sojuz TM-30, STS-101, STS-106, STS-92, Sojuz TM-31, STS-97, 7, 36); 2001 (STS-98, STS-102, STS-100, STS-104, STS-105, Sojuz TM-33, STS-108, 7, 44); 2002 (STS-109, STS-110, Sojuz TM-34, STS-111, STS-112, Sojuz TMA-1, STS-113, 7, 37); 2003 (STS-107, Sojuz TMA-2, Shenzhou 5, Sojuz TMA-3, 4, 13); 2004 (Sojuz TMA-4, SpaceShipOne flight 15P, SpaceShipOne flight 16P, SpaceShipOne flight 17P, Sojuz TMA-5, 5, 9); 2005 (Sojuz TMA-6, STS-114, Sojuz TMA-7, Shenzhou 6, 4, 15); 2006 (Sojuz TMA-8, STS-121, STS-115, Sojuz TMA-9, STS-116, 5, 26); 2007 (Sojuz TMA-10, STS-117, STS-118, Sojuz TMA-11, STS-120, 5, 26); 2008 (STS-122, STS-123, Sojuz TMA-12, STS-124, Shenzhou 7, Sojuz TMA-13, STS-126, 7, 29); 2009 (STS-119, Sojuz TMA-14, STS-125, Sojuz TMA-15, STS-127, STS-128, Sojuz TMA-16, STS-129, Sojuz TMA-17, 9, 46, per un totale di 281 astronauti in volo del 1° decennio); 2010 (STS-130, Sojuz TMA-18, STS-131, STS-132, Sojuz TMA-19, Sojuz TMA-01M, Sojuz TMA-20, 7, 31); 2011 (STS-133, Sojuz TMA-21, STS-134, Sojuz TMA-02M, STS-135, 5, 22), per un totale fino a questa data di 291 missioni con equipaggio umano e 1181 astronauti, 


e dobbiamo dire che nei 50 anni seguenti il volo di Gagarin sono andati nello spazio già 1000-1500 individui seppure quasi tutti altamente addestrati per le nuove condizioni di vita fuori dalla gravità e dall'atmosfera terrestre e con costi veramente astronomici per l'individuo medio), continuando, razzi portanti carico scientifico o carico scientifico-umano (Vostok-Voskhod-Mercury-Gemini-Apollo-Space Shuttle USA-navetta URSS), nonché razzi lanciati principalmente da Kourou nella Guiana Francese, da Cape Canaveral in Florida (su cui abbiamo scritto) e da Baikonur (detto anche Tyura Tam (forse dal '61 col nome di Baikonur da una cittadina vicino Baikonur Jezkazgan, ma per motivi di sicurezza militare siglato per anni 5 GIK rimanendo sotto il controllo del Ministero della Difesa russo fino alla metà degli anni '90 ma ancora nel 2008 si è alzato un missile SS19 da una rampa) è il 1° e più grande centro di lancio di razzi vettore militari-spaziali collocato nella steppa desertica del Kazakistan qualche centinaio di Km ad est del lago d'Aral, a nord del fiume Syr Darja vicino a Tyuratam, a 90 metri sul livello del mare, fondato dall'Unione Sovietica con la commissione Voznyuk-Korolyov il 2giu1955 (Korolyov è per l'URSS approssimativamente ciò che von Braun è per gli USA) come base permanente di attività spaziali e di lanci militari-scientifici-orbitali (progetto URSS tra i più costosi comprese le infrastrutture e la città di Leninsk dal 1995 rinominata Baikonur, fotografato per la prima volta da un aereo USA da ricognizione-spia d'alta quota U-2 il 5ago57), da cui sono stati lanciati i razzi R-1, i razzi R-7 Semyorka, i primi missili balistici regionali ed intercontinentali ICBM, Sputnik 1, la sonda Luna 1, e Vostok 1 dalla piattaforma 1/5 oggi detta Lancio di Gagarin, ossia col 1° ICBM operativo, il 1° satellite artificiale, il 1° veicolo verso la Luna, il 1° volo orbitale umano, il 1° volo femminile, i 1° voli internazionali URSS-Cecoslovacchia-Germania Est-Francia-India, ma ricordiamo anche il grande disastro del lancio di un missile R-16 che esplose a terra uccidendo più di 100 persone, ma dopo la cessazione dell'URSS il cosmodromo del Kazakistan nell'ambito della Comunità degli Stati Indipendenti è affittato alla Russia (a 115 milioni di dollari/anno) però si sta costruendo pure il Vostochny Baikonur in Amur Oblast, e dalla cessazione dell'attività di Space Shuttle solo da Baikonur possono essere lanciate missioni con equipaggio umano verso ISS (come pure avvenne nel periodo di sospensione per l'incidente a Columbia tramite navi Soyuz-Progress); le circa 16 piattaforme di lancio supportano lanci di vari razzi Soyuz-Proton-Tsyklon-Dnepr-Zenit-Buran, ossia Pad-piattaforma 1/5 (Gagarin), Soyuz-Soyuz, Soyuz-Progress, Soyuz-Ikar; pad 31/6 Soyuz-Cosmos, Soyuz-Fregat; pad 41/15, Cosmos 3; pad 45/1, Zenit-2, Zenit-2M, Zenit-3M; pad 45/2, Zenit 2, distrutto da esplosione del '90; pad 81/23 (81L), Proton-K; pad 81/24 (81P), Proton-M; pad 90/19 (90L), Tsyklon-2; pad 90/20 (90R), Tsyklon-2; pad 109/95, Dnepr; pad 110/37 (110L), N1, Energia-Buran; pad 110/38 (110R), N-1; pad 175/59, Rokot; pad 200/39 (200L), Proton-M, Proton-K; pad 200/40 (200R), Proton-K; pad 250, Energia, ma alcuni non sono più attivi da anni; nel 2004 Russia-Kazakistan hanno costruito il complesso di lancio Baiterek per il lancio del nuovo razzo russo Angara con carichi utili fino a 26 tonnellate (il razzo Proton solleva LEO fino a 20 tonnellate); ricordiamo che come la Nasa gestisce l'attività spaziale USA, così l'Agenzia spaziale russa (ex Agenzia Russa per l'Aviazione e lo Spazio RKA) gestisce il programma spaziale russo, e la RKA deriva dalla precedente struttura sovietica ereditando le strutture gli impianti ed i siti di lancio del programma spaziale militare-civile ed oggi collabora con l'ESA europea e con la Nasa riguardo la Stazione Spaziale Internazionale ISS (i lettori italiani nel 2015 possono pure collegarsi a http://avamposto42.esa.int per seguire la missione ed il diario personale di bordo dell'astronauta italiana Samantha Cristoforetti (della quale possiamo anche leggere il libro Diario di un'apprendista astronauta: “Quando i motori del razzo si sono accesi, si è realizzato il grande sogno della mia vita... Soyuz TMA-15M, 11giugno2015 (Sojuz TMA-15M è la missione spaziale numero 124 del programma Sojuz diretta verso la Stazione Spaziale Internazionale ISS, il rientro a Terra inizialmente previsto per il 14mag2015 è stato posticipato a causa dell'incidente avvenuto alla nave di rifornimento Progress M-27M (lanciata questa il 28apr2015 ore 07:09 UTC dal cosmodromo di Bajkonur raggiungendo l'orbita terrestre bassa, ma un malfunzionamento alla separazione del 3° stadio ha prodotto una rotazione incontrollata causata da un malfunzionamento del sistema di guida con successivo rientro distruttivo della navetta in atmosfera perdendo completamente il carico di 2.3 ton circa) quindi il rientro dei 3 astronauti (Comandante: Anton Shkaplerov, RKA; Ingegnere di volo 1: Samantha Cristoforetti, ESA; Ingegnere di volo 2: Terry W. Virts, NASA) è avvenuto l'11giu15 alle ore 13:44 UTC). Siamo una palla di fuoco in vertiginosa caduta verso il pianeta, una ferita incandescente nella tenue atmosfera che avvolge la Terra. Ad altissima velocità fendiamo l’aria e questa si riscalda al punto da divenire plasma. Siamo una stella cadente: se fosse notte, qualcuno, forse, ci vedrebbe ed esprimerebbe un desiderio. La piccola finestra alla mia sinistra inizia ad annerire all’esterno, mentre sfumature di arancio fiammeggiante ci danzano intorno. Le molecole d’aria ionizzate, che ci avviluppano, bloccano le comunicazioni radio: proprio prima del nostro ritorno tra i terrestri, il cordone ombelicale virtuale, che ci ha tenuti connessi con il Controllo missione di Mosca, è reciso. È quasi una nuova nascita: emergeremo dal plasma tra pochi minuti, si aprirà il paracadute, entreremo in contatto con gli elicotteri militari russi di ricerca e soccorso già in volo sulla steppa del Kazakistan. Se tutto andrà bene, rinasceremo come terrestri...”), però gli amanti del settore astronomia-astronautica potrebbero ad esempio installare sul telefonino l'app ISS Detector Pro (i pirati la usano craccata) per apprendere informazioni su ISS ed essere avvisati pochi minuti prima di ogni passaggio in orbita nel cielo della stazione onde non perdere gli avvistamenti! in base alle condizioni meteorologiche, dato che sembra sia visibile anche ad occhio nudo!), nonché sviluppa programmi di telecomunicazioni TLC, il velivolo spaziale Kliper successore di Sojuz (in collaborazione con ESA), missioni su Marte e su lune di Marte con robot; 


tra le Aziende di costruzione di missili ed impianti troviamo Energiya Rocket and Space Complex (gestente anche il Controllo missione di Korolev e parte del programma ISS), poi Energiya Primka (che gestiva le operazioni della stazione spaziale Mir) ed aveva sviluppato il lanciatore pesante Energia-Energiya per portare in orbita la navetta Buran; ma oltre a RKA c'è pure l'Agenzia VKS delle Forze spaziali russe, le quali congiuntamente gestiscono il cosmodromo di Baikonur ed il Centro addestramento cosmonauti Yuri Gagarin)), e poi ai razzi operativi Atlas-Titan-Centaury-Saturno-Energia-Ariane, proseguendo ancora, condotto di espulsione dei gas con diametro maggiore-gola minore(per passare dal regime subsonico al regime supersonico onde raggiungere rapidamente la velocità del suono)-diametro maggiore(4-5 volte quello della camera di combustione), ma avendo accennato ai vettori spaziali cogliamo l'occasione per dire qualcosa sulla propulsione prima che i propulsori facciano uso di futuribili motori al plasma, o magnetoplasmodinamici molto avanzati (alcuni prototipi sono già in funzione su sonde interplanetarie per generare però modeste spinte), alimentati da un solo propellente e magari con l’azione di reattori a fissione nucleare per fornire l'energia termica e poi forse dal 2060-90 la fusione nucleare purchè sufficientemente compatti onde permettere una facile installazione sui missili, ma oggi i lanciatori montano propulsori a reazione diretta come detto ossia basati sulla semplice legge fondamentale della forza e della 3° legge dell’azione e reazione della meccanica newtoniana, con motori a razzi chimici facenti uso di propellenti chimici, liquidi o solidi, che, chiusi in adatte camere di combustione con stretti ugelli-gole, e miscelati tra loro, per combustione liberano una grande quantità di energia termica a 3 mila °C circa ed intorno a 50-60 atmosfere, la quale li fa espandere e li espelle con grande accelerazione a dagli ugelli stessi (semplicemente il prodotto di a per la massa m dei gas combusti dà la forza F esercitata sui gas stessi, che, per la legge dell’azione e reazione, è uguale in modulo e di verso contrario R=S=-F=-ma a quella applicata al razzo, chiamata spinta S (misurata in newton o chilogrammi forza, o tonnellate forza per grandi spinte) per mezzo della quale, se essa supera il peso P, il razzo decolla, ricordando che con i sistemi monopropellenti (come acqua ossigenata, idrazina o nitrato ammonico), che si espandono con il solo calore del processo di decomposizione (600-2300 °C), si ottengono bassi impulsi I ossia da 165 a 250 secondi (essendo questo impulso I (non quello della meccanica razionale per cui l’impulso è l’integrale della forza F nel tempo dt (newton secondo) per cui il suo differenziale dI=Fdt=dq ossia uguale al differenziale della quantità di moto o variazione infinitesima della quantità di moto, ma sappiamo che esiste pure l'impulso elettrico di tensione (integrale nel tempo della tensione v(t) o e(t) che dà un flusso magnetico Φ ed il suo differenziale è il differenziale del flusso dΦ) e l'impulso elettrico di corrente (integrale nel tempo della corrente i(t) che dà una carica elettrica Q, duale del flusso magnetico, ed il cui differenziale è il differenziale di carica dQ, ben misurabili all'oscilloscopio in frequenza o coi loro tempi di salita-discesa)), il rapporto fra la spinta S costante in Kgrammiforza fornita da un propellente combusto o da un motore a reazione diretta, ed il peso Pp del propellente stesso (Kgrammi peso) per il tempo in cui avviene la combustione (per cui affermare che un propellente fornisce un impulso I=100 secondi, non significa dire altro che 1 Kgrammo peso di esso, bruciato per 100 secondi a potenza W costante, fornisce una spinta di 1 Kgrammo o bruciato in 50 secondi fornisce una spinta di 2 Kgrammi oppure bruciato in 1 secondo fornisce una spinta di 100 Kgrammi, ed il rapporto fra la spinta S prodotta ed il peso Pps consumato in 1 secondo è l’impulso specifico Is (un parametro dato da un numero puro (o secondo altre convezioni in secondi), e che rappresenta il rendimento del sistema di propulsione); 


i sistemi bipropellenti (di maggior peso dovendo caricare anche l’ossidante) usano come combustibile ad esempio idrogeno, idrazina, pentaborano, litio, berillio, ecc., come ossidanti ad esempio ossigeno, fluoro, trifluoruro di cloro, acido nitrico, tetrossido di azoto, ecc., e nei rapporti ottimali sviluppano impulsi I da 240 a 412 secondi (per cui un sistema bipropellente pesante 1 Kgrammo, nelle condizioni più favorevoli con I=400 secondi, produce una spinta S=1 Kgrammo per 400 secondi ossia è in grado di alzare se stesso dalla rampa per 400 secondi od il doppio di se stesso (od almeno un po’ più di se stesso se tale spinta deve anche servire a qualcosa) per 200 secondi; ma con futuri propulsori al plasma od a gas ionizzati, dato che le accelerazioni a ottenute sono almeno 10 volte maggiori, anche gli impulsi specifici Is sono un ordine di grandezza maggiori a parità di massa m, ed allora in tal modo il rapporto tra il peso del carico utile ed il peso totale del missile viene favorevolmente mutato (infatti tutti i lettori avranno notato la grande inefficienza dei mezzi ingegneristici e dei lanciatori a razzi chimici richiedenti grandi energie e grandi mezzi economici per la satellizzazione orbitale di sonde-navi, per l'uscita dalla gravità terrestre e per atterrare-decollare dalla superficie di pianeti-satelliti di massa almeno lunare, per cui ad esempio per portare un carico utile di 15 tonnellate sulla Luna (anzi molto meno tolti i propellenti) con le missioni Apollo 11-12-14-15-16-17 (come tutti sapranno la conquista della Luna iniziò il 16lug69 del '900 alle ore 9:32 in Florida (ora 13:32 UTC o GMT o Zulu; per ottenere l'ora sulla costa USA orientale (Florida o Miami o Orlando) si deve sottrarre 4 ore a UTC, come pure si osserva leggendo l'ora esatta ad esempio sul portale https://www.miniportale.it), quando dalla piattaforma A di lancio del complesso N° 39 di Cape Canaveral allora chiamato Cape Kennedy ossia John F. Kennedy Space Center partì la missione di Apollo 11 (con lancio tramite il vettore Saturno V SA-506, portante il modulo di comando Columbia CM-107 (da Columbiad ossia il cannone gigantesco del romanzo Dalla Terra alla Luna di J. Verne del 1865, ed ora modulo collocato al National Air and Space Museum di Washington) coi 3 astronauti (Niel A. Armstrong comandante, Michael Collins pilota del modulo comando, Edwin Aldrin pilota modulo lunare, con equipaggio di riserva J. Lovell, W. Anders, F. Haise rispettivamente) e l'unico modulo rientrante a Terra, il modulo di servizio SM-107 (per fornire energia elettrica, ossigeno-acqua, e motori di orientamento e di propulsione per entrare-uscire dall'orbita), ed il modulo lunare LM-5 Eagle-Aquila per la discesa sulla Luna; noti il lettore che ciò avveniva esattamente soltanto 66 anni dopo il primo storico volo sperimentale in atmosfera del prototipo Flyer dei fratelli Wright, e quest'ultimo volo invece dopo secoli e secoli di osservazioni e riflessioni (anche di Leonardo da Vinci come sappiamo) sulla tecnica di volo degli uccelli e delle prime macchine tecnologiche per il volo), ed il LEM lunare LM-5 Eagle dopo 103 ore di traversata dalla Terra alla Luna con a bordo Neil Armstrong ed E. Aldrin allunava nel Mare della Tranquillità-Mare Tranquillitatis (a 0°, 40' latitudine Nord e 23°, 28' longitudine Est LAU, a 19 Kmetri a sud-est del cratere Sabine, nonché sull'emisfero lunare visibile e scelto dopo le rilevazioni di Ranger 8, Surveyor 5, e dalle mappe di Lunar Orbiter) non senza difficoltà per via del malfunzionamento-sovraccarico del computer di bordo LGC col rischio pure di annullamento dell'allunaggio e dell'intera missione Apollo 11 alle ore 16:17 secondo il fuso orario USA (ossia ore 20, 17 minuti e 42 secondi secondo l’ora di Greenwich UTC; "Houston, Tranquility Base here. The Eagle has landed"), mentre il Sole stava salendo lentamente appena sopra l’orizzonte in quella pigra alba lunare (giornata di luglio nell’emisfero settentrionale terrestre, laddove ovviamente sulla Luna non esistono stagioni mancando di atmosfera e d'inclinazione dell'asse di rotazione) le ombre nette erano ancora lunghe e la temperatura superficiale, durante quelle tre ore di attività extraveicolare EVA, variava da -10 a -5 °C (laddove dietro i grossi massi, dietro gli orli dei crateri ed in tutte le zone d’ombra era intorno a -80 o -90 °C  ovvero una temperatura decisamente antartica (ma l'interno del casco degli astronauti risultò più caldo sotto la luce diretta del Sole che non all'ombra di Eagle differentemente invece dall'interno della tuta) mentre sull’emisfero lunare notturno doveva essere di circa 150-173 °C sotto lo zero (le temperature estreme raggiunte sulla superficie lunare variano più o meno da -127 °C a +173 °C) 


ma se avessero soggiornato per almeno 15-20 giorni nel Mare della Tranquillità la temperatura sarebbe salita da 5 gradi sotto zero a circa 120-150 °C sopra lo zero con grandi problemi di raffreddamento-condizionamento ambientale (problema relativo all'elevata escursione termica che si dovrà risolvere per i primi moduli lunari abitabili e poi per le future basi seleniane permanentemente abitate ad esempio realizzandole sotto il livello della superficie), laddove in diretta televisiva Neil Armstrong non senza difficoltà (dato che con la riprogettazione del Lem il portello-portellone era stato realizzato più stretto mentre la tuta spaziale-lunare A7L era rimasta la medesima, tra l'altro con peso di circa 110 Kgrammi sulla Terra compreso l'ingombrante sistema di controllo-sopravvivenza (Primary Life Support System, con ossigeno-acqua), per proteggere contro grandi escursioni termiche, contro i raggi UV, contro la polvere lunare e contro micrometeoriti, per una permanenza extraveicolare maggiore di 7 ore) usciva da Eagle alle ore 22:56 su una scaletta di 9 gradini per la prima attività extraveicolare lunare (era il tempo storico delle ore 2, 56 minuti e 20 secondi, ora di Greenwich UTC, del 21 luglio 1969, con trasmissione TV in diretta e segnale ricevuto al Goldstone Deep Space Communications Complex in USA, poi a Honeysuckle Creek in Australia e qualche minuto più tardi nel circuito tv internazionale grazie all'antenna del radiotelescopio Parkers Observatory in Australia) durata complessivamente 2 ore, 31 minuti e 40 secondi, lasciando la prima impronta del suo scarpone sinistro nella polvere lunare (“a grana molto fine... quasi come polvere”) tra le tante di quella storica giornata sulla quale era più facile-vantaggioso “saltare o saltellare” che non camminare come sulla Terra (la quale impronta dello scarpone, intatta per assenza di ogni attività meteorologica, magari attende ancora di essere racchiusa e sigillata in un apposito “Museo lunare” per consegnarla alla memoria del tempo e della storia (potrebbe anche senza protezione rimanere per qualche decennio data l'assenza di lunamoti e la rara caduta di sciami di piccoli meteoriti ma alterata soltanto dalla periodica variazione di temperatura da circa -150 °C a +150 °C ogni 14 giorni terrestri pari ciò al periodo diurno od al periodo notturno lunare, ciò detto per coloro che insieme alle nuove scoperte scientifiche ed invenzioni tecnologiche apprezzano che, non sulla Terra, ma proprio sulla Luna (ed in parte anche su Marte) si trova ciò che è più antico, i più antichi corpi selenologici (ed altrove geologici ed areslogici della litosfera), antichi quasi come le stesse particelle elementari che costituiscono la materia e che ci giungono pure dal più lontano spazio e dal più remoto tempo ossia dalle immense profondità spaziotemporali, un vero paradiso per tutti coloro che subiscono il fascino della Genesi, per coloro che vogliono viaggiare verso le origini del mondo, rinvenibili qui nel paesaggio e sulla superficie lunare tra gli affioramenti massicci dei mascon quale paradiso biblico, non il rigoglioso giardino di un monarca orientale ma la più antica valle rocciosa dell’Eden extraterrestre conservataci nei milioni d'anni e tramandataci (riguardo questo Eden di Marte (piuttosto che della Luna così vicina ed osservata da millenni) ovviamente un Eden roccioso non abitato da alcun essere vivente, come invece, abbiamo appreso, farebbero pensare i famosi canali di Schiaparelli (Giovanni Virginio Schiaparelli, 1835-1910, noto astronomo-ingegnere-storico della scienza (soprattutto dell'astronomia antica) italiano, che lavorò all'Osservatorio astronomico di Brera a Milano, ma noto e popolare soprattutto per i suoi studi ed osservazioni astronomiche su Marte (pubblicando Il pianeta Marte (1893), La vita sul pianeta Marte (1895) ed Il pianeta Marte (1909); in essi troviamo “Piuttosto che veri canali della forma a noi più familiare, dobbiamo immaginarci depressioni del suolo non molto profonde, estese in direzione rettilinea per migliaia di chilometri, sopra larghezza di 100, 200 chilometri od anche più. Io ho già fatto notare altra volta, che, mancando sopra Marte le piogge, questi canali probabilmente costituiscono il meccanismo principale, con cui l'acqua (e con essa la vita organica) può diffondersi sulla superficie asciutta del pianeta”)), termine canale tradotto in inglese con canal (canale artificiale) invece che con channel (canale naturale) sul quale termine poi, non Schiaparelli ma piuttosto ci speculò Lowell tirando fuori la teoria della vita (anche intelligente) su Marte che un tempo doveva aver ospitato (Percival Lowell, nato a Boston 1855 e morto a Flagstaff 1916, noto astronomo statunitense, fondatore nel 1894 e direttore dell'Osservatorio di Flagstaff in Arizona, per lo studio dei pianeti in 23 anni interamente dedicati all'astronomia, ed in particolare proprio di Marte con le sue pubblicazioni Mars (1895), Mars and Its Canals (1906), Mars As the Abode of Life (1908)), ma mito dei canali perdurato a lungo (con dettagliata descrizione di quelle che egli definì “configurazioni non naturali” della superficie del pianeta con canali singoli-doppi, oasi secondo i cicli stagionali, arrivando a sostenere che i canali fossero stati costruiti da esseri viventi intelligenti per la regolazione delle acque marziane), 


e se fosse ancora necessario mito demolito definitivamente dalla sonda Mariner 4, ma il maggior contributo di Lowell allo studio dei pianeti attiene all'ipotesi e ricerca del Pianeta X da collocarsi oltre l'orbita di Nettuno con possibile orbita e proprietà di esso da lui calcolate nel 1915, quindi nel 1930 venne osservato da Clyde William Tombaugh non molto lontano dalla posizione prevista da Lowell un nuovo pianeta chiamato Plutone in cui le iniziali lettere P,L sono le iniziali del suo nome Percival,Lowell); aggiungiamo anche che dal 2000 non solo si conoscono nuovi esopianeti orbitanti intorno a stelle della Via Lattea, ma pure si è osservata la nascita di alcuni protopianeti (esopianeti protoplanetari) o giovani pianeti in formazione, come a lug18 si è fotografato il protopianeta Planet PDS-70b (pianeta gassoso neonato gigante rosso con massa circa quella di Giove e struttura a disco-ciambella con grande buco centrale, ed una temperatura di circa 1000 °C, di cui si è studiata l'atmosfera a varie lunghezze d'onda in particolare dal gruppo di Miriam Keppler), ripreso entro la Via Lattea all'interno della polvere stellare della sua stella nana PDS-70b color arancione (da cui dista circa 3 miliardi di Km più o meno come Urano dal Sole) da Sphere apparecchiatura funzionante ad alto contrasto installata sul telescopio Very Large Telescope VTL di Eso (European Southern Observatory) con ricerca pilotata da Max Planck Institute for Astronomy di Heidelberg in Germania, per cui si è per la prima volta osservato il processo di nascita di un pianeta dalla nebulosa stellare immediatamente circostante la sua stella (in questo caso, pianeta visibile di color arancione-aranciato come un minuscolo puntino luminoso vicinissimo alla stella PDS-70b dopo aver rimosso la luce accecante emessa dalla stella stessa la quale poi è collocata vicino alla stella blu χ Centauri), ed aggiungiamo anche che la ricerca di esopianeti ha già dato un riconoscimento internazionale con l'assegnazione nel 2019 di Premi Nobel in Fisica a Michel Mayor e Didier Queloz “per la scoperta di un esopianeta che orbita attorno ad una stella di tipo solare”), oltre a portare Armstrong il suo PKK (Personal Preference Kit) contenente un pezzo di legno dell'elica ed un pezzo del tessuto dell'ala dell'aereo dei fratelli Wright, ad ascoltare il disco registrato in molte lingue lasciato sul suolo lunare assieme ad altri oggetti, disco quasi certamente da “rimasterizzare”, quando nuovamente l'uomo ritornerà sulla Luna la cui assenza nel 2014 ammonta già a 45 anni (Armstrong (primo uomo sulla Luna), Aldrin (secondo uomo sulla Luna o da lui preferito “l’uomo che ha portato l’uomo sulla Luna” quale ruolo di supporto fondamentale a Neil Armstrong) e Collins il 20lug09 andarono alla Casa Bianca col presidente B. Obama per festeggiare il 40º anniversario del 1° storico allunaggio dell'uomo, e ad oggi Armstrong ed Aldrin fanno parte dei gruppo dei soli 12 uomini che hanno camminato sul nostro satellite naturale ed unici individui ad aver messo piede su un qualsiasi corpo celeste oltre alla Terra anche se qui come si vede non è rispettata la “quota rosa” tra uomini e donne come già accennato a proposito di Mercury-7 e Mercury-13), a lasciare una placca (con i disegni dei due emisferi terrestri, le firme degli astronauti e dell'allora presidente USA R. Nixon, con l'iscrizione “Here Men From Planet Earth First Set Foot Upon the Moon, July 1969 A.D. We Came in Peace For All Mankind (“Qui uomini dal pianeta Terra fecero il primo passo sulla Luna, Luglio, 1969 d. C. Siamo venuti in pace per tutta l'umanità”)) ed oltre alla storica chiamata dello stesso presidente Nixon dalla Casa Bianca, laddove il secondo uomo Aldrin toccava il suolo lunare alle ore 3:15 UTC) installando alcuni strumenti dell'Early Apollo Scientific Experiment Package estratti dalla base del modulo di discesa (ossia un foglio di alluminio per catturare le particelle del vento solare, un sismografo passivo, un retroriflettore-riflettore di raggi laser (ad esempio per l'esatta misura dalla Terra della distanza Terra-Luna), e piantando la bandiera statunitense fino a circa 20 centimetri nel suolo ben tesa immobile in quella completa assenza di atmosfera, oltre a scattare alcune fotografie (non potendole però ancora postare su YouTube come foto di una vacanza al Mare della Tranquillità)) 


e raccogliendo con martello e paletta 22 Kgrammi di rocce (esattamente 21.55 Kgrammi=47.51 libbre, pesanti 3.6 Kgrammi sulla Luna, laddove gli astronauti pesavano circa 12-13 Kgrammi (libbra è una vecchia unità di misura di forza-peso ancora utilizzata nei paesi anglosassoni-USA ugualmente derivata da livra-lira ossia dal nome bilancia), rammentando che lungo l'intero percorso diretto-radiale Terra-Luna un corpo pesante 80 Kgrammi sulla superficie terrestre pesa 20 Kgrammi a 13 mila Kmetri di distanza, pesa 318 grammi a 100 mila Kmetri, pesa 0 grammi ossia annulla il suo peso a 346 mila Kmetri dalla Terra (dove la forza-accelerazione gravitazionale della Terra uguaglia in modulo la forza-accelerazione gravitazionale della Luna, ossia dove sono uguali i rapporti distanza Terra/distanza Luna = radice quadrata di (Mterra/Mluna)), e pesa 13.2 Kgrammi sulla superficie lunare ossia 1/6 del peso sulla Terra), e pronunciando la storica frase da lui forse sentita più appropriata di altre citazioni letterarie o di circostanza nonché ricca di promesse per il futuro “Questo è un piccolo passo per un uomo ma un balzo da gigante per l’umanità”, riportata da  quasi tutti i media del mondo in due varianti leggermente differenti), con successiva risalita della parte superiore del Lem (la parte inferiore fungente da base-rampa di lancio insieme agli strumenti lasciati sulla Luna sono poi stati fotografati nel 2009 dalla sonda Lunar Reconaissance Orbiter, e costituiscono la prova diretta-materiale, insieme ai dati della contemporanea sonda sovietica Luna-Lunik 14 in orbita selenocentrica (proprio nel medesimo giorno in cui la sonda automatica Luna 15 senza equipaggio umano tentava un allunaggio con recupero di materiale lunare e risalita diretta verso la Terra ma, come detto, operazione non riuscita, nonché missioni Apollo 11-Luna 15 seguite da entrambi i paesi USA-URSS), dell'avvenuto sbarco sulla Luna degli astronauti di Apollo 11, contro eventuali detrattori di tali fatti storici sostenitori invece della teoria del complotto nata dal 1976 secondo la quale la NASA ed il governo statunitense avrebbero falsificato le prove degli allunaggi con una finzione scenica-cinematografica-televisiva ingannando tutto il pubblico, gli scienziati ed i sovietici stessi (nel 2008 la sonda dell'Agenzia Spaziale giapponese Selene ha eseguito osservazioni sul sito di allunaggio di Apollo 15, e come detto la sonda della NASA Lunar Reconnaissance Orbiter ha ripreso immagini da 50 Km di quota dei reperti di tutte le missioni lunari Apollo)) anche in tal fase di risalita non senza difficoltà (ma nel caso di danneggiamento o di mancato funzionamento del motore di decollo da 1.6 tonnellate di spinta il presidente Nixon avrebbe dovuto leggere in diretta “Il destino ha voluto che gli uomini che sono andati sulla Luna per esplorarla in pace, rimarranno sulla Luna per riposare in pace. Questi uomini impavidi, Neil Armstrong ed Edwin Aldrin, sanno che non c'è speranza per il loro recupero. Ma sanno che c'è speranza per l'umanità nel loro sacrificio... Si addoloreranno le loro famiglie ed i loro amici; si addolorerà la loro nazione; si addolorerà tutta la gente del mondo; si addolorerà la Madre Terra per avere mandato due dei suoi figli verso l'ignoto... Nei giorni antichi, gli uomini hanno guardato le stelle e hanno visto i loro eroi nelle costellazioni. Oggi, noi facciamo lo stesso, ma i nostri eroi sono uomini in carne e ossa... Ogni uomo che guarderà la Luna nella notte, saprà che c'è da qualche parte un piccolo angolo che sarà per sempre l'umanità...”, 


poiché mentre nell'allunaggio ci sono fasi successive di alternative compresa la risalita e l'atterraggio di emergenza prima di entrare in fasi critiche per la sopravvivenza invece in altre operazioni come nella fase di risalita dalla superficie della Luna o di rientro del modulo di comando CM in atmosfera non ci sono alternative e tutto deve funzionare secondo i piani... ma sulla Luna potevano permanere anche più di una settimana (per quanto riguarda la sola temperatura in superficie potevano permanere anche per mesi pur di “camminare” circa 5 metri/sec=18 Km/h per mantenere fissa rispetto a loro la linea temporale dell'alba, laddove sulla Terra ciò richiederebbe di percorrere circa 500 metri/sec=1800 Km/h) ed Apollo 12 già montato a KSC magari avrebbe pure potuto essere lanciato in tempi brevi di qualche giorno, seppure si poteva anche prevedere senza costi aggiuntivi di far atterrare automaticamente il LEM della missione Apollo 10 nella medesima zona del Mare della Tranquillità invece di farlo risalire ed abbandonare così da avere un'altra possibilità di risalita per gli astronauti di Apollo 11), per l'aggancio a Columbia, e rientro a Terra con ammaraggio nell'oceano Pacifico il 24lug69 alle ore 16:50 UTC, mentre a dic72 veniva effettuata l’ultima missione del programma Apollo, ossia  il volo di Apollo 17 (nella quale l’astronauta Cernan ed il geologo Harrison Schmitt in tre uscite rimasero 22 ore sul suolo seleniano nella regione della valle Taurus-Littrow, percorrendo con un lunar rover ben 35 Kmetri e raccogliendo 110 Kgrammi di campioni di rocce, portando così a 381.7 o 384 Kgrammi la quantità complessiva di materiale lunare portato a Terra dall’intero progetto lunare Apollo, rocce distribuite in molti laboratori ma in gran parte conservate al Lunar Receiving Laboratory di Houston (di 3.2-4.6 miliardi d'anni di età, risultate uguali ma più antiche di quelle terrestri con molti segni d'impatto di micrometeoriti, compresa la roccia anortosite di un altopiano lunare detta Genesis Rock (ossia la roccia della Genesi di questo Eden biblico (Eden sumero o Giardino delle Delizie Gan 'Eden ebraico (Genesi) ma roccioso da cui però non sgorga alcun fiume), ma certamente roccia seleniana-lunare, non come il Monolite-Monolito nero a forma “artificiale multidimensionale” di perfetto parallelepipedo, che troviamo in 2001 Odissea nello spazio, capace di interagire col mondo esterno e creante pure l'anomalia magnetica Tycho-1 o TMA-1) confermante la teoria secondo la quale la Luna si sia formata dalla Terra a seguito di qualche cataclisma planetario come un impatto di un grande corpo), aggiungendo che anche i russi, poco dopo gli statunitensi, porteranno a Terra campioni lunari da analizzare tramite i moduli di ascesa delle sonde automatiche Luna-Lunik (osserviamo che le sonde sovietiche del Programma Luna si chiamano Luna, da Luna 1 a Luna 24, mentre il nome Lunik è stato coniato da qualche deficiente) come il 12set70 quando Luna 16 allunò recuperando 105 gr di rocce portate a Terra il 24set da un suo modulo rientrante, e lanciata il 14feb72 Luna 20 rientrava il 25feb con un carico di 55 gr di materiale lunare prelevato con un carotaggio, ed il 9ago76 venne lanciata l’ultima sonda della serie Luna ossia Luna 24 che allunava nel mare della Crisi ed il cui modulo di rientro ripartiva con un carico di materiale lunare (170.1 gr) atterrando poi in Siberia il 22ago (i materiali lunari prelevati dalle missioni USA e dalle missioni URSS sono stati pure reciprocamente interscambiati per avere una maggior disponibilità di dati nonché poi forniti ad altri Centri di ricerca di altre nazioni)); ma, come detto, i voli spaziali con equipaggio erano e sono ancora oggi ad alto rischio e le probabilità di guasto ed incidente con perdite di vite umane sono abbastanza alte (come nei casi di Apollo 1 (incendiatosi durante le prove sulla rampa di lancio causando la morte di Grissom-White-Chaffee 


(“Apollo 1, inizialmente designato AS-204, fu la prima missione con equipaggio del programma Apollo degli Stati Uniti. Pianificata come la prima prova in orbita terrestre bassa del modulo di comando e di servizio Apollo per essere lanciata il 21feb1967, la missione non volò mai: un incendio divampato in cabina durante un'esercitazione alla rampa di lancio 34 di Cape Canaveral Air Force Station avvenuto il 27gen67 uccise tutti e tre i membri dell'equipaggio, il pilota comandante Virgil "Gus" Grissom, il pilota senior Edward White e il pilota Roger Chaffee, distruggendo il modulo di comando CM. Il nome Apollo 1, scelto dall'equipaggio fu reso ufficiale dalla NASA in loro onore dopo l'incidente. Immediatamente dopo la tragedia, la NASA istituì l'Apollo 204 Accident Review Board per investigare la causa dell'incendio ed entrambe le camere del Congresso degli Stati Uniti condussero le proprie indagini per valutare l'operato della NASA. La fonte di innesco dell'incendio venne determinata per essere stata di natura elettrica, mentre l'incendio si diffuse rapidamente a causa del materiale combustibile nylon e dell'atmosfera ad alta pressione in cabina costituita da ossigeno puro. Il salvataggio dell'equipaggio venne impedito dal portello che non poteva essere aperto contro la maggior pressione interna della cabina. Poiché il razzo vettore non era stato rifornito di carburante, il test non era stato considerato pericoloso e la preparazione alle emergenze era scarsa. Durante le indagini del Congresso, il senatore Walter Mondale rivelò pubblicamente un documento interno della NASA che citava problemi con il principale appaltatore del programma Apollo, la North American Aviation, noto successivamente come Phillips Report. Questa divulgazione imbarazzò l'amministratore della NASA James Webb il quale non era a conoscenza dell'esistenza del documento e suscitò polemiche sull'intero programma Apollo. Nonostante tutto, entrambe le commissioni istituite dal Congresso stabilirono che le questioni sollevate nel rapporto non avevano attinenza con l'incidente. I voli Apollo con equipaggio furono sospesi per 20 mesi, mentre la sicurezza ed i pericoli presenti nel modulo di comando vennero affrontati. Nel frattempo, proseguì lo sviluppo e il collaudo senza equipaggio del modulo lunare (LM) e del razzo Saturn V. Il veicolo di lancio Saturn IB che doveva portare nello spazio Apollo 1 venne utilizzato per il primo volo di prova del LM, Apollo 5. La prima missione Apollo con equipaggio ad andare nello spazio fu, nell'ottobre del 1968, Apollo 7 con a bordo l'equipaggio di riserva di Apollo 1. L'incidente. Poco prima dell'incidente, l'equipaggio si stava distendendo nei rispettivi sedili orizzontali, completando la lista di controllo, mentre un problema relativo al sistema di comunicazione era stato riparato. Improvvisamente, una voce (si ritiene che fosse di Chaffee, dato che era l'unico ad avere il canale audio libero) gridò "Fire! We've got fire in the cockpit!" ("Fuoco! C'è del fuoco nella cabina!"). L'ultima registrazione ha avuto luogo 17 secondi dopo il primo messaggio di allerta con la frase "We're burning up!" ("Stiamo bruciando!"). La trasmissione si concluse con un grido di dolore. L'equipaggio non ebbe la possibilità di fuggire, dato che il doppio portello con apertura interna poteva aprirsi solo con la capsula non pressurizzata. L'incendio fu aggravato dall'atmosfera di ossigeno puro fino ad allora normalmente utilizzata nelle capsule; ci vollero cinque minuti affinché gli addetti, che intervennero coraggiosamente sfidando le fiamme, riuscissero ad aprire il portello. Sebbene le luci della cabina fossero rimaste accese, all'inizio non riuscirono a trovare gli astronauti a causa del fumo denso. Quando il fumo si diradò, trovarono i corpi, ma non furono in grado di rimuoverli in quanto il fuoco aveva parzialmente sciolto le tute spaziali in nylon di Grissom e White. Da quel momento la NASA smise di utilizzare le atmosfere di ossigeno puro. Resti carbonizzati di Apollo 1. Si ritiene che il fuoco abbia avuto origine da una scintilla scoccata in un preciso punto (dei 50 Km di cavi presenti nella navicella), ed abbia avuto una combustione molto accelerata a causa dell'atmosfera d'ossigeno pressurizzato presente nella capsula. La Commissione d'inchiesta determinò che la causa fu un filo di rame privato del suo isolamento dovuto alla continua apertura e chiusura di un portello che con esso interferiva. Sembra inoltre che questo filo fosse nei pressi di una giunzione di una linea di raffreddamento che in quel momento stava espellendo vapori altamente infiammabili. Il fuoco si diffuse rapidamente, passando per la tuta degli astronauti. Le tute di Grissom e di White furono ritrovate parzialmente fuse. Nonostante questo il rapporto dell'autopsia stabilì che la principale causa di morte per tutti e tre gli astronauti fu l'arresto cardiaco causato da alte concentrazioni di monossido di carbonio, piuttosto che le ustioni. La Commissione d'inchiesta stabilì che Grissom subì ustioni di terzo grado su oltre un terzo del corpo e la sua tuta spaziale fu distrutta per il 65 %, White subì ustioni di terzo grado su quasi metà del corpo e un quarto della tuta spaziale era fusa mentre Chaffee subì ustioni di terzo grado su quasi un quarto del corpo e solo una piccola parte della tuta spaziale era stata danneggiata.”)), poi delle missioni Vostok, Soyuz, della navetta USA, ecc.) sia alla partenza, sia durante il volo che al delicato e pericoloso rientro in atmosfera (ad esempio, a rendere più complessa la progettazione dell'intero programma e progetto Apollo fu la realizzazione del razzo Saturno ad alto livello di affidabilità insieme ai sistemi di salvataggio inclusa la richiesta più o meno empirica della NASA che ogni missione avesse probabilità di successo di circa il 99 % e probabilità di perdita dell'equipaggio di circa 0.1 %, ma i parametri si rivelarono troppo stringenti e le cose si rivelarono più difficili oltre che ovviamente di difficile calcolo), 


come sappiamo pure avvenne per l'incidente mortale solo sfiorato con la missione Apollo XIII o Apollo 13 dell'11apr70 (con a bordo J. A. Lovell (dopo aver volato con Gemini 7, Gemini 11 ed Apollo 8, il quale insieme a Kluger scriverà poi il libro Lost Moon dal quale sarà tratto il film Apollo 13 diretto da Ron Howard con Tom Hanks e nel quale lo stesso Lovell compare in un cameo quale capitano della nave di recupero Iwo Jima nelle acque del Pacifico, laddove il relativo prologo ricorda proprio la sfortunata prova di AS-204 Apollo 1 con la morte dei citati 3 astronauti), poi K. Mattingly (sostituito poco prima ossia il 9apr da J. Swigert per il pericolo che Mattingly si ammalasse di morbillo durante la missione essendo l'unico non immune dei 3+2 componenti dell'equipaggio di volo+riserva nonché dovuto al potenziale contagio dell'altro pilota di riserva del LEM ossia C. M. Duke), poi F. W. Haise, nel modulo di comando CSM-109 Odyssey, laddove gli stadi di Saturno V erano stati consegnati a lug69 e tutto il missile era pronto per essere portato sulla rampa di lancio 39A il 15dic69 per la terza missione lunare, il cui motto sull'emblema era “Ex luna, scientia” (“Dalla Luna, conoscenza”, od in Italia magari scienza-canoscenza) preso dal motto di US Naval Academy “Ex scientia tridens” ("Dalla conoscenza, potenza del mare”), insieme alla scritta APOLLO XIII ed alla raffigurazione di 3 cavalli che volano), terminata col recupero dei tre astronauti seppure con l'annullamento dell'allunaggio al cratere-altopiano di Fra Mauro, quando, in rotta verso la Luna a 321800 Km dalla Terra, alla 56° ora di volo e dopo circa 6 minuti dal termine della programmata trasmissione tv, una pila a combustibile si guastò ed il relativo serbatoio N 2 dei quattro serbatoi dell'ossigeno (ognuno contenente centinaia di libbre di O2) del modulo di servizio SM-109 esplose danneggiando il modulo seriamente (insieme pure al serbatoio N 1, e con solo due serbatoi d'ossigeno (necessari, dalla miscelazione di ossigeno ed idrogeno, per produrre energia elettrica, acqua per raffreddare-dissetarsi, e per respirare) e meno pile a combustibile efficienti-funzionanti non era possibile avere energia sufficiente per proseguire la missione (per i serbatoi compromessi dall'esplosione, il N 2 con pressione quasi subito a 0, il N 1 a 0 dopo 130 minuti ed il N 3 non funzionante, la produzione di potenza elettrica di SM era drasticamente scesa, ed allora si decise di chiudere i circuiti ossigeno-idrogeno di produzione energia e di spegnere completamente il modulo di comando CM preservandolo per il necessario rientro a Terra) scegliendo allora a Houston di eseguire un (quasi)giro attorno alla Luna (tecnica adottata dell'orbita di sicurezza od orbita libera gravitazionale per tutte le missioni Apollo su rotta lunare considerando l'eventuale disgraziata mancata accensione del motore principale SPS del modulo di servizio) onde effettuare grazie alla gravità della Luna l'inversione di rotta-traiettoria e riprendere la rotta verso la Terra su una traiettoria di ritorno libera (Free Return Trajectory FRT, su un'orbita abbastanza alta da costituire ancora oggi il record di massima distanza raggiunta da un uomo dalla Terra dovuta alla combinazione di massima distanza della Luna in quei giorni quasi all'apoapside e di circa 60 miglia ulteriori oltre la traiettoria usuale con una distanza totale di 400171 Km=248655 mi dalla Terra raggiunta alle ore 7:21 pm EST 14apr1970)), durante l'operazione di miscelazione dell'ossigeno stesso perchè non stratificasse-fluidificasse, a seguito di scintilla per cortocircuito tra i conduttori elettrici del relativo motore di miscelazione con sviluppo di fiamma che causò un aumento di pressione fino a circa 1000 inch/pollice quadro=7 Mpascal=69 atmosfere con salto del settore di testa del serbatoio riempiendo di ossigeno l'alloggiamento delle celle nel Settore 4 che poi causò anche il distacco dei bulloni dei pannelli esterni di SM provocando la loro espulsione e danneggiando magari un poco anche la vicina antenna in banda S ed il danneggiamento delle valvole di intercettazione di O2 dei serbatoi N 1-3 (la frase allora pronunciata da Swigert diretta al centro di controllo a Terra è "OK, Houston, we've had a problem here" o "Hey, we've got a problem here" ("OK, Houston, abbiamo avuto un problema qui"), quindi Lovell pronunciò una frase simile "Houston, we've had a problem" ("Houston, abbiamo avuto un problema", avendo subito notato una “sottotensione” sul pannello B ed una caduta di pressione nel serbatoio N 2, supponendo inizialmente un impatto di un meteorite-meteoroide e poi osservando dall'oblò la perdita preoccupante di ossigeno), mentre sappiamo che è divenuta popolare la frase non esattamente corretta "Houston, we have a problem" ("Houston, abbiamo un problema")); 


incidentalmente diciamo qui qualcosa sulle pile a combustibile (fuel cell) quale apparato elettrochimico capace di generare energia-potenza elettrica (ossia una forza elettromotrice Edc=Vdc ed una corrente elettrica Idc ai suoi morsetti come i più comuni accumulatori chimici-elettrici) direttamente dalla reazione chimica di determinate sostanze reagenti (spesso sono idrogeno ed ossigeno) senza combustione termica e senza conversione di energia (infatti, come ben detto altrove, l'energia termica generata dal processo di combustione chimico può essere trasformata in lavoro meccanico ed elettrico in una macchina termodinamica secondo il noto principio-teorema di Carnot ossia con rendimento η=1-(Tb/Ta)=1-(Tbassa/Talta), comportando però alcuni problemi chimici-fisici-ingegneristici, poiché sostanzialmente la reazione scinde le molecole dei reagenti (combustibile o comburente, usualmente idrogeno od ossigeno atmosferico o contenuto in serbatoi in pressione, dando come prodotto acqua H2O) in ioni positivi (H e H2 si ionizzano facilmente all'anodo ma molto meno O ed O2 al catodo qui con catalisi più difficile detta sovratensione catodica) ed elettroni i quali ultimi circolano come corrente dagli elettrodi nel circuito elettrico esterno, laddove l'efficienza della pila a combustibile è η=lavoroottenuto/energialiberaGibbs=W/(-Δgr), di circa 0.4-0.6 ossia 40-60 % e variabile con T, in presenza di idrogeno nei cilindri in pressione e di ossigeno alla pressione parziale di 20 KPa, oppure alternativamente η=lavoroottenuto/saltoentalpia=W/(-ΔHr), con entalpia di reazione quasi costante; osserviamo che sia gli accumulatori chimici che le pile a combustibile producono energia-potenza elettrica tramite reazioni chimiche dirette agli elettrodi anodo-catodo in soluzione elettrochimica, ma mentre l'energia negli accumulatori chimici è immagazzinata entro la batteria anodo-catodo-soluzione elettrolitica (quale sistema-apparato per immagazzinamento e produzione di energia elettrica) nelle pile a combustibile l'energia risulta invece immagazzinata all'esterno della batteria (ad esempio nel serbatoio di idrogeno, mentre la pila è solo un convertitore potenzialmente continuo in energia elettrica di capacità limitata solo dalla quantità di combustibile+comburente disponibile-utilizzato come lo sarebbero le quantità di combustibile+comburente nei serbatoi di razzi chimici o di combustibile nel serbatoio per i motori endotermici); sul piano storico aggiungiamo che i primi esperimenti in merito presso la Royal Institution of South Wales vennero eseguiti nel 1839 dal chimico-giurista gallese Sir William Robert Grove partendo dalla teoria sviluppata dal chimico tedesco-svizzero Christian Friedrich Schonbein più noto questi quale scopritore dell'ozono O3 (dal greco ozein ossia odorare) all'Università di Basilea e per il perfezionamento della nitrocellulosa (un estere nitrico della cellulosa simile all'ovatta, la cui molecola contiene 24 atomi di C, da 28 a 39 atomi di H, da 1 a 12 molecole di diossido di azoto NO2 e da 20 atomi di O, detto anche fulmicotone per la tendenza ad incendiarsi ed esplodere ai soli urti meccanici o per cariche elettrostatiche) resa poi stabile da Dewar e Frederick Augustus Abel nonchè prodotta industrialmente tramite nitrazione di cellulosa prima dell'invenzione della dinamite avvenuta questa nel 1867 dal trattamento della nitroglicerina con materiali assorbenti per ottenere un esplosivo più stabile della pericolosissima nitroglicerina sensibilissima alle scosse meccaniche ed alle variazioni di temperatura inventata dal chimico italiano Ascanio Sobrero nel 1847 dopo le invenzioni della nitromannite, del saccarosio fulminante o vixorite, della piroglicerina (impiegando per la pila elettrodi porosi di platino e soluzione elettrolitica di acido solforico (ossia acido tetraossosolforico (VI)) con impiego di miscela di idrogeno ed ossigeno, ovvero più correttamente Grove ottenne energia elettrica in una cella a combustibile dalla reazione tra idrogeno ed ossigeno gassosi (prodotti in una modificata cella galvanica) con cella a combustibile$formata da un elettrodo di zinco immerso in una soluzione diluita di acido solforico H2SO4 (o tetraossosolforico (VI)) e da un elettrodo di platino immerso in una soluzione concentrata di acido nitrico HNO3 (ossia acido triossonitrico), separati da una membrana-setto poroso, generalmente ritenendo W. R. Grove l'inventore delle pile a combustibile), poi il fisico americano William White Jaques usò quale elettrolita acido fosforico in luogo di acido solforico, quindi i primi risultati promettenti arrivarono nel 1932 con il Dr. Francis T. Bacon il quale invece di elettrodi porosi di platino ed acido solforico ricorse ad elettrodi poco costosi di nickel e soluzione alcalina meno corrosiva (Bacon Cell), nel 1959 l'ingegnere Harry Ihrig di Allis-Chalmers azionò un trattore con potenza di 20 HP alimentato da pile a combustibile, quindi nei primi anni '60 General Electric GE inventò un sistema di derivazione Bacon per generare energia elettrica con pile-celle a combustibile da impiegare sulle navi spaziali Gemini-Apollo della NASA necessario in particolare sulle navi Apollo per la maggior necessità di energia elettrica nel viaggio andata-ritorno dalla Luna 


(in questi casi di voli spaziali con equipaggi umani l'energia-potenza elettrica deve essere generata a bordo durante le missioni poichè se alternativamente venisse erogata per alcuni giorni da accumulatori chimici precaricati al lancio necessiterebbe ad esempio su Apollo di un sistema di 4 pesanti accumulatori AgZn o Pb in serie di 12 V ognuno con capacità di almeno 6-10 mila Ah ciascuno ossia accumulatori utilizzati specialmente in marina), ma ricordiamo anche le celle a combustibile di Lawrence H. DuBois del Dipartimento di Difesa e dell'Agenzia per Progetti di Ricerca Avanzata USA DARPA, Prakash e Olah dell'Istituto di Idrocarburi Loker dell'Università della California del Sud USC in collaborazione con Jet Propulsion Laboratory JPL e Cal Tech, utilizzante diversi idrocarburi liquidi in ossidazione diretta dette cella DMFC o cella a combustibile con alimentazione diretta al metanolo, inizialmente impiegate nel progetto urbanistico del quartiere Hammarby Sjostad di Stoccolma, ma tutti sanno che l'impiego preponderante delle pile a combustibile avviene (ma soprattutto avverrà) nell'alimentazione dei motori elettrici delle automobili (comunemente dette auto ad idrogeno quale carburante di mezzi con motore elettrico quasi completamente ecologici e di grande autonomia di percorso detti anche veicoli-automobili FCEV (Fuel Cell Electric Vehicle) differenti però dalla automobili pure ad idrogeno ma con motore a combustione interna dette HICEV (Hydrogen Internal Combustion Engine Vehicle) in cui il motore è alimentato con idrogeno ivi bruciato; 


piochè le batterie chimiche di emergenza aventi autonomia di circa 10 ore erano necessarie per il modulo di comando CM al rientro in atmosfera (infatti era andata persa una notevole quantità di energia e potenza elettrica forse i 2/3 come detto) il modulo di servizio con gravi danni all'alimentazione (funzionante con pile a combustibile-batterie di 28 volt, convertita poi parzialmente anche a 110 V immaginiamo (!) seppure la gran parte dei sistemi funziona usualmente a bassa tensione (ma sappiamo che i giornalisti scrivono quello che vogliono o quello che capiscono)) venne completamente disattivato insieme allo spegnimento di CM, e si scelse allora di usare il LEM LM 7 Aquarius (procedura di salvataggio già contemplata dal '66 tra i sistemi di emergenza e già simulata a terra seppure non la preferita, in alternativa (trovandosi in quel momento Apollo a 60 ore dalla Terra dove la velocità di volo è la più bassa in cui la gravità Terra eguaglia la gravità Luna) alla soluzione più rapida di interruzione di traiettoria diretta richiedente l'accensione di Service Module Propulsion System SPS di SM per raggiungere un delta-v di circa 6000 ft/sec=1850 m/sec sufficiente a permettere dopo inversione di rotta una nuova traiettoria verso Terra percorsa risparmiando 1 giorno ovvero con ammaraggio dopo 58 ore=2.4 giorni (in tal caso il volo di Apollo sarebbe durato complessivamente 60+58=118 ore=5 giorni) ma delta-v raggiungibile solo sganciando LM dalla coda dunque soluzione inattuabile (dato che il LEM era necessario alla vita degli astronauti nelle successive 58 ore circa di ritorno), oppure era possibile un'altra alternativa ossia quella di bruciare tutto il combustibile di SPS per imprimere la maggior velocità poi sganciare SM ed accendere il motore di discesa DSP del LEM per aggiungere ancora la maggior velocità possibile (ma si desiderava tenere agganciato SM quale protezione allo scudo termico di CM necessario per il rientro in atmosfera), però riflettendo con più calma dato che la bassa velocità di Apollo lo permetteva si decise di scartare tutte le soluzioni richiedenti l'accensione del motore principale SPS di SM il più utile ma operazione la più pericolosa, costatata l'incognita del suo stato di funzionamento, salvo in caso di assoluta necessità, e di confidare tutto sul LEM, sia per la sopravvivenza dei giorni a venire che per la propulsione seppure anche questa non era senza problemi, scegliendo la traiettoria circomlunare di rientro libero gravitazionale già abbandonata ore prima dell'incidente (seguendo infatti il programma per la traiettoria orbitale di Odyssey e la discesa di Aquarius a Fra Mauro) ed ora traiettoria da ristabilire con l'accensione per 30.7 secondi del motore DPS del LEM, poi due ore dopo con una nuova accensione di 4 minuti e 24 secondi (264 sec, molto precisa per ridurre al minimo la necessità delle successive correzioni di velocità e di rotta) per abbreviare di 10 ore il tempo di ritorno e contemporaneamente spostare il punto di ammaraggio dall'oceano Indiano all'oceano Pacifico (onde aumentare la probabilità di ammarare invece di atterrare in caso del verificarsi di gravi problemi a regolare la rotta di rientro, quindi seguirono altre due correzioni di rotta minori)), 


le sue batterie Ag-Zn (funzionanti a 28 volt dc, e col minimo uso delle sole apparecchiature strettamente necessarie dovendo fornire qualcosa come 10-15-20 A ossia una potenza elettrica di 300-400-500 watt invece della potenza usuale di 1600-1800 watt, ad esempio utilizzando il calcolatore Abort Guidance System AGS di LM per la maggior parte del tempo di ritorno invece del sistema elettronico di guida primario con AGC consumante maggior potenza ed acqua per il raffreddamento) e la sua scorta di ossigeno, trasferendovi i tre astronauti per 4 giorni nonostante fosse stato realizzato per due astronauti per solo 2 giorni; il dramma per il rientro degli astronauti di Apollo 13 comportante una gran quantità di parametri critici (per cui era assai incerto l'esito della missione, riguardo la sufficiente correttezza della traiettoria, il surriscaldamento non eccessivo della capsula negli ultimi minuti, la notevole limitazione di potenza fornita dalle batterie, l'integrità necessaria dello scudo termico rivolto nel verso del rientro (lo scudo termico avrà potuto tenere anche per 10-15-20 minuti, non so, ma se anche solo una piccola area avesse subito gravi danni incrinature od asportazione di elementi non avrebbe resistito nemmeno per 3 minuti), la corretta apertura dei tre paracaduti di frenata perché l'impatto con l'acqua non fosse eccessivo o mortale, ecc.) venne seguito in diretta ogni ora in tv (seppure per risparmiare energia immagazzinata si ridussero al minimo anche le comunicazione da bordo, onde i giornalisti e telecronisti di tutti i paesi ricorrevano a disegni, grafici, ed a ragionamenti anche più approssimati ma comprensivi) apprendendo quindi di problemi di innalzamento del valore di anidride carbonica-diossido di carbonio CO2 (in ogni caso da non superare il valore del 5 %=0.05=50000 ppM del volume d'aria ovvero 125 volte il valore medio normale nell'atmosfera terrestre) poiché i filtri ad idrossido di litio LiOH per la sua rimozione non erano sufficienti allo scopo (senza poter prelevare quelli immagazzinati nel modulo di discesa) oltre che di forma geometrica diversa da quelli del modulo di servizio (a sezione quadrata invece che circolare) adattandovi in qualche modo quelli (inventando all'uopo una procedura di realizzazione richiedente materiali già a bordo utilizzati per altre operazioni come i tubi flessibili di respirazione, divenuta una “nuova invenzione della NASA”, ma se quegli ingegneri avessero letto anche le usuali riviste di elettronica che tutti noi leggiamo “avrebbero imparato a misurare la temperatura anche senza un termometro, a misurare la pressione senza alcun manometro, e magari a trasmettere TX a terra anche quando il Bjt del finale (!) si fosse guastato o fosse andato in cortocircuito (se si taglia la calotta superiore di un TO3 o di qualche cappuccio di contenitore metallico per transistori di potenza con un usuale seghetto e la si rimuove (!?... ?!... dobbiamo forse buttar via 6-8-10 euro di transistore RF o 100 euro di un finale di potenza RF!?) spesso si vede che il guasto non riguarda proprio la fusione o la completa fusione di una giunzione per cui magari in qualche modo (almeno temporaneamente) si potrebbe pure rimediare, ma qualcuno direbbe che sarebbe magari più facile provare a trasmettere a terra se si fosse guastato il triodo o tetrodo finale!), e non solo a collegare con tubo flessibile e nastro adesivo un cilindro ad un quadrato, ponendo ciò problemi tecnici a bordo (provi il lettore a far “accendere il fuoco in una foresta senza l'accendino elettrico ad ionizzazione o meglio l'accendigas a gas ad un pilota collaudatore di F-18 e di aerei militari, cioè quello che fanno usualmente le Giovani Marmotte!... 


qui bisognerebbe prima stendere una procedura o leggere in merito un articolo istruttivo... perché il lettore deve sapere che peggio ancora di un “Amministratore da poltrona di Stato” c'è il “Tecnico di Stato”... ma questi sono ambienti dove spesso, quale aggravante, si crede veramente che sarebbe stato meglio non inventare la matematica (cioè si possono ad esempio inventare i calcolatori senza la matematica, o no!) od almeno ridurla (giustamente) al minimo necessario, per il resto il Mondo “funziona con Pando! e con la Musica!” (oltre a trovare che Tex Willer precede in graduatoria Immanuel Kant, e Jules Verne precede alla grande I promessi Sposi (The Betrothed), la Divina Commedia, Don Chiscotte della Mancia e persino i Nibelunghi, e Bud Spencer batte Cary Grant di molti punti (Terence Hill non saprei avendo cambiato parrocchia), mentre Lo chiamavano Trinità potrebbe ancora andar bene ma Don Matteo è un po' fuori moda, ed a trovare che si giocano molti giochi soprattutto di squadra ma non sono molto diffusi gli scacchi (persino un professore universitario di qualche insegnamento di matematica può perdere una partita a scacchi anche contro un avversario qualsiasi, ma può un astronauta perdere una partita a scacchi?)... del resto vi sembra possibile gettarsi col paracadute nel vuoto da 4 mila metri di quota con in mano o magari da qualche altra parte la Logica di Hegel!... comunque, ancora a proposito di Pando, quasi tutti gli uomini “comprendono-invocano-adorano” diremmo neppure una Divinità ma una Deità perché hanno un Dio di una religione dogmatica “a loro immagine” per la vita da pregare onde ottenere favori ed aiuto quotidiano e da pregare periodicamente per la vita eterna (si chiama pandismo), e hanno un altro Dio Ente Assoluto “ad immagine di EDDP“ che comprende meglio il bosone di Higss, la matrice Quark-Leptoni e la curvatura matematico-geometrica spazio-temporale, frutto ciò di una visione del mondo antica sia di provenienza giudaico-cristiana, sia dalla valle del Gange, che da altri luoghi mistici della Terra, e pure dalla Grecia dei Misteri seppure leggermente meno da questa terra)... ossia spesso si pensa che la matematica sia una materia come la musica o l'educazione fisica o la storia antica-medioevale-rinascimentale-moderna piuttosto che il Mondo è tout court Matematica, dato che sarebbe un'affermazione ancora troppo debole sostenere che il Mondo è solo ben rappresentato da modelli con funzioni-equazioni matematiche (se “ipoteticamente ed idealmente” eliminassimo la matematica dalla nostra Mente(microcosmo) e dal nostro Mondo(macrocosmo), 


l'effetto dovrebbe essere più o meno equivalente alla scomparsa del mondo in un punto matematico “inesteso” che è proprio la sua origine-”origine” Razionale R (“effetto globale”, indiscutibilmente Globale, che sembra non possa avvenire con la musica, la pittura, la scultura ed il marmo, ed il giardinaggio), ma ciò non potrà accadere dato che R ed il Mondo si accompagnano per mano da sempre (o meglio per tutto il tempo o “tempo”), e del resto senza una totale integrazione della logica-matematica non è possibile eliminare Pando da CPR (Vai con Pando!... qualche volta vai anche con la Panda e Fiat Lux! Oggi diremmo Stellantis Lux!) comunque lo si voglia intendere-studiare-nominare (è certamente bello ed emozionante che nel periodo natalizio 21dic-27dic del 1968, esattamente la vigilia di Natale 24dic, da bordo di Apollo 8 (con Lovell, Anders e Borman) in orbita lunare-selenocentrica arrivino a Terra letti in sequenza dai 3 astronauti i primi 10 versetti di Genesi (“In principio Dio creò il Cielo e la Terra. La terra era informe e deserta e le tenebre ricoprivano l'abisso e lo spirito di Dio aleggiava sulle acque. Dio disse: “Sia la luce!”. E la luce fu. Dio vide che la luce era cosa buona e separò la luce dalle tenebre e chiamò la luce giorno e le tenebre notte. E fu sera e fu mattina: primo giorno. Dio disse: “Sia il firmamento in mezzo alle acque per separare le acque dalle acque”. Dio fece il firmamento e separò le acque, che sono sotto il firmamento, dalle acque, che sono sopra il firmamento. E così avvenne. Dio chiamò il firmamento cielo. E fu sera e fu mattina: secondo giorno. Dio disse: “Le acque che sono sotto il cielo, si raccolgano in un solo luogo e appaia l'asciutto”. E così avvenne. Dio chiamò l'asciutto terra e la massa delle acque mare. E Dio vide che era cosa buona...” (“In the beginning God created the heavens and the earth. Now the earth was formless and empty, darkness was over the surface of the deep, and the Spirit of God was hovering over the waters. And God said, “Let there be light,” and there was light. God saw that the light was good, and he separated the light from the darkness. God called the light “day,” and the darkness he called “night.” And there was evening, and there was morning - the first day. And God said, “Let there be a vault between the waters to separate water from water.” So God made the vault and separated the water under the vault from the water above it. And it was so. God called the vault “sky.” And there was evening, and there was morning - the second day. And God said, “Let the water under the sky be gathered to one place, and let dry ground appear.” And it was so. God called the dry ground “land,” and the gathered waters he called “seas.” And God saw that it was good...”), poi vennero tanti e tanti altri giorni... ma la Luna qui farebbe parte del Cielo, e la Terra, notoriamente di spiccata forma sferica, veniva vista per la prima volta non da solo 300 Km d'altezza bensì come qualsiasi altro pianeta come un disco nel cielo da 380 mila Km di distanza), alla prima orbita attorno alla faccia nascosta della Luna, e questo avvenimento e questa lettura biblica avrebbero un grande valore simbolico ma se poi si viene a sapere che alcuni astronauti, vista la loro indiscussa razionalità, credono davvero che quella è la spiegazione di Tutto con Tutto per Tutto nel Tutto... allora al postutto ditemi un po' cosa pensare! (notando anche come l'immagine della Luna vista da vicino, porti con naturalezza all'idea delle origini del nostro mondo, sul piano biblico porti al ricordo dei primi versetti di Genesi piuttosto che non ai noti versetti del Cantico dei Cantici ispirati dall'amore di Shelomo e della Sulammita nei lussureggianti giardini dell'Eden dato che la superficie lunare è un'immensa distesa di roccia-sassi-polvere di molte ere geologiche e dei lussureggianti giardini dell'Eden qui non vi è neppure ombra); 


ricordando brevemente questa storica missione C-Prime siglata SA-503 (il cui emblema è un 8 che abbraccia insieme la Terra e la Luna ridisegnato da Lovell su un volo T-38 dalla California a Houston dopo la modifica della missione) e seconda missione Apollo con equipaggio umano, diciamo che Apollo 8 o CSM-103 costruito da North American Rockwell (destinato inizialmente alla missione D, con a bordo l'equipaggio (destinato inizialmente alla successiva missione E di test rigoroso del modulo lunare LM, ma come detto divenuta missione C-Prime od Apollo 8 dato che la missione C era quella di Apollo 7) Frank Borman comandante (che aveva già volato con la missione Gemini 7, che studiò ingegneria presso l'accademia militare USA di West Point e fu ivi professore di termodinamica e meccanica dei fluidi), James Lovell pilota del modulo di comando e navigatore di bordo nel caso di interruzione delle comunicazioni con la base terrestre (soprattutto misurando con sestante incorporato l'angolo tra le stelle e l'orizzonte di Terra o Luna, sempre permettendo la visibilità data la quantità di detriti e gas sparsi intorno dal 3° stadio S-IVB di Saturn V), William Anders pilota del modulo lunare (su Apollo 8 di un'imitazione del LEM-LM con il numero LTA-B con metà massa dato che non doveva svolgere alcun ruolo se non di zavorra), ed equipaggio di riserva Neil Armstrong comandante, Buzz Aldrin pilota del modulo di comando, Fred Haise pilota del modulo lunare, in tale missione usati a terra come radiofonisti di contatto con Apollo 8), montato sulla cima del razzo vettore Saturn V (CSM è stato installato il 21set68 ed il missile SA-503 era pronto al lancio dal 9ott68, e terzo lancio di questo gigantesco razzo vettore dopo le prove di Apollo 4 ed Apollo 6) venne lanciato il 21dic68 alle ore 12.51 UTC (ora 7:51:00 a.m. Eastern Standard Time, ed ora 13.51 italiana, ricordando che per ottenere le ore ITA occorre sommare +1 alle ore UTC se ora solare (ossia UTC+1 in inverno) o sommare +2 a UTC se ora legale (ossia UTC+2 in estate)) dal complesso di lancio Kennedy LC-39A, N.39 rampa 39A (era il primo lancio da questa nuova rampa che diverrà nota nei successivi lanci di navi Apollo, 39A di John F. Kennedy Space Center in Florida nei pressi della base aeronautica di Cape Canaveral Air Force Station), la massima accelerazione di 4g=39.2 m/s quadro venne raggiunta poco prima dello spegnimento del 2° stadio, dopo 11 minuti il 3°stadio+Apollo entrava in orbita terrestre a 185 Km (ossia 184.4 Km e 185.18 Km sostanzialmente circolare, ad inclinazione 32.51°) eseguendo due orbite in circa 2.5 ore (durante le quali da Houston si controllavano i componenti del 3° stadio il quale nel precedente volo di Apollo 6 non si era riacceso e mai più provato in missioni operative (questa eventuale mancata riaccensione comporterebbe l'annullamento della missione con rientro a Terra essendo su “traiettoria di ritorno libero” oppure già direttamente dall'orbita terrestre, ma ben diverse sarebbero le conseguenze se invece non si riaccendesse il motore SPS di SM dopo le orbite lunari per l'immissione sulla rotta di ritorno)), 


quindi veniva nuovamente accesso per 318 sec=5.3 min il motore del 3° stadio S-IVB per portare la velocità da 7793 m/s=28055 Km/h a 10822 m/s=38960 Km/h funzionando bene (al tempo questa era la maggior velocità rispetto alla Terra (circa 40 mila Km/h) raggiunta da un essere umano, e si noti una velocità leggermente minore della velocità di fuga dalla Terra (vf= radice quadrata di (2GM/R) asintotica) questa pari a 36747 piedi/sec=11190 m/sec=11.19 Km/sec=40284 Km/h (invece per confronto vf della Luna sarebbe 8280 Km/h) ma sufficiente per ottenere un'orbita terrestre-geocentrica ellittica allungata con un arco in cui la gravità lunare supera quella della Terra) onde immettere TLI sulla rotta lunare (questo accadeva ad un equipaggio umano la prima volta sia riguardo la velocità che riguardo l'immissione in rotta verso un altro corpo celeste, ma su una rotta lunare di sicurezza con ritorno automatico a Terra in caso di malfunzionamento del motore di S-IVB o di SM), subito si espulse il 3° stadio di Saturn V, si ruotò CSM sulla rotta (e per la prima volta degli uomini poterono direttamente vedere l'intera Terra sotto forma di disco così come appare la Luna dalla Terra invece che solo l'enorme curvatura del globo visibile da 200-300 Km di quota), dopo circa 3 giorni ossia dopo 68 ore (in cui la nave CSM veniva tenuta in rotazione a circa 1 giro/ora ossia in Passive Thermal Control PTC per meglio distribuire il calore assorbito dal Sole che alla luce diretta porta la temperatura del metallo esterno fino a circa +200 °C e nella zona in ombra fino a circa -100 °C (un salto di circa 300 °C) quali temperature sufficienti a produrre rotture in tubi o guasti in componenti meccanici-fluidodinamici-elettrici-elettronici (non progettati secondo adeguati parametri in merito) dato che non tutto può essere qui termostabilizzato, ottenendo una temperatura media grossolanamente di 30-60 °C, dopo che l'accensione del motore Service Propulsion System SPS di SM per 2.4 sec era avvenuta senza difficoltà (nonostante non fosse coated) aggiungendo al veicolo una velocità di circa 6.2 m/sec (ma inferiore a quella calcolata di 7.6 m/sec per via di una bolla di elio nella linea dell'ossigeno comportante una minor pressione, velocità comunque compensata dall'accensione dei piccoli propulsori RCS, dopo problemi di sonno non migliorato dall'uso del sonnifero Seconal, dopo i problemi intestinali di Borman risvegliatosi con due attacchi di vomito ed attacchi di diarrea disseminando nel veicolo globuli di vomito ed altre particelle innominabili, poi abitacolo ripulito al meglio (seguendo forse una qualche procedura letta a bordo, anche se magari non prevedendo espressamente una buona confezione di emergenza di Arbre Magique; osserviamo, ovviamente, che pure gli astronauti in orbita devono andare in bagno, però trovandosi in assenza di gravità fanno uso di imbuti-condom anatomici collegati a sacchetti per la minzione e sacchetti anatomici entrambi corredati di tubi con pompa per l'aspirazione sia dell'urina liquida che delle feci solide, la prima vaporizzata nello spazio esterno in cui il vapore congela formando fiocchi di neve, ed invece le feci accumulate in serbatoi di contenimento dopo sterilizzazione (ciò in uso su Gemini ed Apollo, ma non su Mercury dato che qui le missioni non duravano neppure un'ora, magari facendo uso di lassativi pre-missione e di farmaci contro la forte attività intestinale), e più o meno simile sarà la tecnica per andare in bagno delle astronaute (non essendo però esperto, penso facendo uso di una ventosa in luogo dell'imbuto riguardo l'urina)... ma si dirà che allora non c'erano astronaute nei voli spaziali USA, però nel 1960-61 si preparò, a Lovelace Foundation ad Albuquerque ed a Wright Air Development Center’s WADC Aeromedical Laboratory alla Wright-Patterson Air Force Base di Day-ton, anche il gruppo di 13 astronaute ossia il gruppo Mercury 13 composto di donne pilota di aerei militari addestrate per le missioni spaziali (nelle stesse strutture che prepararono il gruppo di astronauti Mercury 7) ma i tempi non erano ancora maturi per le astronaute donne per cui tutte le missioni USA nello spazio degli anni '60-70, ed in particolare gli sbarchi lunari, hanno avuto a che fare solo con astronauti uomini, almeno in USA, mentre la 1° astronauta americana Sally K. Ride volerà nello spazio solo il 18giu1983 con la missione STS-7 di Space Shuttle Challenger (poi saranno 36 le astronaute a volare sulla navetta USA, ma riguardo le prime astronaute USA gli interessati possono anche leggere il libro Mercury 13 di Martha Ackmann)) nonché inviando le registrazioni a Mission Control di Houston (forse un “Okay, Houston, we've had a problem here” magari per prepararsi ad un'analoga frase più preoccupante che lo stesso Lovell pronuncerà 479 giorni dopo su Apollo 13) ma malattia all'intestino passeggera dovuta ad adattamento spaziale più problematica nelle più spaziose capsule Apollo che nelle piccole-”indossabili” Mercury qui senza gran possibilità di movimento, dopo una trasmissione tv a 31 ore dal lancio attuata con videocamera B-N con tubo vidicon e 2 obiettivi (grandangolare 160° e teleobiettivo 9° per i particolari) da 2 Kgr tentando di mostrare la Terra e trasmissione terminata dopo 17 minuti quando l'antenna ad alto guadagno era ormai ruotata dal lato opposto alla Terra, come pure la gran difficoltà di vedere la Luna da 5 oblò non favorevolmente orientati ed appannati per emissioni gassose dal sigillante siliconico, dopo la seconda trasmissione tv a 55 ore=2.3 giorni dal lancio con filtro sul teleobiettivo per meglio far vedere la Terra durata 23 minuti), finalmente dopo 55 ore e 40 minuti dal lancio e dopo qualche correzione di rotta a 62377 Km dalla Luna e con minima velocità raggiunta di 1220 m/sec=4392 Km/h rispetto alla Luna stessa (ma sia a bordo che a Terra si calcolava la velocità ancora con riferimento alla rampa di lancio) e poi un'altra precisa correzione a 61 ore dal lancio a circa 38900 Km dalla Luna con una diminuzione di velocità di circa 2 piedi/sec=0.61 m/sec tramite l'accensione per 11 sec dei piccoli propulsori RCS per così poter scendere alla minima distanza fissata in 60 miglia dalla superficie lunare (operazione da eseguire con buona precisione data la piccolissima altezza dalla Luna da raggiungere “in senso astronomico” ossia minore di 0.2 % dal punto zero-gravità), la mattina del 24dic Apollo 8 entrò in orbita lunare (Lunar Orbit Insertion LOI) ossia a 64 ore di volo l'equipaggio si è preparato a Lunar Orbit Insertion-1 (LOI-1) da eseguirsi per la dinamica orbitale con ottima precisione tramite il motore SPS di SM (in realtà SPS AJ10-137 alimentato ad aerozine 50 (combustibile-carburante) e tetrossido d'azoto (comburente-ossidante) pompato tramite serbatoi con volume di 1 m cubo di elio ad altissima pressione (circa 3600 libbre/pollice quadro=3600 psi=245 atm=248 bar) invece delle meno affidabili pompe a turbina, lungo 3.9 m oltre all'ugello di 2.8 m (qui, ancora più che a terra in atmosfera, si vede l'importanza dell'ugello convergente-divergente di de Laval entro cui si genera la grande accelerazione a (m/sec quadro) e la spinta S (N) il quale sostanzialmente adatta le condizioni presenti alla sezione d'uscita della camera di combustione (alta densità ρ (Kgr/m cubo) ed alta pressione p (N/m quadro)) dell'endoreattore alle condizioni esterne asintotiche (bassissima densità e bassissima pressione o nulla) ovvero in “termini circuitali” adatta le impedenze dei mezzi a monte-valle (per renderle uguale e resistive compensando le parti reattive) per sfruttare in un'espansione isoentropica (a S=cost, J/°K) tutta l'energia-potenza termica (J=W sec, e W) prodotta nella camera di combustione trasformandola “interamente” in energia cinetica (J) in impulso Ft (N sec) e spinta F (N), per cui con portata in massa pm costante (pm=dm/dt=m(punto)=ρuA=cost dove ρ (Kgr/m cubo) è la densità del fluido, u (m/sec) è la velocità nelle varie sezioni di area A (m quadri)) durante l'efflusso il fluido raggiunge condizioni di saturazione o choking (ossia velocità del suono M=u/as=1, dove as=334 m/sec, per cui sono necessarie una sufficiente pressione p (N/m quadro) ed una sufficiente portata pm di fluido-gas (Kgr/sec), altrimenti se il fluido permane in basse condizioni subsoniche il tubo di de Leval è piuttosto un tubo Venturi in cui si ha semplice aumento di p alla diminuzione di u) dopo aver percorso il tratto convergente fino alla gola (dove l'area A della sezione di passaggio è la più piccola), quindi nel tratto divergente si espande con aumento di velocità u fino al regime supersonico e diminuzione di pressione p fino a pressione atmosferica pa (101325 N/m quadro=1.0132 bar in c.n.) onde convertire in espansione a S=cost tutta l'energia termica e ridurre al minimo le turbolenze entro lo strato limite subsonico; scriviamo che, da portata costante pm=ρuA=cost (conservazione della massa), differenziando ogni variabile otteniamo dρ/ρ+du/u+dA/A=0, ponendo M=u/as, allora dρ/ρ=-(u(elev 2)/as(elev 2))du/u=-M(elev 2)du/u dalla formula di pm, onde du/u=(1/(M(elev 2)-1))dA/A (detta anche prima equazione di Hugoniot, da cui pure di vede che, in condizioni subsoniche M minore di 1, all'aumentare della sezione del tubo (ossia dA/A maggiore di 0) la velocità u del fluido diminuisce (ossia du/u minore di 0) e viceversa quando dA/A minore di 0), poi dall'equazione di De Saint Venant otteniamo la velocità Ve (m/sec) di uscita del fluido-gas a valle dell'ugello ossia Ve=radice quadrata di ((TR/M)(2k/(k-1))(1-(Pe/P)(elev (k-1)/k)), in cui T=temperatura del fluido all'ingresso dell'ugello (°K), M=massa molecolare del fluido-gas (peso molecolare) (gr/mole=Kgr/Kmole), R=costante dei gas (8.314 J/°K mole) da non confondersi con la costante dei gas specifica R(sopralineato)=R/M dove M=massa molare e ad esempio per l'aria secca R(sopralineato)=287.05 J/Kgr °K, k=cp/cv=calore specifico gas pressione cost/calore specifico gas volume cost=fattore di espansione isoentropica, Pe=pressione assoluta del fluido-gas all'uscita ugello (N/m quadro=Pa), P=pressione assoluta all'ingresso ugello (N/m quadro), ottenendo valori tipico di Ve nei motori a razzo di 3800-6500 mph=1.7-2.9 Km/sec=1698-2906 m/sec=6115-10460 Km/h (per combustibili monopropellenti liquidi), di 6500-10100 mph=2.9-4.5 Km/sec=2906-4515 m/sec=10460-16250 Km/h (per combustibili bipropellenti liquidi), di 4700-7200 mph=2.1-3.2 Km/sec=2100-3219 m/sec=7564-11580 Km/h (per combustibili solidi), per cui ad esempio se abbiamo i dati tipici P=7 MN/m quadro=69.1 atm, Pe=100 KN/m quadro=0.99 atm, T=3500 °K, k=1.22, M=22 Kgr/Kmole, allora Ve=2802 m/sec=2.8 Km/sec=10087 Km/h, 


ma l'ugello di de Leval, oltre che utilizzato negli scarichi dei motori (turbogetti, turboventole, turbine a gas-vapore, endoreattori, e pure nei motori termici a combustione interna a 2 tempi per alte prestazioni (in macchine da competizione) rappresenta pure il modello di flusso in fenomeni astrofisici in mezzi interstellari (la zona interna di un disco di accrescimento svolge una funzione simile a quella dell'ugello di de Leval con fluido con getto relativistico racchiuso (senza confini solidi) entro un contorno a pressione bilanciata), e, proseguendo, con spinta in questo motore SPS di 91 ton non regolabile-non throtteable (ma sarebbe stata più che sufficiente una spinta anche solo di 40-50 ton, oppure il doppio di questa ossia 90-100 ton per la tecnica di allunaggio Direct Ascend ad apr62 quando non si era ancora deciso a favore della tecnica di appuntamento in orbita lunare LOR per lo sbarco), in funzione anche fino a 8 min e capace di 36 riaccensioni massimo (per accenderlo bastava semplicemente aprire le valvole di intercettazione di carburante ed ossidante (manualmente tramite gli interruttori sul pannello od automaticamente tramite il comando del calcolatore AGC) dato che questi combustibili sono ipergolici ad accensione spontanea al solo contatto quando entrano nella camera di combustione attraverso centinaia di fori degli iniettori), con controllo di beccheggio (beccheggio (in campo aeronautico, nautico, automobilistico) è l'oscillazione di un veicolo attorno al proprio asse trasversale ossia asse orizzontale destra-sinistra passante per il baricentro del mezzo od asse di beccheggio, ovvero è il movimento alto-basso) ed imbardata (imbardata detta anche Yaw è l'oscillazione del veicolo attorno ad un asse verticale passante per il baricentro del mezzo ossia il movimento destra-sinistra sul piano orizzontale), era composto quasi come due motori separati in uno (detti Bank A e Bank B) dato che per avere una miglior affidabilità possedeva quasi di ogni componente una copia di riserva anche entrambi contemporaneamente in funzione), sul lato più lontano della Luna in tal caso fuori dal contatto con la Terra, per cui in quella decina di minuti dopo i rituali controlli di sistemi ed apparecchiature il Controllo della Missione a Houston è stato interrogato per la delicata decisione “Go-No go” ottenendo risposta “Go” a 68 ore dal lancio con Lovell che replicava “We'll see you on the other side” (“Ci vedremo dall'altra parte”) girando dietro il satellite, a 68 ore e 8 minuti accendendo il motore SPS per 247 sec=4 minuti e 7 sec onde collocare CMS su un'orbita bassa quasi circolare... e solo 2 minuti dopo osservando i primi raggi di luce solare che illuminavano radenti la superficie lunare (la spinta del motore e la durata dell'accensione, come detto, sono abbastanza critici se si vuole ottenere un'orbita così bassa che non sia troppo ellittica o addirittura iperbolica fuggente nello spazio (accensione troppo breve) e neppure pericolosamente-mortalmente intersecante la superficie lunare (accensione troppo lunga, con eccessiva decelerazione dato che il motore SPS è collocato davanti cioè nel verso della corsa)), riprendendo le trasmissioni TX ed uscendo da dietro la Luna al tempo previsto con sufficiente precisione su un'orbita di 193.3 x 69.5 miglia (ossia di apoapside 311.1 Km e periapside 111.8 Km), poi corretta in orbita nominalmente circolare di 60 miglia nautiche (ovvero precisamente 110.6 Km di periapside e 112.4 Km di apoapside, inclinazione di 12 gradi, con periodo di rotazione di 88.17 min), divenendo questi 3 astronauti i primi uomini a ruotare dietro la Luna ed in orbita attorno ad un altro corpo celeste, eseguendo nel corso di 20 ore 10 rivoluzioni complete (descrivendo con particolari la grigiastra superficie lunare, scattando complessivamente 700 fotografie della Luna e 150 della Terra (riprendendo anche il “sorgere della Terra o Earthrise” che si può vedere solo da un'orbita della Luna ma non è visibile dalla superficie lunare (visto dal suolo lunare il disco della Terra è sempre fisso lì nel cielo oppure non c'è mai se ci si trova sulla superficie lunare in ombra dietro la Terra, dato che la Luna caratterizzata da sincronismo di moto rivoluzione-rotazione attorno alla Terra volge sempre la stessa faccia verso la Terra) tranne che al limite dove la librazione porta la Terra leggermente sopra e leggermente sotto l'orizzonte (per cui sarebbe ancora possibile osservare il sorgere-tramontare della Terra), Earthrise ripreso anche da Lunar Orbiter 1 il 23ago1966, mentre è ben noto il sorgere-tramontare giornaliero del disco della Luna visto dalla superficie terrestre dato che la Terra ruota su sé stessa senza mostrare sempre la stessa faccia alla Luna), e sorvolando anche il Mare della Tranquillità già prescelto per la zona di allunaggio che avverrà 210 giorni dopo ossia il 20-21lu69) chiedendo nel frattempo Borman a Houston frequentemente i parametri monitorati del motore SPS necessario per uscire dall'orbita ed immettersi sulla rotta verso la Terra (dato che in questo caso non ci si trova su una traiettoria con libero ritorno automatico verso la Terra (traiettoria di ritorno libero o Free Return Trajectory FRT) dopo aver effettuato un giro attorno alla Luna, ed allora è necessaria la spinta di un motore per accelerare la nave lungo la tangente ed uscire dall'orbita visto che il motore e l'energia che hanno immesso nell'orbita devono pure poi far uscire dall'orbita), nonché poi inviando immagini ed audio a terra con problemi di riprese di fotografie ed in aggiunta il presentarsi nelle successive ore di problemi di sonno-veglia-stanchezza; il 24dic mentre ruotavano intorno alla Luna alla 9° orbita iniziò la seconda trasmissione tv 


(la nota trasmissione televisiva con la lettura della Bibbia “In the beginner God...” nonchè la più seguita della storia fino al '68 forse da 1.5-1.6 miliardi di persone nel mondo, la più seguita dalla missione di Mercury-Atlas 6 MA6 di John Glenn nel 1962... ma la NASA, ossia un ente pubblico con dipendenti pubblici, fu pure denunciata da un ateo per aver utilizzato la religione e recitato preghiere in pubblico nella sua attività senza venir però condannata riguardo il qual fatto però sarà più prudente nel futuro come sappiamo nella missione Apollo 11 con Armstrong ed Aldrin sulla superficie lunare e così nei casi di altri astronauti che non faranno riferimenti a libri religiosi e sacri nei momento più simbolici ed evocativi delle missioni ed a celebrazioni religiose come quella stessa di Aldrin tenuta segreta) con gli astronauti intenti a descrivere la superficie lunare (per Borman “a vast, lonely, forbidding expanse of nothing” (“una vasta, solitaria, ostile distesa-estensione di nulla”), quindi Anders disse che l'equipaggio aveva un messaggio per tutti gli abitanti sulla Terra iniziando a turno a leggere una decina di versetti iniziali di Genesi sulla creazione del mondo (quelli sopra riportati), poi terminando con l'augurio di un Buon Natale a tutti sulla Terra con Borman che disse “E dall'equipaggio di Apollo 8, chiudiamo con buona notte, buona fortuna, un Buon Natale e Dio benedica tutti voi, tutti voi sulla buona Terra” (orbitando nel mondo lunare per la prima volta dei terrestri forse si sentivano come su un altro pianeta in un altro mondo); 2.5 ore dopo la fine della trasmissione tv mentre Apollo 8 si trovava nella zona oscura in silenzio radio iniziavano le operazioni per l'ingresso sulla rotta verso la Terra ossia Trans-Earth Injection TEI con un'altra accensione del motore SPS di SM (come scritto operazione critica che non doveva fallire altrimenti era molto piccola la probabilità di rientrare a Terra chiamando in causa ed in aiuto tutti gli ingegneri che lavoravano al progetto Apollo e tutti i professori di Università esperti del settore per cercare una soluzione “difficile od impossibile”... forse pensando magari di utilizzare tutti i serbatoi in pressione presenti a bordo di Apollo 8 come quelli di elio a più di 200 atm ma ditemi che spinta potrebbero generare!, dato che il motore SPS, per uscire dall'orbita lunare, genera una spinta necessaria di 91000 Kgr per 247 sec come detto ossia un impulso totale di circa 22 megaKgr sec=374000 Kg min=375 ton min (!)) 


accensione e combustione avvenute nei tempi e modi previsti e corretti, col tempo preciso a 89 h 28 min e 39 sec dal lancio, di ritorno del segnale RF e relativa trasmissione di telemetria dei paramatri di volo (nel frattempo il comandante Borman aveva smesso di “farsela sotto” o per una ragione o per l'altra), con Lovell che annunciava “Si prega di essere informato, c'è un Santa Claus (Babbo Natale)” al quale Ken Mattingly capcom a Houston replicava “Questo è affermativo, tu sei il migliore da conoscere”, per cui la nave ha iniziato il viaggio sulla rotta di ritorno il giorno di Natale 25dic68; Lovell digitando sulla tastiera del calcolatore per pilotare il modulo onde fare alcuni avvistamenti esterni inavvertitamente cancellò accidentalmente parte della sua memoria così che Inertial Measurement Unit IMU lesse la posizione relativa avanti il decollo con conseguente manovra dei propulsori di assetto onde si reinserirono subito i dati cancellati (circa 10 min di calcolo per il riallineamento con le stelle Rigel e Sirius attuato coi propulsori di correzione, ed altri 15 min per l'inserimento di dati corretti, operazione anche questa che in situazione molto più critica Lovell e compagni dovranno eseguire 479 gg dopo ossia tra 16 mesi su Apollo 13 dopo aborto di missione per portare i dati dal calcolatore Apollo Guidance Computer AGC del modulo di comando CM al calcolatore Abort Guidance System del LEM (per risparmiare il massimo dell'energia elettrica si decise di utilizzare il calcolatore di riserva su LM in luogo di Apollo Guidance Computer AGC quale calcolatore principale installato pure sul lander lunare) e poi dati da reinserire nuovamente nel calcolatore AGC del sistema di pilotaggio di CM dopo la riaccensione dei suoi sistemi elettrici, come detto dopo che un'esplosione su SM danneggiante il blocco di pile a combustibile idrogeno-ossigeno con drastica riduzione di produzione di potenza elettrica non avrebbe permesso il riaggancio del LEM Aquarius in risalita dalla Luna a CSM; questo errore-incidente su Apollo 8 diverrà utile come Lovell stesso dice nel suo libro Lost Moon: The Perilous Voyage of Apollo 13 ossia “My training [on Apollo 8] came in handy!” (“Il mio allenamento [su Apollo 8] è stato utile!"); il tranquillo viaggio di ritorno dall'orbita lunare richiese ancora 2.5 giorni dopo TEI, nel pomeriggio del 25dic avvenne la quinta trasmissione tv con visita della navicella e fatti sulla vita trascorsa in essa, poi venne fatto trovare un regalo da Deke Slayton nell'armadietto del cibo ovvero una vera cena con tacchino ripieno nello stesso pacco-razione ricevuto dalle truppe USA in Vietnam oltre a tre bottigliette mignon di brandy (che Borman ordinò di lasciare chiuse fino al rientro a Terra, per non sentire recitare altri versi dopo i versetti già “impegnativi” di Genesi) e ad altri regali, quindi il giorno 26dic alla 124° ora di missione avvenne la sesta ed ultima trasmissione tv durata 4 min da bordo di Apollo 8 con la ripresa delle migliori immagini della Terra; dopo aver separato SM da CM, e dopo aver collocato CM sulla rotta con lo scudo termico in avanti il rientro avvenne automaticamente col sistema di controllo del volo (solo in caso di avaria del controllo automatico o del calcolatore allora Borman doveva pilotare per il rientro manuale), la Luna si stava alzando sopra l'orizzonte solo pochi minuti prima che Apollo 8 entrasse nei primi strati dell'atmosfera con l'inizio del surriscaldamento e poi abrasione dello scudo termico di protezione con conseguente offuscamento della vista dagli oblò ed interruzione per ionizzazione dell'aria circostante trasformata in plasma incandescente (come uno schermo elettromagnetico) delle comunicazioni RF, la rapida decelerazione raggiunse il picco di 6g=58.8 m/s quadro con la nave che si rialzava leggermente sulla via via sempre più densa atmosfera (come una pietra levigata che leggermente rimbalza sulla superficie densa dell'acqua) forse perché il sistema di guida non era così perfettamente tarato od i sensori non erano sufficientemente precisi, poi a 30000 piedi=9.1 Km il paracadute drogue stabilizzò il veicolo seguito a 10000 piedi=3 Km dall'apertura dei 3 paracaduti principali, e dopo 6 giorni 3 ore e 42 minuti dal lancio da Cape Canaveral avvenuto il 21dic68, il 27dic alle ore 15.51 UTC alle attuali coordinate 8° 8' N e 165° 1' W nell'Oceano Pacifico settentrionale a sud delle Hawaii avvenne lo spashdown col posizionamento a punta in acqua del cono (come accadde già per Apollo 7 ed accadrà pure per Apollo 11) colpito anche da un moto ondoso in quella zona di 3 metri, e solo dopo 6 minuti col corretto posizionamento del modulo tramite i galleggianti, quindi la nave portaerei di supporto USS Yorktown a 2.6 Km di distanza mandò i primi marinai e dopo 45 minuti gli astronauti erano già sul ponte della nave; da cui notiamo che Borman-Lovell-Anders (nominati Men of the Year del 1968 dalla rivista Time ossia degni di rappresentare gli avvenimenti di quell'anno) 


furono in verità abbastanza fortunati dato che la probabilità di successo della missione era valutata in 50-50 (anche dallo stesso equipaggio) e la probabilità di sopravvivenza di un astronauta era valutata ben minore di 0.999 (la NASA aveva imposto nelle norme di progettazione dei sistemi che la perdita dell'equipaggio non fosse maggiore di 0.1 % ossia in termini di numero di astronauti circa 1 su 1000 uomini a bordo (o su 333 uomini a bordo per equipaggi multipli) o circa 1 equipaggio su 1000 missioni operative, diremmo forse una probabilità molto ma molto ottimistica), la missione fu un grande successo mediatico interessando 1/4 dell'umanità vivente e per gli occidentali facendo trascorrere il Natale 1968 a parlare della Luna osservata da uomini per la prima volta da 100 Km di distanza invece che da 380 mila Km (c'erano 1200 giornalisti accreditati e le trasmissioni tv in diretta-differita avvenivano in più di 50 paesi, ed anche in URSS il giornale Pravda riportava una citazione di Boris Nikolaevich Petrov (presidente del programma Interkosmos sovietico) il quale descriveva il volo di Apollo 8 come “outstanding achievement of American space sciences and technology” ("un eccezionale risultato delle scienze e tecnologie spaziali americane”), furono i primi uomini ad uscire dalla gravità terrestre fino a distanze con prevalente gravità lunare e dunque a sperimentare l'effetto del campo gravitazionale di un altro corpo celeste (sia perché LM non era ancora pronto per il collaudo ed anche perché su Zond 5 in orbita lunare si trovavano esseri viventi non umani come le tartarughe rientrati a terra il 21set68 (ossia 2 mesi avanti, questi i primi esseri viventi non umani ad orbitare in orbita selenocentrica) ed informazioni segrete prevedevano una missione umana sovietica selenocentrica entro fine '68 od inizio '69; però la vera gravità lunare e relativo effetto peso (meno di 15 Kgr per un uomo di peso normale) verranno sperimentati inizialmente dai due astronauti allunati di Apollo 11) raggiungendo per primi la massima distanza dalla Terra di 377349 Km (mentre fino ad ora, anno 2018, la massima distanza record dalla Terra raggiunta da uomini è ancora quella dell'equipaggio di Apollo 13 ottenuta su un'orbita di sicurezza di ritorno-rientro libero pari a 400171 Km), poi furono i primi a superare la fascia di radiazioni di Van Allen (collocata a circa 15000 miglia=24000 Km dalla Terra, assorbendo nel rapido periodo di tempo di passaggio di un'astronave una quantità di radiazioni circa di 1 milligray (che potremmo considerare pari a 1 millisievert=1 mSv) come quella approssimativamente di una pesante radiografia al torace ossia circa 0.4 volte quella di fondo annuale media planetaria sulla Terra pari a circa 2.4 mSv/anno=0.27 microSv/h (la dose media varia ovviamente da regione a regione e ad esempio in Italia il valore della dose media del fondo naturale è circa 3.3 mSv/anno=0.376 microSv/h ossia 1.37 volte il valore della dose media mondiale); 


alla fine della missione la dose di radiazioni complessiva media assorbita dagli astronauti misurata dai dosimetri indossati è stata di 1.6 milligray=1.6 mGy=1.6 mSv ossia quella che mediamente viene assorbita in 6-10 mesi (8 mesi) da ogni abitante sulla superficie terrestre (oppure dose assorbita in 2-3 mesi a bordo di un comune aereo di linea commerciale o di un aereo militare dovuta a sola radiazione naturale, o dose assorbita in 11.7 giorni di assorbimento limite stabilito dalle norme per gli addetti agli impianti nucleari civili attuali (50 mSv/anno=137 microSv/giorno=5.7 microSv/h ovvero pari a 20 volte la dose della radiazione di fondo naturale media) od invece in 30 giorni se assorbita consecutivamente per 5 anni, o dose assorbita in 13 giorni sostando a pochi metri davanti all'edificio di contenimento del reattore N 4 esploso a Chernobyl nel 1986 (dato che dopo qualche decennio dall'incidente la dose di radiazioni assorbita in 1 h davanti al sarcofago di tale reattore (circa 5 microSv/h) equivarrà circa a quella di 18 h del fondo naturale), o dose assorbita sostando 1.6-1 h nei sotterranei dell'ospedale di Prypjat-Pripyat dove si trovano gli indumenti e gli oggetti altamente contaminati dei primi soccorritori alla centrale elettronucleare nonché allora città di 50000 abitanti coi soccorsi preparati dal primo ministro Nikolay Ryzhkov ed evacuazione terminata nel pomeriggio del 27apr86 ossia circa 30 ore dopo l'incidente quando però la quantità di radiazione assorbita era equivalente a circa 10-18 anni del fondo naturale (circa 1-1.5 mSv/h ovvero 3700-5500 volte il fondo naturale), o 1/100 o meno della dose media di radiazioni assorbita (circa 100 milliSv o più) dai 240 mila liquidatori maggiormente esposti per la bonifica nel periodo 1986-87 del territorio intorno alla centrale elettronucleare di Chernobyl, o dose assorbita sostando 1 mese nello studio di Marie Curie a Parigi (senza ironia, dopo 80-90 anni dalla morte, coloro che volessero vedere la collezione di oggetti privati e quotidiani di Pierre e Marie Curie alla Biblioteca Nazionale di Parigi devono indossare abiti protettivi e firmare una liberatoria poiché la “prudenza non è mai troppa” (supponiamo che uno tra i mille e mille visitatori poi muore di leucemia o per qualche tumore, allora ci si attaccheranno gli avvocati) seppure qui la radiazione emessa sarà solo qualche volta quella media del fondo naturale) o magari sostando qualche decina di giorni davanti al suo corpo che sarà per decenni ancora piuttosto radioattivo rispetto alla media, o dose massima ammissibile assorbibile in 41 h nel 1946 per il personale tecnico dell'operazione Crossroads a Bikini nelle detonazioni dei due ordigni a fissione di 23 Kton nelle prove Able e Baker (100 milliRontgen/giorno ma in realtà ne avranno assordita di meno), ecc.)), poi furono i primi a poter direttamente osservare la Terra il 24dic da centinaia di migliaia di Km come fosse un piccolo pianeta, ad osservare direttamente coi loro occhi un Earthrise (ossia il sorgere di un'alba terrestre) ed a fotografarlo come quello fotografato da Anders alla 4° orbita lunare (premiato dalla rivista Life, e finito pure su un francobollo) portando all'istituzione di Earth Day del 1970, a vedere direttamente coi propri occhi il lato nascosto della Luna (mai visto per millenni-milioni di anni dalla specie umana e fotografato solo dalle sonde automatiche da pochi anni tipo da Luna 3), a subire per dieci volte l'interruzione per circa 30 min delle comunicazioni TX-RX con la Terra passando dietro il globo della Luna, ad effettuare una trasmissione tv da quasi 400 mila Km di distanza, ed infine a rientrare con successo da un'orbita lunare nuovamente a casa (con accensione per circa 3 min dei motori nella zona di silenzio radio eseguita dagli astronauti senza assistenza del Centro di controllo) nel più conosciuto campo gravitazionale della Terra (anche per questi aspetti culturali-letterari-poetici questa prima missione, intorno alla Luna, Luna così guardata per millenni dai terrestri nelle “notti di Luna”, così osservata da numerosi cannocchiali e telescopi e così cantata da molti poeti, fu seguita da centinaia di milioni di individui non interessati ai soli aspetti tecnologici); l'anno 1968 per gli USA era stato un anno socialmente-politicamente molto difficile vista la guerra del Vietnam, le manifestazioni per i diritti civili delle minoranze non bianche, gli assassini di Martin Luther King (“I have a dream...”) e di Robert Kennedy dalla vasta eco nazionale-internazionale, e le proteste degli studenti delle Università americane (oltre a problemi in tutto il mondo quali disordini politici, la Primavera di Praga e successiva invasione sovietica della Cecoslovacchia, ecc.), però si chiudeva il 27dic con la perfetta missione di Apollo 8 (anticipata di 2-3 mesi sul programma NASA, la quale inizialmente comportando dei rischi di collaudi affrettati per passare da orbite attorno alla Terra (con collaudo di LM però secondo Grumman pronto non prima di feb69) ad un obiettivo più ambizioso attorno alla Luna (con test inizialmente in parte affidati alla missione Apollo 10, posticipazione della missione D e conseguente eliminazione della missione E, nonostante il volo di Apollo 6 ad apr68 non fosse stato soddisfacente con problemi di gravi oscillazioni pogo al 1° stadio S-IC dannosi al motore e comunicati a CSM, due guasti ai motori del 2° stadio S-II causati dal circuito di ignizione e la mancata riaccensione in orbita del 3° stadio S-IVB, comportante modifiche alla linea carburante idrogeno-ossigeno più resistente in condizioni di vuoto, l'introduzione di shock absorbing devices smorzanti le vibrazioni testati ad ago68 convincendo la NASA a missioni SA con equipaggio umano lanciate da Saturn V, e poi eseguendo ancora prove sui circuiti termo-fluido-dinamici e sulle oscillazioni-vibrazioni fino a pochi giorni prima del lancio)), 


dicevamo, la missione Apollo 8 si rivelò invece tra le meno problematiche missioni complessive Apollo7-Apollo17, facendo guadagnare qualche mese sul programma USA di allunaggio umano da attuare comunque entro fine dic69; a gen1970 il CM di Apollo 8 fu portato ad Osaka in Giappone per essere esposto nel padiglione USA all'Expo 1970, ed ora per gli interessati alla storia dell'astronautica Apollo 8 è esposto a Museum of Science and Industry (Museo della Scienza e dell'Industria) di Chicago insieme ad oggetti personali di Lovell, alla tuta spaziale indossata su Apollo 8 da Borman (speriamo originale perfettamente non ripulita), laddove la tuta spaziale di Jim Lovell è esposta al Glenn Research Center del Visitor Center alla NASA, mentre la tuta spaziale di Anders è esposta al Science Museum di Londra UK; la missione di Apollo 8 è forse la più famosa e popolare impresa spaziale con equipaggio umano dopo quella di Apollo 11, ma storici dello spazio come Robert K. Poole la considerano anche più significativa di ogni altra missione Apollo)), e, continuando, se ognuno ha le sue idee e le sue concezioni del Mondo questa non è solo la mia idea ma è l'unica Idea e Concezione filosofica possibile e dunque non ci sarebbero discussioni di sorta al riguardo)), 


poi, proseguendo su Apollo 13, di problemi di notevole correzione di rotta (possibile con l'accessione per pochi secondi-minuti del motore principale SPS del modulo di servizio SM ma non conoscendo la reale entità dei danni che il modulo aveva subito evitato per non peggiorare la situazione) decidendo come detto di usare il più piccolo (con 4.6 tonnellate di spinta) e diverso motore DPS del LEM progettato per ben altro uso una prima volta per acquistare velocità e poi per correggere due volte più o meno soddisfacentemente la traiettoria di rientro (si vietò anche di espellere l'urina dai serbatoi onde con la loro “enorme” massa e quantità di moto non alterare l'assetto della nave (anche se l'espulsione dovrebbe comunque avvenire a getto con una pressione sufficiente per l'allontanamento nello spazio altrimenti si vedrà l'urina congelata ruotare intorno a CSM e dopo qualche settimana-mese si potrebbe trovare una discreta quantità di “neve” collocata sul metallo esterno della nave), ma allora in tal caso sistema di urinazione diretta fuori bordo utilizzabile anche come motore di propulsione od almeno come razzo direzionale di correzione (da cui si nota che le astronaute-cosmonaute non hanno le medesime possibilità di orientamento degli astronauti)), di problemi per l'assai bassa temperatura (si dice 4 °C ma anche minore) raggiunta dal modulo di comando al momento della riaccensione delle apparecchiature (poiché probabilmente i circuiti elettronici non erano stati progettati per funzionare a quelle basse temperature e con presenza di eccessiva umidità se non addirittura di ghiaccio e di condensa d'acqua, ma ciò non si dimostrò un vero problema), del problema del metodo mai provato prima di riaccensione da zero di CM con tutti i suoi sistemi nel breve tempo concesso e con la limitatissima potenza elettrica a disposizione, poi (dopo aver sganciato ed abbandonato il modulo di servizio SM, fotografandolo prima e trovandolo abbastanza danneggiato) del problema per il momento e per la tecnica di sgancio del modulo lunare LM ossia di come allontanarlo a distanza di sicurezza da CSM dopo averlo sganciato prima del rientro perché non potesse causare problemi (anche se è difficile che due corpi così diversi come CM o CSM ed il Lem entrando sganciati insieme negli strati alti dell'atmosfera possano procedere così vicini da darsi fastidio) dato che la procedura usuale dopo lo sgancio di LM insieme al relativo anello di aggancio richiederebbe l'uso di Service Module's reaction control system (RCS) ma qui non fattibile senza alimentazione elettrica, per cui la Grumman ha fatto appello a tutta l'esperienza ingegneristica dell'Università di Toronto incaricando un team di sei ingegneri UT guidati da Bernard Etkin per risolvere questo problema nel tempo di un giorno (scegliendo infine di pressurizzare il tunnel collegante LM al modulo CM-CSM poco prima dell'operazione onde fornire la forza necessaria per allontanarli a sufficiente distanza di sicurezza calcolando la pressione ottima né troppo alta per riuscire ma pure capace di danneggiare la tenuta stagna del portello e né troppo bassa per non riuscire nell'impresa, quindi Grumman trasmise i loro calcoli alla NASA che preparò una procedura (ben riuscita), ma nonostante tutto furono fortunati poiché se l'esplosione si fosse verificata al ritorno dopo l'allunaggio con ben minor riserva delle batterie e senza il LEM già abbandonato coi suoi motori la situazione sarebbe stata più drammatica), ma già il lancio un paio di giorni prima di Saturno V siglato SA-508 portante Apollo 13 era stato accompagnato da problemi quando il motore centrale dei 5 motori J2 del 2° stadio fu automaticamente spento dal sistema di controllo automatico per eccessive vibrazioni (intense oscillazioni pogo fino a 68g (ad esempio la forza-peso di 1 Kgr viene in tal esempio ad essere una forza-peso di 667 Kgr) e con frequenza di circa 16 Hz, forti fluttuazioni della pressione nella camera di combustione, e conseguente leggera flessione del telaio cui erano installati i motori di qualche decina di mm, già notate su Apollo 6 e sui razzi Titan, qui però disgraziatamente amplificate dalla cavitazione di una turbopompa, cui nei successivi motori si rimedierà con l'aggiunta di un serbatoio di elio al circuito dell'ossigeno a scopo di regolarizzazione della pressione e miglioramenti a valvole, ecc.; dicendo che l'effetto pogo od oscillazioni pogo (il nome deriva da un gioco per bambini fatto con una molla ed appoggi per i piedi) sono dovute a variazioni periodiche di alimentazione del combustibile in motori a razzo a combustibile liquido (notoriamente Saturno V, Space Shuttle, ecc.) e tali oscillazioni (dell'ordine di qualche Hz o decine di Hz) possono essere attenuate con l'inserzione di ammortizzatori-smorzatori nella condotta di adduzione dell'ossigeno liquido LOX (propellente combustibile) realizzati ad esempio con sistemi di pressurizzazione (tipo elio con adeguata pressione) 


ed il caso più critico si ebbe appunto col motore J2 centrale del 2° stadio Saturno V in tale missione Apollo 13 durante la salita all'orbita di parcheggio) prolungando di conseguenza il periodo della spinta degli altri quattro motori e pure del periodo della fase di spinta del motore del 3° stadio; ma solo dopo il termine della missione si ricercarono le cause che portarono all'incidente dei serbatoi criogenici d'ossigeno (giu70, Cortright Report) (osservando che i serbatoi-tank contengono: a quantity sensor; a fan to stir the tank contents for more accurate quantity measurements; a heater to vaporize liquid oxygen as needed; a thermostat to protect the heater; a temperature sensor; fill and drain valves and piping), eseguendo pure test su appositi modelli, trovando che due anni prima sul modulo SM di Apollo 10 sul quale era inizialmente installato, durante dei lavori di rimozione per incompatibilità elettromagnetica (!) il serbatoio (divenuto poi il N 2) cadendo da una piccola altezza (5 cm) aveva subito un urto non pericoloso sulla parte superiore ed apparentemente senza danni ad una tubatura esterna di scarico solo ammaccata, ma quando alla fine di mar70 venne effettuata la prova generale col conto alla rovescia di Apollo 13 (sul cui modulo di servizio il citato serbatoio era stato (re)installato dopo qualche verifica in fabbrica risultata positiva) si riempirono come si doveva anche i serbatoi dell'ossigeno con ossigeno liquido a -200 °C poi svuotandoli (per ovviamente essere nuovamente riempiti prima dell'inizio effettivo della missione) tramite il pompaggio di ossigeno gassoso ma il serbatoio N 2 non si era svuotato completamente (ossia si svuotò solo il 10 % circa del suo contenuto, forse per il precedente danneggiamento al tubo di efflusso od altro possibile inconveniente) ma dato che ciò era una procedura eseguita solo a terra e comunque non influenzava il suo corretto funzionamento a bordo piuttosto che sostituirlo magari ritardando l'inizio del volo si decise di fare uscire l'ossigeno liquido riscaldandolo fino alla temperatura di ebollizione (ciò era noto a Lovell che anzi autorizzò la procedura) tramite l'accensione di un riscaldatore-resistenza elettrica interna ai serbatoi (durante tali operazioni a terra l'alimentazione era fornita, non dalle batterie del modulo (a 28 V dc), ma dalla linea di alimentazione a 65 V dc della torre di lancio (forse poi tensione convertita parzialmente a 110 V (!, così leggiamo) alternata od altro valore, torre di lancio com'è noto con bracci mobili per fornire appunto servizio-supporto ambientale-elettrico-idraulico-ecc al missile portante la nave, retrattili e ritirati a pochi minuti e poi secondi dal decollo cioè proprio quando inizia il sollevamento del missile), ed ovviamente non doveva servire per tali operazioni di emergenza a bordo, che in tal caso specifico interessava pure il termostato il quale raggiunta la temperatura di 81 °F= 27.2 °C (infatti era stato tarato per T=81 °F massimi, oltre al fatto che le specifiche di progettazione dei componenti riscaldatore-sensori-termostato-protezione originariamente date per alimentazione a 28 Vdc erano state successivamente modificate per consentire l'alimentazione da terra a 65 Vdc ma il subappaltatore Beechcraft non aveva aggiornato il termostato per funzionare alla tensione maggiore di 65 V ossia non era stato sostituito con uno equivalente-compatibile a 65 V (!) (od aggiornato per maggior corrente nel caso fosse alimentato dalla torre di lancio (!)... 


in ogni caso riscaldando il contenuto del serbatoio fino a 27 °C sarebbero stati necessari dei giorni e non delle ore per svuotarlo), si bruciò in chiusura causando la continua alimentazione della resistenza elettrica portando forse la temperatura fino a 500-538 °C=1000 °F circa (il sensore di temperatura inoltre aveva limite di misura pari a 100 °F=37.8 °C dato che comunque la T non sarebbe salita oltre gli 80 °F circa, per cui anche per questo nessuno notò il surriscaldamento e non prestò attenzione al termostato che sempre chiuso-On non interrompeva più la corrente On-Off inviata alla resistenza (per semplice curiosità ovviamente, se termostato di tipo elettromeccanico a lamella bimetallica avrebbe dovuto periodicamente scattare On-Off e Off-On (come quello, detto solo per capirci, seppure più economico e di minor qualità presente all'interno dei ferri da stiro, e come avviene usualmente pure nel casi di termostati di protezione (detti anche fusibili termici od interruttori termostatici, reversibili o meno che siano) per alte temperature in cui non è affatto necessaria una grande precisione ossia qui purchè intervenga sui 20-30 °C seppure in tal caso il termostato sarebbe sensibile piuttosto alla corrente massima e non certo alla tensione (!) sia essa di 28 V o di 65 V) laddove se era di tipo elettronico certamente difficilmente avrebbe funzionato a 65 V se era stato progettato ad esempio per 28 V +/- 10 % fondendo allora con la sua uscita in cortocircuito)), temperatura sufficiente per danneggiare il rivestimento, non solo in plastica, ma in ottimo teflon dei conduttori elettrici alimentanti il motore del ventilatore-miscelatore, per cui il lettore capisce che se i fili del motore di miscelazione a freddo ossia di miscelazione criogenica si sfioravano-toccavano al momento di dar tensione per accenderlo avrebbero magari potuto produrre scintille per intermittenti cortocircuiti e magari surriscaldare-incendiare qualcosa tipo rivestimenti in Mylar-Kapton o lo stesso teflon per cui l'ossigeno sarebbe evaporato con grande aumento della pressione producendo la rottura del tubo principale del serbatoio (piuttosto che l'esplosione del serbatoio stesso, prevenuta questa da valvole di sfogo di massima pressione (seppure in questo caso con portata forse non sufficiente alla sua rimozione senza causare aumenti incontrollati di pressione) o da dischi-diaframmi di rottura) con fuoriuscita di gas per parecchi minuti (oppure secondo altre versioni fu la resistenza stessa difettosa a produrre scintille od i suoi conduttori di alimentazione senza più isolante, con conseguente rottura-esplosione del tubo o del serbatoio), e probabilmente il forte colpo che udirono su CM fu dovuto all'espulsione del o dei pannelli laterali del modulo SM (ma successivamente da Apollo 14 in poi per maggior sicurezza dei moduli SM, furono riprogettati i serbatoi dell'ossigeno con termostati aggiornati per la corretta tensione, coi conduttori in rivestimento di teflon isolati dall'ossigeno, i riscaldatori sono stati mantenuti (necessari per mantenere la corretta pressione dell'ossigeno), 


invece i ventilatori-miscelatori coi loro motori furono rimossi (seppure così determinando maggior approssimazione nelle misure quantitative effettuate sull'ossigeno), si adottarono maggiormente i cavi elettrici rivestisti in acciaio inossidabile, si migliorarono il monitoraggio e le segnalazioni sui pannelli di controllo per visualizzare subito le anomalie in questo campo, si aumentò la distanza tra i serbatoi, si aggiunse un altro serbatoio in un'altra sezione di SM, si installò un'altra batteria elettrica di emergenza sostituente parzialmente le pile a combustibile eventualmente danneggiate, e si installò pure un altro serbatoio d'acqua di 20 litri, ossia per i serbatoi “Turning the four tank heaters and fans off; Pulling the two heater circuit breakers to open to remove the energy source; Performing a 2-minute purge, or directly opening the O2 valve”), poi sappiamo che il LEM con la stazione che avrebbe dovuto essere installata sulla Luna (Apollo Lunar Surface Experiments Package ALSEP) e con la targa-placca rituale rientrò in atmosfera cadendo in acque profonde dell'oceano Pacifico nella Fossa di Tonga insieme alle batterie termoelettriche a radioisotopi (radioisotope thermoelectric generator SNAP 27 RTG con termocoppia bi-metallica usualmente di PbTe o di Si-Ge (per generare tensione e potenza elettrica tramite effetto Seebeck), contenente 3.9 Kgr di Pu-238 sotto forma ceramica di diossido di plutonio 238, PuO2, tempo di emivita di 87.7 anni (dunque, a pari peso e pari resto, con emissione radioattiva 24110/87.7=274.6 volte maggiore di Pu-239, ossia di 17.7 Cu=640 GBq/gr contro 0.063 Cu=2.3 GBq/gr, in tal caso 3-4 Kgr di Pu-238 emettono radiazione come 1 ton di Pu-239 circa), per generare l'energia termica (qui di 1480 W, ossia teoricamente di 0.54 W/gr) riscaldando le termocoppie onde generare una potenza elettrica qui di circa 73 W da cui si vede il basso rendimento) per migliorare il funzionamento di ALSEP, progettate con contenitore sufficientemente resistente agli sforzi meccanici alla temperatura ed alle radiazioni emesse per migliaia di anni (schermo di grafite), usati questi RTG in molte missioni NASA (tipo Transit, Pioneer 10-11, Viking 1-2, LES 8, Voyager 1-2, Ulysses, Cassini, New Horizons, e Apollo 12-13-14-15-16-17) ma decidendo poi di migliorarne l'isolamento con schermo aggiuntivo dopo l'incidente allo Space Shuttle Challenger del 28gen1986); mentre il modulo di comando inseritosi nella finestra di rientro con angolo rispetto alla tangente un poco basso (dopo un silenzio radio di ben 6 minuti, ossia con 87 secondi più del tempo medio per tali rientri di Apollo, rispetto agli usuali 3-4 minuti per traiettorie migliori, superando così felicemente anche l'ultimo problema relativo al possibile danno subito dallo scudo termico-antitermico collocato così vicino alla zona dell'esplosione) ammarò alle ore 13:07 del 17apr70 sempre nell'oceano Pacifico del Sud a sud-est delle Samoa americane tra le isole Fiji e la Nuova Zelanda a 6.5 Km dalla nave di recupero... 


comunque, a conclusione della missione Apollo 13 dalla Grumman (dal pilota Sam Greenberg di Grumman Aerospace Corporation, il quale aveva aiutato a Terra a risolvere i problemi nei giorni dell'incidente) arriverà a North American Rockwell, Pratt and Whitney, and Beech Aircraft, e subcontraenti, una fattura (ironica) di 400540.05 dollari (circa 1 dollaro/miglio e 4 dollari per il 1° miglio, più un extra di 536.05 dollari per la ricarica delle batterie, per ossigeno e per un ospite aggiuntivo (Swigert), che al 20% “commercial discount”, ed altro 2% se North American pay in cash, saranno ridotti a 312421.24 dollari) per un rimorchio non previsto nel contratto a carico del LEM (e del suo motore da 4.6 tonnellate per un carico di quasi 50 tonnellate (Odyssey aveva una massa di 63470 pound-libbre=28790 Kgrammi, Aquarius di 33490 pound=15190 Kgrammi, Odyssey+Aquarius di 43980 Kgrammi=43.98 tonnellate col motore del LEM collocato molto fuori dal centro di massa dato che non doveva essere usato collegato a SM), ma pagamento declinato da North American facendo presente che aveva in precedenza già traghettato tre Grumman LMs verso la Luna (ossia i Lem di Apollo 10, Apollo 11 ed Apollo 12) senza altri carichi (seppure, diremmo, questi fossero compresi nel contratto))... anche se nel film Apollo 13, che molti lettori avranno visto, questo non c'è, ma c'è invece un altro serbatoio, questa volta di elio supercritico SHe, cui effettivamente esplose il disco di rottura per sovrapressione dopo che Apollo aveva ruotato attorno alla Luna sulla traiettoria di ritorno (infatti prima del verificarsi del noto incidente, circa 3 ore prima del programmato gli astronauti erano entrati nello stadio di discesa del Lem per verificare il valore di pressione di quel serbatoio già sotto osservazione fin dal lancio, e che dopo l'aborto della discesa lunare poi esploderà senza però causare altri danni (the expulsion reversed the direction of the passive thermal control (PTC) roll))); poi il presidente Richard Nixon consegnerà ai tre astronauti di Apollo 13 la Presidential Medal of Freedom))... , ma il lettore può notare come si va e si torna dalla Luna non con le Procedure ma con la risoluzione delle equazioni di fisica-ingegneria... giustamente senza il soccorso di Aquarius la nave Odyssey avrebbe seguito il “destino già segnato nel suo nome” di navigare nello spazio sconosciuto o “sconosciuto” in orbita solare, come successe 28-29 secoli prima nel folle volo della nave di Odisseo-Ulisse nel mare sconosciuto o “sconosciuto” oltre l'Egeo, o magari di “affondare” disintegrandosi nell'atmosfera terrestre, forse accompagnati in sottofondo dalla musica di R. Strauss di 2001 Odissea nello spazio (musica celebrante invece il sorgere del Sole all'Aurora come in Così parlò Zarathustra (opera questa in prosa poetica di Nietzsche, comunque da leggere, nella quale il filosofo persiano Zarathustra ritorna nel mondo moderno per redimere il genere umano dalla sua malattia), oppure dalla musica più melodica di Johann Strauss accompagnante la lenta agonia della nave, od ancora aggiungiamo dalla musica della discoteca 2001 Odyssey di Saturday Night Fever accompagnante la coppia di ballerini Anthony "Tony" Manero (John Travolta) e Stephanie Mangano (Karen Lynn Gorney)), come effettivamente è avvenuto nella conclusione del collegamento televisivo di Odyssey con la Terra in cui Lovell dava appuntamento per il successivo collegamento nei pressi del cratere di Fra Mauro); proseguendo, per portare 15 tonnellate sulla Luna si sono dovuti alzare dalla rampa di lancio ben 2950 tonnellate (esattamente 2923387 Kgrammi (CSM di 30320 Kgrammi e LM di 16448 Kgrammi), più di 200 tonnellate per ogni tonnellata arrivata sulla Luna, con una spinta dei 5 motori F1 del 1° stadio di Saturno V di 3600-4000 tonnellate) al costo di quasi 150 dollari di allora per ogni Kgrammo decollato dalla rampa 8 giorni avanti (mentre il motore di decollo dalla Luna dello stadio di ascesa aveva una spinta S di 1.4-1.6 tonnellate), ed al costo di più di 20 mila dollari per ogni Kgrammo giunto sulla Luna), mentre non occorre più l’ossidante ma in compenso si ha la necessità di avere il reattore nucleare ed il generatore-acceleratore di ioni; avendo parlato di propulsori per missili, volendo in modo più approfondito scrivere qualcosa in merito circa i propulsori secondo le applicazioni e campi d'impiego, diciamo che le grandezze fondamentali sono la spinta del motore, le potenze, i rendimenti, quindi l'impulso specifico e l'impulso totale, per il cui progetto si richiede lo studio di gasdinamica dell'effusore supersonico (difluidodinamica-.gasdinamica abbiamo rapidamente accennato altrove, aggiungendo il notevole effetto termico dei gas in moto supersonico per attrito contro le superfici), la teoria dell'effusore convergente-divergente, la teoria dell'effusore ideale (con trattazione monodimensionale), gasdinamica interna dell'effusore adattato e gasdinamica dell'effusore operante in condizioni diverse da quelle di progetto od anomale; il calcolo della portata massima, velocità d'efflusso, spinta sviluppata in funzione del rapporto di espansione dei gas (gli effusori di massima spinta), i fenomeni non isoentropici all'interno dell'effusore (ossia onde d'urto e distacchi dì vena); poi trattazione bidimensionale ed a simmetria assiale, gli effusori reali d'uso applicativo, la spinta ed il controllo della direzione della spinta; occorre lo sviluppo e studio degli endoreattori e loro propellenti più comuni (endoreattori a propellente solido col progetto del motore, geometria


della superficie di combustione (trasversale, cilindrica, qualsiasi), 


la resistenza meccanica del grano


di propellente, quindi lo studio delle condizioni di accensione, instabilità di combustione del propellente; endoreattori a propellente liquido col progetto del motore e geometria della camera di combustione (testata d'iniezione e connesso sistema di raffreddamento), serbatoi e sistemi di alimentazione, quindi lo studio delle condizioni di accensione, instabilità di combustione (i massimi problemi di stabilità della combustione si hanno soprattutto in motori di grande spinta tipo il motore F1 del 1° stadio di Saturno V capace di raggiungere 750-800 tonnellate di spinta massima con una portata di circa 2.5 tonnellate/secondo di propellente bruciato (problemi di vibrazioni e di stabilità soddisfacentemente risolti con l'uso di studi teorici combinati a molte prove pratiche ed empiriche (ricorrendo, ad esempio, all'uso di esplosioni di microcariche all'interno della camera di combustione)) per cui i 5 motori F1 del 1° stadio realizzati da North American Aviation-Rocketdyne potrebbero fornire una spinta complessiva iniziale fino a 4000 tonnellate consumando fino a circa 13 tonnellate/secondo di combustibile conferendo dunque ad un missile di 2950 tonnellate di peso sulla rampa un'accelerazione massima nei primi secondi di volo data da 39.23-28.93=2.95a da cui a=3.49 metri/secondo quadro (qui per pochi secondi consideriamo la massa del missile costante) ma sarebbe bene decollare con accelerazioni più basse (ad esempio con a=1.53 m/sec quadro) e spinte di F1 di circa 690-700 tonnellate così che il missile impieghi circa 12 secondi per alzarsi di 110 metri ossia salire sulla rampa quanto la sua altezza); endoreattori a propellente ibrido con progetto del motore, propellenti solidi-liquidi ibridi, studio dell'accensione; endoreattori a monopropellente col progetto del motore, e studio dell'accensione); ma abbiamo anche propulsori avanzati (con propulsione solare, elettrica, nucleare, fotonica); occorre sviluppare un'adeguata teoria aerotermochimica quale studio della conversione dell'energia chimica in energia termica all'interno nella camera di combustione del motore e successiva conversione dell'energia termica in energia meccanica nell'effusore, dipendenza energia-propellente, rapporto di miscela e condizioni operative nell'ipotesi di equilibrio termochimico, l'uso di propellenti additivati, quindo lo studio dei fenomeni di non equilibrio, processi di perdita, e valutazione teorica dell'impulso specifico effettivo (usando metodi di calcolo numerico e metodi approssimati); alla progettazione seguirà poi la simulazione e la sperimentazione (a punto fisso ed in volo) su banchi prova od in adeguate camere onde procedere alla misura di tutte le grandezze-parametri utili-importanti; ma sappiamo che i propulsori possono essere utilizzati anche in atmosfera per applicazioni in aeronautica tipo turbogetti, autoreattori, propulsori nucleari, propulsori elettrici, per cui sempre occorre il calcolo di spinta, impulso specifico, rendimenti, lo studio della gasdinamica 


(rapidamente i flussi monodimensionali con attriti od apporto di calore, onde d'urto normali ed oblique, onde d'urto coniche, i flussi isoentropici bidimensionali), il calcolo delle prese d'aria (prese subsoniche e supersoniche a compressione interna ed esterna), lo studio dei problemi di avviamento e di stabilità, prese d'aria a geometria variabile, lo studio della combustione subsonica e supersonica (flussi con reazioni chimiche congelate od in equilibrio, calcolo della temperatura di fiamma, e dei limiti di stabilità), calcolo degli ugelli di scarico (ugelli convergenti-divergenti, ugelli a spina, uso del metodo delle caratteristiche per flussi 2-dimensionali ed a simmetria assiale), lo sviluppo di una migliore teoria sugli effetti dello strato limite (con metodi di calcolo per strato limite laminare e turbolento, trasmissione del calore, analogia di Reynolds, temperatura di recupero), cui seguono analoghe considerazioni circa simulazione e prove-collaudi sperimentali secondo una logica dell'analisi sperimentale con l'uso di adeguata strumentazione (utilizzante parametri distribuiti e concentrati, funzioni-segnali continui-discreti, analizzabili con ingressi canonici impulso-gradino-rampa, risposta in frequenza, LT, FT, DFT, ecc.) onde procedere alle misurazioni nei propulsori ossia grandezze termofluidodinamiche, misure di temperatura (termometri, termocoppie, termoresistenze, misure di temperatura per via ottica con pirometria, emissione ed assorbimento, poi spettroscopia laser per fluorescenza, Raman e Rayleigh) e flusso termico), misure di moto, di spostamento relativo, di velocità, di accelerazione, e di deformazione), misure di spinta (secondo un'analisi generale dei metodi di misura della spinta statici e dinamici multidimensionali con l'uso di adeguati trasduttori), misure di pressione (con sistemi statici e dinamici con adeguati tipo di trasduttori idraulici-pneumatici-elettrici), misure fluidodinamiche (con tecniche di visualizzazione (shadowgrafia, schheren, olografia, scattering), misure di velocità (con usuali strumenti tipo tubo di Pitot, tramite anemometria a filo caldo, anemometria laser)), 


e misure di portata e di densità), e proseguendo altri effetti sono ad esempio dovuti ad onde superficiali in un fluido in moto in canale con un diametro-altezza decrescente, oppure in un TWT con onde elettromagnetiche modulate da un laser esterno, o dovuti ad una una nube di gas di forma ellissoidale in espansione lungo l'asse maggiore (presentando l'analogo della radiazione di Hawking se raffreddati), ma secondo le soluzioni dell'equazione di campo relativistica abbiamo il buco nero di Schwarzschild, il buco nero di Kerr generato da corpi ruotanti neutri, il buco nero di Kerr-Newman generato da corpi ruotanti carichi, il buco nero di Reissner-Nordstrom generato da corpi carichi con J=0, od il buco nero di Planck (detto anche particella di Planck, ossia un buco nero di Schwarzschild con massa M=mp pari alla massa di Planck mp=radice quadrata di (htagliata per c/g) e raggio di Schwarzschild=lunghezza di Planck rs=gmp/cquadro=radice di (g(htagliata)/ccubo) dove g è la costante newtoniana e htagliata è la costante di Planck diviso 2π, ma considerando che l'entropia di Bekenstein-Hawking di un buco nero è Sbh=kA/(4L) dove L è il quadrato di lp (lunghezza di Planck, dell'ordine di 10(elev -33) centimetri) ed A la superficie gravitazionale dell’orizzonte degli eventi, possiamo pure affermare che il buco nero di Planck è l'unità fondamentale costituente tutti i buchi neri e ad A sarebbe associata l'unità di entropia (definendo opportunamente il suo valore minimo) e l'unità di informazione I (il bit di informazione relativistico-quantistico) ed allora un buco nero di Planck esprimerebbe-rappresenterebbe una unità di entropia e dunque la minima unità di informazione dell’Universo, oppure quei buchi neri che in realtà sono solo stelle nere senza orizzonte degli eventi (e senza paradosso dell'informazione persa a seguito di effetti quantistici presenti sull'orizzonte), 


le gravastar (stelle nere secondo la meccanica quantistica che secondo alcuni fisici non permetterebbe la formazione di buchi neri), i fuzzball (o buchi neri secondo la teoria delle stringhe con anomalo orizzonte-superficie degli eventi oscillante), ma per rispettare il 2° principio della termodinamica e nella teoria delle stringhe Bekenstein afferma col principio olografico che i buchi neri devono essere oggetti probabilistici-aleatori con grande entropia incrementata maggiormente rispetto all'entropia del gas (entropia proporzionale alla superficie del buco ossia al quadrato del raggio e non al cubo), ma da decenni sono studiate altre soluzioni della relatività generale (da Einstein, Nathan Rosen, ecc.) comportanti singolarità dette buchi bianchi, o soluzioni di 2 singolarità accoppiate (ponti di Einstein-Rosen o cunicoli)), poi naturalmente tutti i lettori sapranno che sono in funzione apparecchiature per la verifica e la registrazione di onde gravitazionali OG previste dalla relatività RG ma finora mai rivelate (ossia perturbazioni dello spazio-tempo ovvero del tensore metrico generate da grandi masse fortemente accelerate “quasi fossero tali deformazioni il suono cosmico della geometria riemanniana ST ossia l'equivalente fisico-cosmologico dell'antica armonia delle sfere cristalline di Aristotele-Tolomeo” (quali ad esempio esplosioni di supernove, collassi di sistemi binari (formati da stelle di neutroni o da buchi neri), interazioni-collisioni tra buchi neri, stelle di neutroni dissimmetriche o pulsar in rapida rotazione, ecc.) e propagantesi a velocità della luce nel mezzo, captabili-misurabili da antenne gravitazionali RXG (dotate ad esempio di piccoli cilindri micrometrici capaci di oscillare (asse-direttrice o assiale-longitudinale, dipolo doppio) con le fluttuazioni della curvatura 4-dimensionale entrando in risonanza (come avviene per le antenne elettromagnetiche RX e per i sensori-antenne RS dei sismografi), in strutture ben raffreddate onde ridurre più che possibile la potenza del rumore termico (indicato anche come rumore di Johnson-Nyquist, anche di 50-60 db in potenza)) notando che le onde gravitazionali hanno ampiezze di 10(elev -21 o -22) metri circa (ossia circa 1-0.1 nano-picometro) ovvero il diametro dell'atomo d'idrogeno rispetto alla distanza Terra-Sole (o 1 metro rispetto a 1 milione di anni-luce circa la metà della distanza della galassia di Andromeda) con periodo T=0.001-3000 secondi (ossia frequenza f da 1000 Hz a 0.3 milliHz circa ed ovviamente un'antenna captante segnali gravitazionali di 10 Hz (costanti di tempo di 10-20 millisecondi) non potrà essere altrettanto adatta a rivelare segnali di 0.001 Hz (costanti di tempo di 100-200 secondi) quando già le ampiezze sembrano piccoline), e dagli anni '70 si sono costruite antenne in risonanza con masse di alluminio di qualche tonnellata raffreddate (intorno a 2 °K) aventi risonanza a 3 diverse frequenze (metodo di Weber e pure utilizzato per l’antenna gravitazionale ALTAIR al CNR di Frascati (l'Italia vi ha svolto un fondamentale ruolo fin dagli anni '70 (ad esempio gli sudi di Edoardo Amaldi) con l'impiego di antenne risonanti e poi con l'interferometro Virgo ed Advanded Virgo del 2017 e riprese di misurazione dati a miglior risoluzione negli anni successivi), per l'antenna EXPLORER dal 1990 al Cern di Ginevra, e per il progetto italiano NAUTILUS del 1995 (raffreddato alla bassissima temperatura di circa 0.15 °K)), 


od antenne interferometriche ottiche (antenne più sensibili maggiormente adatte a rivelare variazioni di distanze causate da oscillazioni di curvatura, ad esempio variazione di lunghezze di aste di pendoli lunghe qualche decina di Kmetri con appesi corpi con massa di qualche Kgrammo, o con antenne composte da due satelliti in orbita alta distanti qualche milione di Kmetri come aste di un pendolo astronomico di cui misurare le variazioni di distanza (in orbita le antenne possono lavorare sulle basse frequenze anche ben minori di 1 Hz a differenza che sulla Terra a f maggiori di qualche decina di Hz), ed in USA (nello Stato di Washington ed in Louisiana) esiste il progetto di ricerca Ligo (Laser Interferometer Gravitational Wave Observatory) con due sistemi di rivelazione (bracci lunghi 4 km circa, dotato della miglior sensibilità di misurazione, di cui sono responsabili i fisici Rainer Weiss, Kip Thorne e Barry Barish tutte e tre premi Nobel nel 2017 per i contributi dati allo studio delle onde gravitazionali), o quello tedesco-inglese di Hannover, ed altri in Giappone ed Australia, od il programma Einstein Telescope ET (quale osservatorio europeo per OG nella banda 1-10 KHz), mentre a Cascina vicino a Pisa è installato l'interferometro a raggi riflessi italo-francese Virgo in ambito EGO (European Gravitational Observatory fondato dalle idee di Adalberto Giazotto e di Alain Brillet, in cui l'Italia partecipa con l'Istituto Nazionale di Fisica Nucleare Infn) con lunghezza di 3 km (segnali di 10-6000 Hz, laddove la frequenza delle onde gravitazionali generate da collassi stellari o collisioni di stelle di neutroni e segnali di pulsar sarà di qualche Hz ossia periodi T di frazioni di secondo mentre frequenze di centinaia-migliaia di Hz riguardano eventi generati da oggetti più piccoli, laddove nella regione delle basse frequenze sotto frazioni di Hz fino a circa 1 milliHz si possono rivelare onde generate da eventi di corpi massicci-supermassicci (progetto iniziato nel 2015 di ESA (Agenzia spaziale europea) con NASA con il lancio di Lisa (Laser Interferometry Space Antenna) usando 3 satelliti e precisi interferometri per rivelare-misurare accuratamente con alta sensibilità variazioni di distanza di vertici (lati) di un triangolo (5 milioni di Km) alle bassissime frequenze tra 1 milliHz e 100 milliHz), ma consigliamo al lettore, che magari ha già realizzato ricevitori RX nelle bande commerciali od amatoriali (in AM e FM), di non “cimentarsi nella realizzazione di ricevitori RXG per onde gravitazionali (onde gravitazionali emesse continuamente nel tempo potrebbero essere quelle generate da 2 stelle binarie ruotanti (con periodo T) intorno al comune centro di massa la cui frequenza è f=2/T, e la massima ampiezza sarà circa 10(elev -20)/Hz in una banda larga circa 1500 Hz (grossomodo le bande necessarie vanno da frazioni di Hz a 1-2 KHz e le ampiezze di oscillazioni sono migliaia-milioni di volte più piccole del diametro di un protone per ogni metro di distanza delle masse rivelatrici), mentre la collisione di 2 binarie o di 2 buchi neri dovrebbe generare OG impulsive di maggior intensità dato che circa 1-10 per mille della massa complessiva viene trasformata in radiazione OG, laddove più probabili sono le OG dovute ad esplosioni di supernove (mediamente si osserva 1 supernova ogni 30 anni circa, con ampiezza circa 10(elev -18)/Hz), o 1 ogni 10 giorni dove abbiamo ammassi di galassie (tipo nella costellazione della Vergine)), e soprattutto di fare ancora meglio degli stessi ricercatori realizzando trasmettitori TXG per onde gravitazionali in “bande” stellari-galattiche” (infatti, sarebbe del tutto inutile utilizzare masse e strumenti “a misura di laboratorio od a misura terrestre” e tali RXG sono comunque al limite delle possibilità fisiche-tecnologiche e naturalmente i TXG li può realizzare soltanto la Natura) dato che già la sola pretesa scientifica di poter riuscire a rivelare RX-RXG le onde gravitazionali potrebbe non far pensare tanto bene (si noti che l'accoppiamento tra masse e campo gravitazionale è di circa 10(elev -38) mentre l'accoppiamento tra cariche elettriche e campo notoriamente è 1/137.04) e fondamentalmente “comparando” massa-carica la massa del protone è 1.6x(elev -27) Kgrammi e la massa significativa sarebbe più di 11 ordini di grandezza a parità di distanza la quale invece di metri-nanometri è piuttosto milioni-miliardi di anni luce (15 ordini di grandezza maggiore del metro e 25 del nanometro) ed entrambe le interazioni e forze sappiamo che decadono col quadrato della distanza dalla sorgente (osserviamo che il livello di radiazione gravitazionale irradiata da un corpo massivo è funzione del grado di “disomogeneità sferica” nella distribuzione della sua massa misurata dal momento di quadrupolo e soprattutto dalla sua velocità di variazione temporale o accelerazione, e che attualmente la miglior sensibilità-(risoluzione) sarebbe grossolanamente di circa 30 ppMGG); 


riassumendo brevemente la teoria delle onde gravitazionali OG (con la relativa particella “associata” gravitone molto sfuggente data la grande debolezza della gravità) aggiungiamo ancora che tali onde propagantesi (previste già da Einstein nel 1916) non sono altro che oscillazioni della topologia metrica dello stesso spazio-tempo S-T dovute ad accelerazione-decelerazione di masse gravitazionali come analogamente avverrebbe per la propagazione delle onde elastiche di pressione quando generate dal movimento locale di accelerazione-decelerazione di un fluido (aria od acqua, soluzioni dell'equazione di D'Alembert), o come avverrebbe per la propagazione delle onde elettromagnetiche OE generate da accelerazione-decelerazione di cariche elettriche nello spazio-tempo S-T (soluzioni delle equazioni di Maxwell e di Helmholtz; sembrerebbe esserci quella differenza caratteristica più fondamentale per la quale le OG costituirebbero l'oscillazione della stessa topologia (con metrica tensoriale e norma ds, che si espande-contrae ciclicamente) di S-T) producendo in entrambi i casi radiazione propagantesi (alla velocità del mezzo, nel vuoto alla velocità c) ossia radiazione gravitazionale per OG e radiazione elettromagnetica per OE (più difficile da rivelare nel caso OG dato che le stesse antenne gravitazionali RXG si espandono-contraggono generando notevole “rumore gravitazionale di fondo” paragonabile al segnale stesso da rivelare (anche se con un momento di quadripolo non nullo)), laddove le OG sono la soluzione dell'equazione differenziale tensoriale della relatività generale RG (formata come detto


 da 10 equazioni differenziali scalari perché 10 sono le componenti indipendenti del tensore) deducente onde a carattere quadripolare (quando il campo gravitazionale è dato da 10 parametri ossia potenziali (funzioni di xyzt)) oppure quando è dato da valori scalari e/o tensoriali, e trasportanti energia (in fenomeni ordinari di valore assolutamente trascurabile ma non in collassi gravitazionali astronomici che avvengono in meno di 1 ora) sottratta all'equivalente massa persa del sistema stellare; ma nonostante le difficoltà dell'impresa una prima conferma indiretta di radiazione OG è venuta dall'osservazione di un sistema stellare binario di stelle di neutroni reciprocamente ruotanti (e decaduto-collassato) con l'uso del radiotelescopio di Arecibo (effettuate da Russel A. Hulse e Joseph H. Taylor di Princeton, premi Nobel in fisica nel 1993), un'altra discutibile prova nel 2014 proverrebbe da Harvard-Smithsonian Center for Astrophysics di Cambridge, 


poi il 14set2015 il rivelatore Advanced LIGO in California avrebbe infine direttamente rivelato un segnale impulsivo (con energia pari a circa 3 masse (3M) stellari solari ordinarie, liberata in una frazione di secondo, e dunque potenza media dell'ordine di 30Mc(elev 2)=5 KPPPwatt=5000 GGGGGwatt circa ovvero pari a circa 5 mila miliardi di miliardi di miliardi di miliardi la potenza di un reattore nucleare standard di 1 Gwatt) dovuto ad onde gravitazionali causate dalla collisione di 2 buchi neri (buchi neri binari, con masse di 36 e 29 volte quella solare, formanti dopo la collisione un solo buco nero di massa circa 60 volte quella solare dato che circa il 4.6 % della massa complessiva è stata trasformata in energia di radiazione (che ogni studente anche liceale può ben calcolare con la formuletta di equivalenza massa-energia di Einstein)) avvenuta circa 1 miliardo di anni fa e segnale elaborato da Ligo (al centro di calcolo Atlas del Max Planck Institute a Hannover) e da Virgo nonché confermato un mese dopo (notizia poi diffusa in data 11feb2016 (si noti esattamente 100 anni dopo la pubblicazione della teoria della relatività generale RG che per prima li ipotizzò) in una conferenza stampa congiunta LIGO-EGOVIRGO (da USA, e da Italia a Cascina-Pisa) e pubblicata su Physical Review Letters, nonchè scoperta questa certamente di primaria importanza nella storia di fisica-astrofisica che ha portato nel 2017 al Premio Nobel in fisica (scoperta cui hanno collaborato 1004 ricercatori fisici di 133 istituzioni scientifiche di tutto il mondo, targata USA-UE in particolare USA-Francia-Italia), sia riguardo l'esistenza di OG 


(e della particella bosone gravitone (con spin 2, massa 0, e carica elettrica 0, in moto a velocità c nel vuoto, e dunque raggio d'azione della forza infinito ed energia-potenza gravitazionale che decresce col quadrato dell'aumento di distanza, con energia E=mc(elev 2), E=hf=(htagliata)ω, quantità di moto p=mc, p=h/λ) ossia “quanto di gravità” quale particella duale “associata” di cui OG sarebbe la relativa onda di De Broglie OM (la cui lunghezza d'onda λ=h/p=2π(htagliata)/mc), 


analogamente a quanto avviene per il bosone fotone (o “quanto elettromagnetico”, con spin 1, massa 0 e carica elettrica 0, di energia E=hf=(htagliata)ω, quantità di moto p=h/λ=hf/c e velocità c nel vuoto; si usa spesso htagliata=h/2π) riguardo la sua onda di De Broglie ossia l'onda elettromagnetica OE (di frequenza f=E/h, ω=E/htagliata e velocità c nel vuoto), oppure in modo più corretto diciamo che storicamente l'idea di associare alle particelle materiali (aspetto corpuscolare, caratterizzato da vettore quantità di moto p, energia E e massa m, con moto della particella descritto dalla meccanica classica newtoniana e soluzione delle equazioni di Newton-Lagrange-Laplace della meccanica classica) le relative onde (onde materiali od onde di materia OM quale loro aspetto ondulatorio, caratterizzate da vettore d'onda k e pulsazione ω=2πf, descritte e soluzioni dell'equazione di Schrodinger della meccanica ondulatoria, ad esempio associare l'onda OM dell'elettrone alla particella elettrone (un fermione)), come pure di associare alle onde le relative particelle (ossia il loro aspetto corpuscolare, ad esempio all'onda elettromagnetica OE associare la particella fotone (un bosone, e ciò vale per tutti i fermioni e per tutti i bosoni ognuno nel proprio aspetto sia corpuscolare che ondulatorio) venne nel 1923 a V. L. De Broglie (Louis-Victor Pierre Raymond de Broglie, stimolato dall'analogia tra ottica geometrica OG e dinamica classica di una particella ossia diremmo tra fotone e dinamica ma il fotone non è altro che la particella associata all'onda elettromagnetica OE, pubblicata nell'articolo Ondes et quanta in Comptes Rendus, pagina 527, con conferma avvenuta nel 1927 e col conferimento del premio Nobel nel 1929), per cui seguendo le sue orme (inizialmente avendo egli osservato che alle onde elettromagnetiche era stata associata da Planck ed Einstein la particella fotone) e supponendo di validità universale la relazione E=hf=(htagliata)ω di Einstein, per una particella-onda di massa m, energia E, pulsazione ω=2πf, e velocità v rispetto al riferimento, otteniamo E=hω/2π=htagliata(ω)=mc(elev 2)/(radice quadrata di (1-(v/c)(elev 2)))=mc(elev 2)/γ indicando con γ la radice quadrata al denominatore, uguagliando la velocità di gruppo v dei pacchetti d'onde alla velocità v della particella (ossia v=(dω/dv)(dv/dk)) otteniamo dopo integrazione (e ponendo k=0 quando v=0) hk/2π=htagliata(k)=mv/γ=p (in usuale forma vettoriale, vettore p=htagliata(vettore k) nonché formula storica di De Broglie) ma uguale risultato si sarebbe ottenuto usando non la relazione di Einstein (introdotta in tale argomentazione quasi ad hoc) ma più universalmente solo le trasformazioni di Lorentz e l'invarianza relativistica di RR, portando così ai risultati E=mc(elev 2)/γ, p=mv/γ ossia E=htagliata(ω) e p=htagliata(k), da cui la lunghezza d'onda di OM associata alla particella λ=h/p=2π/k (usualmente questa detta equazione di De Broglie) e λ detta lunghezza d'onda di De Broglie della relativa particella vista sotto l'aspetto ondulatorio OM (naturalmente in fisica quantistica delle particelle, non si deve pensare ad una particella (m) fisicamente accompagnata da un'onda (k), fatto del tutto scorretto e senza senso, 


bensì pensare che la particella e l'onda sono il medesimo ente quantistico in varie condizioni fisiche ossia il primo quando è preponderante la massa e piccola la velocità (ad esempio per gli elettroni non relativistici ed ovviamente per tutti i corpi macroscopici, di cui si è storicamente prima scoperto l'aspetto corpuscolare e poi quello duale ondulatorio) ed il secondo quando è preponderante l'energia e la velocità 


(ad esempio per gli elettroni in moto a 0.999c e per i bosoni privi di massa come il fotone-luce, di cui ovviamente storicamente si è scoperto prima l'aspetto ondulatorio e poi quello duale corpuscolare), e ad esempio tutti sanno che gli elettroni emessi dal catodo caldo di un tubo termoionico o di un cannone elettronico si presentano col loro aspetto corpuscolare di particelle all'estrazione (come lo sarebbero i fotoni emessi nei fenomeni fotoelettrici) quindi accelerati a grande energia cinetica passano attraverso due piccole fenditure vicine nel loro aspetto ondulatorio OM per diffrazione producendo eventualmente effetti di diffrazione (ossia vengono in parte trasmessi in avanti, in parte riflessi indietro e vengono diffratti, ovvero qui ognuno degli elettroni del fascio passa contemporaneamente sia per una fenditura sia per l'altra fenditura ed in parte viene riflesso secondo i relativi coefficienti di trasmissione-riflessione-diffrazione delle onde, cosa che un elettrone ovviamente non può fare come particella) e poi andando a colpire un bersaglio distante od uno schermo formano figure di interferenza come onde OM o vengono contati da contatori di particelle cariche come fossero ancora particelle corpuscolari ma si tratta sempre dei medesimi enti quantistici elettroni corpuscolo-onda estratti dal catodo (ovvero sia corpi (Newton) le cui equazioni di moto sono ottenute dalle equazioni della meccanica newtoniana, che onde (De Broglie) le cui soluzioni di moto sono ottenute dalle equazioni di Maxwell, o meglio né l'uno né l'altro ma “oggetti quantistici” secondo qualche modello matematico non ancora ben definito, 


e del resto per vedere che lungo il loro percorso gli elettroni si comportano anche come onde basterebbe chiudere una delle due fenditure per cui l'ente quantistico onda o particella che sia ora  passa per una sola fenditura (passando come una particella quando la dimensione della fenditura è molto grande od invece producendo la diffrazione e la figura d’interferenza sullo schermo caratteristica di una sola fenditura quando è comparabilmente piccola paragonata alla lunghezza d'onda, figura d’interferenza però ben differente da quella prodotta da due fenditure), dimostrando che nei fenomeni di due fenditure ogni elettrone del fascio di elettroni è effettivamente passato contemporaneamente per entrambe ossia è passato come onda OM, e ciò vale non solo per gli elettroni ma per tutti i fermioni-bosoni)), inoltre introducendo l'energia totale E abbiamo λ=hc/(radice quadrata di (Equadro – mquadro(cquattro)))=(hc/E)/(radice quadrata di (1-(mcquadro/E)(elev 2))) da cui si osserva che per una particella di massa fissa m la sua lunghezza d'onda λ diminuisce all'aumento della sua energia E (un elettrone relativistico ha λ minore dello stesso in quiete o non relativistico), e fissata E la lunghezza d'onda λ aumenta al crescere della massa m (un oggetto più massiccio-massivo ha λ maggiore di uno più leggero a pari E) e dunque una particella a massa nulla (tipo il fotone) ha la minima λ a pari E ossia come detto ha λ=hc/E, E=hc/λ=hf=(htagliata)ω (essendo f=c/λ) ottenuta ponendo in una relazione precedente mc(elev 2)/E=0 dato che m=0 e ciò approssimativamente varrà pure per tutte le particelle relativistiche (in cui v è assai prossima a c (grande energia cinetica), E è assai più grande della massa equivalente a riposo, ovvero la massa-energia M-E totale è quasi tutta sotto forma di energia E conferendo un aspetto vistosamente ondulatorio all'ente quantistico rispetto a quello duale corpuscolare osservabile a basse energie; altrove abbiamo scritto dell'esperimento e fenomeno della doppia fenditura (storicamente l’esperimento delle due fenditure fu ideato da Thomas Young nel 1803 ed Augustin Fresnel agli inizi del XIX sec. per mostrare la natura ondulatoria della luce al tempo in cui sappiamo che predominava ancora la concezione della natura corpuscolare di Newton della luce, sparando un fascio di luce da una sorgente luminosa attraverso 2 piccole-sottili fenditure producendo così su di un successivo schermo una figura di interferenza (consistente di una sequenza di bande più e meno luminose, dovuta alla circostanza che le onde che escono dalle due fenditure percorrendo distanze diverse e dunque con fasi diverse si compongono poi sullo schermo con intensità sommantesi-sottraentesi alternativamente) già osservata nel medesimo esperimento condotto con onde prodotte sulla superficie dell'acqua di un lago calmo), ottenuto sparando ad alta energia contro 2 piccole fenditure opportunamente vicine (distanti circa come la lunghezza d'onda) un fascio di onde elettromagnetiche OE (ossia di fotoni se intese nel loro aspetto corpuscolare) e poi un fascio di N elettroni o protoni uno per volta in modo che ci sia solo “autointerferenza” (ossia di onde di De Broglie OM dell'elettrone o del protone se considerati nel loro aspetto ondulatorio) producendo in entrambi i casi, per N che tende ad infinito, il fenomeno di diffrazione e figura d’interferenza sullo schermo dovuto alla doppia fenditura (ovvero ognuno di essi venendo in parte trasmesso in parte riflesso ed in parte diffratto come onde OM (e così vale per tutti gli elettroni), fenomeno di diffrazione ed interferenza della fenditura doppia (il fenomeno di diffrazione al passaggio di comparabilmente piccola fenditura o di piccole fenditure e poi il fenomeno di interferenza sullo schermo non si possono (del tutto)separare mentre a volte interessa uno ed a volte interessa l'altro) che infatti come già detto scomparirebbe chiudendo una delle 2 fenditure sia nel caso di fotoni che di elettroni-protoni, oppure con entrambe le fenditure aperte ma trovando un modo (non “magico”, ma semplicemente un processo di misura) per sapere da quale fenditura è passata la particella) per cui gli enti quantistici (ossia ogni singolo elettrone, ogni singolo protone, ecc.) sono passati contemporaneamente attraverso sia l'una che l'altra fenditura (secondo i relativi coefficienti di trasmissione-riflessione-rifrazione-diffrazione e poi andando a colpire lo schermo hanno dato origine alla nota figura d’interferenza delle 2 fenditure a bande alternate più e meno intense ossia di luce-buio (dato che l’esecuzione di una misura, ad esempio quella di posizione x di una particella, avviene secondo l’indeterminazione di Heisenberg (ovvero tanto è più precisa la posizione x misurata tanto più incerta-imprecisa sarà la grandezza coniugata quantità di moto q e relativa energia E) come se il processo di misura avesse “interferito” con lo stato dell’ente quantistico in modo che dopo la misura non solo si sappia più o meno bene la sua posizione x e relativa fenditura ma si sia pure più o meno distrutta la figura di interferenza delle 2 fenditure)) 


e ciò può avvenire solo per l'onda elettromagnetica OE e per l'onda materiale di De Broglie OM di elettrone-protone (ossia nel loro aspetto ondulatorio secondo Maxwell-Helmholtz-DeBroglie-Schrodinger, e non certo nel loro aspetto corpuscolare (particella fotone e particelle elettrone-protone) secondo Newton-Lagrange-ecc. dato che in tal ultimo caso una particella o passa tutta per una fenditura o passa tutta per l'altra fenditura poste sulla sua traiettoria (producendo 2 soli punti-bande netti alternativamente sullo schermo) o rimbalza totalmente indietro se il diametro-distanza delle fenditure è minore di quello della particelle, mentre i fenomeni ondulatori di diffrazione-interferenza (così caratteristici ed a tutti noti in ottica della luce) si possono produrre solo se l'ente quantistico si comporta come onda ossia onda elettromagnetica OE ed onda materiale di De Broglie OM e ciò avviene meglio proprio quando il diametro-larghezza delle fenditure diviene così piccolo (e pure minore del diametro della relativa particella nel suo aspetto corpuscolare) per ottenere la diffrazione (si provi a realizzare una lente od uno strumento ottico con dimensioni paragonabili o minori di 500 nanometri=0.5 micrometri per vedere subito gli effetti di diffrazione della luce e poi su schermi di interferenza (trattati dall'ottica ondulatoria OO) che non avvengono certo in strumenti che hanno dimensioni maggiori di qualche micrometro come ad esempio dimensioni di millimetri o di metri (trattati dall'ottica geometrica dei raggi OG)) fatto assurdo per la meccanica newtoniana ma molto caratteristico della fisica e meccanica ondulatoria… Feynman scrivendo “… (Heisenberg) propose, come principio generale, il suo principio di indeterminazione, che noi possiamo formulare in termini del nostro esperimento (doppia fenditura) come segue: "È impossibile progettare un apparato per determinare attraverso quale fenditura l'elettrone passa, che non disturberà allo stesso tempo l'elettrone abbastanza da distruggere la figura di interferenza” (e ciò significa che ogni singolo elettrone, ed in senso lato ogni singolo corpo materiale, sparato contro due opportune fenditure passa contemporaneamente per entrambe le fenditure ovviamente come un'onda OE-OM)… aggiungendo che l’esperimento della doppia fenditura è adatto a ben illustrare il significato anche del principio di complementarità secondo il quale entrambe le rappresentazioni fisiche (particella e onda della realtà fisica, Newton e Maxwell) sono necessarie in una teoria di fisica-meccanica quantistica, ma nessuna delle due rappresentazioni può essere usata e mostrata contemporaneamente ossia non può essere trovato alcun modo per osservare allo stesso tempo l'elettrone sia quale particella corpuscolare (m, Newton) che quale onda (k, De Broglie) ed inoltre sia la natura corpuscolare che la natura ondulatoria mostrata in questo od in quell’esperimento-fenomeno è determinata sia dal sistema fisico in sè ma assai di più è determinata dal sistema di misurazione ovvero è dovuta al processo stesso di misura; potremmo cioè dire che i quadrati delle ampiezze delle onde (ad esempio la somma dei quadrati del campo elettrico E e del campo magnetico B della luce) in meccanica quantistica sono legati alla probabilità che l'ente quantistico (fotone, elettrone, protone, particella) di trovi in xyzt dove tale ampiezza è grande (energia grande ottenuta integrando le densità od i campi in un volume xyzt opportuno), 


mentre l'energia delle particelle propagandosi in pacchetti-particelle è legata alla lunghezza d'onda ed alla frequenza (dunque è sempre la medesima per lo stesso tipo di luce o di colore (E=hf), o per lo stesso stato della particella) mentre il quadrato delle ampiezze se è grande ci fornisce un grande numero di fotoni misurati dalle fotocellule (ognuno sempre con E=hf) od un grande numero di elettroni contati dai contatori elettrici (ognuno con E=mc(elev 2)/γ) che non se il quadrato dell'ampiezza fosse piccolo, ovvero le energie-frequenze-lunghezze d'onda di OE-OM sono caratteristici degli enti quantistici laddove i quadrati delle grandezze ci portano verso i valori medi delle stesse ovvero ci portano verso i limiti della fisica classica newtoniana-maxwelliana)), ed allora sia T l'energia cinetica della particella (dove T=(1/2)mv(elev 2)) ossia E=mc(elev 2)+T per cui otteniamo lunghezza d'onda λ=hc/(radice quadrata di T(T+2mc(elev 2)))=(h/(radice quadrata di (2mT)))(1/(radice quadrata di (1+T/(2mc(elev 2))))) da cui ancora vediamo che fissata m allora λ diminuisce all'aumentate di T e dunque di v, fissata T allora λ diminuisce al crescere di m, e quando v è assai piccola rispetto a c (ad esempio minore di 0.9c) allora il fattore T/mc(elev 2) diviene molto piccolo onde ponendolo uguale a 0 otteniamo l'espressione non relativistica della lunghezza d'onda di una particella di massa m ossia λ=h/(radice quadrata di (2mT))=h/mv valida per tutti i corpi massivi, in più notoriamente in moto a v ben minori di c (per portare qualche esempio di particella-onda materiale consideriamo una particella macroscopica di pulviscolo atmosferico con diametro di 10 micrometri (volume di circa 5000 pico-centimetri cubi) pesante circa 15 nano-grammi, in moto nell'aria alla bassa velocità v=1 centimetro/sec, allora nel suo aspetto ondulatorio avrebbe λ=h/mv=6.62x10(elev -27)/(1x15x10(elev -9))=4.5x10(elev -19) cm=0.45 pico-micro-centimetri (ossia lunghezza d'onda 10-40 miliardi di volte minore del diametro atomico), se m=1 Kgrammo e v=1 cm/sec allora λ=6.6x10(elev -30)=6.6 pico-pico-micro-centimetri; se invece m=1 Kgrammo e v=0.999c allora λ=2x10(elev -40)=200 pico-pico-pico-micro-centimetro; per l'elettrone non relativistico con massa m=9.1x10(elev -28) grammi e v=700 milioni cm/sec (corrispondente all'energia di circa 140 eV) allora λ=1 angstrom=0.1 nanometri (per l'elettrone non relativistico ottenibile anche da λ= radice quadrata di (150.4 eV/T)) ossia paragonabile alla costante reticolare dei cristalli per cui sarebbe rivelabile con diffrazione di elettroni su reticoli cristallini (primo esperimento eseguito da Davisson-Germer (premio Nobel in fisica 1937); come infatti le onde elettromagnetiche OM dei fotoni ottici sono rilevabili con corpi-strumenti ottici delle dimensioni geometriche di frazioni di micrometro producendo fenomeni di diffrazione-(interferenza) caratteristici dell'ottica ondulatoria OO ovvero deviazioni vistose dall'ottica geometrica dei raggi OG notoriamente questa valida solo a livello macroscopico con lunghezze di strumenti ben maggiori di 1 micrometro), 


ed infine l'onda materiale OM di un pianeta tipico con m=10(elev 28) grammi e v=100 mila cm/sec è circa λ=10(elev -60) centimetri (generalmente non sentirete parlare dell'onda di De Broglie di una stella o di pianeta o dell'intero Universo!, magari solo da astrofisici quali Hawking o Penrose o chissà chi ("onda di De Broglie dell'Universo" nel suo aspetto ondulatorio che potremmo pensare quale "oscillazione" del decadimento (usualmente noto come grande esplosione) iniziale associato al Big-bang! (in questo senso la fase spazio-tempo-massa-energia ST-ME si presenterebbe come un decadimento da una condizione di maggior simmetria matematica ossia soluzione della sua equazione dovuta a simmetria-conservazione, piuttosto che più fisicamente (e pure più popolarmente) “un'esplosione fisica partente da uno stato di massima compressione per pressione negativa”) con la corrispondente alta frequenza ed alta energia) anche se la teoria quantistico-ondulatoria non l'impedisce, seppure non saprei dire in quali condizioni fisiche bisognerebbe mettersi per osservarne l'aspetto ondulatorio (è ovvio che l'aspetto ondulatorio di un pianeta o di una galassia è così poco evidente in tutte le situazioni fisiche anche ad altissime energie che non varrebbe quasi la pena parlarne (tranne che da qualche “fisico che fa il cagheta” in terminologia milanese), osservando anche che una lunghezza di 10(elev -60) cm è ben 27 ordini di grandezza inferiore alla stessa lunghezza di Planck ossia sarebbe una lunghezza totalmente "non sperimentabile" in fisica-astrofisica-cosmologia-microfisica... ed aggiungendo qui in questo specifico senso che la formazione ST-ME dell'Universo porta a considerare che se pensiamo grande la sua massa-energia ME allora l'intervallo temporale ΔT della sua oscillazione (paragonabile o correlabile al tempo della sua vita) sarà corrispondentemente piccolo (dato che nella relazione di commutazione l'energia E (joule o erg) ed il tempo ΔT (secondo) sono grandezze coniugate il cui prodotto come altrove scritto deve essere dell'ordine della piccola costante h di Planck) e dunque si immagini quanto “breve” sia ΔT (e quanto “grande” sia la frequenza f di oscillazione fondamentale) mentre l'astrofisica piuttosto ci parla di miliardi di miliardi... di miliardi di anni, ovviamente miliardi di anni osservati da un osservatore che è una piccolissima parte-Parte del Tutto all'“interno di questa esplosione” e non certo per un ipotetico Osservatore estraneo ed esterno alla nascita di ST-ME il quale dovrebbe osservare un “usuale” decadimento (collegato ad esempio alla creazione di un buco nero), ed anche universalmente la letteratura umanistica ci parla delle sconfinate immensità spaziali e di una lunghissima vita di questo Universo osservato dalla posizione Spazio-Tempo-Massa-Energia-Parte di un “navigante infinito” (ma usualmente navigante dal “mar Egeo alle colonne d'Ercole”... magari “sopra una nave abbandonata per arrivare fino... fino... fino a dove?”), 


laddove pensato in altro senso le cose come detto potrebbero mostrarsi piuttosto in modo diverso ed opposto; se sul piano fisico l'esistenza dell'Universo può ritenersi come un fenomeno di decadimento rispettante tutte le leggi quantistiche e ad esempio le leggi di indeterminazione di Heisenberg (il fisico S. Hawking morto nel 2018 e manifestando in campo metafisico-filosofico-teologico una forma di panteismo non trascendentale (tipo quella einsteiniana) poi una forma di deismo, poi una forma agnostica-ignostica, e negli ultimi anni della sua vita una forma di ateismo (l'Universo non ha una causa (causa-Dio tomistica) e non è stato creato da Dio, il Gran Disegno non ha Dio come causa e come ragione-giustificazione) dice “Poiché esistono leggi come quella della gravità, l'universo può crearsi e si crea dal nulla. La creazione spontanea è il motivo per cui c'è qualcosa anziché nulla, per cui l'universo esiste, per cui noi esistiamo! Non è necessario invocare Dio...”, ossia un Essere Creatore sarebbe necessario per la giustificazione e l'esistenza dell'Universo solo se lo fosse pure, diremmo noi, per giustificare il Nulla), oppure secondo la fisica termodinamica può ritenersi come l'evoluzione dal Nulla essendo il Nulla a massima entropia e dunque massimamente instabile decadendo verso stati via via a minor entropia, oppure si potrebbe pensare ad effetto di selezione o di distorsione di selezione di campioni osservati della realtà per difetto degli osservatori, od alla legge dei grandi numeri, ecc., però sul piano strettamente logico-matematico abbiamo detto che noi lo riteniamo come creazione (non creazione spontanea dal nulla come una fluttuazione quantistica il che richiederebbe almeno l'esistenza della topologia dello spazio-tempo od una forma di realtà fisica anche se non l'attuale) ossia come creazione della razionalità logico-matematica R con un insieme di postulati in alternativa non compatibili con altri insiemi di postulati e ciò dovrebbe essere sufficiente per l'esistenza di Qualcosa invece di Nulla (queste spiegazioni dell'Universo-Multiverso(Multiverso composto di un numero comunque grande di Universi paralleli, caratterizzati da tutta la gamma di possibili valori delle costanti fondamentali, e pure di omega, lamda, Q, e dunque potenzialmente assai diversi in spazio-tempo-materia gli uni dagli altri, in cui con gran probabilità le loro frontiere (di spazio finito-infinito) ossia i loro orizzonti non si intersecheranno mai e dunque Universi disgiunti in eterno), non si trovano tutte sul medesimo piano di certezza e coerenza matematica, ed alcune sono molto più preferibili di altre, come può valutare il lettore, e l'ultima non richiede neppure l'esistenza di alcunché))), 


come pure per osservare l'aspetto ondulatorio e le figure di diffrazione-interferenza di 2 fenditure prodotte da un fascio di pulviscolo atmosferico di 10 micrometri sparato contro un bersaglio recante 2 fenditure opportunamente vicine), e quella dell'evento gravitazionale in questione sarà stata grossolanamente almeno di circa 10 ordini di grandezza minore (facendo osservare che la frequenza captata dalle antenne gravitazionali RXG non è certo questa f del gravitone-onda gravitazionale bensì è la frequenza della variazione della curvature di S-T legata alla grande accelerazione causata dall'evento catastrofico di collassamento gravitazionale ed ai suoi tempi caratteristici, dato che 2 masse stellari gravitanti stazionarie interagiscono tramite un campo gravitazionale costante (con aspetti ondulatorio e corpuscolare dati rispettivamente da onde gravitazionali (di lunghezza d'onda λ=c/f=hc/E) e da gravitoni (con energia E ed impulso p) come pure 2 cariche stazionarie (tipo elettrone-protone nell'atomo) interagiscono col campo elettromagnetico stazionario (con aspetto corpuscolare (fotone con energia E=hf ed impulso p) ed aspetto ondulatorio (onda elettromagnetica con λ=c/f=hc/E)), ma è solo quando le 2 masse stellari subiscono perturbazioni con grande accelerazione reciproca (collisioni-collassamenti stellari) o quando le 2 cariche elettriche vengono accelerate reciprocamente (come negli oscillatori elettrici-elettronici o nel primordiale esperimento di Hertz) che vengono emesse-irraggiate rispettivamente onde gravitazionali OG ed onde elettromagnetiche OE che si propagano nello spazio-tempo alla velocità della luce c e possono venir captate da antenne rispettivamente RXG e RX (laddove tali antenne non captano certo il campo gravitazionale stazionario (tipo la presenza di un sistema stellare) ed il campo elettrostatico di elettrone-protone stazionari (tipo la presenza di un sistema atomico) come ormai ben sanno i lettori))), da cui vediamo quanto piccola sia la lunghezza d'onda di OG specialmente se emessa da oggetti astronomici (ricordiamo ancora le formule che danno la lunghezza d'onda delle onde materiali OM ossia λ=h/mv per i corpi massivi non relativistici (tanto minore quanto maggiori sono m e/o v) e λ=hc/E per i corpi privi di massa (tanto minore quanto maggiore è E), in cui m=massa, E=energia totale, v=velocità rispetto al riferimento e h=costante di Planck), che riguardo l'esistenza fisica di oggetti quali i buchi neri, e che apre una nuova branca di indagine in astrofisica stellare (col metodo di variazione-deformazione-oscillazione delle dimensioni di oggetti materiali interessati da OG dato che viene localmente variato il tensore della metrica ossia la curvatura dello spazio-tempo locale e dunque la lunghezza dei lati dei triangoli rettangoli (ovviamente anche i “metri di misurazione” subiranno le medesime variazioni)) onde meglio studiare il collasso dei grandi astri, l'interazione dei buchi neri e la velocità di espansione dell'universo), ma, proseguendo “dopo questa lunga traiettoria”, un altro effetto relativistico sarebbe quello dovuto al trascinamento del sistema di riferimento da parte di masse in rotazione (alcuni dati ad esempio come già accennato sono stati ottenuti riguardo la sonda Gravity Probe B della Nasa e la Mars Global Surveyor); come detto sono state proposte diverse soluzioni dell'equazione di campo dipendenti da varie condizioni e dal sistema in considerazione, soluzioni locali o soluzioni globali, e nel 1919 K. Schwarzschild trova una particolare soluzione all'equazione di campo nota come soluzione di Schwarzschild o spazio-tempo di Schwarzschild (utilizzata pure per descrivere e rappresentare i buchi neri), ma diciamo che il modello della relatività generale RG è stato studiato intensamente a partire dagli anni '60 del '900 pure per conciliarlo con la meccanica quantistica (le soluzioni relativistiche locali, in cui si considera per esempio una massa posta nell'origine del sistema di riferimento O, richiedono un tensore metrico riemanniano che si annulli per distanze che tendono ad infinito (andando verso uno spazio euclideo piatto) e dipendono dalla massa M, dal momento angolare o quantità di moto angolare J, dalla carica elettrica Q (quando Q è diversa da 0 ed il sistema non è neutro occorre risolvere simultaneamente le equazioni di campo della relatività generale RG e le equazioni di campo dell'elettromagnetismo classiche) normalizzando e ponendo generalmente g=c=0, con tensore energetico Tik (nullo in assenza di massa-energia o nel vuoto altrimenti diverso da 0 secondo la presenza di masse o secondo il potenziale U), 


per cui troviamo che le metriche più conosciute in cosmologia sono la metrica di Robertson-Walker RW, la metrica Friedmann-Lemaitre-Robertson-Walker FLRW (generalizzazione di RW), le metriche adatte allo studio dei buchi neri (ponendo la costante cosmologica C=0 ed il tensore Tik=0) di cui accenniamo quelle con M non nulla, J=0 e Q=0 (ossia corpo massiccio non rotante e neutro) detta soluzione di Schwarzschild (e di Droste col raggio di Schwarzschild dimostrato però da Eddington essere non una singolarità fisica poiché dipendente da scelte di coordinate (ad esempio coordinate Eddington-Finkelstein) come pure dimostrò Lemaitre)), oppure M non nulla, J non nullo e Q=0 (ossia corpo massiccio ruotante e neutro) detta soluzione di Kerr, oppure M non nulla, J=0 e Q non nulla (ossia corpo massiccio non ruotante e carico, notando che se in luogo di risolvere insieme le equazioni di Einstein-Maxwell si volessero integrare gravitazionalmente nello spazio-tempo xyzt anche i fenomeni elettromagnetici, volendo mantenere il tensore metrico riemanniano occorrerà allora modificare il tensore energetico Tpq includendovi le altre forme d'energia onde spiegare non le azioni elettromagnetiche in sé ma solo i loro effetti gravitazionali, ma se davvero si volesse costruire una teoria unificata di forze gravitazionali e forze elettromagnetiche (esattamente analoga a quella della relatività generale per la sola gravitazione) occorrerebbe definite un tensore metrico 4-dimensionale più complicato di quello riemanniano non bastando più che la curvatura totale K gaussiana non sia nulla e che R non sia nulla e non bastando più che le derivate parziali miste dei vettori rispetto alle coordinate non s'annullino come in Rlhij però contenendo solo le componenti del vettore ma non le loro derivare prime e seconde) detta soluzione di Reissner-Nordstrom, oppure M non nulla, J non nullo e Q non nullo (ossia corpo massiccio, ruotante e carico, a simmetria assiale) detta soluzione di Kerr-Newmann (con tensore metrico dsquadro=-SDdrquadro – Sdθquadro – (1/S)(sen quadro θ)(Jdt-(rquadro+Jquadro)dφ)(elev 2) +(1/DS)(dt-J(sen quadro θ)dφ)(elev 2) dove D=1/(rquadro-2Mr+Qquadro+Jquadro) e S=rquadro+Jquadro(cos quadro θ) dove g00=(1/D-Jquadro(sen quadro θ))/S, g01=0, g02=0, g03=(J/S)(2Mr-Qquadro)(sen quadro θ), g10=0, g11=SD, g12=0, g13=0, g20=0, g21=0, g22=-S, g23=0, g30=(J/S)(2Mr-Qquadro)(sen quadro θ), g31=0, g32=0, g33=-(1/S)(sen quadro θ)((rquadro+Jquadro)(elev 2)-(Jquadro/D)(sen quadro θ)), avendo posto i,k=0,1,2,3=t,r,θ,φ, dal cui tensore metrico generale per esempi locali si possono ricavare gli altri tensori qui citati quali casi particolari più semplici, 


ad esempio il tensore a simmetria assiale senza campo elettromagnetico di Kerr con dsquadro=dtquadro – SDdrquadro – Sdθquadro – (rquadro+Jquadro)(sen quadro θ)dφquadro – (2/S)Mr(dt-J(sen quadro θ)dφquadro) dove g00=(1-(2/S)Mr), g01=0, g02=0, g03=2JMr(sen quadro θ)/S, g10=0, g11=SD, g12=0, g13=0, g20=0, g21=0, g22=-Squadro, g23=0, g30=2JMr(sen quadro θ)/S, g31=0, g32=0, g33=-((rquadro+Jquadro)+2MrJ/S)(sen quadro θ), od annullandosi il momento della quantità di moto J il tensore di Reissner-Nordstrom con dsquadro=(1-2M/r+Qquadro/rquadro)dtquadro – (1/(1-2M/r+Qquadro/rquadro))drquadro – rquadrodθquadro – rquadro(sen quadro θ)dφquadro dove g00=1/DS, g01=0, g02=0, g03=0, g10=0, g11=-SD, g12=0, g13=0, g20=0, g21=0, g22=-rquadro, g23=0, g30=0, g31=0, g32=0, g33=-rquadro(sen quadro θ), od il tensore di Schwarzschild con J=Q=0 dove dsquadro=(1-2M/r)dtquadro – (1/(1-2M/r))drquadro – rquadrodθquadro – rquadro(sen quadro θ)dφquadro dove g00=1/DS, g01=0, g02=0, g03=0, g10=0, g11=-SD, g12=0, g13=0, g20=0, g21=0, g22=-rquadro, g23=0, g30=0, g31=0, g32=0, g33=-rquadro(sen quadro θ) e la singolarità di tale metrica (determinante nullo od infinito) si ha quando (1-2M/r)=0 da cui r=2M e quando r=0 per cui in r=2M (dal centro del buco detto raggio di Schwarzschild) si forma l'orizzonte degli eventi (ma tale singolarità è facilmente eliminabile cambiando sistema di riferimento ossia passando alle coordinate di Kruskal confermato ciò anche dal fatto che le geodetiche possono essere prolungate oltre l'orizzonte come se questo fosse un'artificiosa costruzione matematica (come il lettore vede, sia qui in teoria gravitazionale che altrove in altre teorie quantistiche, molti fisici si chiedono se si sta “giocando alla matematica” o se si è azzeccata-imbroccata una “realtà fisica” lasciandolo poi decidere a telescopi-radiotelescopi-microscopi-acceleratori-oscilloscopi-strumenti vari ma come il lettore ben saprà tutti gli strumenti misurano quello per cui sono stati “progettati-addestrati a misurare” (ad esempio in campo elettromagnetico i fatti più oggettivi e reali da misurare sarebbero i flussi elettrico e magnetico ma anche su questo si potrebbe ben dubitare) essendo stati progettati-realizzati proprio con le medesime teorie (anzi per intenderci con le teorie fino a Tn-1 se le misure riguardano la nuova teoria Tn, e certamente non con le teorie Tinfinito od almeno T5000 d.C.) e non potranno fare altro che semplicemente confermare o mostrare una contraddizione... 


altrimenti un tecnico di “Tektronix” “assumerebbe troppa responsabilità scientifica” e comunque si provi magari a chiedere cosa può fare e cosa non può fare uno strumento, non solo ad un esperto del nostro tempo, ma pure ad un Euclide del passato cosa possono fare e cosa non possono fare la riga ed il compasso, e se quegli strumenti avessero posseduto “miracolose proprietà logico-matematiche” Newton avrebbe incontrato minor difficoltà (al punto che il meccanicismo newtoniano sul piano geometrico può pure essere interpretato come una continua critica dell'incoerenza della geometria euclidea riguardo i cui postulati abbiamo scritto qualcosa altrove)... ma approssimativamente parlando quello che possono fare-mostrare gli strumenti è solo aggiungere le misure a quello che possono fare-mostrare i sensi... ed ancora approssimativamente tutti sappiamo che quello che possono fare i sensi è convincere-confermare-contraddire per cui ad esempio se in qualche modo fossimo arrivati all'epoca e mondo della selce i sensi ci mostrerebbero tutto ciò che può essere intero od essere diviso-tagliato e niente altro... detto ciò anche alla gran faccia di coloro che sostengono “io credo a quello che vedo, ossia qui io credo a quel che si può tagliare o non tagliare!”, seppure credono pur sempre di più al loro occhio che ad uno strumento di misura; altrove abbiamo scritto che tra qualche millennio della teoria delle particelle elementari, per esempio della teoria di quark-leptoni Q-L del gruppo SU(5), non sarà rimasto neppure il nome sostituita da teorie ben più comprensive della realtà fisica, ciò dovuto sia ai modelli matematici con le loro equazioni che agli strumenti di misura; 


però prima di proseguire, ripercorriamo rapidamente ancora la strada, che dagli anni '60 ha portato fino ai giorni nostri, di questa fondamentale teoria delle particelle elementari veramente fondamentali Quark (q) e Leptoni (L), cui i/il bosoni/bosone di Higgs (introdotti/introdotto teoricamente nel 1964 da P. Higgs, F. Englert, R. Brout, G. Guralnik, C.R. Hagen, T. Kibble, risultato di massa 125.09 +/- 0.24 GeV/cquadro=2.18x10(elev -25) Kgr ossia circa 0.2 miliardesimi-miliardesimi-milionesimi di Kgr) e relativo campo di Higgs porterebbe coerenza ad esempio portando a probabilità usuali alcuni processi fisici (matematicamente tramite il gruppo di simmetria di Glashow, le derivate covarianti, le matrici di Pauli, ecc., dato che si può dimostrare che l'elicità (quale proiezione del vettore di spin nella direzione del vettore quantità di moto od impulso (elicità positiva o negativa se i versi dei due vettori concordano o discordano)) di una particella di spin 1/2 tende alla sua chiralità (distinzione-suddivisione di sistemi in destrosi e sinistrosi) tendendo la sua massa al limite 0 (elicità e chiralità si identificano per particelle con m=0) quando cioè l'energia della particella è molto maggiore della sua massa a riposo (oggi sappiamo che non esistono particelle a spin 1/2 di massa nulla visto che pure i neutrini hanno una piccola-piccolissima massa e dunque non esiste particella con ben definita chiralità (tutte o sinistrose o destrose) dato che secondo le leggi meccaniche forze applicate a masse fanno mutare ed anche invertire le direzioni-versi di moto), ma nel modello standard MS SU(5)


i fermioni avrebbero tutti massa nulla dovuto all'invarianza-simmetria sotto parità (hanno simmetria chirale) necessaria alla coerenza della teoria di campo dell'unificazione SU(5) ma sperimentalmente tutti i fermioni si presentano massivi ed allora l'acquisizione di massa deve avvenire per rottura (spontanea) di simmetria prodotta proprio dal campo del bosone di Higgs conservante però la simmetria del modello della teoria di campo di gauge), dicendo che il quark è una particella elementare fermione soggetta all'interazione nucleare forte (ma indirettamente anche elettromagnetica, nucleare debole, gravitazionale), è dotata di carica elettrica +2/3 e -1/3 (le corrispondenti antiparticelle antiquark (q sopralineato) di carica -2/3 e +1/3), porta carica di colore per via dei gluoni pure essi colorati che scambia nelle interazioni, possiede spin semi intero 1/2, particella quark teorizzata da Murry Gell-Mann nel 1964 e da George Zweig nel 1964 per spiegare elegantemente la composizione di adroni del nucleo (adroni composti di triplette di quark di diversi sapori (se barioni) o di coppie quark-antiquark del medesimo sapore (se mesoni)), con prima scoperta avvenuta tramite SLAC nel 1968, nonché quark presentantesi in 3 generazioni (e corrispondente quasi-aumento di massa-energia a riposo) con la 1° generazione (composta dai quark up, down, o su, giù), 2° generazione (quark charm, strange, o fascino, strano), 3° generazione (quark top, bottom, o alto, basso); è curiosa l'origine del nome quark coniato da Gell-Mann (e che è divenuto universale invece dei nomi alternativi di partone (Feynman) o di ace (asso)), termine quark trovato nel libro “romanzo sperimentale di storia universale” di James Augustine-Aloysius Joyce, ben noto come James Joyce, del 1939 dal titolo Finnegans Wake (La veglia di Finnegan o La veglia per Finnegan od Il risveglio di Finnegan, scritto con la tecnica dell'assurdo flusso di coscienza ossia di successioni di idee non ancora organizzate come avviene pure nell'esperienza onirica, già usata nel precedente Ulysses-Ulisse ma qui portata alle estreme conseguenze, steso in una lingua che parte dall'inglese con accenti irlandesi, si mescola con altre lingue (una quarantina data la cultura poliglotta di Joyce) e si impasta di neologismi inventati, ossia una lingua inventata o segreta? (libro sostanzialmente illeggibile perché bisognerebbe risalire alle idee che c'erano nella mente di Joyce e di cui molti intellettuali vantano falsamente la lettura, forse il romanzo per contenuto più illeggibile (ed intraducibile in altre lingue) di tutti i tempi certamente molto di più di Ulysses (estrema tortuosità), di Recherche (grande mole) ma pure di Guerra e pace 


(di cui occorre “sopportare” le prime cento pagine)... mentre di più facile lettura sarebbero magari I tre moschettieri e Pinocchio) che richiese un lungo periodo di stesura (dal 1922 al 1938) sempre come work in progress),“...Three quarks for Muster Mark! Sure he hasn't got much of a bark, And sure any he has it's all beside the mark. But O, Wreneagle Almighty, wouldn’t un be a sky of a lark, To see that old buzzard whooping about for uns shirt in the dark, And he hunting round for uns speckled trousers around by Palmerstown Park? Hohohoho, moulty Mark! You’re the rummest old rooster ever flopped out of a Noah’s ark,And you think you’re cock of the wark. Fowls, up! Tristy’s the spry young spark...” (facciamolo tradurre automaticamente da Google Translate in italiano “Tre quark per Muster Mark! Certo che non ha molto abbaio, ed assicurati che tutto ha dalla parte del marchio. Ma O, Wreneagle Onnipotente, non sarebbe un cielo di un'allodola, per vedere quella vecchia poiana che va in giro senza maglietta nell'oscurità, e lui a caccia di pantaloni senza macchie intorno a Palmerstown Park? Hohohoho, Moulty Mark! Sei il più rumoroso vecchio gallo che sia mai caduto dall'arca di Noè, e pensi di essere un vanto. Fowls, su! Tristy è la giovane scintilla spry...”); lo stesso Gell-Mann chiarisce la motivazione di tale nome nel libro The Quark and the Jaguar Adventures in the Simple and the Complex od Il quark e il giaguaro avventure nel semplice e nel complesso (“In 1963, when I assigned the name “quark” to the fundamental constituents of the nucleon, I had the sound first, without the spelling, which could have been “kwork”. Then, in one of my occasional perusals of Finnegans Wake, by James Joyce, I came across the word “quark” in the phrase “Three quarks for Muster Mark”. Since “quark” (meaning, for one thing, the cry of the gull) was clearly intended to rhyme with “Mark”, as well as “bark” and other such words, I had to find an excuse to pronounce it as “kwork”. But the book represents the dream of a publican named Humphrey Chimpden Earwicker. Words in the text are typically drawn from several sources at once, like the “portmanteau” words in Through the Looking-Glass. From time to time, phrases occur in the book that are partially determined by calls for drinks at the bar. I argued, therefore, that perhaps one of the multiple sources of the cry “Three quarks for Muster Mark” might be “Three quarts for Mister Mark”, in which case the pronunciation “kwork” would not be totally unjustified. In any case, the number three fitted perfectly the way quarks occur in nature.”; 


forse il significato della frase implicata ossia il lamento “Tre quark per Muster Mark” potrebbe essere “Tre quarti per Mister Mark” come bevanda al bar (ma non è chiarito di quale bevanda si tratti e con quale gradazione alcolica, sia per stendere Finnegans Wake che per pensare alla cromodinamica quantistica QCD), nel qual caso la pronuncia “kwork” (oggi in Apple si direbbe “iWork”) non sarebbe totalmente ingiustificata con in più il numero 3 col quale i quark si presentano nella fisica dei barioni), laddove lo stesso titolo del romanzo di Joyce Finnegans Wake deriva dal canto popolare irlandese Finnegan's wake (“Wasn't it the truth I told you? Lots of fun at Finnegan's Wake”, “Non è vero quello che ti ho detto? Che ci si diverte alla veglia per Finnegan”); i quark complessivamente sono in numero di 2+2+2=6 (detti 6 sapori di quark) ossia 2 per ogni generazione, che in ordine di proprietà: Massa (MeV/cquadro, dato come valore, ed accuratezza della misura ossia incertezza statistica in natura ed errore sistematico), J (momento angolare o momento della quantità di moto), B (numero barionico), Q (e, carica elettrica), I3 (isospin), C (charm), S (strange), T (topness), B' (bottomness), Antiparticella, ossia (1° gen) quark up u (1.7-3.3 (ossia 2.3 +/-0.7 +/-0.5), 1/2, +1/3, +2/3, +1/2, 0, 0, 0, 0, antiup usopralineato); quark down d (4.1-5.8 (ossia 4.8 +/-0.5 +/- 0.3), 1/2, +1/3, -1/3, -1/2, 0, 0, 0, 0, antidown dsopralineato); (2° gen) quark charm c (1270 +70 -90 (ossia 1275 +/-25), 1/2, +1/3, +2/3, 0, +1, 0, 0, 0, anticharm csopralineato); quark strange s (101 +29 -21 (ossia 95 +/-5), 1/2, +1/3, -1/3, 0, 0, -1, 0, 0, antistrange ssopralineato); (3° gen) quark top t (172000 +/-1300 (o 173210 +/- 510 +/-710), 1/2, +1/3, +2/3, 0, 0, 0, +1, 0, antitop tsopralineato); quark bottom b (4190 +180 -60 (o 4180 +/-30), 1/2, +1/3, -1/3, 0, 0, 0, 0, antibottom bsopralineato), ricordando che storicamente i quark presenti in natura negli adroni barioni-mesoni (ad esempio il protone è un barione composto dalla tripletta up-up-down uud) sono stati chiamati up e down per via dei componenti su-giù del loro isospin (o spin isotopico o spin isobarico nel senso di “isobarionico”, uno dei numeri quantici legato a SU(2), ed alle matrici di Pauli se con spin 1/2, simile allo spin ma vettore adimensionale soggetto a legge di conservazione (ossia a simmetria e derivante da simmetria di sapore) introdotto già nel 1932 da Werner Heisenberg per meglio spiegare la simmetria fra il protone e il neutrone questo appena scoperto come due stati differenti del medesimo nucleone (spin-up il protone e spin-down il neutrone, analoghi agli stati up e down del quark di 1° gen con spin 1/2 (diciamo che nella formulazione originale della teoria di Yang-Mills, protoni e neutroni erano rappresentati come due componenti di un doppietto di isospin (spin 1/2) appartenente alla rappresentazione fondamentale di SU(2) ed interagenti per mezzo dei bosoni di gauge di SU(2), laddove i multipletti di isospin hanno numero isospin I=0 (singoletto), I=1/2 (doppietto), I=1 (tripletto)), ma il nome isospin fu coniato nel 1937 da Eugene Wigner), i quark della generazione successiva (presenti nella radiazione cosmica ad alta energia o prodotti in laboratorio) sono stati chiamati strange perché erano presenti come particelle strane nei raggi cosmici con insolito lungo periodo di vita (analizzati prima della formulazione del modello dei quark e del modello standard SU(5)), e charm da Glashow per via dell'affascinante simmetria che donava allo schema delle particelle subnucleari, poi i nomi bottom (inferiore, un tempo detto anche beauty-bellezza) e top (superiore, un tempo detto anche truth-verità) furono dati da Harari in analogia ai quark down-up, già nel 1965 Moo-Young Han e Yoichiro Nambu proposero che i quark possedessero un'ulteriore carica (in termini quantistici un altro numero quantico con relativo grado di libertà) detta carica di colore 


(ciò per risolvere il problema di apparente violazione del principio di esclusione di Pauli relativo a più quark nel medesimo sistema) e sul piano teorico ipotizzarono che i quark interagissero tra loro tramite lo scambio di un gruppo di 8 bosoni di campo di gauge detti gluoni Gij portanti carica di colore (colore i-colore j, per trasformare un quark di colore i in un quark di colore j qualunque sia il suo sapore u-d-c-s-b-t), quindi nei vari esperimenti di collisione di particelle ad alta energia in acceleratori e supersincrotroni si mostrò che l'esistenza dei quark era reale e non solo un modello matematico ben funzionante e ben spiegante la composizione di particelle subnucleari fermioni adroni (a triplette nei barioni ed a coppie quark-antiquark nei mesoni, ma poi si trovarono anche combinazioni esotiche di quark, di 4 quark (tetraquarks q-q-qsopralineato-qsopralineato), di 5 quark (q-q-q-q-qsopralineato), fusioni di quark, il quarkonio, ecc., ma mai quark singoli dunque violanti leggi quantistiche e cromodinamiche); possiamo costruire una matrice standard Quark-Leptoni SU(5) di 4 righe e 4 colonne (con 16 caselle-componenti-elementi, che comprendono tutti i costituenti della materia insieme ai loro bosoni scalari-vettori di scambio del relativo campo) del modello standard MS-SM, in cui in colonna 1 poniamo la 1° gen di particelle (da riga 1 a riga 4: quark up u, quark down d, neutrino elettronico nue (lettera greca nu con pedice e), elettrone e), in colonna 2 poniamo la 2° gen di particelle (da riga 1 a riga 4: quark charm c, quark strange s, neutrino muonico nuμ, muone μ), in colonna 3 poniamo la 3° gen di particelle (da riga 1 a riga 4: quark top t, quark bottom b, neutrino tuonico nutau, tauone tau), in colonna 4 poniamo i bosoni di gauge ossia i bosoni del campo (da riga 1 a riga 4: fotone γ, gluone g (o Gij di colori i-j), bosone vettore Z forza debole, bosone vettore W forza debole introdotto da Glashow-Weinberg-Salam nel 1968), notando che ciascuna delle prime 3 colonne forma un generatore della materia e la colonna 1 il generatore della materia ordinaria di atomi-nuclei di cui si occupa la chimica ordinaria; aggiungiamo anche una colonna 5 con in riga 1 il bosone scalare di Higgs H e le altre righe vuote (ad alcuni sembrerebbe “violazione di simmetria!”); 


oppure procedendo sulle righe, in riga 1 abbiamo (aggiungendo in ordine anche Massa, Carica elettrica, Spin): u (2.4 MeV, +2/3, 1/2), c (1.27 MeV +2/3, 1/2), t (171.2 GeV, +2/3, 1/2), γ (0, 0, 1), cui aggiungiamo il bosone di Higgs (125.09 GeV/c(elev 2), 0, 0); in riga 2 abbiamo: d (4.8 MeV, -1/3, 1/2), s (104 MeV, -1/3, 1/2), b (4.2 GeV, -1/3, 1/2), g (0, 0, 1); in riga 3 abbiamo: nue (2.2 eV o meno, 0, 1/2), nuμ (0.17 MeV o meno, 0, 1/2), nutau (15.5 MeV o meno, 0, 1/2), Zo (91.2 GeV, 0, 1); in riga 4 abbiamo: e (0.511 MeV, -1, 1/2), μ (105.7 MeV, -1, 1/2), tau (1.77 MeV, -1, 1/2), W+/- (80.38 GeV, +/-1, 1), notando che ogni gen possiede 2 quark e 2 leptoni per cui in MS ci sono 6 tipi-sapori di quark e 6 tipi-sapori di leptoni (12 particelle elementari complessivamente, ed altre 12 antiparticelle antiquark-antileptoni contando anche le antiparticelle di sé stesse), le particelle via via a più alta massa-energia a riposo hanno pure maggior instabilità e decano per interazione debole nelle particelle della 1° gen (che compone la materia ordinaria mentre le altre particelle si possono trovare nei raggi cosmici poiché prodotti da collisioni ad alta energia o si possono produrre con analoghe collisioni negli acceleratori di particelle anche a maggior energia, o si trovavano nel primo periodo di esistenza dell'attuale Universo dopo il Big bang); ai sapori di quark sono assegnati numeri quantici di sapore ossia isospin I3, charm C, strange S, topness T, bottomness B', oltre a possedere la carica elettrica Q, il numero barionico B vale +1/3 per tutti i quark (visto che i barioni hanno numero barionico B=1 e sono composti di 3 quark, ed i mesoni hanno B=0 e sono composti di quark (B=+1/3) ed antiquark (B=-1/3)), tutti gli antiquark hanno carica e numeri quantici di sapore di segno opposto, laddove massa M e momento angolare J non hanno segno e sono uguali per quark-antiquark; sappiamo che un quark (di un sapore) tramite l'interazione e campo nucleare debole può trasformarsi in un quark di altro sapore, ovvero assorbendo-emettendo un bosone vettore W (così quark tipo up, charm, top (detti di tipo up), possono tramutarsi in quark di tipo down, strange, bottom (detti di tipo down) e viceversa, rispettando ovviamente tutte le leggi di conservazione), quindi W decade secondo radiazione beta in elettrone ed antineutrino elettronico (ciò non è altro, a livello di nucleoni e reazioni tra adroni, che il decadimento beta di un neutrone in un protone, un elettrone ed un antineutrino elettronico, secondo come stabilito dal diagramma di Feynman che rappresenta matematicamente le interazioni tra particelle elementari dedotte dalle soluzioni delle equazioni differenziali (a livello di adroni, da stato iniziale a stato finale per definire un termine della serie perturbativa dell'ampiezza di scattering) e come stabilito dalla matrice CKM (matrice unitaria di Cabibbo-Kobayashi-Maskawa, a livello di quark, relativa alle varie probabilità-preferenze di decadimento debole e trasformazioni di quark, matrice 3x3 con elementi Vij=probabilità che il quark i si trasformi in quark j, i cui valori quantitativi vanno da 0.009 a 999 circa), in quanto il neutrone n (udd) per interazione debole può trasformarsi in protone p (uud) ossia un quark d di n si trasforma in quark u di p emettendo il bosone W- che decade subito in elettrone e- ed antineutrino elettronico nue 0, ovvero in scrittura di reazione-interazione adronica n (0) decade p (+1) + e (-1) + antinu elettronico (0), in scrittura di reazione tra quark udd (0) decade in uud (+1) + e (-1) + antinu elettronico (0), o più semplicemente d decade u + W-, seguito immediatamente da W- decade e- + antinu elettronico, però è necessaria anche la matrice di decadimento dei leptoni (infatti nei prodotti della reazione-interazione troviamo l'elettrone ed il suo antineutrino, oltre al protone p uud) ossia matrice di Pontecorvo-Maki-Nakagawa-Sakata PMNS onde tutte le trasformazioni di sapore di quark e di sapore di leptoni sono descritte dalle due matrici CKM e PMNS; abbiamo detto che per rispettare il principio di esclusione di Pauli, quark uguali (tipo uu nel protone) devono possedere un altro numero quanto differente ossia una carica di colore (carica di colore proposta da Oscar W. Greenberg, Moo-Young Han e Yoichiro Nambu) che necessariamente deve esistere in 3 valori (detti rosso R, verde V e blu B, come la carica elettrica Q esiste in 2 valori detti + e – per via di sola attrazione-repulsione tra protoni-elettroni p-e, p-p, e-e, e col fotone neutro quale bosone vettore del sua campo di guage) posseduta dai quark i quali formano adroni sempre incolori (con triplette di quark i barioni (ad esempio il protone può essere composto di quark up-R, up-V, down-B o qualsiasi altra combinazione RVB purché R+V+B=0), ed a coppie quark-antiquark i mesoni (ad esempio il mesone muone può essere composto di quark up-R ed antiquark antiup-antiR oppure V o B comunque neutro per colore colore i-anticolore i)), e pure posseduta dai bosoni di gauge gluoni responsabili dell'interazione nucleare forte (tutti i gluoni Gij come miscela di 2 colori i-j ad esempio gluone rosso-antiblu o gluoneR-antiB, oppure gluone R-antiV) che scambiati tra quark trasformano il valore della carica di colore (infatti i quark si trasformano non solo nel sapore (ad esempio da quark up a quark down) ma pure nel colore (ad esempio un quark up-R assorbe un gluone Gij=GantiR-B e diviene un quark up-B, oppure un quark R si trasforma in un quark V emettendo un gluone R-antiV, oppure un quark charm-V assorbe un gluone R-antiV e diviene un quark charm-R, e ciò avviene anche nelle reazioni subnucleari tra adroni barioni-mesoni rispettando le leggi di conservazione e numeri quantici di sapore e di colore e di carica elettrica per cui ad esempio un protone deve possedere sapore uR-uV-dB, colore R+V+B=0, carica elettrica +2/3+2/3-1/3=+3/3=+1, numero barionico B=+1/3+1/3+1/3=+1, spin S=1/2), mentre il bosone fotone del campo elettromagnetico è neutro e non trasforma le cariche elettriche dei fermioni in interazioni elettromagnetiche, 


per cui a differenza dei campi elettromagnetici presenti nei microsistemi come nei macrosistemi, i campi di colore esistono ed operano solo in ambito subnucleare tra le particelle fermioni-quark e bosoni-gluoni), ed ovviamente carica di colore R-V-B posseduta anche dalle loro antiparticelle antiquark ed antigluone (ossia anticolore, antiR, antiV, antiB, che potremmo denominare ciano-C, giallo-G, magenta-M, e la ragione del termine carica di colore è proprio perché funziona analogamente ai colori ottici della luce secondo la tecnica di tricromia, ovviamente qui per solo analogia); la teoria che studia le interazioni della forza nucleare forte ossia le interazioni subnucleari tra quark tramite i campi di colore la cui particella associata è il bosone gluone (ossia campi quantizzati in bosoni gluoni Gij) è la Cromodinamica quantistica QCD (Quantum Chromo Dynamics) che dà ragione della formazione degli adroni tramite 3 quark nei barioni e tramite coppie quark-antiquark nei mesoni, come ad esempio i nucleoni protone e neutrone (per cui non esistono quark liberi ma solo quark in stati legati negli adroni per via della libertà asintotica ossia per via della crescente forza esercitantesi al loro progressivo allontanamento e relativa crescente energia fino ad essere sufficiente a creare una nuova coppia quark-antiquark invece di separare-liberare un quark (processo di adronizzazione presentantesi come getto di fasci di adroni incolori-neutri nelle collisione a sufficientemente alta energia)); la forza nucleare forte è la più intensa tra le forze naturali ovvero esiste il massimo accoppiamento tra particelle colorate (quark) e campo di colore (gluone), anche se questa forza agisce direttamente solo tra quark a livello subnucleare, e tra adroni solo indirettamente tramite i loro quark componenti (fatta 1 l'intensità od accoppiamento carica-campo della forza nucleare forte in QCD allora la forza elettromagnetica in QED ha intensità α=7.297352533x10(elev -3)=1/137.036 appunto pari alla costante di struttura fine α che qui è la costante di accoppiamento e costante di carica), ossia per le varie forze naturali la costante di accoppiamento o costante di carica (per l'interazione elettromagnetica la costante di accoppiamento è la costante di struttura fine α (o la carica elettrica in elettrodinamica quantistica) come già detto, per l'interazione debole è la costante di accoppiamento debole αw, per l'interazione forte è la costante di accoppiamento forte αs, e la probabilità che avvenga una data interazione (ad esempio quella rappresentata da un vertice in un diagramma di Feynman) è data dal prodotto delle varie costanti di accoppiamento lungo il diagramma moltiplicate per un propagatore che è legato all'inverso di un impulso-quadrimpulso(energia e vettore impulso conservantesi) ed all'inverso della massa del mediatore, dunque interazioni tanto più probabili quanto minore è il bosone mediatore) dicevano la costante di accoppiamento dà l'intensità di interazione tra le cariche di quel campo od anche tra carica e relativo campo cui è sensibile (tra masse gravitazionali la costante di accoppiamento è la più piccola di tutte in quando l'intensità di interazione tra cariche-masse è circa 38 ordini di grandezza decimale minore di quella tra cariche di colore (del resto si veda la piccolezza della costante di Newton g che dà il valore dell'interazione tra masse unitarie ed è circa 11 ordini di grandezza decimale minore di 1 in SI), mentre la costante di accoppiamento in elettrodinamica QED come detto è poco minore di 1/100 di quella nucleare forte, come dire che esiste un notevole disaccoppiamento tra particelle con cariche elettriche o tra particella carica ed il suo campo elettromagnetico ed ancor più nei campi deboli-weak), quindi in una teoria di gauge (o teorie di calibro o meglio teorie di scala, che sono una classe di teorie di campo basate sull'ipotesi che alcune simmetrie (come detto trasformazioni matematiche queste che lasciano invariata la funzione lagrangiana del sistema) siano possibili sia globalmente nello spazio vettoriale che a livello locale, per cui un gauge-calibro-scala è un certo grado di libertà all'interno di una teoria di campo matematico, ed una trasformazione di gauge opera con tecnica differenziale secondo questo grado di libertà sulle grandezze, funzioni delle loro coordinate q1q2...qn, mantenendo le proprietà fisiche del sistema, dunque in una teoria di campo di gauge globale-locale un gauge è una scelta di una sezione (locale) di un certo fibrato principale ed una trasformazione di simmetria-invarianza di gauge non è altro che una trasformazione tra due diverse sezioni di questo campo che però mantengono le soluzioni dell'equazione differenziale del sistema da cui si deducono i principi di conservazione (teorema di Noether o teorema di simmetria del 1915, legante la simmetria delle soluzioni di equazioni EDDP con le leggi di conservazione di grandezze fisiche, ossia teorema di una matematica francese apprezzata da Einstein) e le Costanti di sistema ossia le grandezze o cariche che si conservano (massa-energia, carica, quantità di moto, momento angolare, ecc.), 


e notoriamente la prima storica teoria di gauge è l'elettrodinamica classica di Maxwell ma tale proprietà fu messa in rilievo nei lavori di Einstein su RR e poi RG, quindi nel lavoro di Hermann Weyl per unificare RG all'elettromagnetismo usando l'invarianza di scala globale-locale per avere una simmetria locale anche in RG, ma il vero successo di una teoria di guage avvenne con l'introduzione in meccanica quantistica associando il fattore di scala ad una grandezza complessa e usando una trasformazione di fase invece di una trasformazione di scala ossia una simmetria di gauge U(1) per spiegare il comportamento del campo elettromagnetico sulla funzione d'onda di una particella quantistica con carica elettrica, poi negli anni '50 Chen Ning Yang e Robert Mills introdussero teorie di gauge non-abeliane nella teoria dell'interazione nucleare forte generalizzando l'invarianza-simmetria di gauge in elettromagnetismo per creare il gruppo di simmetria non-abeliano SU(2) basato sul doppietto di isospin formato da protoni e neutroni simile alla teoria di Weyl-Fock-London sull'azione del gruppo U(1) sui campi spinoriali dell'elettrodinamica quantistica, metodo che come detto ebbe gran successo con la teoria di campo-forza elettrodebole unificante la forza elettromagnetica con la forza nucleare debole, poi versioni di teorie di gauge non-abeliane potevano possedere proprietà di libertà asintotica caratterizzante queste l'interazione nucleare forte il qual fatto portò allo sviluppo della cromodinamica quantistica QCD ossia una teoria di campo di gauge di gruppo SU(3) con le 3 cariche di colore dei quark caratterizzante la simmetria globale-locale dell'interazione (simmetria chirale di sistemi sinistrosi-destrosi), quindi, verso la grande unificazione TGU-GUT, 


nel modello standard SU(5) con una teoria di campo di gauge si sono unificate elettromagnetismo-forze nucleare debole-forza nucleare forte ossia teoria elettromagnetica quantistica, teoria elettrodebole e cromodinamica quantistica (il cui gruppo di simmetria della relativa teoria di campo quantistico di gauge è il gruppo di gauge non-abeliano SU(3)xSU(2)xU(1)=SU(5) rinormalizzabile e coerente con RR, il quale inizialmente era affetto dalla presenza di ben 19 parametri liberi (ossia le masse delle particelle e le costanti di accoppiamento che devono essere determinati sperimentalmente, ma le masse non possono essere calcolate indipendentemente l'una dall'altra bensì solo in rapporto reciproco quindi deve mancare qualche relazione entro MS), non include l'interazione gravitazionale, prevede massa nulla per i neutrini, non prevede l'esistenza di materia oscura (quando le più recenti misure su materia-energia del 2013-15 indicano che la materia oscura (dark metter, massa barionica e non barionica) costituirebbe il 26.8 % circa dell'intera massa dell'Universo e circa il 68 % della sua energia (dark energy) laddove la materia ordinaria (massa barionica) sarebbe del 4.9 % soltanto, con gli studi circa la discrepanza di massa-energia necessaria a spiegare la forza gravitazionali iniziati nel 1933 dall'astronomo Fritz Zwicky), ed elenca 5 bosoni di campo (13 contando i valori di carica) di cui i bosoni vettori (in ordine di parametri Antiparticella, Carica elettrica, Spin, Massa (GeV/cquadro), Forza mediata nell'interazione) sono: Fotone γ (se stesso, 0, 1, 0, mediatore di forza elettromagnetica); W+/- (W-/+, +/-1, 1, 80.4, mediatore di forza nucleare debole); Z0 (se stesso, 0, 1, 91.2, mediatore di forza nucleare debole); gluone g 8tipi di cui 6 coppie di colore-anticolore (come R-antiB) e 3 combinazioni lineari di colore-anticolore (come V-antiV) (se stesso, 0, 1, 0, mediatore di forza nucleare forte o di colore); ed il bosone scalare è il bosone di Higgs H0 (se stesso?, 0, 0, 125.5 GeV circa) che produce la rottura spontanea della simmetria dei gruppi di gauge ed è responsabile della massa inerziale dei fermioni (non mediatore di forze), ed elenca 21 particelle elementari fermioni suddivise in 3 gen ossia (in ordine di Carica elettrica, Isospin debole, Ipercarica, Carica di colore, Massa (in MeV/cquadro)): (in 1° gen) Elettrone e- (-1, -1/2, -1/2, 1, 0.511), Positrone e+ (+1, 0, +1, 1, 0.511), Neutrino elettronico νe (0, +1/2, -1/2, 1, minore di 0.000002=2 eV/c(elev 2)), 


Quark up u (+2/3, +1/2, +1/6, 3, 3 circa), Antiquark up usopralineato (-2/3, 0, -2/3, 3sopralin, 3 circa), Quark down d (-1/3, -1/2, +1/6, 3, 6 circa), Antiquark down dsopalin (+1/3, 0, +1/3, 3sopralin, 6 circa); (in 2° gen) Muone μ- (-1, -1/2, -1/2, 1, 106), Antimuone μ+ (+1, 0, +1, 1, 106), Neutrino muonico νμ (0, +1/2, -1/2, 1, minore di 2 eV/c(elev 2)), Quark charm c (+2/3, +1/2, +1/6, 3, 1300 circa), Antiquark charm csopralin (-2/3, 0, -2/3, 3sopralin, 1300 circa), Quark strange s (-1/3, -1/2, +1/6, 3, 100 circa), Antiquark strange ssopralin (+1/3, 0, +1/3, 3sopralin, 100 circa); (in 3° gen) Tauone o particella tau τ- (-1, -1/2, -1/2, 1, 1780), Antitauone τ+ (+1, 0, +1, 1, 1780), Neutrino tauonico ντ (0, +1/2, -1/2, 1, minore di 2 eV/c(elev 2)), Quark top t (+2/3, +1/2, +1/6, 3, 173000=173 GeV/c(elev 2)), Antiquark top tsopralin (-2/3, 0, -2/3, 3sopralin, 173000), Quark bottom b (-1/3, -1/2, +1/6, 3, 4200 circa), Antiquark bottom bsopralin (+1/3, 0, +1/3, 3sopralin, 4200 circa), notando che il bosone scalare Higgs nel 60 % degli eventi di collisione tra protoni energetici (con macchine ATLAS e CMS di LHC, ed energie di 7-8-13 TeV, come osservato il 28ago18 al CERN) decade in una coppia quark(b)-antiquark(antib) che così acquistano massa (confermando SU(5) col bosone Higgs con gli accoppiamenti di Yukawa tra fermioni carichi e campo di Higgs che dà loro massa) o meno comunemente decade in coppie di leptoni tau od in una coppia di fotoni d'alta energia (come alla sua scoperta avvenuta nel 2012) tutte osservazioni impegnative di esperimenti che richiedono analisi di gran quantità di dati per individuare il decadimento di interesse tra i moltissimi decadimenti in coppie quark-antiquark bottom-antibottom (ATLAS fino ad oggi ha osservato tutti e 4 i principali modi di produzioni di Higgs boson con misure quantitative (deviazione standard 5 ossia con probabilità d'errore valore-p o livello di significatività di circa 0.0000006=0.00006 %, ma il p-value non è strettamente legato alla probabilità d'errore o probabilità di un'ipotesi ma è basato sull'ipotesi che ogni osservazione in un esperimento è un caso ossia un risultato aleatorio ovvero che l'ipotesi nulla è probabilmente p corretta senza che p-value possa rappresentare la probabilità che l'ipotesi sia vera) per studiare meglio e confermare il MS SU(5))), poi nel 1983 Simon Donaldson tramite gli istantoni sviluppati nella teoria di gauge dimostrò nuove proprietà di varietà differenziali 4-dim lisce diverse da quelle di uno spazio euclideo 4-dim, nel 1994 Edward Witten e Nathan Seiberg hanno poi sviluppato alcune tecniche per le teorie di campo di gauge basate sulla supersimmetria permettendo il calcolo di alcuni invarianti-simmetrie topologici che potrebbero portare ad una teoria di maggior successo nell'unificazione di tutte le 4 forze naturali compreso il campo gravitazionale quantizzato), dicevamo, in una teoria di guage la carica di una particella che genera il campo o che interagisce con altre particelle portanti lo stesso tipo di carica tramite il campo ed associata forza, insieme alla costante di accoppiamento, mostra il modo col quale le particelle soggette alla relativa forza si trasformano nell'interazione nell'ambito della simmetria di gauge ossia secondo il relativo gruppo di gauge (nel campo elettromagnetico quantistico i fotoni si trasformano secondo le relative funzioni d'onda come pure gli elettroni ed i positroni si trasformano secondo le rispettive funzioni d'onda ma ad esempio un elettrone rimane sempre un elettrone (dato che il fotone quale bosone del campo elettromagnetico o bosone vettore di gauge che determina l'interazione elettromagnetica e la sua intensità, non è sensibile alla carica elettrica (il gruppo di trasformazione del fotone e del campo elettromagnetico quantizzato, il semplice gruppo matematico di trasformazione di Lie è U(1) dato che abbiamo un solo generatore ossia un solo bosone di scambio ovvero il fotone il quale nell'interazione scambia un elettrone con un elettrone, un positrone con un positrone, un protone con un protone), mentre in un'interazione nucleare forte non si può dire che un quark R (di qualunque sapore) non si trasformi mutando valore di carica di colore V o B poiché purtroppo gli stessi bosoni di campo sono sensibili all'interazione di colore e partecipano dell'interazione stessa (il gruppo di trasformazione dei bosoni di gauge gluoni di colore e del campo di colore di QCD è SU(3) ossia un gruppo di Lie non abeliano)); in QCD, dunque, il gruppo delle trasformazioni SU(3) è più complicato sia del campo e gruppo di U(1) che del campo elettrodebole e gruppo SU(2), poiché è quello di una teoria di gauge non abeliana, ogni sapore di quark fa parte di una tripletta di campi, pure ogni antiquark fa parte di una tripletta di campi (rappresentazione complessa coniugata della precedente), il gruppo gluone contiene un ottetto di campi descrivibile con le matrici di Gell-Mann, i quark e gli antiquark hanno carica di colore 2/3, i gluoni hanno carica di colore 8 ossia sono di 8 tipi indipendenti (la base è un vettore di 8 componendi di colore del relativo spazio vettoriale),  tutte le altre particelle hanno carica di colore 0 dunque non sono soggette al confinamento asintotico caratteristico di quark e gluoni, ogni volta che un quark secondo una data bassa probabilità si avvicina ad un altro quark (ad esempio all'interno di un barione n) allora viene scambiato un gluone con mutazione di carica di colore del quark (e dunque trasformazione del barione n nel barione p), la carica di colore di una particella quark-gluone corrisponde al valore di un dato operatore quadratico di Casimir od invariante di Casimir, le cariche di colore si trasformano mediante trasformazioni lineari ma la trasformazione qi decade gij+qj è una “linea di colore” più complicata rappresentata dai diagrammi di linea di colore (comunque diciamo che i bosoni di gauge gluoni dell'interazione nucleare forte quark-quark sono 8 tipi, hanno perciò 8 valori di carica di colore gij per i,j=1,...,3, ossia 9 combinazioni ma 8 indipendenti, probabilmente hanno massa teorica 0 MeV/c(elev 2) e comunque ad oggi massa sperimentale minore di 20 MeV/c(elev 2), carica elettrica 0 (dunque gluoni e quark non hanno interazioni elettromagnetiche ma solo interazioni nucleari forti), spin 1, 2 stati di spin, e furono osservati sperimentalmente la prima volta agli inizi anni '80 nell'elettron-positron collider PETRA di DESY Amburgo); 


l'altra famiglia di particelle del modello standard MS è quella del leptoni (nome derivato dal greco significante fine-sottile-di piccola massa (ma poi si scoprirà che il leptone tau possiede una massa 3500 volte quella dell'elettrone e quasi doppia del protone!) ed utilizzato la prima volta da Leon Rosenfeld nel 1948 (“lepton come nucleon”), ovviamente sono fermioni come i quark), e si suddividono in 4 tipi, ossia elettrone (1° generazione di leptoni), muone (2° gen), tauone (3° gen), ed i neutrini loro associati (quindi neutrino elettronico nue, neutrino muonico nu(mu), neutrino tauonico nu(tau)), ordinabili in tabella (secondo Carica elettrica, Massa (GeV/c(elev 2))) come: elettrone (-1, 0.000511), neutrino elettronico (0, minore di 2.2x10(elev -10) associati nella materia ordinaria alla 1° gen di quark (up, down); muone (-1, 0.1056), neutrino muonico (0, minore di 1.7x10(elev -4)) associati alla 2° gen di quark (charme, strange); tauone (-1, 1.777), neutrino tauonico (0, minore di 0.0155) associati alla 3° gen di quark (top, bottom), laddove le antiparticelle hanno carica elettrica opposta, e tutti hanno spin 1/2 (esistono dunque 6 leptoni + 6 antileptoni complessivamente), coi leptoni delle gen superiori dalle identiche caratteristiche ma di massa maggiore ed instabili decadendo nelle particelle stabili della 1° gen (ad esempio un muone μ- che decade in neutrino muonico + W-, in cui W- decade in elettrone + antineutrino elettronico dunque un muone μ- è decaduto in un neutrino muonico + un elettrone + un antineutrico elettronico, interazioni deboli descritte dal gruppo SU(2) o weak isospin SU(2) gauge symmetry coi mediatori bosoni scalari-vettori fotone, W+, W-, Z0, laddove le interazioni tra leptoni e i bosoni di gauge sono le stesse per tutti i leptoni di tutte le gen, seppure andando indietro nel tempo, ed ai ricordi scolastici, il loro studio attiene al comportamento della carica elettrica (di 2 valori uguali in modulo e di segno opposto, convenzionalmente +1 e -1, per cariche elementari dal livello nucleare al mondo macroscopico, ed anche subnucleare se non per qualche teoria debole (in unità SI la carica elementare (e) vale 1.602176462x10(elev -19) coulomb C=0.1602 miliardesimi-miliardesimi di C, mentre la massa a riposo dell'elettrone vale 9.10938188x10(elev -31) Kgr=910 miliardesimi-miliardesimi-miliardesimi-milionesimi di Kgr)) e richiede la legge dell'attrazione di Coulomb e la legge della forza generata da campi E-H di Lorentz (In the Standard Model (SM-MS), the left-handed charged lepton and the left-handed neutrino are arranged in doublet (νeL, e-L) that transforms in the spinor representation (T=1/2) of the weak isospin SU(2) gauge symmetry (l'interazione debole della 1° gen di leptoni dà: elettrone e- legato a neutrino elettronico nue e W- (e- decade νe+W-), positrone e+ legato a antineutrino elettronico antinue e W+, elettrone e- legato a elettrone e- e Z0, mentre nell'interazione elettromagnetica un elettrone e- emette un elettrone e- ed un fotone γ). This means that these particles are eigenstates of the isospin projection T3 with eigenvalues 1⁄2 and -1⁄2 respectively. In the meantime, the right-handed charged lepton transforms as a weak isospin scalar (T=0) and thus does not participate in the weak interaction, while there is no evidence that a right-handed neutrino exists at all. The Higgs mechanism recombines the gauge fields of the weak isospin SU(2) and the weak hypercharge U(1) symmetries to three massive vector bosons (W+, W-, Z0) mediating the weak interaction, and one massless vector boson, the photon, responsible for the electromagnetic interaction (su cui abbiamo scritto altrove). The electric charge Q can be calculated from the isospin projection T3 and weak hypercharge Yw through the Gell-Mann-Nishijima formula, Q=T3+(1/2)Yw. To recover the observed electric charges for all particles, the left-handed weak isospin doublet (νeL,e-L) must thus have Yw=-1, while the right-handed isospin scalar e-R must have Yw=-2. The interaction of the leptons with the massive weak interaction vector bosons is (elettrone legato a neutrino elettronico e W-)), osservando che lo spinore fu introdotto-inventato-scoperto da Elie Cartan nel 1913, termine dovuto e coniato da Paul Ehrenfest lavorando in fisica quantistica, poi gli spinori furono introdotti nella fisica matematica da Wolfgang Pauli nel 1927 (con le matrici di spin), poi nel 1928 Paul Dirac sviluppò la teoria relativistica dell'elettrone e dello spin elettronico mostrando allora la connessione tra spinori ed il gruppo di Lorentz, ma diciamo che il concetto di spinore, sia in matematica che nel suo utilizzo in fisica (in particolare nella teoria dei gruppi ortogonali), attiene ad un elemento di uno spazio vettoriale complesso introdotto per estendere il concetto più elementare di vettore (la struttura del gruppo delle rotazioni in date dimensioni richiede ulteriori dimensioni per essere definita), 


ossia gli spinori sono oggetti geometrici costruiti da vettori dotati di una forma quadratica (come la norma dello spazio euclideo o magari dello spaziotempo di Minkowski) definita dall'algebra di Clifford o da una procedura di quantizzazione (ed una data forma quadratica può supportare diversi tipi di spinori), per cui lo spinore 2-dim descrive lo spin dell'elettrone non relativistico, e lo spinore di Dirac dall'equazione di Dirac dà la rappresentazione matematica dello stato quantico dell'elettrone relativistico, e più in generale nella teoria quantistica dei campi lo spinore descrive lo stato di un sistema relativistico di molte particelle, poi in matematica e geometria differenziale troviamo lo spinore in topologia algebrica e topologia differenziale, in geometria simplettica (dalla meccanica hamiltoniana in cui lo spazio delle fasi di certi sistemi meccanici ha la struttura di varietà simplettica ossia una varietà differenziabile con una 2-forma), in teoria di gauge e varietà algebriche (la definizione formale di spinore si può dare come (da Wikipedia): si consideri l'epimorfismo (omomorfismo suriettivo) ρ : Spin(n) → SO(n), ossia ro tale che Spin(n) va in SO(n), definente un rivestimento a 2 fogli, ed una rappresentazione del gruppo ricoprente Spin(n) su uno spazio vettoriale (complesso C) Δn, ossia κ : Spin(n) → U(Δn), dove U(W) denota il gruppo degli operatori unitari che agisce su uno spazio di Hilbert W; allora un elemento dello spazio vettoriale Δn si dice spinore); il 1° leptone ad essere stato teorizzato fu l'elettrone alla metà del XIX sec e poi scoperto nel 1897 da J. J. Thomson, poi il muone fu osservato nel 1936 da Carl D. Anderson classificandolo però erroneamente come un mesone, il 1° neutrino fu proposto da Wolfgang Pauli nel 1930 in relazione alla spiegazione del decadimento beta, il leptone tau rimase sempre occulto ed elusivo fino al 2000 quando venne scoperto nell'esperimento DONUT al Fermilab; i leptoni notoriamente interagiscono con la forza gravitazionale, elettromagnetica e nucleare debole ma non nucleare forte; hanno 3 numeri quantici detti numeri leptonici L (numero intero positivo per i leptoni ed interno negativo per gli antileptoni), ad ogni doppietto di leptoni viene assegnato un numero leptonico che deve conservarsi nelle interazioni, ed abbiamo il numero leptonico elettronico (Le, ossia numero totale elettroni + numero neutrini elettronici - numero delle loro delle antiparticelle), il numero leptonico muonico (Lmu. ossia numero totale muoni + numero neutrini muonici - numero loro antiparticelle), il numero leptonico tauomico (Ltau, ossia numero totale tau + numero neutrini tauonici - numero loro antiparticelle), ed i numeri leptonici devono conservarsi (somma dei numeri leptonici per ogni famiglia nello stato iniziale = somma dei numeri leptonici nello stato finale) sia nelle interazioni elettromagnetiche (si creano-distruggono solo a coppie leptone-antileptone dunque si mantengono uguali) che nelle interazioni nucleari forti (non hanno carica di colore e non partecipano alle interazioni forti dunque si conservano a priori), e tipiche interazioni sono: e+ + e- che decade in fotoni γ + γ, oppure tau- + tau+ che decade in Z0 + Z0; mentre abbiamo detto che nelle interazioni deboli W-Z c'è leggera violazione dei singoli L nel caso di oscillazione di neutrini


(nelle interazioni deboli spesso avviene la trasformazione di un leptone (ad esempio un elettrone) nell'altro leptone dello stesso sapore (ad esempio un neutrino elettronico), oppure la creazione-distruzione di una coppia leptone-antileptone (tipo elettrone e antineutrino elettronico, positrone e neutrino elettronico, ecc. per ogni sapore) quindi conservando il numero leptonico, ma per via della piccola massa dei neutrini essi si possono trasformare (ad esempio un neutrino di un sapore può trasformarsi in un neutrino di altro sapore violando allora il numero leptonico Le-Lmu-Ltau come già osservato dagli anni '60, però una legge di conservazione più forte sarebbe la conservazione del numero totale di leptoni L (somma dei 3 Li) rispettata anche in tali casi di oscillazioni di neutrini seppure essa sia ancora violata in una piccola quantità dall'anomalia chirale; concludendo questa modesta seppure “concentrata” discussione sulla teoria Quark-Leptoni che in poche pagine abbiamo voluto ancora riportare nonostante sia molto più complessa di come appaia qui dato che le equazioni si presentano molto complicate, da integrare con quanto già riportato altrove sulla teoria elettrodebole, sulla cromodinamica quantistica e sulla teoria unificata elettromagnetismo-nucleare debole-nucleare forte SU(5), ossia teorie queste di grande unificazione GUT assolutamente fondamentali per la spiegazione prima-ultima della materia del nostro Mondo e che tutti dovrebbero conoscere almeno in una forma divulgativa (sebbene abbiamo scritto che probabilmente tali teorie non “dureranno in eterno”); 


come detto questa evoluzione di modelli di teorie scientifiche vale nel mondo microscopico come in quello macroscopico, per cui ad esempio immaginiamo che i nostri sensi umani ed i nostri strumenti fisici in relazione ad un campo da gioco del calcio (per la nostra comprensione una vera Black Box BB ovvero totalmente inesplorabile-occulto all'interno ma sembrerebbe comunicante ed interagente solo tramite confini o frontiere di porte) possano misurare l'attraversamento della frontiera del campo stesso rilevando un oggetto dal cui comportamento potremmo pensare portante una carica A (che appare come carica di valore a=+A ad un estremo e b=-A all'altro estremo della frontiera dando infatti effetti quantitativi opposti) onde verranno costruiti modelli matematici del “fenomeno campo da calcio(BB)” iniziando dal più semplice modello statistico che prevede l'attraversamento di una carica +A o -A (mai contemporaneamente) con frequenza pari a 1 carica/30 minuti per cui si potrebbe ad esempio ipotizzare un fenomeno oscillatorio con periodo caratteristico di “decadimento” o di “attraversamento” o di “perforazione” o meglio di “trasmissione” di frontiera-barriera T=30 minuti, osservando certe grandezze conservate statisticamente (trattandosi di un modello statistico si troverà che per t tendente ad infinito la somma Na+Nb=0 in media temporale), ma poi si potranno costruire modelli matematici più completi e comprensivi magari misurando altre grandezze fisiche alla frontiera di natura, dico solo per esempio, “meccanica-gravitazionale-elettrica-magnetica-nucleare-ecc.-ecc.”, e così via per questo cammino matematico, ma solo con l'uso di sensi più potenti-profondi od il possesso di altri tipi di sensi e migliori “fantascientifici” strumenti si potrà ad esempio osservare-misurare l'azione di 11+11 portatori di carica rispettanti date regole matematiche che generano il suddetto periodo T di trasmissione, costruendo un'altra realtà fisica, e così via ancora per questa strada matematica dato che non sembrerà soddisfacente l'azione di 22 portatori di carica appartenenti a due grandi classi e soggetti a leggi (più simili a diagrammi di composizione od a formule chimiche di reagenti-reagiti) non del tutto generali-convincenti (seppure, diremmo, in cui sempre la vera realtà è il pensiero matematico PM anche se espresso in innumerevoli forme e simboli), e la costruzione di modelli matematici delle particelle elementari col loro soddisfacente funzionamento non fa altro che questo ovvero trovare equazioni differenziali descriventi il fenomeno (una questione di Razionalità matematica R) cui attaccare flussi-particelle-forze-campi-ecc. di nostra invenzione-fantasia senza possedere neppure l'ombra dell'ombra dell'ombra di cosa ci sia “dietro-oltre” se non le vecchie essenze scolastiche ed “alchemiche” giustamente da buttare via per lasciare l'unica realtà a noi possibile che è il pensiero matematico PM (abbiamo detto giusto, “senza neppure intravedere l'ombra dell'ombra dell'ombra di cosa ci sia dietro-oltre” ossia di chissà quale essenze occulte, ma come detto altrove non ci saranno affatto essenze occulte ma solo un sistema razionale di Logica-Matematica con le sue implicazioni non finitamente-infinitamente esistente ma infinitamente implicante), ed io penso che un greco antico il quale calcolava il tasso di combustione del carbone nel Sole non era meno convinto della sua descrizione di un fisico attuale che calcola il tasso di reazione di fusione tra protoni e neutroni formanti nuclei di elio a partire da nuclei di idrogeno (circa 594 milioni di tonnellate/sec di idrogeno trasformate in 590 milioni di tonnellate/sec di elio con difetto di massa pari a 4 milioni di tonnellate/sec equivalenti ad un'energia di 386x10(elev 24) J/s=386 miliardi di miliardi di milioni di joule/sec=386 TTwatt emessa soprattutto in fotoni gamma e neutrini) osservando anche che il greco si doveva ritenere sicuro della sua spiegazione diversamente da un babilonese come anche un fisico del XX sec. rispetto al greco antico perché è sempre l'ultimo nel tempo quello sicuro od almeno più sicuro degli altri, infatti i più convinti magari sono gli autori della teoria (anche se a volte sono costretti a “frenare un poco l'entusiasmo ed il convincimento altrui”) oltre agli studenti che leggono i libri di testo ed il pubblico che guarda le trasmissioni scientifiche alla televisione (usualmente ribaltando l'opinione tra prima della teoria e dopo la spiegazione della teoria), laddove un po' meno sicuri sono piuttosto quelli che hanno visto fare la teoria (mantenendo usualmente la stessa opinione prima e dopo))), 


mentre, continuando, la singolarità r=0 non è aggirabile-eliminabile e corrisponde a curvatura infinita di S-T e curvatura scalare infinita-divergente-rottura di topologia spazio-temporale (ovviamente stiamo parlando sempre di limiti di grandezze matematiche-fisiche e non di valori realmente raggiunti fisicamente (ma neppure matematicamente) dato che pure le equazioni di campo in tali condizioni perdono ogni significato matematico ed ogni significato fisico)), come detto l'equazione di campo di Einstein non è l'unica possibile ma ottenuta seguendo la via più semplice (come abbiamo visto nell'altra sezione del libro circa il legame tra la geometria riemanniana e la distribuzione di materia in S-T definendo opportunamente il tensore metrico e così pure la curvatura dello spazio-tempo funzione di xyzt) ed i modelli che aggiungono pure la costante cosmologica (qui indicata con C, ma normalmente indicata con una V rovesciata) sono delle generalizzazioni dell'equazione storica einsteiniana ossia sono modelli con tensore metrico di Friedmann-Lemaitre-Robertson-Walker FLRW, poi l'ipotesi su vasta scala di un Universo isotropo (con uguali caratteristiche in ogni direzione xyz e xyzt) ed omogeneo (con uguali caratteristiche in ogni xyzt) come fosse un pallone sferico isotropo-uniforme in espansione-contrazione (con Big-Bang e Big-Chrunch) il qual fatto è noto come principio cosmologico, trascurando la costante C e ponendo c=1, trasforma l'equazione differenziale tensoriale in un'equazione differenziale (R'/R)(elev 2)+(k/Rquadro)=B'ρ dove R è il fattore di scala universale (ossia è pure il raggio R dell'Universo se questo è chiuso), R' è la derivata del fattore di scala-raggio (ossia è velocità di espansione), k la curvatura, B'=8πg/3 calcolabile tenendo conto che la velocità c è unitaria (nelle altre equazioni in CGS era B=2.07664x10(elev -48) secondo quadro/grammo centimetro in ogni caso molto piccola in scala a misure macroscopiche umane), g la costante gravitazionale di Newton, da cui volendo conoscere la densità ρ sotto l'ipotesi che la curvatura k=0 (universo (quasi)piatto (per cui sarebbe ben adatta la geometria euclidea), ma esso sarà più o meno rapidamente in espansione od in contrazione (e se in espansione e k positiva allora si contrarrà altrimenti si espanderà indefinitamente tendendo a velocità nulla per t che tende ad infinito se k=0) seppure su grandissima scala k dovrebbe comunque essere molto vicino a 0 e dunque per esso varrebbe con gran precisione la geometria euclidea senza introdurre altri fattori di correzione o forze) otteniamo ρ=3R'(elev 2)/8πgR(elev 2) che dipende dal raggio R e dalla sua rapidità di variazione R', con metrica di Robertson-Walker, ma introducendo la costante cosmologica (magari per ottenere un Universo statico come si credeva al tempo di Einstein il quale appunto per questo motivo la introdusse “empiricamente” poiché l'equazione del campo forniva una soluzione dinamica con Universo in contrazione od in espansione, ma successivamente constatando invece la sua espansione si pose C=0) essa si comporta come se in tutto l'universo fosse uniformemente distribuita una massa-energia negativa antigravitazionale ossia la costante C funziona come una densità di energia di spazio vuoto ed in base al segno +/- contribuisce rispettivamente ad accelerazione-decelerazione laddove  J. B. Zeldovic avrebbe suggerito che C sia la misura di energia di punto zero dovuta a particelle virtuali di meccanica quantistica dei campi legata all'effetto Casimir (e la densità universale di materia sarà allora la somma di un termine positivo (materia-massa-energia oscura-osservabile, gravitazionale) e di uno negativo (invisibile o costante C, usualmente antigravitazionale)) 


laddove in questi anni si misura una densità di massa-energia molto vicina a quella critica di demarcazione espansione-contrazione (densità critica che sarà di circa 5x10(elev -30) grammi/centimetro cubo ovvero circa 3 protoni/metro cubo se fosse tutta materia ordinaria) ossia solo il 5-10 % di quella critica ma altre misure partendo dal moto delle galassie danno valori più vicini al valore critico forse dovuto alla gran quantità di materia oscura-invisibile (nel 2010-14 il valore calcolato-stimato è di circa 9.9x10(elev -30) grammi/centimetro cubo nonché dovuto per il 4.9 % alla materia ordinaria, per il 26.8 % alla materia oscura fredda e per il 68.3 % all'energia onde oltre il 95 % (ossia 9.4x10(elev -30) grammi/centimetro cubo) sarebbe composto da massa-energia oscura rispetto alla massa-energia ordinaria) per cui mediamente esisterebbe 1 protone ogni 100-200 mila centimetri cubi=0.1-0.2 metri cubi ovvero qualche protone/metro cubo) per cui trovare ed identificare C permetterebbe di conoscere l'espansione-contrazione futura dell'Universo (sotto l'ipotesi non certo ben giustificata che ciò che si osserva per miliardi e miliardi di anni-luce sia l'Universo od almeno buona parte dell'Universo e non un'insignificante “corrugazione” o “risonanza” locale dello spazio-tempo che del Tutto (sebbene sia in matematica che in fisica, come detto, del Tutto non si dovrebbe parlare, ma solo in filosofia) ci mostra nulla di nulla), ma il lettore saprà che fin dall'apparizione di RG si affrontò il nuovo problema cosmologico su scala media-grande-globale dello spazio-tempo-massa-energia S-T-M-E (supponendo la densità ρ costante data dalla somma delle masse totali dell'universo osservato diviso il volume della sfera che le contiene (allora circa 10(elev -26) grammi/centimetro cubo ossia circa 1 protone ogni 150-200 centimetri cubi ossia qualche protone/decimetro cubo, nonché circa 2 mila volte maggiore di quella stimata critica intorno a 1 protone ogni 0.33 metro cubo=330 mila centimetro cubo), ossia dal punto di vista evolutivo affrontare il problema dei 3 possibili modelli-soluzioni (universo chiuso destinato a collassare con Big-Chrunch, universo stazionario sempre statico-immutabile-(piatto), universo aperto destinato ad espandersi indefinitamente) ottenendo soluzioni statiche (di Einstein e De Sitter-Bondi-Gold-Hoyle, ad iniziare dal 1917) 


e soluzioni dinamiche (di A. Friedmann (nel 1922, con metrica direttamente legata alla densità di materia la quale tende ad infinito per t che tende a 0, modello comunemente accettato ed utilizzato; rapidamente diciamo che per sapere se l'Universo è aperto-piatto-chiuso occorre calcolare la relazione tra energia totale Et=Ep+Ec (joule, somma dell'energia potenziale gravitazionale negativa Ep e dell'energia cinetica positiva Ec) e la sua densità di materia-energia ρ (Kgr/m cubo) ossia Et=(4/3)πr(elev 2)gMρ(Ω-1), dove r è il raggio della sfera dell'Universo supposto sferico, g=6.67x10(elev -11) m cubi Kgr(elev -1) sec(elev -2) è la costante di Newton, M (Kgr massa) è la massa totale dell'Universo, Ω=ρ/ρc=8πgρ/(3H(elev 2)) è la grandezza-parametro adimensionale di densità (ossia il rapporto tra la densità reale ρ è la densità critica ρc caratteristica dell'Universo piatto) usualmente indicata con Ω, H (dimensionalmente sec(elev -1)) è la costante di Hubble (che compare nella legge di Hubble v=Hr che fornisce la velocità di fuga di una galassia a distanza r, ed oggi H=71 +/- 2.5 Km/sec Mparsec), ρc=H(elev 2)/8πG (Kgr/m cubo) è la densità critica (oggi valutata 10(elev -26) Kgr/m cubo=10(elev -29 gr/cm cubo) ovvero di circa 5 atomi idrogeno/m cubo), onde deduciamo che se Ω è maggiore di 1 allora Et è maggiore di 0 e l'Universo è chiuso, se Φ è minore di 1 allora Et è minore di 0 e l'Universo è aperto, se Φ=1 allora Et=0 e l'Universo è piatto ossia ha geometria parabolica, e per saperlo occorre calcolare bene la densità ρ (oggi si crede che sia di circa 10(elev -30) gr/cm cubo) e quindi calcolare Ω (dunque oggi circa 10(elev -30)/10(elev -29)=10(elev -1)=0.1 minore di 1) ed anche aggiungendo la massa dei neutrini e la massa equivalente dovuta all'energia gravitazionale la densità di massa reale ρ sarebbe sempre troppo piccola per ottenere un Universo chiuso onde esso sarà sempre aperto in espansione illimitata), poi G. Lemaitre (nel 1927, quale “modello iniziale del Big-bang” del tipo atomo primordiale universale), Gamow (iniziatore della teoria del Big-Bang insieme a Lemaitre), Tolman, ecc.) ed in quello statico (magari un Universo (quasi)vuoto con forze gravitazionali (quasi)trascurabili) lo spazio geometrico tridimensionale xyz ipersferico ha dimensioni finite (raggio R costante di una decina di miliardi di anni luce) e curvatura costante ed è illimitato (pensi il lettore che come sulla superficie sferica non è possibile tracciare una qualunque linea chiusa (ad esempio un'ellisse o conica) racchiudente tutta la sua superficie (ma solo sezionarla) così sullo-nello spazio xyz non è possibile tracciare una qualunque superficie chiusa (ad esempio una quadrica) che racchiuda tutto il suo volume (ma solo sezionarlo), ma non è mai stato accertato se l'Universo sia finito-limitato od illimitato come già detto) col tempo t che scorre indefinitamente dal più lontano passato al più lontano futuro (la costruzione di questo modello era dovuta alla circostanza di non ritenere filosoficamente adeguata l'idea di un inizio improvviso-singolare dell'Universo, ossia in ogni istante t mediamente l'Universo sarebbe identico in xyz postulando il principio cosmologico perfetto, a cui H. Bondi, T. Gold e F. Hoyle aggiunsero il 2° postulato secondo cui l'Universo è sempre identico a se stesso per ogni t, e negando l'espansione dell'universo proposero che la diminuzione di densità (dovuta appunto all'espansione) venga esattamente controbilanciata tramite una continua produzione di nuova materia in ogni t (accettare che anche adesso si stia generando nuova materia-massa-energia dal nulla non sembra più imbarazzante della creazione iniziale dell'Universo dal nulla, ma comunque ciò si rivelò incompatibile con la scoperta della radiazione cosmica di fondo come detto avvenuta nel 1965 ma già ipotizzata nel 1948 e con la scoperta che i quasar non hanno distribuzione costante nel tempo ma nel lontano passato essi erano molto più numerosi), 


mentre nel modello dinamico il raggio R varia con t e se è in espansione a velocità v paragonabili a c allora tutte le righe spettrali degli elementi chimici di galassie-quasar e tutte le frequenze f di fenomeni-processi oscillatori saranno abbassate o spostate verso il rosso con valori proporzionali alla distanza da qualunque punto (come appunto viene misurato al presente) ed in tal caso l'Universo dovrebbe possedere un'età stimabile-calcolabile col tasso d'espansione (deducibile dal valore della costante di Hubble H (Edwin Powell Hubble, colui che scoprì nel 1924 l'esistenza di stelle e galassie fuori dalla Via Lattea grazie all'osservazione di stelle Cefeidi variabili ed affermò che Andromeda non era una nebulosa della Via Lattea ma una galassia esterna alla nostra, e nel 1927-29 trovò l'allontanamento delle galassie G con legge di espansione dove il rapporto fra velocità di allontanamento di G e sua distanza d è una costante v/d=costante=H di Hubble misurata dallo spostamento verso il rosso di righe spettrali (per effetto Doppler), mentre ricordiamo anche che Friedrich Wilhelm Herschel (scopritore nel 1781 di Urano, pianeta che allargava i confini del sistema solare com'era noto fin dall'antichità) fu colui che con l'uso di telescopi da lui stesso costruiti (tra cui un riflettore di 120 centimetri di diametro e lunghezza di 12 metri) risolse nebulose in stelle precisando meglio la struttura della Via Lattea nonché considerato il padre dell'astronomia siderale)) ricordando che i primi calcoli diedero un risultato di appena 2 miliardi di anni (ben minore dell'età della Terra stimata già allora superiore a 4.5 miliardi di anni per via dei decadimenti radioattivi nelle rocce) ed attualmente le stime dell'età dell'Universo vanno da 10 a 20 miliardi di anni (più probabilmente intorno a 13-15 miliardi, dove il valore attuale nel 2010-15 è di 13.798 miliardi di anni +/- 37 milioni di anni, con parte dell'Universo osservabile dal diametro di circa 93 miliardi di anni luce, 93 Ganni-luce (ovvero 13.7 Ganni che ben dimostra per il suo passato ma che possiamo prevedere non dimostra affatto per il suo lungo cammino futuro!), laddove calcoli-stime precedenti davano 13.772 miliardi di anni (la ragione per la quale il diametro in anni luce attualmente è 6.7 volte l'età in anni luce dipende dal fatto che l'universo è in espansione altrimenti se fosse stazionario i due valori coinciderebbero)), e ha pure una Genesi la quale potrebbe essere unica (!) oppure potrebbe essere seguita ad una precedente fase conclusasi con un Big-Chrauch (Universo-Multiverso pulsante-oscillante con “Genesi ed Apocalissi”), ma secondo la filosofia di questo libro noi pensiamo che la realtà fisica S-T-M-E di questa fase o di tutte le pensabili fasi universali  non abbia vita-esistenza indipendente ma sia solo la proiezione-costruzione di un Pensiero Matematico per intrinseche ragioni di coerenza interna il quale non richiede né esistenza né giustificazione alcuna (ricordando che tale modello cosmologico standard nacque con Gamow che integrò nella teoria di Lemaitre dell'atomo primordiale il modello di Fridman, con al principio un'esplosione (appunto detta Big Bang cosmico) con massa-energia che da un inizio ed uno stato imprecisato andava raffreddandosi (dopo frazioni di secondo i quark inizialmente presenti si sarebbero uniti a triplette per formare protoni-neutroni-adroni, dopo circa 3 minuti i protoni e neutroni avrebbero formato i nuclei degli elementi più leggeri (ossia idrogeno-elio-litio), dopo 300 mila anni i nuclei e gli elettroni avrebbero formato gli atomi con galassie e stelle nate entro un miliardo di anni, ed a seguito dell'espansione la radiazione fossile-residua del Big Bang andava raffreddandosi (oggi la sua temperatura T è di circa 3 °K (ossia circa -270 °C) e ben misurata dal satellite statunitense Cosmic Background Explorer (COBE) e pure dal satellite ESA Planck con miglior risoluzione), 


ma in tale modello standard risultano ancora contraddittori problemi quali il valore della costante di Hubble, o la quantità di barioni (che compongono la materia ordinaria) presente nell’universo, e la natura-massa della materia oscura); il campo di validità di RG è molto ampio, le sue equazioni rappresentano fenomeni relativistici di particelle-onde con trasformazioni reversibili (Einstein stesso ha sviluppato le teorie corrette di meccanica, idrodinamica, magnetismo), e come Newton con la prima teoria universale della fisica ha dato voce e linguaggio matematico a Copernico e Galileo, e come Laplace fu il degno coronamento di Newton nella prima fase dello sviluppo della fisica classica, così potremmo affermare che Einstein rappresenta il coronamento di Newton-Laplace ed il culmine della stessa fisica classica, ma appunto, come il lettore ben saprà la relatività generale RG è una teoria classica per costruzione e formulazione e con la meccanica quantistica e la quantizzazione non va affatto d'accordo (e noi abbiamo pure scritto che attualmente la visione corretta del nostro mondo è proprio quella quantistica, e se Einstein dubitò sempre che la teoria dei quanti fosse la verità definitiva della fisica e del mondo (aggiungendo rivolgendosi a Bohr che “Dio non gioca a dadi col mondo” (forse non gioca neppure a biliardo dato che non conosce bene il teorema del triangolo rettangolo e della riflessione, ma magari gioca alla tombola (ed allora gioca anche al lotto ed al bingo), od al gioco dell'oca, ma più probabilmente gioca alla “caccia al tesoro”)) purtroppo o “purtroppo” l'evoluzione della fisica dagli anni '30 del '900 ai primi decenni del XXI sec. ha indubbiamente dato torto ad Einstein (visti i grandi successi e risultati della fisica quantistica se confrontati con gli scarsi frutti della teoria delle stringhe e teorie simili di derivazione relativistica, e viste pure le enormi difficoltà matematiche in spazi fino a 11 e più dimensioni tipo 26 dimensioni di una teoria dei campi unificati non quantistici (indubbiamente il cammino seguito dalla fisica quantistica è più agevole costruendo un modello di realtà quale teoria delle particelle elementari dei loro aggregati e delle loro interazioni (ossia costruendo un modello con meno pretese che cioè non prende in considerazione tutto ciò che accade ma solo creazioni-annichilazioni e reazioni-interazioni tra particelle ad alta energia come eventi singoli localizzati-”puntiformi” secondo leggi e principio di simmetria-conservazione-cariche-ipercariche-bosoni-fermioni-ecc. quantistici, con una macchina matematica pure più abbordabile) mentre una teoria classica dei campi (integrante magari la quantizzazione) avrebbe la pretesa esorbitante di descrivere ogni fatto che avviene in una varietà-spazio-geometria pluridimensionale (laddove all'opposto poi si accontenta di chiamare evento le caratteristiche dell'accadere), e la differenza tra una teoria quantistica ed una teoria di grande unificazione è abbastanza simile alla differenza che passa tra la chimica delle valenze ed analitica-stechiometrica (dove troviamo reagenti-processi di reazione-prodotti di reazione-ecc. quali eventi singoli-”puntiformi” con milioni di tipi di elementi-composti senza alcune descrizione fisica dell'accedere ed una macchina matematica piuttosto semplice) 


e la meccanica classica (dove troviamo una complessa rappresentazione fisica dell'accedere mentre i tipi di elementi-composti si riducono sostanzialmente alla caratterizzazione con massa-energia M-E (notiamo che la caratteristica più fondamentale della materia sta nella natura della sua connessione con lo spazio ed il tempo (secondo le serie spaziali xyz e temporali t due parti di materia, o due corpi, non possono occupare la stessa posizione P=P(x,y,z) nel medesimo tempo t, e la stessa parte non può occupare due o più posizioni allo stesso istante, anche se può occupare due momenti nella stessa posizione)) e fin dalle origini indubbiamente i Boyle-Cavendish-Lavoisier-Berzelius-Proust-GayLussac-ecc. hanno avuto la vita più facile dei Newton-Eulero-Lagrange-Laplace-ecc.)), anche se abbiamo pure scritto che probabilmente nel 4000 d.C. di quark e leptoni non sarà rimasto neppure il nome perchè nonostante le numerose battaglie vinte per la conoscenza del mondo probabilmente saranno proprio la chimica e la fisica quantistica a perdere la guerra, osservando infatti che le battaglie si vincono-perdono dai soldati sui campi con la tattica militare mentre le guerre si vincono-perdono dai generali con la strategia militare e quando una teoria fisica ha vinto moltissime battaglie in laboratori e fabbriche (sui campi dove pezzo per pezzo è stata appunto costruita) e poi a lungo andare perde la guerra vuol dire che postulati-filosofia-epistemologia-strutture e l'intero edificio generale non hanno poi retto perchè mal fondati), infatti trasformare RG dall'interno col metodo della 2° quantizzazione (iniziando da una teoria della gravitazione quantistica come un altro passo verso una vera Teoria unificata del tutto) si è rivelato difficile o fallimentare od impossibile (RG infatti non è normalizzabile), ma sappiamo che pure una vera-coerente-completa fisica quantistica non esiste ancora ed anche l'avvicinamento della teoria dei campi quantistici alla geometrizzazione e geometrie riemanniane presenta insormontabili difficoltà (e ciò è anche la ragione per la quale l'unificazione portata avanti dal mondo quantistico ha integrato elettromagnetismo-forza nucleare debole-forza nucleare forte ma si è praticamente arenata con la forza gravitazionale e persino le onde gravitazionali ed il bosone gravitone sembrano oggi ancora oggetti più di fantascienza (per via delle difficoltà di individuare tale particella così disaccoppiata con le masse che pone in interazione) che di scienza (riguardo poi i rapporti relativi tra le forze della natura esercitantisi tra i medesimi oggetti sensibili a queste forze, fatta 1 la forza gravitazionale allora la forza nucleare forte è 38 ordini di grandezza decimale maggiore, la forza elettromagnetica è 36 ordini di grandezza maggiore, la forza nucleare debole è 25 ordini di grandezza maggiore, per cui la forza gravitazionale è ben più debole delle altre da 25 a 38 ordini di grandezza decimale)... del resto basta pensare al piccolissimo effetto che possono produrre eventuali segnali di onde gravitazionali OG dato che oggetti astronomici comuni emetteranno potenze di OG dell'ordine di watt o centinaia di watt (tipo la Terra che nel suo moto intorno al Sole irradia OG con una potenza di circa 200 J/s=200 W soltanto, differentemente da fenomeni rari di oggetti astronomici non comuni come i collassamenti di supernove o le collisioni tra galassie con potenze magari sufficienti per essere misurate a notevoli distanze stellari-galattiche), ed entrambe le teorie classica e quantistica poi incontrano grandi difficoltà ed entrano in crisi non solo descrivendo l'interazione di campi gravitazionali con le particelle elementari, ma anche andando verso l'origine dell'Universo dove i concetti di Spazio, Tempo, Materia, Particelle e Campi di forza diventano evanescenti o richiedono la loro riformulazione dalle fondamenta, ed anche andando verso stelle di neutroni o verso buchi neri, e ciò sarà il compito dello sviluppo della fisica del XXI sec. e secoli successivi (però verso la fine dei suoi anni Einstein si risolse infine ad accettare la teoria quantistica come quella divenuta di maggior successo seppure una teoria della fisica della realtà non definitiva sulla quale in verità sembra che avesse a lungo riflettuto forse ancora più che sulla relatività generale; i lettori non si meraviglino troppo se in questa sezione del libro, in mezzo a circuiti elettronici e calcolatori elettronici trovano anche teorie di fisica e di fisica quantistica dato che è sempre stato stretto il legame tra ingegneria e fisica, lo dico soprattutto per quei lettori con età minore di 40 anni i quali potrebbero addirittura non credere che per decenni è esistito l'indirizzo di Ingegneria Elettronica Fisica ed invece non esisteva ancora l'indirizzo Ingegneria Finanziaria che noi pure apprezziamo ma qui trattato molto marginalmente, ma possiamo anche aggiungere che nell'Istituto di Elettronica sono sorti gli indirizzi Ingegneria Informatica, Ingegneria Biologica, dell'Automazione sanitaria e Bioingegneria, ed Ingegneria Gestionale e d'impresa poi divenuti dei nuovi corsi di Laurea indipendenti da Elettronica); 


fin dagli anni '30 la RG è stata ampliata estesa e completata da Einstein e da molti fisici come James Jeans, Arthur Eddington, Edward Arthur Milne, Willem de Sitter, Hermann Weyl, ecc., inizialmente per includere i fenomeni e le forze elettromagnetici, poi le altre due forze scoperte (interazione nucleare debole e nucleare forte), ma come detto finora una Teoria del tutto ben funzionante non esiste ancora sia come teoria delle corde-stringhe che delle superstringhe, ma piuttosto sono stati portati avanti studi per una meccanica quantistica relativistica, ed una teoria relativistica dell'elettrone (descrivente le interazioni elettrone-positrone-fotone, e comportante nella soluzione pure le antiparticelle od antielettroni-positroni) è stata formulata nel 1927 da Paul Dirac (che potremmo considerare il padre della meccanica quantistica relativistica, col premio Nobel a soli 31 anni, in verità uno strano genio della fisica quantistica un poco autistico ed isolato ma anche amante di Beethoven e Rembrandt), poi è stata sviluppata la prima storica teoria quantistica dei campi ossia l'elettrodinamica quantistica QED per opera di Bohr-Schrodinger-Sommerfeld-Heisenberg-Dirac-Fermi-ecc. di cui abbiamo scritto altrove (integrante la relatività ristretta con la teoria quantistica di elettroni-protoni-positroni e campo elettromagnetico quantizzato ossia fotoni), e concludiamo dicendo che abbiamo qui voluto dare, integrando ciò con quanto scritto nell'altra sezione del libro, una rapida descrizione delle 2 principali teorie fisiche del XX sec. ossia della relatività ristretta RR e della relatività generale RG, le quali insieme alla fisica quantistica FQ-MQ hanno trasformato la fisica classica del XIX sec.; mentre, proseguendo, non esisterebbero particolari problemi di comprensione matematica in chimica di base, chimica organica ed industriale, in biologia, in medicina, in sociologia, in psicologia, eccetera (qui le complicazioni, ed anche le complicanze, mi si dice, sono di altre nature ed altro ordine), al punto che ad esempio in biologia la biomatematica è una disciplina ancora marginale nello studio delle scienze della vita, biologiche, botaniche, zoologiche, ambientali, agricole e mediche (biomatematica usualmente intesa come l'introduzione di modelli matematici e di metodi di razionalizzazione per la descrizione di fenomeni biologici-biochimici-genetici-fisiologici-ecc., e non certo come un'utopistica fondazione-rifondazione di una biologia scientifica veramente fondata su basi matematiche), campi nei quali


si incontrano modellizzazioni matematiche, algoritmi vari, algoritmi genetici e metabolici, metodo Monte Carlo MMC, ecc., oppure la biostatistica-biometria-biometrica(in questo specifico settore i comuni individui tra qualche decennio prevedibilmente avranno a che che fare con verifiche-accertamenti-riconoscimenti biometrici più o meno automatici ogni giorno specialmente sugli onnipresenti apparecchi computerizzati e dispositivi mobili), applicati a svariati ed inerenti argomenti tipo i modelli matematici di fenomeni molecolari-cellulari, fenomeni periodici ed oscillatori (con ritmi o periodi di valori di secondi-ore-giorni-settimane-ecc.) 


nonché modelli di processo omeostatici-reazionati negativamente, modelli tipo Sel'kov o Goodwin, modelli e metodi per le sequenze DNA, teorie matematiche delle popolazioni e modelli di dinamica non lineare delle popolazioni, le equazioni evolutive, processi di radiazione-decadimento, modelli genetici-demografici-epidemici, modelli biomedici ad esempio modelli oncologici di crescita tumorale di qualche istotipo (per esempio il modello con equazioni differenziali di Gompertz meglio risolvibile però numericamente)). 


Aggiungiamo che il passaggio da Einstein a Newton ed ancor più quello da Maxwell a Kirchhoff è tale che quell'approssimazione iniziale circa il rapporto tra L e λ=c/f (notiamo anche che formalmente solo i circuiti stazionari in continua nei quali λ tende ad infinito sono rigorosamente compatibili con le equazioni di Maxwell) viene talmente bene o completamente ripagata sul piano operativo (con vastissime applicazioni circuitali in innumerevoli campi ed innumerevoli settori) da avere positive conseguenze persino sul piano teorico e della ricerca scientifica dato che numerosi esperimenti e misure (richiedenti correttezza logica e precisione quantitativa) sia in ingegneria che in fisica (eseguite ad esempio al Cern di Ginevra od altrove, dove Kirchhoff e l'elettronica permettono la realizzazione della maggior parte della strumentazione per gli esperimenti oltre a generare procedure-modelli di analisi di calcolo e di simulazione di vari fenomeni in vastissimi ambiti della fisica) sono vantaggiosamente o solamente possibili per via circuitale piuttosto che per via “direttamente integrodifferenziale” (un po' come possiamo sostenere avviene per i sistemi numerici-digitali che indubbiamente promettono e permettono di ben ripagare l'approssimazione iniziale sulla quantizzazione delle varie quantità (per definizione matematicamente-algebricamente scorretta ossia affetta da approssimazione) dei campioni estratti col teorema di campionamento (questo invece logicamente e matematicamente teorema ineccepibile costatato ciò pure da ogni lettore dato che possiamo ben calcolare la relativa potenza del rumore di quantizzazione mentre non avrebbe neppure senso una eventuale “potenza di rumore da campionamento” in quanto l'insieme dei campioni analogici-continui nelle loro ampiezze estratti ad ogni intervallo T=1/f è logicamente-matematicamente esattamente equivalente alla funzione d'onda y=s(t)=f(t) continua originaria (infatti, lo spetto S(f) di s(t) è esattamente lo spettro S(s(iT)) dell'insieme dei suoi campioni s(iT) per i intero positivo, mentre tale insieme-funzione s(iT) poi contiene pure la replica dello spettro base ripetuta a multipli di f senza aggiungere però altra inesistente informazione dato che non è che la semplice replica S(f) di sé stesso, per cui sommariamente potremmo sostenere che il campionamento ha il solo scopo di trasformare l'asse del tempo t (dimensionalmente secondo, ma a volte pure l'asse delle distanze x (metro)) e l'asse delle ampiezze y (volt o ampere) da numericamente continui a numericamente discreti con innegabile vantaggio senza altro mutare), laddove invece l'errore (dipendente come detto dall'ampiezza a degli M intervalli di quantizzazione, normalmente con M=64-128-256-512 per rappresentazioni binarie con n=6-7-8-9, dove M=2(elev n)) si otterrebbe nell'operazione di trasformare un campione-ampiezza (composto come sappiamo di 2(elev alfa0) elementi tra l'altro precisione questa non apprezzabile da calcoli-regoli-letture analogiche-strumenti di misura oltre ad esempio 1-0.1-0.001-ecc. %, in una parola-byte di M valori interi), con un vantaggio poi aggiuntivo dovuto al fatto che M (e dunque il numero di cifre n) può raggiungere valori per cui la potenza di rumore di quantizzazione diviene ben inferiore alla potenza di rumore dovuta all'imprecisione di misura (usuale nelle ordinarie misurazioni, od anche eccezionalmente straordinaria) nel segnale continuo-analogico); riassumendo rapidamente il teorema di campionamento (o teorema cardinale di interpolazione o teorema di Nyquist-Shannon-Kotelnikov o Whittaker-Shannon-Kotelnikov o Whittaker-Nyquist-Kotelnikov-Shannon, dal nome dei suoi inventori tutti indipendenti) aggiungiamo che avendo una funzione-segnale continuo ed illimitato del tempo s(t) ed a banda limitata (frequenza massima f2, ossia con trasformata di Fourier o spettro S(f) contenuto tra -f2 e +f2, 


laddove le frequenze simmetriche negative dello spettro sono necessarie per avere usuali segnali temporali reali invece che segnali complessi con parte reale e parte complessa nel tempo) esso è completamente ed esattamente definito dai suoi campioni temporali presi ad una frequenza fp almeno doppia della massima frequenza contenuta nello spettro di s(t) ossia secondo la forma s(t)= sommatoria su i da -infinito a +infinito di s(iT)sen((π/T)(t-iT))/(π/T)(t-iT) con T=1/fp minor-uguale 1/2f2, ed anche secondo la forma s(t)= sommatoria su i da -infinito a +infinito s(i/fp)sen((πfp)(t-i/fp))/(πfp)(t-i/fp) dove fp=1/T maggior-uguale di 2f2, segnale campionato che ha trasformata di Fourier o spettro uguale a S(f) ripetuto a multipli nfp dove n è intero positivo-negativo, per cui un filtro ideale con spettro rettangolare H(f) di ampiezza unitaria e banda B tra -fp e +fp recupera-ricostruisce-sintetizza il segnale temporale s(t) originario (infatti, ogni impulso temporale del segnale campionato A(iT)imp(t-iT) entrante nel filtro con spettro H(f) e risposta impulsiva h(t) che è una campana smorzata senx/x=sen(πft)/(πft), dà in uscita la convoluzione tra l'impulso e h(t) od anche dà l'antitrasformata del prodotto tra la sinusoide spettrale (trasformata dell'impulso) e H(f) ossia nel dominio del tempo dà la risposta all'impulso traslata all'istante d'occorrenza A(iT)h(t-iT), dalla cui sommatoria infinita su i ossia di ogni sex/x generata da ogni impulso si ottiene il segnale continuo s(t)) sempre che f2 sia minor-uguale di fp/2 altrimenti gli spettri adiacenti si sovrappongono parzialmente ed alla potenza del segnale s(t) è sommata la potenza del rumore di distorsione da spettro adiacente a bassa-alta frequenza, ma perchè il segnale d'uscita ricostruito abbia la stessa ampiezza di s(t) originario occorre che l'area degli impulsi di campionamento sia pari a T, ossia che il campione al tempo iT abbia il valore s(iT)Timp(t-iT) con ampiezza A(iT)=s(iT)T, e come l'integrale su tutto l'asse temporale del prodotto di 2 funzioni del tempo s(t)g(t) è uguale all'integrale su tutto l'asse spettrale del prodotto S(f)G*(f) ossia del prodotto dello spettro di s(t) con lo spettro complesso coniugato di g(t), così se s(t)=g(t) allora l'integrale sull'asse temporale del quadrato del segnale s(t) è uguale all'integrale sull'asse spettrale del modulo del quadrato di S(f) e pure uguale a T per la sommatoria su i dei quadrati delle ampiezze del segnale s(iT) se questo ha energia finita, mentre se ha potenza finita allora la media del quadrato del segnale è uguale alla media del quadrato dei suoi campioni; ma dualmente, invece di campionare il segnale s(t) continuo e finito nel tempo t (di durata massima tau ossia con antitrasformata tra -tau e +tau), possiamo campionare il suo spettro S(f) continuo ed illimitato nelle frequenze f tramite un impulso a f=0 e gli altri impulsi simmetricamente disposti rispetto a 0 onde avere segnali temporali reali, 


il quale sarà completamente ed esattamente definito dai suoi campioni presi ad intervalli fo minor-uguale di 1/2tau per cui il corrispondente segnale temporale è uguale alla funzione s(t) ripetuta ad intervalli nT=n/fo, e dunque con una finestra temporale F di ampiezza unitaria e di durata da -T/2 a +T/2 si può recuperare-ricostruire-sintetizzare il segnale temporale s(t) originario (ottenuto dal prodotto tra la finestra temporale e le forme d'onda ripetute o dalla sommatoria delle convoluzioni tra la campana smorzata spettrale e gli impulsi di campionamento), sempre che T sia maggior-uguale di 2tau altrimenti le forme d'onda si sovrappongono parzialmente ed alla potenza del segnale è sommata la potenza delle code adiacenti destra-sinistra, ma perchè il segnale d'uscita ricostruito abbia la stessa ampiezza di s(t) originario occorre che l'area degli impulsi di campionamento spettrali sia pari a fo ed i campioni abbiano ampiezza S(kfo)foimp(f-kfo), ossia che il campione al tempo iT abbia il valore s(iT)Timp(t-iT) con ampiezza A(iT)=s(iT)T, ma nei casi applicativi con filtri reali non ideali la frequenza fp di campionamento temporale dovrà essere maggiore di 2f2 nel caso di campionamento del segnale nel dominio del tempo, e l'intervallo T di campionamento spettrale dovrà essere maggiore di 2tau (corrispondente alla frequenza di campionamento fo dello spettro S(f) che dovrà essere minore di 1/2tau)). Però, facendo un breve inciso, bisogna anche far notare che nella stragrande maggioranza dei libri (a carattere scientifico e non scientifico in libreria a disposizione del grande pubblico) normalmente vi devono rientrare od argomenti assolutamente inutili od “inutili” ed inefficaci (per esempio cosa succederebbe all’universo se la T “scendesse” via via verso lo zero assoluto... come detto stato termodinamico con la minima quantità di energia interna e senza scambi di calore e nel quale l'entropia S di un monocristallo regolare è posta uguale a = 0, accennando che sulla Terra si possono ottenere bassissime temperature magnetizzando-smagnetizzando sostanze paramagnetiche e si sono raggiunte con alcuni nuclei atomici temperature T di 1/100000 °K e poi nel 1988 con Phillips 40 milionesimi di °K laddove la più bassa T è stata ottenuta al MIT portando tramite confinamento magnetico un gas di sodio a T pari a 0.5 miliardesimi di °K, temperature queste ben mostranti i fenomeni della superconduttività (annullamento della resistività ρ e della resistenza R dei materiali superconduttori, scoperta di Onnes nel 1911 con spiegazione teorico-quantistica data da Bardeen-Cooper-Schrieffer) e della superfluidità (annullamento della viscosità) e che pure potrebbero permettere un più efficiente trasporto futuro a grande distanza di energia-potenza elettrica (rileviamo di sfuggita che è uso sia comune che professionale e settoriale parlare di trasporto e distribuzione di energia elettrica ma più propriamente parlando si dovrebbe dire trasporto e distribuzione di potenza elettrica o meglio in modo rigoroso di trasporto e distribuzione di lavoro elettrico (infatti gli alternatori delle centrali elettriche sono dei generatori elettrici che eseguono lavoro elettrico sugli utilizzatori-carichi elettrici collegati a valle della rete (più correttamente gli alternatori elettrici eseguono lavoro elettrico Lu sulla parte resistiva Ru delle impedenze dei carichi Zu (non certo sulla parte reattiva Xu dei carichi ossia parte reattiva-induttiva o reattiva-capacitiva) degli utilizzatori, ossia sulla parte resistiva di motori elettrici (notoriamente con impedenza resistiva-induttiva), lampade di illuminazione a filamento (praticamente quasi tutta resistiva) od al neon (resistiva-capacitiva) od a Led (quasi tutta resistiva), sulle resistenze di riscaldamento (praticamente tutta resistiva), sulle elettrovalvole (resistiva-induttiva), ecc., e quanta parte di Zu sia resistiva e quanta parte sia reattiva lo si vede dal cos(φ) sapendo che quanto più l'impedenza è resistiva (ovvero cos(φ) prossimo a 1) tanto più alto sarà il lavoro elettrico eseguito permesso dagli alternatori)) dato che solo la potenza si può trasportare (ossia potenza anche quale energia nell'unità di tempo) o meglio ancora solo il lavoro si può trasportare e non l'energia, ricordando pure che l'energia è piuttosto un principio-teorema di conservazione dei sistemi fisici (sarebbe un po' come, in campo commerciale, erroneamente dire che le cartolerie e le librerie distribuiscono la scrittura invece che distribuiscono i libri scritti, visto che in questo senso la scrittura è un principio valido per tutto il sistema di scrittura e non si può vendere-acquistare differentemente invece dai libri), per cui il lettore magari dica distribuzione di lavoro elettrico (dalle centrali elettriche di produzione agli utilizzatori lungo le linee della rete elettrica) come pure direbbe dire riguardo il lavoro meccanico, ma è pure ovvio che si debba o convenga dire come dicono tutti dato che ciò è universalmente diffuso e questi fatti o meglio denominazioni avvengono in moltissimi altri casi seppure dobbiamo anche dire che poi sono solo banali questioni di convenzioni (mentre non sarebbe affatto una banale questione di convenzione progettare un metodo di trasporto e distribuzione di energia-potenza-lavoro elettrici più efficiente in termini di limitazione di perdite adottando ad esempio la supercoduttività dei cuprati (formati di rame ed ossigeno, Cu-O) capaci di mostrare vantaggiosamente effetti di superconduzione anche a temperature ambiente in cui usualmente avviene il trasporto)), l'applicazione vantaggiosa della sospensione magnetica, la realizzazione di porte logiche a più rapida commutazione, e la realizzazione di orologi atomici e sensori di gravità ancora più precisi e stabili) oppure la grande cultura, “cultura” e grande letteratura e narrativa (spesso funzionante o “funzionante” secondo la nostra economia di mercato quando all'adorazione del Dio Denaro (o Dio Orgoglio-Potere-Fama-Gloria-Vanità-Popolarità-Interesse-Improduttività-ecc. ma spesso valutato-adorato comunque sempre quale Dio Denaro ossia col dio dell'equivalente economico universale delle “società darwiniste”) da parte dello scrivente si allea l'adorazione del  Dio Coglione o Koglione dall'altra parte sumerica 


(qui secondo una “semplificata teoria dualistica”, ed in verità credo che non esista K più grande di questa (neppure la K d'Aspirazione dei camini o cammini all'estasi di sé in cammino verso l'Uno infinito ed ineffabile (magari provi qui il lettore a decifrarne il significato)... ma è una K molto semplice e pesante ed oggi come da migliaia di anni assai sensibile a pane e circo o “pane e circo” (panem et circenses, ma anche a “vita e morte”) e ciò purtroppo lo sanno troppo bene coloro che esercitano il potere in particolare i governanti che governano col metodo “Pane+Circo” (la quantità di pane-stipendio non deve superare circa 0.9 delle aspettative-necessità individuali-sociali e la quantità di circo-godimento-benessere-vita non deve essere inferiore a circa 1.1 delle aspettative-necessità individuali-sociali, del resto si provi a pensare cosa succederebbe e con quali disordini sociali nella condizione-stato pane 1.05 e circo 0.5, e ciò ha un nome, si chiama Homo Sapiens (anche senza andare ad ascoltare Bella da morire e Tornerai tornerò... comunque essendo in tema di pane aggiungiamo che nel 2018 in Italia, secondo i tipi di pane semplice-comune e secondo le provincie e città, il suo prezzo va da circa 1 euro/Kgr a circa 6 euro/Kgr (ma arriva anche a 10 euro/Kgr) di cui circa 0.35 euro è il costo della farina di frumento per il pane (che costa circa 0.5 euro/Kgr e con 1 Kgr di farina si produce circa 1.5 Kgr di pane) ed il resto del costo è lievito+sale+lavoro+guadagno per cui il prezzo d'acquisto giusto al dettaglio del pane ordinario-comune-semplice dovrebbe essere di circa 2-3 euro/Kgr (2.5 euro/Kgr va bene ma oltre i 3 euro/Kgr non è molto accettabile sia nei reparti dei supermercati che nei negozi di panetteria onde in tal caso sarebbe pure utile cercare altri punto d'acquisto, specialmente dopo il periodo di pandemia 2021)); inoltre avendo nominato la specie homo sapiens (dal latino “uomo sapiente”) riportiamo da Wikipedia qualcosa sulla sua origine (databile comunque tra il 130000 a.C. ed il 300000 a.C. quale sua nascita): “Origine e diffusione. Le più recenti pubblicazioni accademiche datate 10lug2019 su Nature (Università di Tubinga), riportano che il più antico esemplare del mondo ad oggi noto di Homo Sapiens è stato scoperto in una grotta denominata Apidima, del Peloponneso (in Grecia) nelle vicinanze di Kalamata e Sparta, in uno studio fatto sui ritrovamenti in un sito inizialmente scoperto nel 1978 dal Museo Archeologico di Grecia in collaborazione col Laboratorio di Geologia Storica Paleontologica dell'Università di Atene, e dell'Università Aristotele di Salonicco, con a capo della ricerca Theodoris Spitzios. I ricercatori scoprirono circa 20.000 reperti (ossa denti e strumenti litici ed altro, tra cui 2 crani, denominati Apidima 1 e Apidima 2); il cranio "Apidima 1" è la più antica testimonianza ad oggi ritrovata di Homo sapiens, datato ad oltre circa 210 000 anni fa. Apidima 1 è stato datato col metodo scientifico attualmente più evoluto basato su Uranio-Torio-230 (stabilizzazione del carbonato di calcio o triossocarbonato(IV) di calcio CaCO3) ed è risultato più antico di decine di migliaia di anni rispetto agli antecedenti reperti di Homo sapiens con datazione certa ritrovati in Africa od Europa, precedentemente considerati i più vecchi con un salto cronologico impressionante che fa ridiscutere tutta la teoria del Sapiens. La ricercatrice a capo del progetto Katerina Harvati spiega che almeno due popolazioni vivevano in Grecia meridionale nel Pleistocene medio: una primigenia popolazione di Homo sapiens, seguita dalle evidenze dei ritrovamenti dopo circa 40.000 anni da una popolazione di neandertaliani. Al 2021 sono in corso le estrazioni del DNA dagli antichissimi ritrovamenti, anche se, secondo lo stesso team, l'operazione potrebbe essere difficilissima e precaria. Dall'origine ipotizzata di provenienza africana della specie ("Out of Africa Hypotesis", ipotesi nella quale l'uomo sarebbe nato in Africa e successivamente in espansione nel resto del mondo), nei ritrovamenti etiopici in tufi vulcanici della valle del fiume Omo, si possono datare con tecniche basate sui rapporti isotopici dell'argon, a 195 000 anni (con un'incertezza di +/-5000 anni) due esemplari (Omo II e Omo I), rispettivamente di H. erectus moderno e H. sapiens arcaico (da cui secondo quest'ipotesi si sarebbero evoluti gli uomini sapiens attuali); ad oggi, H. sapiens si è diffuso su tutta la superficie delle terre emerse (attualmente anche in Antartide, a scopi scientifici, e nonostante il clima inospitale, ed in questi anni pure con problemi di conservazione delle grandi piattaforme di ghiaccio) con una popolazione totale che ha superato, nel mar2017, i 7.4 miliardi di individui (a gen2021 la popolazione mondiale di homo sapiens sarebbe di 7.85 miliardi di unità, ed il 15nov2022 la popolazione mondiale di homo sapiens ha raggiunto esattamente 8 miliardi di individui). Secondo ritrovamenti avvenuti in Marocco nel 2017, l'Homo sapiens avrebbe cominciato a diffondersi, secondo lo studio di Daniel Richter e Shannon McPherron del Max Planck Institute, nell'intero continente africano già 315 000 anni fa, stimando la datazione del sito dei ritrovamenti. La teoria attualmente più riconosciuta stima che: la sottotribù Hominina si sia evoluta nel Rift africano da una popolazione di Ominidi, progenitori comuni agli scimpanzé, circa 5-6 milioni di anni fa; il genere Homo si sia differenziato 2.3-2.4 milioni di anni fa dall'Australopithecus e diffuso sul globo come Homo erectus (Out of Africa I); la specie H. sapiens si sia sviluppata anch'essa in Africa circa 200 000 anni fa e successivamente (100000-65000 anni fa) sia ugualmente migrata tra i continenti (Out of Africa II) con possibili ibridazioni successive con specie affini (ossia Homo neanderthalensis, Homo di Denisova). Lo studio scientifico dell'evoluzione umana comprende lo sviluppo del genere Homo e lo studio degli altri ominidi, quali ad esempio Australopithecus, ad esso strettamente correlati. Gli umani moderni appartengono alla specie Homo sapiens, per alcuni autori suddivisibile in due sottospecie: Homo sapiens sapiens e Homo sapiens idaltu (ovvero approssimativamente "uomo saggio maggiore"), estinto. L'Homo sapiens è una specie monotipica. Nel tempo sono state proposte specie, sottospecie e paleosottospecie di Homo sapiens, anche se sono in corso tutt'oggi dibattiti sull'argomento, dato che specie e sottospecie sono definizioni convenzionali e non differenziazioni oggettive calcolabili o rilevabili. Alcuni antropologi considerano la specie costituita da due diverse paleosottospecie: Sapiens e Idaltu. Molti considerano i Neandertal una specie ed altri una sottospecie. Ed infine alcuni considerano H. heidelberg un progenitore, altri una specie ed altri ancora una paleosottospecie. Homo sapiens sapiens, l'essere umano moderno. Homo sapiens idaltu, paleosottospecie estinta. Homo sapiens heidelbergensis (uomo di Heidelberg). Homo sapiens neanderthalensis (uomo di Neanderthal). Con l'utilizzo di tecniche di biologia molecolare per la verifica di eventuali riapparentamenti genetici, al 2011 gli studi basati sull'analisi matrilineare del DNA mitocondriale, mostravano una scarsa possibilità di passata ibridazione, mentre le analisi del genoma nucleare, anche stimolate dal progetto Neanderthal genome project del Max Planck Institute for Evolutionary Anthropology tedesco e del 454 Life Sciences statunitense di sequenziamento del genoma neandertaliano indicano una vasta ibridazione; la ricerca Archeogenetiche di Svante Paabo (Max Planck Institute) ha dimostrato che circa il 70-80 % del genoma Neandertaliano è ancora presente attualmente nell'umanità, sparso in quantità fino al 5 % circa nel DNA di ogni euroasiatico. Uomo di Denisova è la definizione provvisoria di una popolazione di Homo, le cui relazioni genetiche con le altre specie sono in fase di definizione attraverso analisi del DNA cellulare e mitocondriale. Questi 3 tipi di Homo (sapiens, neandertal, denisovan) più 1 ulteriore non ancora individuato, come evidenziato dal team di Svante Paabo al Max Planck Institute, si sono più volte incrociati creando un flusso genetico che ha ibridato in misure diverse ed epoche diverse tutte le popolazioni di Homo, fino ad arrivare nel nostro attuale DNA che con tecniche Archeogenetiche, che si avvalgono di supercomputers, si è potuto calcolare con sufficiente precisione la sequenza temporale e la quantità delle varie ibridazioni, fino al punto di rendersi conto che esiste un ulteriore flusso e ibridazione proveniente da un tipo di Homo che in effetti fino ad ora non è mai stato ritrovato e neanche ipotizzato prima dell'avvento dell'archeogenetica di Paabo. In particolare si ritrovano evidenze di componenti genetiche di H. denisova nelle popolazioni melanesiane ed asiatiche in misura minore, e forti componenti di H. neandertal nelle popolazioni asiatiche ed in misura minore europee. Si ipotizzano importanti coinvolgimenti di queste sequenze nel miglioramento del metabolismo, adattabilità e sistema immunitario, in particolare dei geni HLA di classe I, il complesso maggiore di istocompatibilità umano. Dal punto di vista anatomico, gli umani moderni appaiono in testimonianze di reperti della grotta di Apidima in Grecia (Europa) risalenti a 210 000 anni fa e successivamente 80.000 anni più tardi in altri reperti risalenti 130 000 anni fa in Africa. Inoltre sono stati rinvenuti in tufi vulcanici della valle del fiume Omo in Etiopia resti risalenti a 195 000 anni fa, datati con tecniche basate sui rapporti isotopici dell'argon, con un'incertezza di +/-5000 anni. I parenti più stretti ancora viventi di Homo sapiens sono le due specie appartenenti al genere Pan, comunemente noti come scimpanzé: il bonobo (Pan paniscus) e lo scimpanzé comune (Pan troglodytes). Le due specie sono ugualmente vicine, ovvero condividono lo stesso antenato comune; la differenza principale tra essi è l'organizzazione sociale ossia matriarcale per il bonobo e patriarcale per lo scimpanzé comune. Il sequenziamento completo del genoma ha portato alla conclusione che "dopo 6.5 milioni di anni di evoluzione separata, le differenze tra bonobo/scimpanzé ed umani sono soltanto dieci volte maggiori di quelle esistenti tra due persone qualsiasi e dieci volte minori di quelle esistenti tra ratti e topi". Infatti, il 98.6 % della sequenza di DNA è identica tra le due specie di scimpanzé ed esseri umani. È stato stimato che la linea umana si sia distaccata da quella degli scimpanzé circa 5 milioni di anni fa e da quella dei gorilla circa 8 milioni di anni fa. Tuttavia, un cranio ominide rinvenuto in Ciad nel 2001, classificato come Sahelanthropus tchadensis, risale approssimativamente a 7 milioni di anni fa, la qual cosa potrebbe indicare una divergenza precedente; anche studi del 2009 su Ardipithecus ramidus portano a 5.4-7.4 milioni di anni la probabile divergenza. Queste minime differenze genetiche hanno portato alcuni scienziati, il più noto dei quali al vasto pubblico è Jared Diamond, ad ipotizzare una riunificazione di uomini e scimpanzé sotto lo stesso genere Homo, come nell'originale schema di Linneo del Systema Naturae (edizione 1758). Ciò implicherebbe ovviamente una revisione totale almeno dei generi Pan, Ardipithecus, Kenyanthropus, Australopithecus e Homo. L'attuale variabilità genetica della specie umana è estremamente bassa, comparativamente a quanto succede in altri raggruppamenti tassonomici animali. I genetisti Lynn Jorde e Henry Harpending dell'università dello Utah hanno suggerito che la variazione del DNA umano è piccolissima se comparata con quella di altre specie e che durante il Tardo Pleistocene, la popolazione umana fosse ridotta a un piccolo numero di coppie genitoriali (non superiori alle 10000 e forse intorno alle 1000) con la conseguenza di un pool genico residuo molto ristretto a livello globale. Sono state formulate varie spiegazioni per questo ipotetico collo di bottiglia, tra cui la più famosa Teoria della catastrofe di Toba. L'evoluzione umana è caratterizzata da un certo numero di importanti tendenze fisiologiche, incluse l'espansione della cavità cerebrale e del cervello stesso, che arriva, con una distribuzione variabile per ogni singolo individuo, ad un volume tipico di 1260 cm cubi, oltre il doppio di quello di uno scimpanzé o gorilla. Il ritmo di crescita postnatale del cervello umano differisce da quello delle altre scimmie antropomorfe (eterocronia), permettendo un lungo periodo di apprendimento sociale e l'acquisizione del linguaggio nei giovani umani. Gli antropologi fisici sostengono che la riorganizzazione della struttura del cervello sia più importante della stessa espansione cerebrale. Altri significativi cambiamenti evolutivi includono una riduzione dei denti canini, lo sviluppo della locomozione bipede e la discesa della laringe e dell'osso ioide che permise il linguaggio. Come siano collegate queste tendenze e quale sia il loro ruolo nell'evoluzione di una complessa organizzazione sociale e della cultura rimangono questioni ancora dibattute. Similmente alla maggior parte dei primati, H. sapiens è un animale sociale. È inoltre particolarmente abile nell'utilizzo di sistemi di comunicazione per l'espressione, lo scambio di idee e l'organizzazione; crea complesse strutture sociali composte da gruppi in cooperazione e competizione, che variano dalle piccole famiglie e associazioni fino alle grandi unioni politiche, scientifiche, economiche. L'interazione sociale ha introdotto una larghissima varietà di tradizioni, rituali, regole comportamentali e morali, norme sociali e leggi che formano la base della società umana. L'irrilevanza, su scala temporale storica, del processo di evoluzione biologica non segna una stasi nel progresso della specie. Pur rimanendo biologicamente la stessa specie da circa 200.000 anni, e non subendo alcuna mutazione significativa da almeno 10.000 anni, il processo evolutivo passa all'ambito sociale, tecnologico e culturale. Le prime e significative fasi dello stesso, in parte portate avanti da progenitori evolutivi della specie attuale, rientrano nello studio della preistoria. La stasi apparente nell'evoluzione biologica, in realtà è un fatto dovuto alla periodizzazione considerata, nella scala temporale di riferimento. Rarefatte esplosioni evolutive su scale a lungo termine (centinaia di migliaia/milioni di anni), d'altronde, sembrerebbero riflettere cambiamenti permanenti, come appunto la genesi di nuove specie, mentre fluttuazioni a breve termine rappresenterebbero le variazioni di nicchia locali, ottimali, selezionate da limitate variazioni ambientali all'interno di una zona, e utili a creare popolazioni all'interno della specie, adattate alle nuove condizioni. L'apprendimento sociale diventa quindi essenziale e primario per l'adattamento umano all'ambiente, e principale motore del presente, osservabile, processo evolutivo. Popolamento del pianeta. Esistono teorie più o meno condivise sulle origini dell'uomo contemporaneo. Esse riguardano il rapporto tra gli uomini moderni e gli altri ominidi. L'origine africana dell'Homo sapiens è il modello paleoantropologico dominante tra le teorie che tendono a descrivere l'origine e le prime migrazioni umane dell'anatomicamente moderno. È conosciuta anche come: ipotesi dell'origine unica, fuori dall'Africa, ipotesi africana, teoria della migrazione dall'Africa (dall'inglese Out of Africa o Out of Africa 2), origine africana recente, ipotesi di un'origine unica e recente (RSOH dall'inglese Recent single-origin hypothesis), teoria del rimpiazzo (dall'inglese Replacement Hypothesis). L'ipotesi dell'origine unica, propone che gli uomini moderni si siano evoluti in Africa e che siano poi migrati all'esterno sostituendo quegli ominidi che erano in altre parti del mondo. Su di essa sussistono vastissime evidenze paleoantropologiche, date da diverse migliaia di ritrovamenti fossili, archeologiche, linguistiche, climatologiche (modificazioni climatiche e conseguenti selezioni della popolazione), genetiche (mtDNA e nucleare, in particolare Aplogruppi del cromosoma Y). I dati molecolari condotti mediante marcatori non ricombinanti, come il DNA mitocondriale, sostengono questa ipotesi. L'analisi filo-geografica ha infatti mostrato che il popolamento da parte dell'uomo moderno dei continenti è proceduto ad ondate successive a partire dal continente africano. I dati paleo-antropologici testimoniano che in principio sarebbe emersa una popolazione del sud dell'Africa, isolatasi dal resto della popolazione, in un'epoca compresa tra i 100 000 ed i 200 000 anni fa, costituita da individui piuttosto gracili rispetto ai tipi prevalenti di Homo heidelbergensis e Homo neanderthalensis. Gli individui originari della umanità odierna furono costituiti da una popolazione Khoisan ancestrale da cui derivò l'attuale tipo etnico Khoisan. Erano individui piccoli e snelli, con una scatola cranica grande, un apparato masticatorio meno massiccio di altre specie, e presumibilmente la pelle scoperta da peli e un linguaggio già evoluto. Probabilmente in origine adattati per vivere presso ambienti acquatici e di foresta in zone tropicali. Da questo nucleo originario sarebbero derivate tre ramificazioni che dettero origine una al tipo khoisan l'altra al tipo dei pigmei africano ed il terzo tipo da cui derivarono tutti gli altri tipi etnici umani. Dal terzo tipo derivò inizialmente la popolazione australoide che si diffuse partendo dall'Africa orientale circa 60 000 anni fa, e forse più, colonizzando tutta la zona tropicale fino al continente australiano, una popolazione dalla pelle scura che non utilizzava abbigliamento per difendersi dal freddo e che si diffuse seguendo le coste dei mari in cerca di molluschi. Recenti aggiornamenti basati su repertazioni in territorio arabico anticipano di alcune migliaia di anni questa fase migratoria, ipotizzando un corridoio passante per la parte meridionale del Mar Rosso, e sollevando dei dubbi sul posizionamento precedente o seguente il grande evento di riduzione della popolazione umana concomitante (Teoria della catastrofe di Toba). Nel 2015 la rivista Nature ha pubblicato la notizia che alcuni denti fossili ritrovati in Cina risalirebbero a circa 120 000 anni; tale datazione sposterebbe indietro la data delle prime ondate migratorie dall'Africa, consentendo inoltre di ipotizzare che la prima colonizzazione sia avvenuta verso l'Asia. La seconda ondata migratoria è quella del tipo dell'uomo di Cromagnon, partita dal medio-oriente circa 40 000 anni fa, che colonizzò il continente Europa. Questa popolazione era di alta statura, aveva la carnagione più chiara, era dedita alla caccia di grande selvaggina, utilizzava una sofisticata tecnologia della pietra e usava pellicce per coprirsi. I resti più antichi di Homo Sapiens in Europa sono datati a 44 000 anni fa e si riferiscono a dentature rinvenute nella Grotta del Cavallo nella Baia di Uluzzo nel Comune di Nardò. I reperti, ritrovati durante scavi condotti dal prof. Palma Di Cesnola dell'Università di Siena nel 1964, finora ritenuti appartenenti all'uomo di Neandertal, sono stati oggetti di nuovo studio nel 2011: i fossili degli strati coevi alle dentature (conchiglie) esaminati al radiocarbonio nei laboratori dell'Università di Oxford per conto del Dipartimento di Antropologia dell'Università di Vienna e lo studio morfologico dello smalto delle dentature, ne hanno confermato l'appartenenza all'Homo Sapiens, spostando di almeno 4 000 anni la datazione sulla presenza dell'uomo moderno in Europa e confermando, altresì, la coabitazione almeno nell'ambito del sito del ritrovamento dell'uomo di Neandertal con l'uomo moderno. La terza ondata (circa 25 000 anni fa) partì sempre dal medio oriente e si spinse attraverso l'Asia centrale fino in America settentrionale; di essa resta la popolazione Ainu del Giappone come esempio puro e da questa popolazione più diffusa derivarono tutti i tipi etnici successivi. La comparsa degli uomini grandi cacciatori determinò l'estinzione di molte specie animali alla fine del pleistocene, tra cui anche la scomparsa di tutte le altre specie del genere Homo. Circa a 12 000 anni fa risale la comparsa del tipo paleomongolico che si diffuse dall'Asia centrale fino a colonizzare tutto il continente America. Circa a 7 000 anni fa risalgono le diffusioni dei tipi etnici mediterranei che dal medio oriente si diffusero in Europa e India, ed il tipo neomongolico che si diffuse in Asia orientale; questi ultimi tipi umani sono dediti alle attività economiche dell'agricoltura e allevamento. Infine vi sono le grandi diffusioni umane dei periodi storici che specie negli ultimi secoli ha portato alla grande diffusione del tipo europoide, come tipo ibrido tra i tipi Cro Magnon e mediterraneo e neo-mongolide, che attraverso la colonizzazione ha dato origine ad altre popolazioni ibride in tutti i continenti, un processo che continua oggigiorno e tende a una completa ibridazione di tutti i tipi umani dati i grandi movimenti planetari. L'ipotesi multiregionale, o della continuità regionale invece, propone che gli uomini moderni si siano evoluti, almeno in parte, da popolazioni di ominidi indipendenti. L'ipotesi dell'origine euroasiatica o "Out of Eurasia" è una terza ipotesi alternativa, variante della multiregionale. Rivedendo in qualche modo l'ipotesi multiregionale sulla base di ritrovamenti archeologici euroasiatici, dallo studio del DNA (aplogruppo M-N-R dell'mtDNA e gli aplogruppi D-E-C-F del cromosoma Y) ipotizza un'origine euroasiatica dell'Homo sapiens. Cultura. L'abilità umana di pensare in maniera astratta è unica nel regno animale. Nel modo più elementare lo si vede osservando un branco di mammiferi (ad esempio un branco di felini), un gruppo di scimmie antropomorfe ed un gruppo di homo sapiens nelle operazioni di caccia, dove l'istinto nel corso dell'evoluzione viene via via integrato sempre più con la cultura e la conoscenza, però, mentre l'istinto animale guida alla caccia un branco geometricamente ed entropicamente perfetto (coi ruoli ben stabiliti, senza confusione, senza prevaricazioni, senza sabotaggi, senza tradimenti e senza fughe, seppure sul campo con minor capacità operativa), la cultura e la conoscenza umana richiedono studio ed addestramento (conducendo alla caccia un branco di animali homo sapiens coi ruoli più fluidi (legati specialmente alle alterne volontà), con sopraffazioni, prevaricazioni, sabotaggi, tradimenti e fughe, seppure poi con ben maggiori possibilità operative) al punto che nel corso dei millenni, sia nella caccia che in innumerevoli altre attività la specie homo sapiens ha preso indiscutibilmente il sopravvento su ogni altra specie vivente (riguardo l'animalità di branco sociale essa nell'uomo può spingersi molto verso quella mostrata ad esempio dalle società degli insetti sociali, dove gli individui non sono affatto indipendenti ma parte di un organismo più complesso (alveare, ecc., quasi fossero organi di tale organismo, e non organismi indipendenti essi stessi) e ciò lo si osserva in molti fenomeni sociali fino alla simbiosi e psicosomatizzazione interna ai gruppi (ad esempio quando colui che svolge il ruolo di capo o boss ha il mal di pancia o deve andare a cagare (e tanti altri fenomeni qui non nominati) anche ad altri gregari inferiori del branco viene il mal di stomaco (e tanti altri fenomeni), oppure quando nei conventi femminili le giovani converse o nei collegi femminili le giovani educande 14-18enni sincronizzano i periodi e le date di mestruazioni individuali rispetto a coloro che psicologicamente sono presi come riferimento (come fanno gli alternatori trifase sulla rete elettrica nazionale-internazionale sincronizzandosi in frequenza e fase rispetto all'alternatore pilota))). 


Gli umani sono una delle sei specie (oltre a scimpanzé, oranghi, delfini, colombe ed elefanti) che hanno superato il "test dello specchio", che prova se una specie animale riconosca il proprio riflesso come immagine di sé stessa (ossia che possieda la coscienza di sé, il qual fatto non significa necessariamente che sia pure la specie più intelligente). Il test viene fallito dall'uomo se provato su individui umani al di sotto dei due anni di età (a circa 3 anni normalmente tutti gli individui umani riconoscono sé stessi allo specchio). La specie umana manifesta il desiderio di capire, influenzare e “gestire” il mondo circostante, cercando di comprendere, spiegare e manipolare i fenomeni naturali attraverso lo sviluppo della magia, della scienza, della filosofia, della mitologia e della religione (nel nostro tempo soprattutto con l'uso della scienza matematica). Questa curiosità naturale ha portato allo sviluppo di strumenti tecnologici e abilità avanzate; H. sapiens è l'unica specie ancora vivente che comunica attraverso la scrittura simbolica, utilizza il fuoco, cuoce i propri cibi, si veste più o meno pesante, ed usa numerose tecnologie. Gli esseri umani possiedono anche un marcato apprezzamento per la bellezza e l'estetica il quale, combinato col desiderio di auto-espressione, ha condotto a creative innovazioni culturali quali le arti, comprensive di tutte le discipline musicali, figurative e letterarie... ma poi gli H. sapiens hanno sviluppato pure la razionalità R ed il pensiero matematico PM per ben descrivere e rappresentare il mondo, ed una parte di essi hanno anche compreso che la realtà è proprio la razionalità R del pensiero matematico la quale ben vestita ha coerentemente generato il mondo stesso)”; del resto, continuando, se nel 2015 si dovessero svolgere libere elezioni politiche con candidati Nerone, Traiano, Commodo, Augusto e Marco Aurelio, potremmo già dare i risultati con Commodo vincitore al 1° posto (pane+circo, la capitale soprattutto col circo, dato che è noto che nel governo degli Stati generalmente le capitali danno il “circo” mentre il “Pil si fa in altre provincie” visto che ovunque c'è un nord-sud od est-ovest o nordest-sudovest o nordovest-sudest, o centro-periferia o ecc. (comprendendo in pane+circo pure la “teoria kulaki” ossia questi 100 metri quadri di terra sono miei e ne faccio “apparentemente” quel che voglio io)), seguito da Nerone (sembra non avesse fama così negativa com'è narrato nelle opere degli storici successivi), poi da Traiano, Marco Aurelio ed Augusto (od Augusto e Marco Aurelio), ma il sottoscritto ovviamente non voterebbe nessuno dei cinque candidati qui presentati per non rendere omaggio alla “Grande K di Koglione” (è noto che votando per Partito generalmente si sceglie l'ideologia, mentre votando per singolo Politico generalmente si sceglie per “carisma” ossia si vota pure come dei poveri subnormali (tranne, diciamo, quando si pratica attività subacquea e non si è dei sub così eccezionali perché in tal caso si sarebbe con evidenza più o meno del sub-subnormali); si noti che ogni individuo-elettore ha le qualità e capacità che sono usualmente riscontrate entro una certa gamma di valori-gradi per ogni caratteristica della vita, ma è solo nell'insieme ossia come Massa-Popolo-Uno che succede come ho qui rapidamente detto)... 


e se il popolo vota liberamente per Commodo si tenga pure Commodo senza lamentarsi troppo nel caso il Pil cali anche solo dello 0.5 % e non solo del 25 % o del 250 % o magari vada pure a finir male il complesso del “mondo romano” (in omaggio al ricordo della conservazione storica delle antichità romane, tali ipotetiche elezioni si potrebbero svolgere a Roma ma sembra ancor meglio nella città francese di Nimes)... ed inoltre tali popoli-elettori-votanti-lettori non dicano cosa deve scrivere il sottoscritto in un libro poiché io non sono né al loro Servizio (neppure sono al loro Sfruttamento dato che notoriamente sono pure masochisti) né appartengo o prendo ordini dal MinCulPop (e non prendo ordini da Fascisti-Sfascisti in ogni veste democratica o d'altro tipo (notoriamente io non ho mai parlato per 40 anni, io non ho firmato nessun contratto e non rispetterò contratti che non ho assolutamente firmato quando non lo fanno molti che manifestamente i loro contratti li hanno firmati (ed il Popolo Koglione al riguardo si può tranquillamente dire che “non sa un né leggere né scrivere”, e tutti sono felicemente contenti; al massimo il sottoscritto è al loro “Servizio” solo tra ben evidenti virgolette, ed in ogni caso ognuno presti molta attenzione cosa significa “essere al servizio del pubblico” sia nel mondo della stampa che della televisione che dello spettacolo che del lavoro in genere, ecc., perché ci sono molti tipi di animali in circolazione ed è veramente difficile sapere cosa significa “essere al servizio del pubblico”), ma tutti costoro secondo ruolo-professione-funzione-veste-contratto-immagine diano Ordini ai loro dipendenti se ci riescono, ai loro sottomessi se ci riescono, ai loro sindacati se ci riescono, ai loro bidelli e custodi se ci riescono, ed ai loro figli-figlioli se ci riescono, e pure al 90 % di passanti-spettatori-pubblico-furbisti vari... se ci riescono); se la totalità degli scrittori decidesse di scrivere solo i libri di massimo successo col massimo riscontro di vendita (ossia sostanzialmente solo gialli od al limite gialli storici) e da questi (compresi opere-scritti-libri di testo e manuali-enciclopedie-multimedialità-ecc.) si deducesse-derivasse tutta l'informazione I di una società si può facilmente immaginare in quanti anni il Burkina Faso avanzerebbe gli USA o Germania-Francia-Italia-Gran Bretagna in cui venisse adottato il suddetto metodo))... laddove nello specifico campo della scrittura si osservano scrittori i quali “sostanzialmente” gioiscono al pensiero di questa grande e sostanzialmente immutabile K (… “io so cosa vuole il pubblico”, o magari “io so cosa vuole il mio pubblico” (i cavalcatori di tigri e “tigrotti” ci sono sempre stati e ci sono sempre col Popolo K, non ci sono discussioni, e sono pure favoriti dalla grande assoluta maggioranza, per cui osserviamo che ai lettori gli scrittori non potendola dare da mangiare spesso la danno da bere mentre qualche volta i maggiori scrittori piuttosto mangiano loro troppo onde questo tipo di scrittore si nutre con la sua letteratura (unisce l'utile al dilettevole come afferma Orazio farebbe appunto la letteratura, in Arte poetica) e soltanto disseta (illude) il popolo)... ed io direi che sarebbe pure bene applicare lo stesso metodo democratico o “democratico” sia nelle Istituzioni pubbliche di ogni tipo, sia nelle Università che in tutte le Aziende ed in tutte le fabbriche (ossia ovunque ed in ogni modo si presenti un'aggregazione di almeno 3 persone) soddisfacendo dunque alla condizione di fare ogni cosa come sceglie il relativo pubblico od il pubblico in questione ossia alla massima estensione di volontà-desideri-opinioni-interessi-ideologie-visioni del mondo-ecc. (al limite per ogni scelta-decisione coinvolgendo ogni volta la massa dell'intera nazione, e la rete Internet indica pure una futura possibilità di estendere ciò nientemeno che all'intera umanità vivente) poiché veramente non si è mai trovato un metodo migliore di questo (ogni decisione in ogni materia-dimensione-direzione-ecc. secondo 1 testa-1 voto e conseguente conteggio aritmetico dei voti 


(dato che ricorrere all'analisi funzionale ma pure all'analisi puntuale-numerica-infinitesimale per le funzioni o “funzioni” di voto sarebbe troppo complicato e potrebbe magari errando portare pure all'ingiustizia), costatato che ogni deviazione da tale regola (ad esempio governo di imperatori, governo di re, governo di oligarchi, governo di filosofi, governo di maggiorenti, governo di saggi, o governo dei primi che “passano sopra-sotto il ponte”... oltre a governo di popolo o governo a democrazia diretta (come tutte le dottrine ideologiche anche la democrazia diretta e la democrazia rappresentativa sono religioni come pure sostiene Piergiorgio Odifreddi dicendo che la democrazia è una religione laica che identifica le proprie basiliche nei palazzi del potere, la curia nel governo, gli ordini nei partiti, il clero nei politici, le prediche nei comizi, le messe nelle elezioni, i fedeli negli elettori, i confessionali nelle cabine elettorali e i segni della croce nel voto... riguardo le decisioni del grande pubblico, come detto da noi, il popolo si esprime meglio mettendo qua e là una X piuttosto che non con un discorso di filosofia quantistica), osservando anche che isocrazia sarebbe uguaglianza di potere mentre democrazia sarebbe governo di popolo), ha sempre portato ad errori e danni nel breve-medio-lungo termine... e qualcosa abbiamo pure scritto altrove su tali metodi di decisione collettiva), ed altri scrittori che “formalmente” non fanno che incazzarsi od almeno “incazzarsi”); sumero naturalmente sarebbe colui che legge (prima in cuneiforme o geroglifico e poi anche con tecniche digitali (qualcuno troverebbe essere anche egiziano per via del dio egizio Thot quale dio della sapienza, della matematica, della geometria e della scrittura, oltre che protettore degli scribi)... ed un'immagine di copertina giusta per questo libro sarebbe ad esempio quella della tavoletta Plimpton 322 (oggi conservata al Museo della Columbia University, donata dall'editore George A. Plimpton di New York (che l'aveva acquistata dall'antiquario E. J. Banks nel 1922 proveniente da Senkereh in Iraq ossia più o meno dalla città di Larsa o Tell as-Senkereh a circa 24 Km a sud-est di Uruk-Erech già citata nel 2700-2800 a. C. dove Ur-Gur costruì “matematicamente-geometricamente” la ziggurat El-Babbar quale tempio dedicato al dio del Sole Shamash) all'università statunitense insieme alla sua collezione), con sovrimpressa l'immagine di una scheda madre di un PC attuale onde simbolicamente collegare due lontanissime tecniche di calcolo diffuse in tempi distanti tra loro di 3850 anni circa ossia due diverse “tecniche d'abaco (tecniche abc)” (laddove, invece, riguardo i supporti vengono prosaicamente collegate la tecnologia di argilla-stilo-simbolialfanumerici(comprese le equazioni algebriche EA di 2° grado) con la tecnologia di silicio-transistori-simbolialfanumerici(comprese le equazioni EDDP)), e del resto questo libro non è altro che un nuovo Liber abaci (ricordate le espressioni “comprare l'abaco”, “andare all'abaco”, “studiare l'abaco” o “studiare l'abecedario (abc)”), libro non più antico e non più medioevale ma Liber di tecniche moderne del XX-XXI sec. nei campi delle matematiche inapplicate-applicate; infine si è poi allegata una semplice copertina per tale “antico-medioevale-rinascimentale-moderno-contemporaneo” e-book di storia della matematica, ossia una copertina fatta dall'autore e non da un grafico quindi una copertina non professionale (così come è venuta perché ovviamente si poteva fare ben meglio), per fortuna così i grafici non si vanteranno di “aiutare” un tal tipo di libro sulla matematica (ovviamente  le migliaia e migliaia di copertine professionali di notissimi autori che tutti conoscete non sono affatto professionali (se non per il fatto di essere elaborate da esperti grafici del settore) ma sono solo copertine convenzionali o “convenzionali” (infatti quasi tutti i lettori guardando le copertine dei libri possono subito affermare “questa è un'azzeccata copertina convenzionale ed invece quella proprio no”, convenzionale non professionale, perché per quel che conta la copertina non convenzionale potrebbe anche essere fatta molto meglio di quella professionale), e pure temporaneamente convenzionali (più della metà delle copertine dei decenni passati non sarebbe considerata graficamente accettabile oggi, segno che i grafici, come pure tutti gli artisti in genere, usano criteri di giudizio temporanei valevoli in un certo periodo di tempo ma in altri tempi magari ne valgono altri, fatto pure possibile ma poco oggettivo e di scarso intelletto); ad esempio è professionale una copertina con un'immagine sbiadita di sfondo e caratteri cubitali del nome dell'autore e della prima parte del titolo, coi caratteri in colore in parte rosso o bianco ed in parte nero che in alcuni punti si confonde persino col colore scuro dell'immagine di fondo rendendo anche difficile leggere lo scritto occupante circa un terzo dell'intera pagina? (cosa serve un titolo cubitale che si fa fatica a leggere... questi sono errori a dir poco grossolani, ed i grafici studino piuttosto la logica-matematica invece del disegno per sapere cosa sia la professionalità), mentre il sottotitolo in caratteri piccoli e di colore pallido lo si può leggere solo avvicinando gli occhi; è professionale una copertina con una testa vista di nuca e per metà fuori quadro e le scritte più o meno in Times New Roman irregolare (quasi come nel testo del libro); è professionale una copertina con immagine e scritte il tutto contenuto in mezza pagina, l'altra metà praticamente vuota tranne in fondo dove molto in piccolo c'è il nome dell'Editore (se un privato facesse errori del genere cosa si direbbe); se a tutte le copertine di Dan Broun e di Ken Follet aggiungete intorno una piccola cornicetta diventano tutte meno professionali seppure siano esattamente le stesse copertine, e se alla tavoletta della Gioconda aggiungete intorno quella porcheria di “corniciotta” barocca dorata che ha al Louvre cosa ottenete (una cornicetta non cambia nulla per un libro o per un quadro, ma quella corniciotta grande come la tavoletta cambia anche l'ambientazione della scena... guardo il sorriso di Monna Lisa e vedo una cornice... si rovinano così i quadri di un qualche valore!); ma ne porto mille di esempi di grafica convenzionale a cui non solo i grafici professionisti ma tutti noi infine giungeremmo se realizzassimo migliaia di copertine invece di solo 3 o 4; è ovvio poi che la maggioranza dei lettori andrà a comprare quello che sembra più professionale, ed allora anche gli scrittori si adegueranno facendo le copertine professionali per non far la gavetta tutta la vita, e volete che non abbiano le copertine professionali di successo proprio quei tromboni di scrittori di successo che appunto usano le copertine professionali al punto che non si sa se è nata prima la copertina professionale od il libro professionale (provate a cercare tra quegli scrittori divenuti di grande successo la cui prima copertina era una schifezza non affatto convenzionale (e pure tutte le successive), ma nel 90 % dei casi troverete che col tempo i grandi scrittori hanno “imparato” a fare le copertine, segno che anche i lettori fanno schifo, ma hanno “imparato” pure a fare i libri poiché mentre col tempo aumentavano la fama ed il successo diminuivano anche le cifre di merito dei successivi libri, ancora segno che anche i lettori fanno schifo); poi abbiamo pure cambiato la copertina scaricando una bella immagine di Uomo vitruviano da Pixabay (caricata da janeb13 cui magari riconoscerò qualcosa nel caso il libro realizzi davvero insperati buoni download “grazie alla nuova copertina”, download fino a questo momento del tutto insignificanti), cui ho aggiunto autore-titolo-edizione in caratteri in rilevo ottenuti per estrusione “uscenti” dallo scritto leonardesco “perché non si confondano con la sua diversa cultura”), 


seppure, continuando, esistono ben altri campi (lontani dalla pur sempre limitata area della scrittura-lettura di libri) dove meglio funziona la doppia e reciproca suddetta adorazione (Einstein aveva detto che due sono le cose Infinite (ossia l'Ignoranza e l'Universo) ma dell'Universo non era sicuro, però purtroppo in questo campo come pure “in altri campi” non basta aver sviluppato la Relatività Generale RG per essere intelligenti od anche solo per essere normali (e certamente ancor meno, diciamo, aver scritto la Divina Commedia o la Fenomenologia dello Spirito (Phanomenologie des Geistes, opera cardine dell'Idealismo tedesco in cui il Logos (Spirito dell'Umanità) sperimenta ed incarna il divenire; ovvero scienza della filosofia per pervenire dialetticamente dai fenomeni finiti al sapere assoluto infinito (absolutes Wissen), dall'opposizione ed estraneità del soggetto rispetto all'oggetto della coscienza finita fino alla Identità ed Unità di Coscienza-Spirito-Realtà, ossia Fenomenologia è l'esperienza che la coscienza fa di sé e del proprio oggetto per divenire Spirito Assoluto, coi capitoli: I La certezza sensibile o il questo e l'opinione; II La percezione o la cosa e l'illusione; III Forza e intelletto, fenomeno e mondo ultrasensibile; IV La verità della certezza di sé stesso; V Certezza e verità della ragione; VI Lo spirito; VII La religione; VIII Il sapere assoluto; oppure è stata dallo stesso Hegel suddivisa in: A. Coscienza; B. Autocoscienza; C. (AA) Ragione, (BB) Spirito, (CC) Religione, (DD) Sapere assoluto)... lo stesso Einstein aveva detto che ognuno nel suo specifico essere e suo specifico campo è sicuramente intelligente ed è un genio, ossia l'edera è un genio nel salire sui rami ed il pesce nel risalire i fiumi ma per altri versi l'edera è assai stupida nel risalire i fiumi ed i pesci nel salire sugli alberi (“Un giorno anche le macchine riusciranno a risolvere tutti i problemi, ma mai nessuna di esse potrà porne uno” (da Albert Einstein, ed esempio della sua intelligenza), 


ossia scontata “frase fatta” che suscita nel pubblico grandi applausi (Prego applaudite), quando invece un giorno le macchine faranno cose e si inventeranno e risolveranno problemi che l'attuale cervello dell'homo sapiens neppure è in grado di immaginare e concepire (Prego applaudite)... aggiungete anche questa “Un giorno le calcolatrici sapranno fare tutte e 4 le operazioni aritmetiche, ma nessuna di esse ne saprà impostare una” (Prego applaudite ancora; ovvero nel lontano futuro ci saranno macchine che impareranno "infinite" cose da sole tramite sofisticate tecniche matematiche e potenti algoritmi (richiedenti, penseremmo oggi, teoria dei controlli automatici, teoria dei sistemi, cibernetica, ingegneria e programmazione software, ricerca operativa, teoria del calcolo e degli algoritmi, ecc.) con tempi di autoapprendimento via via straordinariamente ben minori di quelli tipici dell'evoluzione biologica dei viventi, anche se forse Einstein pensava quel che ha pensato in un'accezione differente e più ontologica (del resto anche come ingegnere era soprattutto un ingegnere di alternatori, trasformatori, motori, frigoriferi e trasmettitori, e forse andava all'Eurospin a fare la spesa (la spesa intelligente, ossia EURO SPesa INtelligente, ma spesa anche per tutti noi, per gli Einstein di tutti i giorni, forse anche per poeti e contadini) invece che ad Esselunga (S lunga nel senso di integrale da A a B di I in dt data in bit secondi, cioè Intelligenza “integrale”, forse un'intelligenza i cui risultati It dovrebbero aumentare integralmente col tempo; in realtà la lunga storia di Esselunga è iniziata nel 1957 con la fondazione di Supermarkets Italiani S.p.A. (e l'inaugurazione del primo supermercato in Italia in viale Regina Giovanna a Milano) tramite il socio fondatore statunitense Nelson Aldrich Rockefeller (Bar Harbor 1908, New York 1979) insieme ai soci di minoranza tra cui spiccava la famiglia di Bernardo Caprotti (Bernardo, figlio di Giuseppe Caprotti, morto nel 2017, quale famiglia lombarda (originaria di zona Lambro a Milano) con grandi proprietà terriere e con attività imprenditoriale tessile); l'insegna con la scritta Supermarket aveva la S iniziale molto allungata verso l'alto da cui verrà poi il nome Esselunga; da Wikipedia “Esselunga S.p.A. è una società italiana operante nella grande distribuzione organizzata nell'Italia settentrionale e centrale con supermercati e superstore; controllata da Supermarkets Italiani, Esselunga gestisce circa l'8.7 % delle vendite in supermercati ed ipermercati italiani con oltre 170 punti vendita presenti nelle regioni Lombardia, Veneto, Piemonte, Emilia-Romagna, Toscana, Liguria e Lazio. A metà degli anni cinquanta l'imprenditore Nelson Rockefeller fondò, tramite la International Basic Economy Corporation (IBEC), assieme ad alcuni soci italiani, la prima catena italiana di supermercati, la Supermarkets Italiani S.p.A. Dopo alcuni contatti con importanti gruppi industriali e commerciali, tra cui La Rinascente, grazie anche ai contatti alla Camera di Commercio italo-americana, fu possibile reperire soci interessati alla proposta. I futuri soci Guido Caprotti e Marco Brunelli, che erano stati compagni di scuola, vennero a sapere dei progetti di Rockefeller mentre si trovavano per il fine settimana a Saint Moritz e, nei saloni dell'hotel Palace, ascoltarono i due fratelli Brustio (top manager del gruppo La Rinascente) discutere sul fatto che alcuni americani erano in trattative per aprire dei supermercati in Italia. «I due amici capiscono al volo che si tratta di un'opportunità unica. A Milano convincono Bernardo, fratello di Guido, e parte subito l'operazione per battere la Rinascente. Grazie alla mediazione della contessa Laetitia Boncompagni Pecci Blunt, contattano il magnate di New York e riescono ad averlo ospite nella dimora alle spalle della Scala: una cena lombarda, con risotto e involtini, che sancisce la nascita futura di Esselunga». Secondo Giuseppe Caprotti, il contatto fra Caprotti e Rockfeller avvenne ad opera di James Angleton, agente della CIA, perché Rockefeller intendeva introdurre la Grande distribuzione organizzata in Italia affermando che «fosse difficile essere comunista con la pancia piena». La società fu costituita il 13 aprile 1957 a Milano come Supermarkets Italiani S.p.A e un capitale sociale di un milione di lire sottoscritto per il 51% dall'IBEC e per il restante da azionisti italiani - gli industriali tessili Bernardo e Guido Caprotti (18%), gli imprenditori e proprietari del Corriere della Sera Mario e Vittorio Crespi (16,5%), Marco Brunelli, figlio di un noto antiquario milanese (10,3%), la principessa Laetitia Boncompagni, amica personale di Nelson Rockefeller (3%) e Franco Bertolini, consigliere finanziario dei Crespi (1,2%). Nel giro di tre mesi il capitale sociale fu elevato dapprima a 60 e quindi a 420 milioni; consiglieri furono nominati Franco Bertolini, Marco Brunelli, Bernardo Caprotti, Ruggero di Palma Castiglione, Roland H. Hood, Wallace D. Bradford. I nuovi soci non solo si dimostrarono pienamente disposti ad accettare le condizioni poste dall'IBEC in fatto di proprietà, di amministrazione e di gestione, ma si dichiararono anzi desiderosi di contribuire alla creazione di negozi che fossero esatte repliche dei supermercati statunitensi, condotti in modo esclusivo da management americano, come ricordò Boogart: «Inoltre (…) non volevano che i nostri negozi subissero l'influenza degli italiani. Volevano che i nostri negozi fossero, tanto nella gestione quanto nell'aspetto, perfettamente identici a quelli americani. (…) Volevano un top management americano che durasse e il motivo per cui accettavano questa sfida era che glielo avevano promesso. Non solo: anche nel nome non dovevano esserci dubbi sul modello scelto come riferimento, per cui i soci italiani bocciarono la proposta americana di utilizzare insegne come Mercado o Mercato, in favore del termine Supermarket: Abbiamo discusso a lungo sul nome da dare e sono stati i fratelli Caprotti a suggerire di chiamarlo semplicemente Supermarket…”». Il primo punto vendita della Supermarkets Italiani S.p.A. fu inaugurato il 27 novembre 1957 da Rockefeller e dai suoi soci italiani, ricavato da un'ex-officina lungo viale Regina Giovanna a Milano; oggi al medesimo indirizzo, all'attuale civico 34, ne ha preso il posto un punto vendita della G.D.O. Carrefour Market. L'insegna costituita dalla scritta "Supermarket", disegnata da Max Huber, era caratterizzata da una S la cui parte superiore era molto allungata: quell'insegna darà poi il nome a "Esselunga". Nel corso degli anni, lo stabile dove Esselunga aprì il suo primo punto vendita venne ceduto ad altre catene di supermercati. Il successo dell'iniziativa fu enorme e ogni volta che veniva aperto un nuovo Supermarket, doveva intervenire la polizia per l'afflusso di folla e inoltre c'erano cronisti e ambulanze per le emergenze. Anni sessanta. Venne aperto un primo supermercato in Toscana a Firenze il 9 febbraio 1961 in via Milanesi. I fratelli Caprotti (Bernardo, Guido e Claudio) lo stesso anno acquisirono il 51% della proprietà fino ad allora detenuto da Rockefeller, pagando 5 milioni di dollari col contributo di Marianne Maire in Caprotti, madre dei tre fratelli Caprotti, con 300 milioni di lire. Il management americano, capitanato non più da Richard W. Boogart, ma da Dick Simpson e Roland Hood, lasciò la gestione di Supermarkets Italiani nei primi anni sessanta. Gli americani, oltre a lasciare la loro impronta gestionale sui supermercati, avevano impostato il magazzino e avviato la produzione di alcuni prodotti a marchio privato inesistenti sul mercato italiano (es.: pane in cassetta). Bernardo Caprotti divenne amministratore delegato nel 1965 e venne coadiuvato da Ferdinando Schiavoni (allora direttore commerciale e, nel tempo, vice – presidente e azionista) e da Claudio Caprotti che si occupò dello sviluppo e della gestione della filiale fiorentina fino al 1972. Nel tempo i Caprotti e Schiavoni verranno affiancati da Paolo De Gennis, che diventerà prima direttore generale e poi vice presidente. De Gennis svilupperà, in seguito, i reparti dei prodotti freschi. Dagli anni settanta agli anni novanta. La campagna pubblicitaria delle “mille lire lunghe” viene usata dal 1969 al 1971. Ed è in questa campagna, curata da Alberto Gandin, che nasce il nome esse lunga. Lo slogan era “vieni a spendere 1000 lire lunghe al supermarket con la esse lunga”. I clienti, da quel momento in poi, hanno cominciato a chiamare i supermarket "Esselunga", che diventerà il nome dell'azienda operativa (Esselunga) mentre la holding continuerà a chiamarsi Supermarkets Italiani. Grazie all'apporto di Charles Fitzmorris Jr, nel 1974 l'azienda costruì il suo primo magazzino informatizzato. In collaborazione con l'Armando Testa, nel 1979 vennero lanciati i surgelati Esselunga, i primi prodotti a marchio con il nome della catena ai quali seguiranno poi i marchi Fidel, Naturama, Bio e Top che rimpiazzeranno i marchi creati negli anni sessanta. Intanto le dimensioni dei supermercati divennero sempre più grandi. Nel 1987 l'agenzia Armando Testa diede al logo Esselunga la sua versione attuale. Sul modello degli store americani della catena Dominick's nei quali stava lavorando Giuseppe Caprotti, nel 1988 venne inaugurato il primo Superstore della catena a Firenze in via di Novoli. Poi, nel 1991 venne inaugurato il primo centro commerciale a Marlia vicino a Lucca. Nel 1994 venne introdotto un programma di fidelizzazione della clientela, Fidaty e l'anno successivo partì una prima campagna pubblicitaria incentrata sulla qualità in collaborazione con l'Armando Testa con lo slogan “Da noi la qualità è qualcosa di speciale” alla quale seguì la campagna “Famosi per la qualità”; le affiches delle due campagne furono esposte al Louvre. Nel 1989, sempre sul modello americano importato da Giuseppe Caprotti, si aprì il primo reparto profumeria. In seguito quel settore diventerà una catena a parte e il 26 giugno 2002 viene inaugurata la prima profumeria (il primo marchio della profumeria è Olimpia Beautè che poi diventerà EsserBella), nella galleria di via Ripamonti a Milano. A metà degli anni novanta vennero testati i primi due bar nei punti di vendita di Parma e Sarezzo. Nel 1999 la catena contava circa 100 supermercati, con una quota sul mercato nazionale del 6,8%. Dagli anni duemila ai giorni nostri. Nel 2001 viene avviato il servizio di spesa online ed il 1º marzo 2017 viene aperto a Varedo il primo drive per il ritiro della spesa effettuata on-line denominato Clicca e Vai. Fra il 2005 e il 2006 il gruppo fu riorganizzato: gli immobili di Esselunga (circa 150, per un valore di oltre 2 miliardi di euro) confluirono in parte nella neo-costituita società "La Villata Immobiliare di Investimento e Sviluppo S.p.A.", ed il resto (circa quaranta immobili) in Orofin SpA, entrambe controllate da Supermarkets italiani. Il Sole 24 ore interpretò le operazioni di riassetto societario come segnale di una possibile cessione dell'attività operativa al gruppo britannico Tesco o ad un altro gruppo estero. In seguito alle preoccupazioni espresse da una parte della classe politica italiana per la cessione a proprietà straniera di un gruppo italiano della GDO, furono fatte ipotesi di un interessamento da parte di Coop. Bernardo Caprotti dichiarò il 21 settembre 2007 che la sua azienda non era in vendita, perlomeno non in tempi brevi, ventilando la possibilità di una quotazione in Borsa della società. Nel 2019 nasce una nuova linea di prodotti di Esselunga chiamata SMART (contraddistinta dal colore giallo), dai prezzi molto economici. A partire da dicembre dello stesso anno, a seguito dell’acquisizione di alcuni ex punti vendita di altre catene della G.D.O., viene creata l’insegna laEsse per i supermercati di prossimità e di piccole dimensioni, ad oggi distribuiti con nove filiali a Milano e due a Roma. Il 15 dicembre 2021 apre il quarto punto vendita in Veneto, Esselunga di Ponte Alto a Vicenza. Questo Supermarket rappresenta, per ora, l’Esselunga più a nord-est d’Italia. A novembre 2022, apre in via Spadari a Milano il primo nuovo catering Le eccellenze di Esselunga, specializzato solo in bar-caffetteria, gastronomia e pasticceria. Modello di business. Ispirato da Nelson Rockefeller e dai suoi manager, Bernardo Caprotti, con l’aiuto dei suoi fratelli Guido e Claudio Caprotti, e dei suoi figli Giuseppe e Violetta Caprotti, è riuscito a creare un’azienda di grande successo: oggi ha più di 24.000 dipendenti e 159 punti vendita e con 8 miliardi di fatturato. Una delle caratteristiche è il modello di business scelto, che si contraddistingue per un’organizzazione in grandi e grandissimi punti vendita, la maggior parte di dimensioni simili, una scelta che ne rende più semplice e omogeneo il rifornimento e consente la gestione attraverso un centro di distribuzione unico con reparti dedicati ai vari specifici settori, frutta e verdura, gastronomia, vini. A differenza dei concorrenti, come Coop, Carrefour e Auchan, che puntano anche su punti vendita di dimensioni più ridotte, ma diffusi in maniera più capillare, i punti vendita si trovano quasi esclusivamente in grandi città o nelle loro immediate vicinanze. Inoltre, Esselunga è presente quasi soltanto nel nord Italia: in particolare in Lombardia, Liguria, Piemonte, Emilia, Veneto, Toscana e nel Lazio. La scelta della posizione costituisce un elemento rilevante del modello di business di Esselunga, in un settore come la grande distribuzione nel quale una buona localizzazione è alla base del successo dell’impresa. In tale scenario Esselunga si è costruita fin dagli esordi la fama di un’azienda che pone grandissima attenzione alla scelta del posizionamento. Un'ulteriore caratteristica chiave è legata al fatturato per metro quadro, che fa di Esselunga una best practice internazionale: infatti Esselunga ha registrato nel 2015, ultimo dato disponibile, 15.732 euro di vendite per metro quadro, il doppio circa della media italiana nella grande distribuzione alimentare, che si attesta a 7.184 euro/metro quadro anno. Il settore della vendita online Esselunga a casa è tuttora, il primo sito italiano di vendita online di prodotti fisici. Esselunga ha mostrato un’attenzione all'evoluzione dei consumi, ampliando l’offerta e offrendo oltre ai classici prodotti da supermercato anche prodotti di altro genere, dalla tecnologia ai giocattoli. L’impostazione di Esselunga è legata alla visione del suo fondatore e del figlio Giuseppe e al loro rapporto con gli Stati Uniti, dove acquisiscono una mentalità fondata sull'innovazione, la sperimentazione e il marketing. Grazie a questa frequentazione con l’America, Bernardo e Giuseppe Caprotti furono i primi a introdurre in Italia molte innovazioni nel settore e in particolare i primi a entrare nel business dei supermercati; aprire un ufficio marketing interno dedicato alle strategie di comunicazione e di fidelizzazione della clientela; passare dal supermercato al superstore come leva di sviluppo e incremento del volume di vendita. Dati economici. Nel 2016 ha realizzato un fatturato di 7,5 miliardi di euro. Nel 2017 i ricavi hanno toccato i 7,75 miliardi di euro con un aumento del 3,1% rispetto al 2016 grazie anche all'apertura di 4 nuovi punti vendita. Il MOL (margine operativo lordo) è aumentato del 7,8% a 650 milioni (vale l'8% delle vendite) grazie all'operazione di consolidamento sugli 83 immobili di Villata (ai tre eredi Caprotti, che avevano ciascuno il 22,5%, sono toccati 321 milioni a testa). L'utile ha superato i 305 milioni (+38%). In crescita anche il numero dei dipendenti. Nel 2018 ricavi in aumento del 2,1% a 7,91 miliardi di euro con MOL di 702 milioni in crescita del 9%, l'utile netto è di 286 milioni. Marketing. Uno dei tratti distintivi dell’azienda, soprattutto nei suoi primi decenni di vita è il desiderio di essere sempre all'avanguardia nel settore non solo per i prodotti, ma anche sotto il profilo del marketing pubblicitario. Già nel 1994 Esselunga si dota di un ufficio marketing che gradualmente estende i suoi settori di competenza a: Call center, Ricerche di mercato, Spazi pubblicitari nei supermercati, Pubblicità, Promozioni. Se inizialmente l’ufficio marketing di Esselunga si concentra su campagne pubblicitarie dai meri fini commerciali, in seguito Bernardo Caprotti - grazie al suggerimento di sua figlia Violetta Caprotti - si ispira alle grandi campagne americane, ripensando la promozione come l’occasione per raccontare il marchio, valorizzando l’alta qualità dei prodotti venduti. Uno degli elementi chiave dell’immagine di Esselunga è legato, infatti, all'enfasi sulla qualità dei prodotti, che si testimonia nell'introduzione di linee di prodotto dedicate. Un esempio è il marchio Esselunga Naturama: una linea di prodotti freschi come frutta, verdura, carne, polleria e pesce, che si distinguono perché controllati in ogni momento della preparazione, secondo i disciplinari dell’azienda. Da un'idea imprenditoriale di Giuseppe Caprotti (figlio di Bernardo), la catena è stata tra le prime nella GDO italiana a vendere prodotti biologici. Il nuovo modo di raccontare l’azienda e il prodotto viene inteso dai Caprotti come un legame di fiducia tra il consumatore ed Esselunga. Da questa idea nasce, nel 1995, la Fidaty card, su suggerimento dell’americano Tom Wilson e su impulso di Giuseppe e Violetta Caprotti, che permette di accedere a sconti e promozioni, oltre che di accumulare punti per ritirare dei premi. Questo rapporto di fiducia si traduce anche in una fidelizzazione del cliente. Nello stesso anno viene lanciata l’emblematica campagna pubblicitaria “Esse lunga, prezzi corti” che ottiene un tale successo da spingere l’imprenditore a prendere consapevolezza dell’identificazione del suo Supermarket con “Esselunga” che diviene, presto, il nome dell’azienda. Le campagne pubblicitarie di Esselunga sono state curate e ideate dal rinomato talento di Armando Testa che ha contribuito a ridisegnare il concetto stesso di pubblicità commerciale italiana. Non si tratta più di pubblicità con un semplice fine commerciale e informativo, ma di campagne che sono rimaste nell'immaginario collettivo dei consumatori. Il concetto creativo è stato sviluppato con intelligenza e ironia da Testa che ha pensato a una reinterpretazione accattivante degli alimenti freschi in vendita nei supermercati Esselunga: la qualità è tale che i prodotti assumono una ‘personalità’ distintiva. Si tratta della campagna pubblicitaria ‘Da noi la qualità è qualcosa di speciale’ che, con oltre 70 soggetti, è tuttora presente al Musèe des Affiches del Louvre. Nel 2001 questa campagna è stata ripresa dall'azienda in ‘Famosi per la qualità’ con protagonisti dei veri e propri “testimonial” di qualità: Aglio e Olio, John Lemon, Alavino e Porro Seduto. Cinque anni dopo nasce un'altra storica campagna pubblicitaria di Esselunga, “Nel segno della qualità” di ispirazione zodiacale. Ogni segno dello Zodiaco viene legato ad un alimento che ne assume le sembianze (il leone ad una pannocchia, i gemelli a due ciliegie, il sagittario a due spiedini, l’ariete a due conchiglie di burro, etc). Grazie all'apporto del dottor Ferdinando Schiavoni, le innovazioni dei Caprotti sono state rivoluzionarie sebbene si trattasse di piccole modifiche nel sistema logistico e manageriale della grande distribuzione alimentare, come l’aggiunta del codice a barre, metodo che facilita l’organizzazione e il pagamento dei prodotti. Un altro esempio è rappresentato dalla promozione marketing attraverso i volantini contenenti offerte e promozioni speciali recapitati direttamente a casa dei clienti fidelizzati. Attualmente l’innovazione continua attraverso i volantini digitalizzati su app per cellulari e tablet. Concorrenza e prezzi. Gli effetti della concorrenza tra Esselunga e Coop ebbero ripercussioni dirette sull'andamento dei prezzi al consumo: nel settembre 2007 l'associazione Altroconsumo rese noti i risultati di un'indagine di mercato dalla quale emerse come la concorrenza tra le grandi catene di distribuzione, Esselunga e Coop in testa, sia stata strettamente legata a una sostanziale riduzione dei prezzi rispetto alla media italiana. Controversie. Accuse di mobbing. Una dipendente del punto vendita Esselunga di Viale Papiniano a Milano affermò il 2 febbraio 2008 che le fosse stato impedito di recarsi al bagno per un intero turno di lavoro. Al termine del turno, recatasi in ospedale, le venne diagnosticata una cistite emorragica. Tornata al lavoro dichiarò d'essere stata aggredita da uno sconosciuto nei bagni del supermercato. La donna intentò una causa, e i sindacati indissero uno sciopero. Esselunga rispose acquistando una pagina su alcuni quotidiani nazionali minacciando querele per il danno d'immagine subito e dando la propria versione dell'accaduto. A novembre 2009 la vicenda venne archiviata dalla magistratura perché la donna mentì; decisiva fu la perizia dell'ex psichiatra nella quale venne dichiarata affetta da disturbi psichici; l'archiviazione era stata richiesta a ottobre dallo stesso pubblico ministero. La dipendente fu anche colta in flagranza di reato dal personale di sorveglianza per aver sottratto diversi pacchetti di pile dagli scaffali e alcune confezioni di alimentari. La donna avrebbe ammesso la propria responsabilità e la società di Bernardo Caprotti, dopo aver presentato una denuncia-querela, la licenziò il 15 ottobre. Concorrenza con la Coop. In seguito alla pubblicazione del libro Falce e carrello nel quale Bernardo Caprotti sostenne di aver incontrato ostacoli all'espansione del suo gruppo nelle regioni "rosse" e accusato Coop locali di gravi scorrettezze commerciali, oltre che di intrecci indissolubili con la politica, Coop Liguria e Coop Estense citarono in giudizio Esselunga e il suo proprietario. Nel 2010 e 2011 le prime sentenze diedero ragione a Bernardo Caprotti ed Esselunga, sollevandoli dalle accuse di diffamazione. Il 16 settembre 2011, il Tribunale di Milano condannò Esselunga per "concorrenza sleale", accogliendo il ricorso presentato tre anni prima a seguito della pubblicazione del volume edito da Marsilio, Falce e carrello. Il 21 dicembre 2011 però, il giudice della prima sezione civile della Corte d'Appello di Milano accolse la richiesta di sospensiva presentata da Esselunga contro la precedente sentenza che, nel condannare Caprotti per concorrenza sleale contro la Coop, aveva disposto il ritiro del libro: conseguentemente, in attesa del giudizio di secondo grado, il libro edito da Marsilio è stato ristampato e ridistribuito nel circuito commerciale; venne sospeso anche il risarcimento da 300 000 euro a favore di Coop Italia disposto dallo stesso Tribunale di Milano sempre a metà settembre. Nell'ordinanza la Corte rilevò tra l'altro che il ritiro delle copie di Falce e carrello e il divieto di pubblicazione avevano «una sostanziale valenza di sequestro e censura», provvedimenti che possono essere attivati solo in presenza di stampa oscena, plagio, apologia del fascismo e scritti privi dei requisiti per individuare i responsabili. Il 28 giugno 2012 l'Autorità garante della concorrenza e del mercato sanzionò Coop Estense con 4,6 milioni di Euro per aver «sistematicamente ostacolato i tentativi effettuati dalla concorrente Esselunga di avviare punti vendita di medie e grandi dimensioni nella Provincia di Modena»; come pena accessoria, Coop Estense venne condannata a «sbloccare la situazione di stallo che si è creata e [a] farsi promotrice di iniziative che, entro sei mesi, consentano l'avvio di attività commerciali da parte del concorrente». Tangenti. Bernardo Caprotti nel 1996 patteggiò nove mesi di condanna più una multa pari all'importo di una tangente pagata alla Guardia di Finanza. Tassazione. Il 25 maggio 1996 Bernardo Caprotti indisse la sua prima conferenza stampa all'Hotel Principe di Savoia a Milano per presentare uno studio della Arthur Andersen. Nella medesima si dichiarò "schiacciato dal fisco". All'incontro erano presenti Paolo Savona, Giulio Tremonti, Carlo Giovanardi e anche il presidente dell'ANNC Giorgio Riccioni che, sentendosi preso di mira dallo studio che evidenziava una minor tassazione per le coop rispetto a Esselunga (pagina 25 dello studio), prese la parola per difendere il mondo della cooperazione. Comportamenti antisindacali. Nel 2002 un'inchiesta giornalistica del settimanale Diario accusò Esselunga di angherie continue sui dipendenti e di comportamenti antisindacali. Sfruttamento dei lavoratori. Nel 2023, Esselunga è stata accusata dalla Procura di Milano di aver sfruttato il sistema delle cooperative per sottopagare i suoi dipendenti, causando così frode fiscale allo stato. In prevenzione, sono stati sequestrati più di 48 milioni di euro. Dissidi familiari. Nel 2004 Giuseppe, il figlio di Bernardo Caprotti allora amministratore delegato, fu estromesso dalla gestione dal padre che riprese personalmente la gestione della società con un rapporto conflittuale coi sindacati, riducendo da cinquecento a trecento i prodotti biologici venduti, decidendo un taglio del 9% sul prezzo di vendita di 8.000 articoli (marzo 2005), limitando il servizio di acquisto in rete a Parma e Milano in quanto questo si era dimostrato economicamente non remunerativo. Nel 2005, in un articolo uscito su “Panorama” Bernardo Caprotti accusò pubblicamente il figlio di mala gestione, accusa riconfermata poi sul libro “Falce e carrello” uscito nel 2007. Nel 2013 Giuseppe replicò alle accuse di mala gestione di Esselunga mossegli dal padre tramite il settimanale “L'Espresso”. Nell'estate del 2009 uscì nelle librerie italiane il libro di Filippo Astone "Gli Affari di Famiglia" sulle vicende della famiglia Caprotti. Bernardo Caprotti è morto a Milano il 30 settembre 2016 e ha lasciato il saldo controllo del gruppo alla figlia Marina e alla seconda moglie Giuliana Albera, in modo che Esselunga potesse essere venduta ad un gruppo straniero. In realtà i dissensi continuarono in quanto, in base alla sistemazione delle partecipazioni, emerse che il valore di Esselunga era tre volte quello di La Villata, la società immobiliare proprietaria degli edifici dei supermercati e ceduta ad un certo punto a Esselunga. Riscontrata una "lesione della legittima" per i figli di primo letto, Giuseppe e Violetta (azionisti di minoranza con il 30%), nel giugno 2017 fu stipulato un accordo per sanare ogni pretesa futura: il ricorso alla Borsa con la quotazione di Esselunga entro quattro anni. Marina Caprotti, che lavora a tempo pieno in azienda con il marito Francesco Moncada, diventa vicepresidente e la madre, Giuliana Caprotti, presidente onorario. Giuseppe e Violetta Caprotti non hanno invece nessun ruolo operativo. Ad un certo momento Marina Caprotti ha deciso di sospendere la quotazione in Borsa e di liquidare i fratelli, contando su un diritto di prelazione. È stato così necessario ricorrere ad un collegio arbitrale presieduto da Enrico Laghi. Dopo 14 mesi la decisione nel marzo 2020: il valore del gruppo è di 6,1 miliardi di euro. Quindi Marina Caprotti e la madre Giuliana Albera possono acquisire direttamente la quota in mano ai figli di primo letto, Giuseppe e Violetta, per 1,83 miliardi (915 milioni a testa) e arrivare al 100% del colosso della grande distribuzione. La scelta del collegio arbitrale non è stata comunque presa all'unanimità: si sono mostrati d'accordo su quel valore il presidente Laghi e Mario Cattaneo (indicato dai fratelli Giuseppe e Violetta) mentre Gualtiero Brugger (nominato da Marina e dalla madre) aveva individuato un valore inferiore, tra 4,3 e 4,8 miliardi. Nella cultura di massa. La catena e il suo cofondatore e proprietario Bernardo Caprotti sono stati protagonisti del cortometraggio di Giuseppe Tornatore: "Il mago di Esselunga", distribuito gratuitamente dal 10 ottobre 2011 in 5 milioni di copie a tutti i clienti della catena. Nel 2017, la catena ha organizzato la Supermostra: 60 anni di spesa e di vita italiana a Milano e Firenze che raccontava le sue tappe storiche più importanti insieme a tutto quello che intorno a lei succedeva: la musica, il cibo, il design, la casa, la spesa. La mostra ha ricevuto quasi 100.000 visitatori. Design. Molti dei supermarket e superstore della catena sono stati progettati da architetti famosi come Mario Botta, Luigi Caccia Dominioni, Norman Foster, Ignazio Gardella, Jacopo Gardella, Angelo Lorenzi, Carlo Alberto Maggiore, Vico Magistretti, Fabio Nonis, Renzo Piano e Giò Ponti.”) od andava agli ipermercati Carrefour (da Wikipedia “Carrefour S.A. (in francese significherebbe snodo od incrocio) è una catena di supermercati ed ipermercati francese, fondata ad Annecy nel 1959; Carrefour è il 4° più grande gruppo di vendita al dettaglio nel mondo in termini di reddito e vendite ed il 2° a livello europeo, dopo la tedesca Schwarz Gruppe; è presente in 30 paesi, principalmente in UE, Brasile ed Argentina, oltre che in Nord Africa e in Asia; la rete di vendita è formata da ipermercati, centri commerciali, market di prodotti alimentari, propri format commerciali, marchi affiliati: in Italia Carrefour è presente con l'apertura del 1° punto vendita presso l'Euromercato a Carugate (oggi Ipermercato Carosello nel grande Centro commerciale Carosello) inaugurato il 6set1972; attualmente in Italia sono presenti 1479 punti vendita Carrefour suddivisi in Ipermercati Carrefour, Carrefour Market, Carrefour Express e Cash and Carry (Docks Market e GrossIper). Storia. Il gruppo è stato creato da Marcel Fournier e Louis Defforey. Il primo supermercato Carrefour apre nel 1959 ad Annecy in Francia, poi diventato il punto di vendita Carrefour più piccolo al mondo. Dopo essersi espansa in diversi paesi, tra gli anni 2000 e 2014, la catena ha iniziato a disinvestire in Portogallo (cedendo alla società Sonae gli ipermercati ma non i supermercati), in Svizzera (dismettendo l'intera rete di vendita a favore di Coop Svizzera) ed altri Paesi (Cile, Corea del Sud). In contemporanea alle dismissioni, Carrefour ha deciso di investire in paesi dell'Est europeo (Romania e Bulgaria in primis) e in Cina, arrivando a oltre 100 negozi e ha avviato aperture in Russia e Cina con la consulenza strategica di banca Citigroup. Il progetto di espansione in Russia è stato tuttavia accantonato nel 2009, dopo l'apertura del megastore a Mosca, area che vantava un reddito pro-capite pari al doppio della media nazionale, ma nello stesso tempo in un mercato ormai al limite delle proprie potenzialità. In Italia Carrefour, dopo aver rilevato nel 2000 la rete a marchio Generale Supermercati (GS) e DìPerDì, dal 2009 ha iniziato a focalizzarsi nell'area centrosettentrionale del paese. Dal 2015 ha ceduto circa 60 supermercati Carrefour in Sicilia al master franchisee "Carrefour Sicilia" del gruppo CDS SpA. Nel primo semestre 2018, Carrefour ha concluso tre accordi di partenariato strategico e di durata pluriennale, che si prevedono operativi entro la fine dell'anno: con la cinese Tencent, preceduta dall'accordo di Alibaba con Auchan SA, in merito a big data, pagamenti e servizi mobili; con la statunitense Google: per l'integrazione di Google Shopping, Google Home e Google Assistant e lo sviluppo di nuove applicazioni. Nel 2019 è programmato a circa 1 000 dipendenti e alla rete distributiva francese; con la britannica Tesco: per portare dal 25% al 33% la quota dei prodotti a marchio proprio, che per la seconda si aggira intorno al 50% nel Regno Unito. L'accordo si propone di estendere in Francia il cosiddetto sistema di etichettatura a semaforo dei generi alimentari, penalizzante per le DOP italiane. Il 95% dei centri della grande distribuzione britannica adotta questo sistema di etichettatura, per il quale la Commissione Europea nel 2014 ha presentato vari rilievi e aperto una procedura di infrazione nei confronti degli Stati membri interessati, che nel 2017 sembrava destinata all'archiviazione. Dal 1º gennaio 2020 è tuttavia tornato in Puglia, Basilicata e Calabria grazie ad un accordo franchising con Apulia Distribuzione e ha rafforzato la sua presenza nel centro Italia grazie alla partnership con il gruppo Etruria. Entrambe le società erano precedentemente associate ad Auchan. Dal 14 novembre il punto vendita di Marcon (VE) è diventato iperalimentare Rossetto. In Calabria Carrefour è stato presente anche sotto la gestione Grande Distribuzione Lametina la quale gestiva gli ipermercati fino al 2022 quando tutti i punti vendita sono stati sostituiti da Conad, Conad Ipermercato, Conad Superstore e Pet Store Conad. Dal 2 gennaio 2021, in seguito al passaggio del gruppo CDS a Selex, i punti vendita Carrefour del gruppo presenti in Sicilia sono divenuti Famila. Dal 2022 Carrefour torna, tuttavia, in Sicilia con oltre 40 punti vendita, grazie ad un accordo di master franchising specifico per la Sicilia con Apulia Distribuzione (già master franchisee per Puglia, Basilicata e Calabria). L'azienda opera in gran parte dell'Italia, è presente in 19 regioni, con una forte concentrazione soprattutto in Lombardia, Liguria, Piemonte e Lazio. Controversie. Il 10 novembre 2007, un'offerta di olio di colza con lo sconto del 20% ha scatenato una rissa con tre morti e 30 feriti in un negozio Carrefour di Chongqing, in Cina. Le vittime sono state calpestate da una folla gigantesca che premeva per acquistare una bottiglia da 5 litri di olio. L'offerta è inserita nell'ambito dei festeggiamenti per il decimo anniversario della sua prima apertura nel paese ma si è andati oltre tutte le previsioni di successo: centinaia di cinesi si sono messi in fila dalle 4:00 del mattino per accaparrarsi uno sconto su un prodotto che dall'inizio dell'anno ha subito rincari del 30%. Loghi. Il logo attuale consiste in un rombo rosso e blu in cui è visibile la sagoma di una C maiuscola.”) od al Conad (“Conad (acronimo di Consorzio Nazionale Dettaglianti) è una società cooperativa attiva nella grande distribuzione organizzata; con sede centrale a Bologna (fondata qui nel 1962) è formata attualmente da 5 cooperative di dettaglianti e attraverso di esse opera in tutte le regioni italiane; ha un proprio centro distributivo; fuori dal territorio italiano è presente in Albania, Cina, Hong Kong, Kosovo, Serbia, Malta e San Marino. Storia. 1962-1990. Il consorzio Conad viene fondato a Bologna, nell'ambito di Confesercenti, il 13 maggio 1962 da 14 gruppi d'acquisto dell'Italia settentrionale, come struttura di coordinamento. Nel 1964 è approvato il marchio Conad: monocolore azzurro che raffigura Mercurio il dio del commercio, circondato da un doppio anello con la scritta Conad. Nascono i primi prodotti a marchio, con nomi di fantasia: Dorita, Sabrina, Dana, Union e Marinel. Il primo prodotto a marchio è il detersivo per lavatrice Union. Nel 1971 si definisce il marchio Conad accompagnato da una margherita, una politica di vendita e promozione comuni, nonché la razionalizzazione e le fusioni dei gruppi di acquisto. A Bologna, nel quartiere Fossolo, è inaugurato il primo supermercato Conad, di 400 m quadri. È l’unico esempio di centro di vicinato in Italia gestito da una società che riunisce sette commercianti. Nel 1974 Conad è presente in tutte le regioni italiane e nell'anno successivo raggiunge il maggior numero di associati della sua storia: 196 gruppi e 19.471 dettaglianti. Apice che coincide con l’avvio di una politica di selezione e di concentrazione. Nel 1978, al seminario sul marchio Conad, a Firenze, viene presentata un'articolata strategia di marketing per il prodotto a marchio che prevede l'abbandono dei nomi di fantasia in favore del logo unico di catena, una nuova immagine grafica unitaria, la revisione del posizionamento qualitativo, la razionalizzazione dell'assortimento e nuove strategie promozionali. Si realizza la prima azione di marketing integrato produzione-distribuzione affiancando i prodotti a marchio a marche leader. Negli anni ottanta inizia la modernizzazione della rete di vendita e nel 1988 si procede a una prima differenziazione delle insegne: Conad per i supermercati e Margherita Conad per le superette. Nel marzo 1989 nasce Bene Insieme, "la rivista del consumatore italiano" ed era, come oggi, distribuita gratuitamente. Ancora oggi la rivista viene pubblicata a cadenza mensile. Gli argomenti principali della rivista sono: cucina, benessere, bellezza, salute, tendenze, proposte di viaggio, psicologia, curiosità e consigli. 1990-2000. Nel 1990 la cooperativa si lancia nel settore degli ipermercati, creando il marchio Pianeta Conad, aprendo il primo punto vendita a Modena. In totale verranno aperti 11 punti vendita. Nello stesso anno venne introdotta la Conad Card, carta di pagamento collegata inizialmente al circuito Visa, successivamente divenuta Carta Insieme Più Conad Card. Nel 1995 i prodotti a marchio Conad passano dall'essere 250 referenze nel 1990, a 1000 referenze. Nel 1996 Conad risponde alla domanda di sicurezza dei consumatori studiando il nuovo marchio di garanzia Percorso Qualità Conad, apposto all’ortofrutta e alle carni prodotte e controllate in tutte le fasi della filiera secondo specifiche linee guida Conad. Nel 1997 venne introdotto un programma di fidelizzazione della clientela, attraverso la Carta Insieme, valida per accumulare punti spesa per richiedere i premi inseriti all'interno del Catalogo Immagina e per usufruire delle offerte dedicate. Nel settembre dello stesso anno nasceva il sito internet www.conad.it che presentava in un primo momento l'azienda, le cooperative, i punti di vendita, i prodotti e le offerte. 2000-2010. Nel 2000 viene introdotta la linea di prodotti Conad da Agricoltura Biologica. Nel 2001 nasce la nuova linea Sapori&Dintorni Conad, primo marchio privato della distribuzione a valorizzare i prodotti tipici italiani. Nel 2001 Conad inizia una collaborazione con il gruppo francese E. Leclerc per la gestione degli ipermercati creando l'insegna E.Leclerc Conad. Nel 2002 la partnership Conad - E. Leclerc entra nella fase operativa con la costituzione di Conalec, società licenzataria per dieci anni del marchio E.Leclerc in Italia, che ha avuto il compito di regia nello sviluppo degli ipermercati in Italia. Nel 2011, alla scadenza del contratto decennale di Conalec, Conad e E.Leclerc rinnovano l'accordo per lo sviluppo degli ipermercati di Conad, valido per un altro decennio. Questa joint venture si scioglierà però nel 2014 dopo che i francesi lasciarono l'alleanza paneuropea Core, e Conad provvederà a rinominare le grandi superfici a seconda della dimensione in Conad Superstore e Conad Ipermercato. Il primo punto vendita ad aprire con l'insegna Conad Ipermercato si trova nel centro commerciale Quasar Village a Corciano (PG) ed è stato inaugurato il 25 settembre 2014. Nel 2005 viene fondata l'alleanza europea Coopernic (assieme al gruppo tedesco Rewe, il gruppo francese E.Leclerc, la Coop Svizzera e il belga Colruyt) con sede a Bruxelles. Nel novembre 2005 Conad ha aperto il primo impianto di Distribuzione Carburanti a marchio Conad Self 24h, nell'E.Leclerc Conad di Gallicano (LU). A marzo 2022 il numero di questi distributori sale a 48. Nel 2006, vengono inaugurate negli ipermercati E.Leclerc Conad di Modena e Bologna le prime Parafarmacia Conad. Nel 2007 viene sperimentato a Bologna il meccanismo di vendita Conad 24 su 24, un distributore automatico in grado di fornire prodotti di prima necessità anche di notte. Nel 2008 viene creato Conad Servizi Assicurativi attraverso cui Conad offre servizi di assicurazione per veicoli, abitazioni, viaggi, salute, animali, infortuni, sicurezza digitale e vita. Nel 2008 Conad realizza una linea di prodotti tipici italiani col marchio Creazioni d'Italia destinati esclusivamente al mercato estero in esclusiva ai partner di Coopernic. Dal 2013 i prodotti Creazioni d'Italia, a seguito dell'uscita di Conad da Coopernic, sono venduti in esclusiva per i partner di Core. Nel maggio 2009 viene introdotta una nuova linea di prodotti dedicata ai bambini di età compresa fra i 6 e i 10 anni: Conad Kids. Questi prodotti erano caratterizzati dalla presenza del leoncino "Leo" sulle confezioni. Le referenze presenti erano nutrizionalmente bilanciate e arricchite da vitamine, senza coloranti, senza conservanti e con ingredienti 100% naturali. La linea è confluita nei prodotti a marchio Conad a partire dal 2018, con il rifacimento dell'imballaggio. Nel 2010 viene lanciato il nuovo formato Ottico Conad. Nello stesso anno si ha l’inaugurazione, a Firenze, dei primi due store Sapori&Dintorni Conad dedicati ai prodotti tipici regionali. 2010-2020. Nel dicembre 2011 Conad acquisisce dal gruppo Rewe 43 punti vendita Billa in: Abruzzo, Emilia-Romagna, Lazio, Marche, Piemonte, Puglia, Sardegna, Toscana, Umbria,Veneto e Friuli Venezia Giulia, con il cambio effettivo delle insegne a partire da giugno 2012. Nel 2012, in occasione del 50º anniversario di Conad e dell’Anno Internazionale delle Cooperative proclamato dalle Nazioni Unite, Conad ha voluto promuovere un progetto di cultura d’impresa che prevedeva diverse iniziative. Tra di esse, la mostra fotografica itinerante “Italiani nel dettaglio. Cinquant’anni di cooperazione tra dettaglianti”. La mostra è stata inaugurata a Bologna, presso Sala Borsa l'11 maggio 2012, per poi toccare le principali città italiane nei mesi successivi, con l'intento di indagare l’evoluzione degli stili di vita del Paese con immagini storiche estratte dagli archivi di Conad e da altre fonti. È stata esposta una selezione delle oltre duemila fotografie di famiglia pervenute attraverso il concorso fotografico promosso da Conad dal 7 marzo al 20 aprile 2012. Immagini scattate sul territorio nazionale nel decennio 1960-1969, che costituiscono una testimonianza della vita quotidiana dell'Italia in un decennio che ha cambiato per sempre le aspirazioni, i costumi, le relazioni private e pubbliche. Ad accompagnare l'anniversario ci furono campagne stampa, radio e tv. Nello stesso anno apre la prima Cremeria Sapori&Dintorni Conad, nell'E.Leclerc Conad di Rimini. Questo corner, presente negli ipermercati, propone gelati artigianali preparati sul posto. Sempre nello stesso anno, Conad, con il patrocinio della Regione Umbria e del Comune di Perugia, dà vita a Conad Jazz Contest. Nel febbraio 2013 si ha l'uscita da Coopernic delle società di Conad, Colruyt, Coop Svizzera e REWE Group. Nello stesso mese si ha la fondazione di Core, alleanza presente in 18 paesi europei, con una rete di vendita che fa capo a circa 20 mila negozi, formata da Colruyt (Belgio), Conad (Italia), Coop Suisse (Svizzera) e Rewe Group (Germania). Il 23 luglio 2018, rileva in affitto anche sei ipermercati appartenenti al gruppo Finiper situati in Abruzzo, Marche e Friuli-Venezia Giulia rinominandoli Iper Conad e successivamente Spazio Conad dal 2020. Nel maggio 2019, rilevando le attività italiane della francese Auchan (Auchan Retail Italia) con un investimento di un miliardo di euro, Conad diventa il primo gruppo della grande distribuzione in Italia con una quota del giro d'affari che nel settore si attesterà attorno al 18% lasciando così Coop al secondo posto con il 13,7%. Conad ha acquisito da Auchan 46 ipermercati ad insegna Auchan e circa 230 supermercati ad insegna Simply, IperSimply, Auchan Supermercato e MyAuchan, pari alla quasi totalità delle sue attività in Italia, rinominando le superfici con il nome Spazio Conad. Questa nuova insegna della rete di vendita, introdotta per la prima volta a novembre 2019 nel Centro Commerciale Collatina a Roma, è stata appositamente realizzata per rilanciare la rete degli ex ipermercati Auchan. Nel corso del 2020, tutti gli ipermercati Conad Ipermercato e Iper Conad sono stati rinnovati cambiando insegna in Spazio Conad. 2020-oggi. Nel 2020 Conad rinnova il marchio Insieme per l'ambiente, utilizzato sin dal 2009, con il marchio Sosteniamo il futuro tramite il quale realizza azioni per il rispetto dell'ambiente come l'utilizzo di imballaggi riciclabili, da fonti rinnovate e biodegradabili, il sostegno alla filiera e ai territori, l’efficientamento dei punti di vendita e l’ottimizzazione della logistica. In occasione del 60º anniversario, Conad, attraverso "Rete Clima" (ente non profit), ha piantato 20.000 alberi in tutta Italia (1.000 per ogni regione), per combattere la deforestazione. Organizzazione. Cooperative associate. Conad Centro Nord, sede centrale: Caprara di Campegine (RE); province di Bergamo, Brescia, Cremona, Lecco, Lodi, Mantova, Milano, Parma, Pavia, Piacenza, Reggio Emilia e Varese; Commercianti Indipendenti Associati, sede centrale: Forlì; San Marino e province di Ancona, Belluno, Como, Forlì-Cesena, Ferrara, Gorizia, Padova, Pesaro-Urbino, Pordenone, Ravenna, Rimini, Sondrio, Treviso, Trieste, Udine e Venezia; PAC 2000A, sede centrale: Perugia, Z. Ind. Ponte Felcino; province di Avellino, Benevento, Caserta, Catanzaro, Cosenza, Crotone, Frosinone, Latina, Napoli, Perugia, Reggio Calabria, Rieti, Roma, Salerno, Terni, Vibo Valentia, Malta, Sicilia; Conad Adriatico, sede centrale: Monsampolo del Tronto (AP); Albania e province di Ancona, L'Aquila, Ascoli Piceno, Bari, Brindisi, Campobasso, Chieti, Fermo, Foggia, Isernia, Lecce, Macerata, Matera, Pescara, Potenza, Taranto e Teramo; Conad Nord Ovest, operativa dal 1º ottobre 2019 e nata dalla fusione tra Conad del Tirreno e Nordiconad. Dal 2004 è stata stipulata un'alleanza col gruppo DAO, con sede a Lavis (TN), che è distributore Conad per il Trentino-Alto Adige. Ex cooperative associate. Nordiconad (dal 1º ottobre 2019 fusasi in Conad Nord Ovest), sede centrale: Modena; province di Alessandria, Aosta, Asti, Biella, Bologna, Bolzano, Cuneo, Ferrara, Genova, Imperia, Mantova, Modena, Novara, Rovigo, Savona, Torino, Trento, Verbano-Cusio-Ossola, Vercelli e Verona; Conad del Tirreno (dal 1º ottobre 2019 fusasi in Conad Nord Ovest), sede centrale: Pistoia; province di Arezzo, Cagliari, Firenze, Grosseto, La Spezia, Livorno, Lucca, Sud Sardegna, Massa-Carrara, Nuoro, Oristano, Pisa, Pistoia, Prato, Roma, Sassari, Siena e Viterbo; Conad Sicilia (dal 1º marzo 2020 fusasi in Pac 2000A), sede centrale: Partinico (PA); Malta, intera Sicilia e Reggio Calabria. Dati economici. Nel 2022 il fatturato ha raggiunto i 18,49 miliardi di euro (+8,7% rispetto al 2021) con 74.432 dipendenti e una quota di mercato del 14,96%. I soci sono 2.176. Rete di vendita. Conad utilizza su tutto il territorio nazionale, attraverso le cooperative associate, i seguenti marchi suddivisi in base a dimensioni e servizi offerti: Ipermercati, supermercati e negozi di prossimità. Margherita Conad per le superette più piccole e i cosiddetti "negozi sotto casa" con superficie media di 140 m2; Conad City per le superette di maggiori dimensioni e i supermercati "di quartiere" con superficie media di 347 m2; Sapori&Dintorni - Conad per i supermercati presenti nelle principali città d'arte italiane, vetrina delle eccellenze regionali italiane, dove trovare il meglio delle specialità tipiche con superficie media di 467 m; Conad per i supermercati di medie dimensioni con superficie media di 845 m2; Conad Superstore per i superstore e i piccoli ipermercati con superficie media di 1.834 m2; Spazio Conad per gli ipermercati con superficie media di 4.770 m2; Todis per i discount con superficie media di 594 m2. Corner e negozi specializzati. All'interno od in prossimità dei punti vendita possono essere presenti negozi specializzati in vari servizi: Parafarmacia Conad per le parafarmacie presenti all'interno degli ipermercati Spazio Conad o all'interno dei centri commerciali dove è presente l'ipermercato; Pet Store Conad per i negozi specializzati negli animali; Conad Self 24h per i distributori di carburanti a marchio Conad; Ottico Conad per i centri di ottica, specializzati in vendita di occhiali da sole e da vista, completi di laboratorio per effettuare controlli al cliente, presenti all'interno degli ipermercati Spazio Conad o all'interno dei centri commerciali dove è presente l'ipermercato. Alla fine del 2022 la rete di vendita era composta da 3.328 punti vendita. Centri distributivi. Per movimentare oltre 500 milioni di cartoni ogni anno la rete logistica di Conad è formata da 54 centri logistici (922437 m2). Internazionalizzazione. Oltre alla tradizionale presenza della cooperativa Commercianti Indipendenti Associati nella San Marino, Conad ha avviato altre iniziative di internazionalizzazione: dal 2006 Conad Adriatico è presente anche in Albania nelle principali città (tra cui: Tirana, Durazzo, Berat, Kavaje, Kashar, Lushnje e Valona), dove presto aprirà anche due ipermercati e un cash and carry a Tirana; Conad Sicilia dal 2006 ha promosso lo sviluppo all'estero, nella vicina isola di Malta, associando un imprenditore locale, proprietario di una catena di 7 punti vendita. Prodotti a marchio Conad. Conad sviluppa un'ampia gamma di prodotti a marchio. Marchi area alimentare: Conad, Conad Piacersi, Conad Baby, Conad Alimentum, Sapori&Dintorni Conad, Sapori&Idee Conad, Verso Natura Bio Conad, Verso Natura Veg Conad, Verso Natura Equo Conad, 11 Paralleli, PetFriends Conad. Marchi area non-alimentare: Conad Essentiae, Verso Natura Eco Conad, Parafarmacia Conad, PetFriends Conad, Conad Baby. Altre attività. Conad INSIM. Il 31 marzo 2008 il consorzio lancia Conad INSIM, operatore virtuale di sua proprietà. Il servizio si appoggiava alla rete di Vodafone e dal 2009 alla rete di 3. I servizi Conad INSIM erano inizialmente disponibili in oltre 1.400 punti vendita delle (allora) diverse insegne del gruppo: Margherita Conad, Conad, e E.Leclerc Conad. Non è più attivo dal 1º novembre 2009. Bene Insieme. Nel marzo 1989 Bene Insieme nasceva come "la rivista del consumatore italiano" ed era, come oggi, distribuita gratuitamente. L'allora Presidente di Conad, Enrico Gualandi, ne faceva orgoglioso annuncio descrivendolo come "un importante avvenimento nel panorama editoriale del nostro Paese". Per la grande distribuzione era, infatti, una novità. Ancora oggi la rivista viene pubblicata a cadenza mensile (tranne nei mesi estivi dove le edizioni di luglio e agosto vengono raggruppate in un'unica pubblicazione) per un totale di 11 numeri l'anno. Negli anni, Bene Insieme ha saputo rinnovarsi con le tendenze, a partire dalla veste grafica, per essere sempre in linea con le riviste vendute in edicola. Gli argomenti principali della rivista sono: cucina, benessere, bellezza, salute, tendenze, proposte di viaggio, psicologia, curiosità e consigli. Radio Bene Insieme. Radio Bene Insieme è la radio instore che trasmette da maggio 2011 nei punti vendita Conad le promozioni e notizie legate al mondo Conad, ma anche musica, rubriche e curiosità legate ai temi della rivista. Insieme per la Scuola. Nel 2012 Conad crea il progetto Insieme per la Scuola. L’iniziativa nasce per dotare di attrezzature informatiche e multimediali le scuole primarie e secondarie di primo grado, pubbliche e private paritarie, coinvolgendo gli alunni e le loro famiglie in una raccolta punti. A fronte della spesa effettuata, i clienti ricevono un buono da consegnare all’istituto scolastico preferito. Raccogliendo i buoni Insieme per la Scuola, le scuole possono richiedere gratuitamente le attrezzature presenti nel catalogo premi. Nel 2014 ha preso avvio Scrittori di Classe, concorso che permette agli studenti delle scuole primarie e secondarie di primo grado, pubbliche e private paritarie, di realizzare dei racconti a tema (l'argomento varia ogni anno e può andare dai fumetti, ai racconti fantasy, a racconti sullo sport, sull'ambiente e in generale tematiche idonee allo sviluppo intellettuale dei bambini). Le classi vincitrici vedono di volta in volta la pubblicazione di libri con i loro racconti all'interno, disponibili dopo la stampa, nei punti vendita Conad. Il progetto ha visto coinvolti negli anni più di 141.000 classi, distribuito 20 milioni di libri e 225 mila premi per un valore di oltre 31 milioni di euro. Conad Jazz Contest. Dal 2012 Conad, con il patrocinio della Regione Umbria e del Comune di Perugia, ha dato vita a Conad Jazz Contest. Il concorso, aperto a solisti e gruppi emergenti, ma anche ad autori di progetti originali nell’ambito jazzistico, ha come principale obiettivo quello di dare ad alcuni giovani artisti italiani un nuovo spazio di visibilità. I partecipanti devono essere liberi da contratti discografici o editoriali in corso. Tutti gli iscritti al Contest sono valutati da due giurie: una giuria tecnica e una giuria popolare. In palio ci sono l’esibizione su alcuni dei più prestigiosi palchi jazz d’Italia, sostegni economici alla carriera e opportunità formative. Alleanze. Conad aderisce all'ANCD (Associazione Nazionale Cooperative di Dettaglianti) della Lega delle Cooperative. Ha fondato nel 2005 l'alleanza europea Coopernic (assieme al gruppo tedesco Rewe, il gruppo francese E.Leclerc, la Coop Svizzera e il belga Colruyt) con sede a Bruxelles. Nel febbraio 2013 si ha l'uscita da Coopernic delle società di Conad, Colruyt, Coop Svizzera e REWE Group. Nello stesso mese si ha la fondazione di Core, alleanza presente in 18 paesi europei, con una rete di vendita che fa capo a circa 20 mila negozi, formata da Colruyt (Belgio), Conad (Italia), Coop Suisse (Svizzera) e Rewe Group (Germania). Nel 2006 ha fatto parte con un contratto quinquennale, assieme al gruppo Rewe e al gruppo Interdis (VéGé), di una centrale, Sicon, conclusasi nel 2012. Nel 2012 ha collaborato con la Coop Italia per comprare un ramo d'azienda del gruppo Aligrup, che in Sicilia gestiva supermercati ad insegna Despar. Nel 2020 ha attivato una breve collaborazione con Il Giornale e con la startup spagnola Glovo, conclusasi nel novembre dello stesso anno. Nel 2014 Conad ha accolto l'invito di Affari&Finanza per partecipare a Osserva Italia con la rubrica Osserva Consumi, un approfondimento finalizzato ad alimentare la cultura dei consumi in Italia. Grazie alla capillare presenza dei propri soci imprenditori sul territorio, Conad è in grado di analizzare nel mercato i nuovi comportamenti di acquisto per aiutare a comprendere l’evoluzione della società e il suo sviluppo. Dal 23 febbraio 2022 le 5 cooperative associate a Conad aderiscono a Confcommercio. Slogan. 1970-1980: Qualità, risparmio e un buon consiglio in più; 1980-1984: Conad sceglie bene. E a te conviene; 1984-1991: Supermercati, negozi e fantasia; 1991-1993: Al Conad ci si torna; 1993-1995: I sapori della tua tavola; 1995-1997: Nella sua storia la vera differenza; 1997-2000: Dove ognuno diventa qualcuno; 2000-2004: La qualità lascia il segno; 2004-2006: Questo è Conad; 2006-2013: Artisti nella Qualità, Maestri nella Convenienza; 2013-oggi: Persone oltre le cose.”) o magari per risparmiare sulla spesa quotidiana andava a Penny Market (“Penny Market è una catena tedesca di supermercati discount, presente in UE con oltre 3000 punti vendita; appartiene al gruppo Rewe; nel corso di un processo di espansione internazionale, nell'estate 1994 è stata costituita la Penny Market Italia S.r.l. in compartecipazione con Esselunga S.p.A. Nel 1994 viene aperto il primo punto vendita Penny Market a Cremona. Nel 1999 Esselunga esce dal capitale di Penny Market Italia e la società passa sotto il controllo totale del gruppo REWE. A partire dal 2000 inizia un'aggressiva politica di espansione con l'acquisto di una cinquantina di punti vendita di dimensioni medio-piccole dalla Plus Italia, situati in Liguria, Toscana e Umbria. Alla fine del 2014, il logo aziendale inizia a cambiare nel resto d'Europa, diventando "PENNY.", rimanendo però invariato in Italia dove viene mantenuto il nome Penny Market. Il nuovo logo è caratterizzato dalla dicitura PENNY in colore bianco su sfondo rosso, con un puntino giallo. Dal 14 aprile 2022, anche in Italia il logo "PENNY." sostituisce la vecchia insegna Penny Market. Dopo aver rilevato a ottobre 2017 da Tuodì 7 negozi in Liguria per 9,2 milioni di euro, è presente in Italia con 357 punti vendita distribuiti in 17 regioni, serviti da 7 centri di distribuzione. Diffusione nel mondo. La catena è presente in Germania, Austria, Italia, Repubblica Ceca, Ungheria ed in Romania. In Germania e in Austria viene usato il nome Penny Markt. In Romania sono presenti anche alcuni ipermercati, con insegna Penny Market XXL.”))), ma sappiamo che i grandi geni quando invecchiano divengono pure “saggi”)... notando che gli stupidi auto stimandosi possono di più nell'immediato ed invece gli intelligenti comunque possono di più a lungo andare, sostenuto questo pure da B. Russell che scrisse “The fundamental cause of the trouble is that in the modern world the stupid are cocksure while the intelligent are full of doubt” (“La causa fondamentale dei problemi è che nel mondo moderno gli stupidi sono sicuri di sé mentre gli intelligenti sono pieni di dubbi”), per cui con maggior intelligenza od Intelligenza affermiamo che sicuramente tre sono le cose Infinite ossia l'Ignoranza, la Koglioneria e la Criminalità, IKC, anche quando l'ignoranza è koglioneria-criminalità, la koglioneria è ignoranza-criminalità e la criminalità è ignoranza-koglioneria)... 


per cui messi insieme gli uni, gli altri e gli altri ancora, dalla più pura e disarmante innocenza alla più calcolata e sperimentata criminalità, dal carnevale alla quaresima e dalla quaresima al carnevale, da Capodanno a San Silvestro e da San Silvestro a Capodanno, dal minimo al massimo in ogni direzione dimensione qualità e quantità, tutto sommato-sottratto-moltiplicato-diviso ed integrodifferenziato, si può dire che... Ho visto cose che voi Umani non potete neppure immaginare... Ho visto una flotta di ottocentosettanta milioni di navi bruciare a Heavenport in orbita siriana nella costellazione che voi chiamate del Cane Maggiore… Ho visto l’oceano di fuoco di un’esplosione inghiottire in un momento un pianeta con duemilacinquecento miliardi di abitanti ad Ophiuchi A… Passando al largo della variabile Lyrae, ho assistito allo spettacolo di cento milioni di cannoni ad annichilazione materia-antimateria sparare contemporaneamente, dove ognuno di essi aveva una potenza sufficiente ad incenerire in pochi minuti il vostro sistema interplanetario… A beta Hydri, la struttura bio-neurobotica-robotica Noarchen A1000H, con seicentomila miliardi di elaboratori satelliti ausiliari, governa un mondo di quattrocentocinquanta miliardi di esseri, quando il vostro più potente elaboratore con 10 mila miliardi di processori, come voi chiamate i sottosistemi neurobotici, non è che un giocattolo per trastullarsi… Ho visto la vita o la “vita” sorgere e baluginare in milioni di forme diverse nella notte cosmica, e l'intelligenza e la potenza progredire in mille mondi lontani, e spesso sprofondare e spegnersi tra le stelle… Ho visto ottantadue milioni di navi, grandi come la vostra Luna, precipitarsi verso l’orizzonte del buco nero a Cygnus X-1 vicino alla Croce del Nord nella costellazione del Cigno, lanciare nel buio un bagliore di energia insostenibile e sparire nel vuoto del nulla più denso di una stella, per rinascere in un altro universo che il vostro pensiero non potrebbe nemmeno pensare… La Terra è ancora giovane, gli umani sono dei bambini, ed i vostri Dei giocano ancora con le stelline ed i palloncini nella loro culla… Quando vedrete trascinare un sistema stellare, con milleduecento pianeti popolati da civiltà di centinaia di milioni di anni, dal centro alla periferia della galassia, allora avrete dimenticato persino il vostro nome… la vostra origine… il vostro pianeta... ed “oso dire” persino il vostro Pensiero Matematico… (“La Potenza della galassia”)... per risorgere ancora  e sempre in un Cielo nuovo e su un'altra Terra creati da un altro Pensiero Matematico... Seppure…, sì…  eppure ci sarà e non ci sarà mai niente di nuovo sotto i Soli... ed ogni volta la nuova Gerusalemme scenderà dal Cielo sotto la stessa Idea e con la forza dello stesso Pensiero, ma c'è chi crede che, oltre a Copernico-Galileo-Cartesio-Newton-Lagrange-Laplace, sarà, più che la nuova fisica o la nuova biologia, proprio il nostro pensiero matematico sorreggente l'ingegneria elettronica, o come si chiamerà, che coi secoli creerà una nuova Gerusalemme celeste-terrestre-”interplanetaria”, ed una nuova specie di vivente (Adamo 2) con una nuova visione del mondo; 


in un mio libro di semplice lettura (romanzo di scienza-fantascienza) dal titolo “Anno 2099, sabotaggio alieno” ho scritto: “Da alcuni messaggi trasmessi dalle navi, in particolare da Galileo 9 e da Mercury 8, abbiamo dedotto che i padri, i costruttori, gli istruttori ed i programmatori di USAC, ossia la mente di USAC, ritengono la vita biologica e la vita intelligente terrestre ancora all’inizio del suo lungo cammino di evoluzione verso le più alte, o meglio le più basse, vette entropiche dell’informazione e dell’astrazione, e dunque troppo presuntuosa ed ambiziosa per ritenersi matura di espandersi oltre la sua originaria culla planetaria, per cui sarebbero intervenuti, tramite USAC, modificandone i progetti di colonizzazione. A giudizio di questa evoluta civiltà, o del suo rappresentante... che potremmo chiamare pure la Potenza o l’Intelligenza della galassia... noi uomini ci troveremmo nella primitiva fase in cui gli organismi biologici, ovvero le lunghe sequenze genetiche autoreplicantesi e protette dentro complicati, ridondanti, astrusi, macchinosi ed anche  bizzarri sistemi biologici ed organismi, starebbero per entrare in combinazione ed in simbiosi con le macchine progettate dai loro stessi cervelli inizialmente evolutisi solo per meglio garantirne la sopravvivenza differenziale, all’inizio generando così le più elementari biomacchine ossia i diversificati biorobot; mentre la fase successiva, o la fase più avanzata di questi processi, sarebbe quella di realizzare il pensiero logico matematico, la  ragione, lo spirito e l’intelligenza, tramite una struttura assai più astratta del cervello biologico, la quale ultima per esistere ha bisogno solo relativamente delle tecniche genetiche e biochimiche, degli organismi biologici e dei sistemi ingegneristici, fisici, meccanici, termodinamici ed elettromagnetici.. ed evolventesi poi...” “Interessante”, intervenne il comandante Powell, quasi interrompendo il misterioso e profondo discorso di Forrester, “tutto molto interessante... ma veniamo ad argomenti più utili ed attuali... Per esempio, quando SIO sarebbe stato sepolto sull’Olimpo?... E da chi, più precisamente?... Pensando a questa circostanza mi è venuto in mente che, mentre la sfera del corpo nero esterno non sarebbe altro che solamente un perfetto ed indistruttibile guscio per isolare l’interno e contemporaneamente per assorbire l’energia necessaria e permettere la trasmissione delle radiazioni elettromagnetiche, l’interno potrebbe contenere un sistema tecnologico futuribile e molto lontano dalle nostre attuali possibilità, probabilmente basato su una tecnica di produzione e di elaborazione del pensiero e dell’informazione supportata da una struttura atomica e molecolare, o forse addirittura subatomica di fermioni e bosoni, nella quale non è più possibile separare il sistema biologico da quello ingegneristico tecnologico, né tale separazione avrebbe senso; oppure potrebbe trattarsi di una tecnologia ancora più evoluta, e difficile per noi da immaginare, dove il pensiero e la sua elaborazione sono direttamente in corrispondenza, o sono immediatamente rappresentati nella struttura del binomio spazio-tempo e massa-energia, andando dunque ben oltre le fasi ed i sistemi dei calcolatori elettroottici tradizionali e dei calcolatori quantistici tradizionali. Tutte le alterità ed i dualismi del nostro pensiero filosofico, ad iniziare da pensiero ed essere di origine platonica, nel loro tendere a limiti asintotici sarebbero qui giunti ad un avanzato stadio di corrispondenza e di fusione. Il sistema ed il programma USAC potrebbero essere ancora più vasti e pericolosi per le nostre società interplanetarie di quanto sospettiamo oggi...”, però come qui nota il lettore, Forrester nel 2099 ad Aresia o nel 2135 su Polaris II, non avrebbe sprecato troppo il suo cervello per pensare... seppure si tratti solo di un romanzo), mentre, continuando, le teorie meccanica, termodinamica ed elettromagnetica essendo più corrette e trovando pure “qualche” applicazione non potranno essere trattate se non nei soli libri di testo (ma, per esempio, se d’un tratto venissero meno tutte le applicazioni elettromagnetiche-elettriche-elettroniche-circuitali dei sistemi basati sull’elettromagnetismo, allora le equazioni di Maxwell diverrebbero all’istante una questione di “grande cultura” 


(trovandovi pure una filosofia della natura coi suoi modi di essere di evolvere e procedere, una filosofia del mondo e pure una filosofia della vita o "vita") 


ancor più delle “inutili” equazioni della termodinamica degli stati di non equilibrio, o, che so, dico solo per esempio, dell’architettura di Luxor (museo a cielo aperto dell'antico Egitto) e dell’entropia S=H legata I al “lavoro” nella piana di Giza, e come pure la logica e l’algebra di Boole non venendo più implementate tramite reti logiche diverrebbero “cultura” come lo è da ormai 2 millenni il sillogismo aristotelico (come detto incompleto per non dire sbagliato; oggi il sillogismo categorico classico-medioevale andrebbe studiato solo entro una storia della logica e della matematica, poichè introdurre e studiare la dottrina-teoria sillogistica fuori dall'ambito storico ad esempio in teoria del calcolo o in teoria delle macchine-reti numeriche “sequenziali” sarebbe come introdurre e studiare le macchine di Leonardo da Vinci entro Meccanica delle macchine (!) o come introdurre le prescrizioni di Vitruvio entro Architettura tecnica (!); ribadiamo che la logica, a parte i precorrimenti di Crisippo o Platone o loro contemporaneità (dato che Crisippo di Soli visse circa 280-204 a. C. e le circa 700 sue opere sono andate tutte perse), si trova formalmente nell'Organon di Aristotele-Aristoteles (ossia Analitici primi (2 libri), Analitici secondi (2 libri), Categorie (1 libro), De Interpretazione (1 libro), Topici (8 libri), Confutazioni sofistiche (1 libro)) onde studiare ed elencare i modi corretti di ragionamento che nel discorso contengono proposizioni, non certo le verità degli oggetti A, B, C, …, o delle proposizioni, ma solo il corretto collegamento ed implicazione tra A, B, C, …, partendo da principi identità (A=A), non contraddizione (A e nonA è una contraddizione ossia non è possibile affermare la verità di A e di nonA), terzo escluso (in una proposizione dato A lo si può affermare o negare senza altra possibilità, ma la negazione del terzo escluso era partita (già in Aristotele) dal riconoscimento che l'essere A non uguale a B è diverso che l'essere A diverso da B dato che se A è diverso da B allora A è certamente non uguale a B ma da A non uguale a B non si deduce che A è diverso da B bensì solo che non è uguale), ma riassumendo in particolare l'opera logica aristotelica aggiungiamo che la complessa costruzione di metafisica-fisica ha richiesto ad Aristotele la fondazione di una logica ben descritta nelle sue opere di logica, iniziando dal concetto di termine (che troviamo nelle Categorie) e di proposizioni (in Interpretazioni), la predicabilità-universalità dei concetti (comprensione ed estensione, universali e particolari, qualità e quantità, e riguardo tale predicabilità essi sono raggruppati in 5 classi (genere di un oggetto, specie, differenza, proprietà, accidenti) e riguardo al loro contenuto si suddividono in 10 categorie (sostanza e vari tipi di accidenti)), trattando poi la struttura sillogistica comune a tutti i ragionamenti coerenti-corretti-formalmente validi (negli Analitici primi), i requisiti perchè un ragionamento-proposizione formalmente corretto sia anche vero (negli Analitici secondi), poi i caratteri dei ragionamenti formalmente corretti ma difettosi circa la dimostrazione matematica (ad esempio perchè le premesse sono dubbie, che troviamo in Topici e Confutazioni sofistiche), portando ciò alla formulazione della teoria del sillogismo che egli riteneva valida per ogni tipo di ragionamento ed inferenza logica (definendo, come scritto altrove, tutte le forme di sillogismo con le relative figure), in cui ogni sillogismo legante in modo formalmente corretto la conclusione con le premesse garantisce la verità della conclusione solo partendo da premesse vere il qual fatto richiede a monte l'applicazione di altri sillogismi, di una catena cioè di sillogismi che Aristotele ritiene non possa essere infinita (ma abbiamo scritto anche dei regressi infiniti innocui e dei regressi infiniti errati) per cui onde terminare la catena di sillogismi (o catena effetti-cause) occorre giungere a premesse incondizionatamente vere non richiedenti dimostrazione, che sono garantite da altri principi quali il principio di non contraddizione PNC, di identità PI, e del terzo escluso PTE del tipo aut-aut, o-o, senza terza alternativa); 


secondo l'opinione comune e più o meno secondo l'opinione corrente degli intellettuali la cultura sarebbe l'espressione di sé mediante il linguaggio, oppure quanto occorre alla formazione intellettuale-morale-sociale dell'individuo, od anche l'intero patrimonio delle conoscenze acquisite tramite studio-esperienza in campo artistico-scientifico ma pure in campi meno generali e più specialistici, od antropologicamente la cultura sarebbe il complesso delle manifestazioni materiali-spirituali-sociali di un popolo nelle varie fasi della sua evoluzione storica ma pure il complesso di creazioni-tecniche-manufatti di una civiltà, però cambierà qualcosa quando la cultura sarà pensata  quale rappresentazione del mondo CPR mediante la matematica; inoltre mentre sono presenti in libreria libri non di testo che trattano della logica, altri della natura animata ed inanimata, altri ancora della cultura classica (per molte e sagge persone, è proprio in quel tempo “classico” che l'uomo ha trovato l'humus e ha vissuto il miglior tempo della sua evoluzione, ma i biorobot (o come si chiameranno nei millenni e millenni a venire), invece di pensare che lo studio e conoscenza della realtà-natura e lo sviluppo di innumerevoli  tecniche-tecnologie abbia compromesso od adulterato l'essenza od “essenza” e la realtà vera dell'uomo (in tal senso, però, l'invenzione di strumenti di selce ed ossidiana, o prima ancora l'istinto di brandire un osso di uno scheletro umano usandolo come clava per addomesticare la natura ma pure contro altri pitecantropi (come vediamo in 2001 A Space Odyssey (2001 Odissea nello spazio di Kubrick-Clarke) da parte di un evoluto pitecantropo, ed in cui il rapporto (causale e temporale) di successone diretta clava-Discovery già mostra il tragitto dell'evoluzione del mondo e della specie; 


ma, a scopo di chiarimento, da Wikipedia brevemente riportiamo la trama di questo romanzo-film “2001: Odissea nello spazio (2001: A Space Odyssey) è un film del 1968 prodotto e diretto da Stanley Kubrick, scritto assieme ad Arthur C. Clarke, che produsse il soggetto e, sulla medesima traccia, scrisse il romanzo omonimo pubblicato nello stesso anno. Colossal di fantascienza ambientato in un vicino futuro distante solo 31 anni, tocca temi come l'identità ed il destino della specie e natura umana ed il ruolo della conoscenza e della tecnica-tecnologia. Per quanto l'ispirazione provenga dal racconto del 1948 La sentinella di Clarke, lo scrittore ha ammesso che La sentinella assomiglia a 2001 "come una ghianda assomiglia ad una quercia adulta". Il film è considerato un capolavoro della storia del cinema e ne costituisce una svolta epocale, anche al di fuori del genere fantascientifico. Nel 1991 la pellicola è stata giudicata di rilevante significato estetico, culturale e storico, ed inserita nella lista di film preservati nel National Film Registry della Biblioteca del Congresso degli Stati Uniti. Nel 1998 l'American Film Institute l'ha inserito al 22° posto della classifica dei migliori 100 film statunitensi di tutti i tempi, mentre dieci anni dopo, nella lista aggiornata, è salito al 15° posto. Lo stesso istituto lo ha inserito al 1° posto nella categoria fantascienza. Inoltre, il magazine Rolling Stone, ha collocato la pellicola al 4º posto nella sua speciale classifica dei 100 migliori film del XX sec. Trama. Il film si compone di quattro sezioni distinte ed interconnesse tra di loro dal tema ed inquietante(rassicurante) presenza del monolito, più una sequenza di apertura ed un intervallo. Il primo ed il quarto spezzone sono totalmente privi di dialoghi e anche gli altri due non presentano molte parti con voce, lasciando lunghe sequenze dominate dalla musica e dagli effetti sonori. Apertura. Il film si apre con una breve sequenza di titoli di testa, proiettati su una ripresa del Sole che sorge da dietro la Terra, il tutto visto da dietro la Luna, con il potente sottofondo musicale della parte iniziale del poema sinfonico di Richard Strauss Così parlò Zarathustra. L'alba dell'uomo" ("The Dawn of Man"). Nell'Africa di quattro milioni di anni fa un gruppo di ominidi (che il romanzo e la sceneggiatura del film chiamano "uomini-scimmia", nell'originale inglese "apemen"), guidati da un capo, sopravvive a fatica in un ambiente arido ed ostile. Un giorno, una tribù rivale conquista la pozza d'acqua da cui si abbeveravano, spaventandoli con urla e strilli e lasciandoli senza risorse. Quella notte, davanti alla loro grotta, appare misteriosamente un grande monolito nero a forma di parallelepipedo; gli ominidi, dapprima intimiditi, vi vengono a contatto, e allo spettatore pare che il Sole e la Luna si fermino sopra l'oggetto misterioso. Tutto ciò ha un effetto di apprendimento, conoscenza ed evoluzione sugli uomini-scimmia, che imparano istintivamente a maneggiare oggetti e ad usarli come utensili ed armi, inizialmente solo per distruggere delle ossa animali, poi per procacciarsi il cibo ed infine come strumenti bellici per difendere il proprio territorio eliminando i nemici. L'ominide capo ("Guarda-la-Luna", in lingua inglese originale "Moonwatcher"), dopo aver ucciso un nemico percuotendolo con un osso, gioisce gridando e lanciando l'osso-clava per aria. Il ritorno del monolito. Nel 1999 il dottor Heywood Floyd, presidente del Comitato Nazionale Americano per l'Astronautica, viene chiamato a prendere parte ad una missione in una base lunare nel cratere Clavius, il cui scopo è estremamente riservato. Dopo un primo viaggio a bordo di uno spazioplano Orion III appartenente alle linee aeree Pan Am, Floyd tiene un breve incontro con alcuni scienziati sovietici sulla Stazione Spaziale V (una ruota di von Braun che funge da scalo spaziale), per poi compiere un altro volo spaziale per raggiungere la superficie del satellite. I sovietici si dimostrano molto preoccupati per ciò che potrebbe essere accaduto presso Clavius, in quanto la base ha tagliato ogni comunicazione da dieci giorni, ha rifiutato il proprio aiuto ad un veicolo spaziale in difficoltà e si dice su base di rapporti d'intelligence sia colpita da una grave epidemia. Floyd afferma solo di non essere autorizzato a rilasciare dichiarazioni. Floyd arriva sulla superficie della Luna a bordo di un lander, l'Aries Ib, e tiene una conferenza dove spiega che le voci sull'epidemia non sono reali e sono state diffuse allo scopo di non rivelare ciò che è accaduto davvero, che è anche il motivo della sua missione: nel cratere Tycho è stato scoperto per via di una notevole anomalia magnetica da esso prodotta, sepolto nel suolo lunare, un misterioso monolito nero, di chiara origine extraterrestre, che risulta risalire a circa tre milioni di anni prima. Giunti allo scavo, nel buio della notte lunare (quindicinale sulla Terra), gli astronauti posano davanti all'artefatto non umano per delle fotografie; all'improvviso esso viene colpito dai primi raggi dell'alba lunare, ed una ripresa analoga a quella della scena nel territorio degli ominidi rivela che il Sole e la Terra si sono fermati sopra al manufatto, il quale emette un forte segnale radio nel cosmo (dopo essere stato inerte per tre milioni di anni), percepito come un forte fischio dagli astronauti, che in seguito si scoprirà essere diretto verso il pianeta Giove. "Missione Giove - 18 mesi dopo" ("Jupiter Mission - 18 months later"). Diciotto mesi dopo, nel 2001, la scena si sposta a bordo dell'astronave Discovery Uno, che viaggia sotto la totale supervisione del supercalcolatore HAL 9000, dotato di una valida intelligenza artificiale AI, in grado di interloquire con gli esseri umani e di riprodurre tutte le attività cognitive umane con velocità, precisione e sicurezza molto maggiori. Le macchine della serie 9000 sono note per non aver mai commesso errori di alcun tipo né di avere alterato informazioni. L'equipaggio dell'astronave è composto da due astronauti e da tre scienziati, questi ultimi imbarcati in stato di ibernazione e pronti per essere risvegliati al termine del viaggio. L'obiettivo della missione è inizialmente sconosciuto; in seguito si scopre che HAL ne è al corrente e gli è stato imposto di non rivelarlo ai due uomini svegli, il comandante David Bowman e il suo vice Frank Poole. Questa direttiva genera un conflitto nel calcolatore, progettato per collaborare con gli esseri umani senza omissioni o alterazioni di dati o informazioni, che inizia a manifestarsi tragicamente durante il viaggio. Una notte HAL, mentre colloquia con Bowman, segnala improvvisamente un'avaria a un componente per l'orientamento dell'antenna per il collegamento con la Terra. Il giorno dopo l'elemento viene ispezionato ed il guasto risulta inesistente. Viene contattato il controllo della missione sulla Terra, il quale comunica che probabilmente HAL sta sbagliando nel prevedere tale avaria, sulla base dei risultati ricavati dal loro calcolatore gemello (ed il calcolatore HAL su Discovery Uno dichiara di essere certo che si tratti di un errore umano, come già accaduto altre volte). Bowman e Poole, preoccupati, si rinchiudono dentro una capsula per discutere della situazione facendo in modo che HAL non possa udirli, ma il calcolatore li osserva attraverso l'oblò della capsula e legge le parole sulle loro labbra: avendo HAL commesso per la prima volta un errore, i due astronauti ritengono che sia diventato inaffidabile e, siccome tutte le attività a bordo sono sotto il suo controllo, ritengono che l'unica soluzione sicura sia quella di disattivarlo. A questo punto è presente un breve intervallo ("Intermission") con schermo nero, accompagnato dalla musica di Gyorgy Ligeti. Essendo impaurito dalla prospettiva di essere disattivato e potendo comunque gestire la missione senza l'aiuto umano, HAL decide di eliminare l'intero equipaggio, quindi fa in modo che Frank resti ucciso durante un'escursione extraveicolare finalizzata a riposizionare l'elemento prelevato dall'antenna, tagliando il tubo che gli fornisce l'ossigeno con le tenaglie della capsula. Quando Bowman esce per recuperarne il corpo, HAL uccide anche i tre scienziati in ibernazione, disattivando i sistemi che mantengono attive le loro funzioni vitali, e impedisce poi a Bowman di rientrare a bordo rifiutandosi di aprirgli la saracinesca esterna. L'astronauta riesce comunque ad entrare dal portello di emergenza aprendolo con le braccia meccaniche della capsula e facendosi lanciare pericolosamente dentro con un'esplosione senza indossare il proprio casco, poi pressurizza la camera stagna e percorre la nave per accedere al comparto della memoria logica di HAL e disconnetterlo disinserendo le unità di memoria. Mentre David esegue ciò, HAL dapprima lo implora di calmarsi e riflettere, ammettendo i suoi errori, poi lo prega di fermarsi dicendo di sentirsi di nuovo molto sicuro di sé ed infine dice di avere paura e di sentirsi pian piano morire, mentre la sua intelligenza regredisce allo stadio infantile e riesuma il suo primo ricordo, un programma con cui l'elaboratore si presenta amichevolmente e canta la filastrocca "Giro giro tondo" (nella versione originale inglese si tratta, invece, della canzone "Daisy Bell"), che gli era stata insegnata dal suo primo istruttore. Appena prima della totale disattivazione del computer, si avvia un filmato destinato all'equipaggio della nave (che avrebbe dovuto essere visualizzato all'arrivo nella zona di Giove se tutto fosse andato secondo i piani), in cui il dottor Floyd svela il vero obiettivo della missione, inizialmente noto solo al calcolatore e ai membri ibernati, citando il monolito trovato sulla Luna diciotto mesi prima della partenza. Il segnale radio emesso in direzione di Giove avrebbe quindi spinto a trasformare la missione da una semplice esplorazione scientifica a un'operazione di indagine di misteriosi fenomeni extraterrestri. "Giove ed oltre l'infinito" ("Jupiter and Beyond the Infinite"). Bowman arriva quindi in orbita intorno al pianeta gigante, dove è presente un nuovo, gigantesco monolito nero, identico a quello trovato sulla Luna ma molto più grande, che fluttua nello spazio. L'astronauta esce con l'ultima capsula per indagare su cosa stia accadendo; all'improvviso il monolito si allinea con Giove e le sue lune e la visuale si avvicina con uno zoom al nero dell'oggetto. Una scia luminosa multicolore cancella lo spazio conosciuto. Bowman e la capsula sono accelerati a velocità sconosciute. Scorci di stelle, nebulose, sette ottaedri e panorami di mondi sconosciuti si alternano con immagini colorate e ferme del volto e di un occhio di Bowman nella capsula, finché quest'ultima si materializza in una stanza chiusa, arredata in stile Impero, con adiacente stanza da bagno, dove si trovano una tavola apparecchiata ed un letto. Potendo soddisfare i suoi bisogni primari, l'astronauta sopravvive per un giorno in questa nuova dimora, in totale tranquillità e solitudine. Incomprensibili da un'intelligenza umana sono i ruoli dello spazio e del tempo, in quanto Bowman si trova ad esistere contemporaneamente in posizioni diverse ed a diverse età, con ognuna di queste versioni che appare e scompare poco dopo la comparsa della successiva: dapprima si vede il Bowman originario chiuso nella capsula, poi fuori dall'oblò si vede un altro Bowman, di mezza età, che, nella sua tuta spaziale, esplora la stanza. Questo secondo Bowman, addentrandosi nel bagno, sente dei rumori provenire dalla sala da pranzo e, voltandosi, nota che la capsula è scomparsa e vede un terzo Bowman, più anziano, che sta cenando seduto al tavolo in vestaglia. Questo Bowman pare udire il pesante respiro del precedente ed entra nel bagno per controllare, ma non trova niente e torna a cenare, quando fa cadere erroneamente un calice di cristallo, che attira la sua attenzione verso il letto, dove giace un quarto Bowman, molto anziano e morente. Alla fine, l'ultimo Bowman rimasto vede davanti a sé il monolito nero e cerca di toccarlo tendendo il braccio, per poi scomparire e rinascere in forma di feto cosmico, il "Bambino-delle-Stelle" ("Star-Child", in lingua originale inglese), poggiato sul letto. Un secondo zoom verso il monolito conduce ad un'inquadratura dello spazio, dove un gigantesco Bambino-delle-Stelle fluttua e scruta la Terra. Si può comprendere che David Bowman non è morto ma si è "evoluto", trasformandosi da essere umano in una forma di vita superiore. Diverse sono le interpretazioni date all'epilogo; alcune intravedono una rinascita (per volere divino o di un qualche Ente superiore) di Bowman per un nuovo percorso di vita, in un ritorno (da nascituro) sul pianeta Terra. La musica che accompagna questa estrema metamorfosi è ancora una volta l'inizio di Così parlò Zarathustra; il film, con questo richiamo musicale, si chiude in modo circolare per la rinascita e per la musica. Produzione. Pre-produzione. Kubrick aveva contattato Clarke perché necessitava di un buon soggetto di fantascienza per un film di genere. In questo modo il romanzo e il film nacquero e crebbero insieme, realizzando una collaborazione tra media differenti assolutamente unica e originale, almeno per l'epoca in cui fu attuata. Sotto questo ed altri aspetti, 2001 è rimasto uno dei più celebri film di fantascienza che, grazie alla sceneggiatura, alla recitazione e alla tecnica di ripresa, riproduce con fedeltà l'ambiente spaziale: tutti gli avvenimenti in ambienti senz'aria si svolgono in silenzio o con un valzer di Strauss come puro riempimento sonoro, l'astronave ha una gravità artificiale per rotazione che è correttamente rappresentata, i movimenti in assenza di gravità sono lenti come dovrebbero essere. Anche la scena in cui un astronauta rientra nell'astronave passando alcuni secondi in un ambiente di vuoto è stata approvata dagli esperti come verosimile, dimostrando che è possibile fare un film di fantascienza rispettando la scienza e la realtà e senza introdurre elementi artificiosi o falsi. Tale film intende suscitare nello spettatore un forte impatto emotivo; lo stesso Kubrick affermò: «Ognuno è libero di speculare a suo gusto sul significato filosofico ed allegorico del film. Io ho cercato di rappresentare un'esperienza visiva, che aggiri la comprensione per penetrare con il suo contenuto emotivo direttamente nell'inconscio». Il film cerca di spiegare l'indissolubile legame che unisce l'uomo al tempo ed allo spazio, l'intelligenza artificiale, la scienza e la tecnologia. A questo proposito è di notevole effetto il raccordo tra le due scene iniziali: l'utilizzo di un oggetto, un osso, come strumento di offesa e di dominio (e comunque di conquista) da parte di un ominide e le astronavi (gli spazioplani e Discovery 1) volanti ed orbitanti attorno alla Terra. In questa maniera il regista compie un salto logico-filosofico-tecnologico di millenni conservando la trama narrativa, con un'operazione mirabile che trova pochi riscontri nella storia del cinema. Le riprese iniziarono il 29 dicembre 1965 e si conclusero il 7 luglio 1966. Iniziò quindi una lunga post-produzione, durata 2 anni. Kubrick rimase per due mesi chiuso nella sua villa nelle campagne inglesi a rivedere e tagliare il suo lavoro; questa operazione è considerata il momento più decisivo nella produzione del cinema kubrickiano. Regia. Le inquadrature all'inizio del film non sono altro che diapositive ad alta risoluzione proiettate con il sistema rivoluzionario (per l'epoca) del "front projection", inventato dallo scrittore di fantascienza Murray Leinster. Questa tecnica innovativa, dopo essere stata brevettata il 20 dicembre 1955 da Leinster, venne impiegata per la prima volta proprio in 2001: Odissea nello spazio. Unico effetto collaterale degno di nota sono gli occhi del ghepardo, che brillano in maniera inquietante a causa della luce del proiettore, anche se a Kubrick l'effetto non dispiacque, tant'è vero che lo definì "un lieto incidente". Alla fine della prima scena in cui Guarda-la-Luna lancia un osso in aria, è presente una svista: l'ominide tiene in mano un femore, ma a roteare in aria è invece una tibia. In realtà l'errore non fu di Kubrick ma di un operatore al quale il regista, al termine di una giornata di riprese, aveva chiesto di riprendere un osso lanciato in aria nel cortile dei teatri di posa. Non prevista dal copione, quest'inquadratura farà parte di quel brillante match cut, divenuto una delle scene più note del film, che collega due epoche estremamente distanti ma evoluzione naturale la seconda della prima. Gli ominidi nella parte iniziale sono dei mimi e dei ballerini, accompagnati da vere scimmie nel ruolo di cuccioli. La specie in questione doveva essere glabra e priva di indumenti, cosa impensabile per la moralità dell'epoca, sicché si preferì optare per una forma anteriore di australopitecine, totalmente irsuta. Gli animali cacciati sono dei tapiri, specie sudamericana assente nel Pleistocene, scelti in alternativa ai selvaggi e aggressivi facoceri riportati nel romanzo. I satelliti, le colonie orbitanti, la nave spaziale e la grande stazione spaziale rotante che appaiono all'inizio della seconda parte sono riproduzioni di progetti della NASA mai realizzati. L'elaborazione dei vari modelli di astronavi è stata affidata a ingegneri aerospaziali e non ad artisti. Sceneggiatura. Secondo il soggetto originale, l'astronave Discovery, dopo aver superato Giove, doveva concludere il suo viaggio nel sistema di Saturno, con preferenza del satellite Giapeto, già noto per la variazione sensibile dell'albedo all'osservazione telescopica. La complessità della riproduzione degli anelli di Saturno, i forti ritardi nella realizzazione del film e le pressioni dei produttori per concluderlo spinsero Kubrick ad anticipare la conclusione del viaggio nelle vicinanze di Giove. Secondo A.C. Clarke il monolito nero aveva dimensioni proporzionali a 1-4-9: i quadrati dei primi tre numeri naturali (zero escluso). Il "Bambino delle Stelle" intravede naturalmente i successivi rapporti dimensionali. Effetti speciali. Kubrick decise di utilizzare una proiezione frontale per produrre fondali nelle scene dei paesaggi africani degli ominidi, in quanto le tecniche tradizionali non producevano l'aspetto realistico che Kubrick desiderava. La tecnica consisteva nell'utilizzare un proiettore per impostare precisamente lo scenario ad angolo retto alla telecamera, e in uno specchio semi-riflettente posto ad un angolo di fronte alla telecamera che rifletteva l'immagine proiettata in avanti, direttamente con l'obiettivo della telecamera, su un fondale appositamente progettato. Così lo schermo era in grado di riflettere in modo più efficiente la luce della immagine proiettata rispetto al soggetto realizzato in primo piano. La tecnica è stata utilizzata ampiamente nel settore cinematografico, nonostante nel 1990 venga in gran parte sostituita dal green screen. Per le riprese all'interno della navicella, Kubrick usava un cilindro rotante da 27 t costruito dalla Vickers-Armstrong Engineering Group ad un costo di 750000 $. Il diametro del set era di 12 metri circa ed era largo 3 metri. Varie scene nella centrifuga del Discovery venivano girate con la telecamera fissa nella parte interna della ruota rotante per mostrare l'attore camminare completando il giro, oppure venivano montate in modo tale che la ruota ruotasse indipendentemente dalla telecamera fissa. La famosa sequenza finale dei fasci di luce (in inglese chiamata "Stargate") è stata realizzata con una tecnica chiamata slit-scan, che consiste nel posizionare una fessura di scorrimento tra cinepresa e piano. Accoglienza. Il film fu presentato in anteprima mondiale il 2 aprile 1968 a Washington, USA, mentre in Italia uscì il 12 dicembre dello stesso anno. Fu pure riproposto nei cinema il 4 e il 5 giugno 2018, a cinquant'anni dall'anteprima. Nonostante avesse ricevuto inizialmente reazioni contrastanti da parte della critica e del pubblico, 2001 Odissea nello spazio ottenne un seguito da film di culto e divenne il maggiore incasso cinematografico nordamericano del 1968. Incassi. A fronte di un costo di produzione di circa 12 milioni di dollari, il film alla sua uscita nel 1968 incassò 15 milioni di dollari nei soli Stati Uniti (oltre 56 milioni di dollari includendo le riedizioni negli anni successivi) ed oltre 190 milioni di dollari nel resto del mondo. Critica. Secondo il parere pressoché unanime della critica, il film rappresenta una svolta epocale per il cinema di fantascienza e una pietra miliare per il cinema in generale. Fantafilm scrive: «Mai prima era stato tanto potentemente evocato l'ignoto che attende l'uomo oltre gli ormai più o meno disvelati "vicini" planetari del sistema interno [...]. Mai prima l'uomo era stato così esplicitamente riconosciuto vero protagonista, e posto con decisione al centro della scena, soggetto ed oggetto al tempo stesso di una filosofica e quasi metafisica ricerca del significato della vita, e del suo posto e del suo ruolo in un universo largamente incomprensibile nella sua infinità. [...] Kubrick realizza un'opera unica ed irripetibile, che si colloca subito e per sempre tra i capolavori immortali del cinema. […] Originalissimo nella scelta delle musiche, il film è anzitutto geniale ed innovativo nelle tematiche, tra le quali già individua, con moderna visione anticipatoria, il problematico rapporto con l'intelligenza artificiale. Scientificamente corretto, minuzioso e plausibile sino al più piccolo particolare di vita quotidiana nello spazio, visivamente elegante in ogni momento e con alcune sequenze davvero indimenticabili, 2001 rimane uno spettacolo affascinante e suggestivo, ed uno dei più grandi film di tutti i tempi.» (Fantafilm). Il film racconta una favola apocalittica sul destino dell'umanità e dello sviluppo della tecnologia, raccontato come se fosse un documentario. Inclassificabile, una «scommessa folle» ma vinta del regista, un'avventura spaziale che «diventa scoperta di sé stessi», con una grande quantità di spunti e di possibili letture. Il film ha avuto una riconosciuta influenza in tutta la cinematografia successiva. George Lucas, regista di Guerre stellari, ha dichiarato: «Negli anni '50 la scienza ha prevalso sulla fantasia e il romanzesco è stato più o meno abbandonato, man mano che i viaggi nello spazio e la tecnica venivano in primo piano. In questo filone, il capolavoro è 2001: Odissea nello spazio, uno dei miei film preferiti, in cui tutto è scientificamente esatto e immaginato partendo dal possibile. È veramente l'apice della fantascienza». Il Dizionario dei film Il Mereghetti assegna al film quattro stellette su quattro, cioè il massimo. Colonna sonora. Musica nella versione definitiva. La colonna sonora, che inizialmente potrebbe essere contestata ma rimasta una delle più famose nella storia del cinema, è composta da celebri brani di musica classica di autori classici e contemporanei, tra cui: Johann Strauss jr: Sul bel Danubio blu (An der schonen, blauen Donau); Richard Strauss: Così parlò Zarathustra (Also sprach Zarathustra); Gyorgy Ligeti: Atmosfere (Atmospheres), Luce eterna (Lux Aeterna), Avventure (Adventures), Kyrie dal Requiem; Aram Kachaturian: Gayane, suite dal balletto. Il tema principale, Così parlò Zarathustra, sottolinea i punti cruciali di svolta della storia, come il momento in cui Guarda-la-Luna inizia a mettere a frutto gli insegnamenti del monolito, impugnando un osso e comprendendo di avere tra le mani un'arma per procurarsi da mangiare e per sopraffare i nemici, oppure quando David Bowman, sempre per mezzo del monolito, si trasfigura in un essere nuovo, il Bambino delle Stelle. La scelta di questo brano probabilmente non è casuale, in quanto il poema sinfonico di Richard Strauss è ispirato all'omonima opera di Friedrich Nietzsche, nella quale si narra la discesa del profeta Zarathustra tra gli uomini per insegnare loro a divenire esseri liberi dai propri limiti (il concetto nietzschano di oltreuomo o superuomo). È quindi probabile che Kubrick e Clarke abbiano voluto evocare un'analogia tra Zarathustra ed il monolito, e tra l'Oltreuomo ed il Bambino delle Stelle. Ligeti fu entusiasta dell'impiego delle sue opere, come il Requiem e l'alieno Atmospheres, ma altrettanto duro verso il regista. «Meraviglioso è il modo in cui la mia musica è utilizzata nel film, lo è meno che nessuno mi abbia mai consultato e che non sia stato pagato. Ammiro l'arte di Kubrick ma non il suo egoismo e il suo disprezzo per la gente». Interpretazioni di 2001: Odissea nello spazio. Sin dalla sua prima edizione, 2001: Odissea nello spazio è stata analizzata e interpretata da critici e teorici professionisti, scrittori dilettanti e fan della fantascienza. Peter Kramer, nella sua monografia che analizza il film, ha riassunto le diverse interpretazioni che vanno da coloro che lo hanno visto in tono oscuro e apocalittico a quelli che lo hanno visto come una rivalutazione ottimistica delle speranze dell'umanità. Le domande sul 2001 vanno dall'incertezza sulle sue implicazioni per le origini e il destino dell'umanità nell'universo all'interpretazione di elementi delle scene più enigmatiche del film, come il significato del monolito od il destino dell'astronauta David Bowman. Ci sono anche domande più semplici e più banali sulla trama, in particolare le cause della rottura di Hal (spiegate in precedenti bozze ma mantenute misteriose nel film). Il calcolatore HAL 9000. Taluni hanno ipotizzato che l'acronimo "HAL" (in inglese, diminutivo del nome Henry) derivasse dal marchio "IBM" prendendo le lettere precedenti (nell'ordine alfabetico) di quest'ultimo. Arthur C. Clarke, coautore della sceneggiatura, ha seccamente smentito anni dopo tale idea, ribadendo quanto spiegato nel libro, ossia HAL è l'abbreviazione di Heuristically ALgoritmic (programmed computer). La voce italiana di HAL è dell'attore palermitano Gianfranco Bellini, la cui interpretazione fredda e asettica fu particolarmente apprezzata dal regista. Il tema dell'intelligenza artificiale. «A me piace lavorare con la gente. Ho rapporti diretti e interessanti con il dottor Poole e con il dottor Bowman. Le mie responsabilità coprono tutte le operazioni dell'astronave, quindi sono perennemente occupato. Utilizzo le mie capacità nel modo più completo; il che, io credo, è il massimo che qualsiasi entità cosciente possa mai sperare di fare» (Il calcolatore HAL 9000). Uno dei temi fantascientifici che maggiormente colpirono pubblico e critica è quello del supercalcolatore HAL 9000 e della sua ribellione. Nel film HAL appare dotato di una vera intelligenza artificiale: ha un occhio che gli permette di vedere come un umano e addirittura di leggere il labiale degli umani, pensa in modo logico, parla con una voce del tutto naturale e sembra in grado di provare sentimenti umani. Naturalmente sa giocare benissimo a scacchi e sconfiggere gli esseri umani in questo gioco, come dimostrato nella partita contro Frank Poole, e sa anche fare del male ed uccidere, quando si rende conto della possibilità di essere "disattivato" e spento. Su questo tema Clarke e Kubrick erano stati troppo ottimisti: oggi sappiamo che i calcolatori del 2001 sono ben lontani dal traguardo dell'intelligenza artificiale AI di HAL 9000. L'unica previsione realizzatasi alla lettera è quella che i calcolatori ed i computer sono capaci di battere gli uomini nel gioco degli scacchi, anche quando si trovano a giocare contro dei campioni del mondo, come nel caso di Deep Blue. È curioso tuttavia considerare ad esempio che nel film non era stata prevista l'evoluzione elettronica dei sistemi di salvataggio dei dati: HAL, difatti, dietro richiesta degli astronauti, salva il resoconto di alcune operazioni su scheda perforata (lo standard degli anni '60-70). Tuttavia, se si intende la "supremazia" del computer come una oscura prevalenza della tecnologia ovunque diffusa (imprevedibile nelle sue conseguenze e nei suoi condizionamenti sulla cultura umana), è indubitabile l'attualità della visione del regista. Su ciò Kubrick avrebbe degli illustri e molto dibattuti antesignani: il filosofo Martin Heidegger, con la sua "questione della tecnica", ed il sociologo Gunther Anders, con la sua definizione di "uomo antiquato" (ovvero: l'uomo che, dopo la bomba atomica, produce tecnologia ben oltre le sue capacità di valutarne appieno le conseguenze; per millenni abbiamo immaginato più di quanto non potessimo realizzare, mentre oggi realizziamo più di quanto non siamo poi in grado di controllare, nemmeno con l'immaginazione). Andando ancora a ritroso, lo possiamo trovare negli antichi testi sacri ebraici, dove si parla di un gigante costruito per la difesa del popolo ebraico, chiamato Golem, fatto di argilla, incapace di sentimenti, ma che poi sfugge al controllo del suo creatore, distruggendo ogni cosa sul suo cammino, e guarda caso proprio quando gli viene scritto "morte" sulla testa per renderlo inoperativo. Kubrick voleva realizzare un altro film sull'intelligenza artificiale, ma la morte lo colse prima di aver completato questo progetto. Il film fu realizzato con il titolo di A.I. - Intelligenza artificiale da Steven Spielberg che sostiene di aver seguito in buona parte le indicazioni di Kubrick. Influenza culturale. Le sequenze di Saturno, mai realizzate nel film, sono invece state effettuate per il film 2002: la seconda odissea (Silent running – 1972), diretto da Douglas Trumbull, supervisore agli effetti speciali del film di Kubrick. Il film non è un seguito di 2001, come invece potrebbe sembrare dal titolo italiano, che fu utilizzato in Italia come richiamo commerciale al film di Kubrick. La scena delle scimmie e del monolito è stata ripresa in innumerevoli opere, spesso a scopo parodistico, per citare esempi: La pazza storia del mondo (1981) di Mel Brooks, dove le scimmie traggono piacere dal toccare una determinata parte del proprio corpo; Slok (1972), opera prima del regista comico John Landis, dove un antropoide (interpretato sotto una maschera dallo stesso regista) terrorizza la provincia americana. Segue un balletto che fa il verso al film di Kubrick, sulle note di Also sprach e con un lancio finale di banane; Anche nel film di Tim Burton La fabbrica di cioccolato del 2005 (tratto dal romanzo omonimo di Roald Dahl) è presente il famoso Così parlò Zarathustra in una scena ambientata nella stanza detta del "Telecioccolato" la cui particolarità è la presenza di un macchinario che teletrasporta barrette di cioccolato all'interno di un televisore. Al momento del teletrasporto effettuato la barretta è in piedi (chiarissimo riferimento al monolite di 2001: Odissea nello spazio) e in TV viene trasmesso un documentario sulle scimmie (un altro riferimento al capolavoro di Kubrick, ovvero la scena iniziale del film); Nel film Zoolander (2001) i protagonisti Ben Stiller e Owen Wilson tentano di estrarre alcuni file da un computer Macintosh comportandosi come le scimmie della scena iniziale; Nell'episodio de I Simpson della terza stagione Il pony di Lisa, Homer fa un sogno in cui è una delle scimmie, che si mette a dormire appoggiato al monolito, però poi, mentre le altre scimmie scoprono il modo di usare gli utensili, Homer invece scopre soltanto l'ozio; Inoltre nel dodicesimo speciale di Halloween, ovvero il primo episodio della tredicesima stagione, il secondo dei tre racconti, "Robot dolce casa", è interamente una parodia della parte relativa a HAL 9000 del film di Kubrick. Nell'episodio 15 della quinta stagione "Homer nello spazio profondo" sono presenti numerose citazioni del film: in una puntata di Grattachecca e Fichetto trasmessa in TV appare una navicella estremamente simile alle capsule per le EVA della Discovery; Homer, nello spazio apre un pacchetto di patatine e si allinea in rotazione con una di esse come fatto dallo spazioplano Orion III con la Stazione Spaziale V durante il secondo atto "Il ritorno del monolito"; alla fine dell'episodio Bart lancia in aria un pennarello al rallentatore che si trasforma in un satellite in orbita attorno alla Terra, analogamente all'osso della scimmia e l'astronave all'inizio del film; infine appare Homer in stadio fetale di fronte al pianeta Terra, scena identica a quella finale di 2001: Odissea nello spazio. Nell'episodio di The Big Bang Theory della prima stagione "La polarizzazione di Cooper e Hofstadter" i quattro protagonisti Leonard, Sheldon, Howard e Raj si comportano come i pitecantropi della scena iniziale dopo la riuscita dell'esperimento di Howard di comandare attraverso il computer portatile lo stereo della casa di Leonard e Sheldon, il quale diffonde appunto il tema Così parlò Zarathustra; Nel film Arrivano i gatti i quattro protagonisti (Umberto Smaila, Jerry Calà, Franco Oppini, Nini Salerno) ricevono una lettera di invito a recarsi da Verona a Roma per partecipare al fantomatico concorso televisivo 2001: Odissea nello sfarzo e Nini accoglie la notizia intonando il medesimo tema (molti anni dopo invece ed inevitabilmente verrà dai Ratti intonato il tema Odissea nell'Ospizio); Il tema del malfunzionamento del computer HAL venne ripreso nel film Dark Star, in un episodio della serie Futurama e nella serie La donna bionica, dove la cyborg protagonista sfida un'analoga macchina ribelle di nome Alex 7000; La vicenda della pazzia di HAL 9000 è stata ironicamente usata anche per una puntata della serie televisiva I Simpson, mescolata con quanto narrato da Dean Koontz in Generazione Proteus; Un cortometraggio di produzione italiana, dal titolo ironico Hallanima, vede il computer doppiato da brani di film con il caratterista Bombolo, il quale dissente e reagisce a suo modo al tentativo degli umani di disinserimento; La scena in cui Bowman prova a disattivare HAL è stata ripresa nella serie animata South Park nell'episodio L'astuccio del Cacciatore (4x12) nella scena in cui Kyle cerca di disattivare Cartman quando lui viene inglobato dall'astuccio; Il comico Bill Hicks ha reso omaggio all'opera durante i suoi maggiori spettacoli con l'iconico monolito dal quale egli saliva sul palco. Nel film Goodbye Lenin inoltre quando l'amico del protagonista deve realizzare una pubblicità di un matrimonio la sposa lancia in alto il bouquet come la scimmia lancia l'osso. Nel videogioco Star Citizen si presenta un rimando alla scena iniziale del film con il trailer delle astronavi "Costellation", creato in computer grafica e dallo stile simile ad una pubblicità. Su un pianeta alieno un umanoide primitivo uccide una forma di vita più piccola con quello che somiglia ad un osso. Successivamente l'osso viene lanciato in aria e si trasforma in un'astronave in volo. Degli esploratori scendono dall'astronave dopo il suo atterraggio e studiano un monolite, che poi ruota per rivelarsi il logo della marca di navi. Nel sottofondo si può ascoltare il "Così parlò Zarathustra". Il film Solaris del 1972 diretto da Andrej Tarkovskij è considerato generalmente la risposta sovietica al film di Kubrick, seppure in Solaris la tecnologia non sia così dominante. Il film Pixar Animation Studios WALL•E (2008) fa riferimento in numerosi elementi ed in varie scene a 2001, sia visivamente, che musicalmente, che concettualmente.


Lo stile della nave Discovery e molti effetti speciali verranno utilizzati nella trilogia originale di Star Wars (capitoli IV, V, VI), per segnare per sempre il design delle astronavi della saga. Nella musica. Gli italiani Stadio hanno inciso nel loro 1º omonimo disco un pezzo dedicato a HAL intitolato Un fiore per Hal. David Bowie dichiarò che per scrivere la canzone Space Oddity si ispirò al film, smentendo la credenza che la scrisse in onore del lancio di Apollo 11 nel 1969. John Lennon si proclamava fan entusiasta della pellicola, al punto da visionarla almeno una volta alla settimana nella sua sala privata. Il video musicale di Wait degli M83 è fortemente ispirato al film, presentando alcune sequenze simili. Nel videoclip di Land of Confusion dei Genesis una scimmia sottrae un osso ad un finto Ronald Reagan, e lo lancia in aria; nello slow motion è chiaro l'omaggio a 2001: Odissea nello Spazio, anche se nella ricaduta si trasforma in un telefono. Sulla copertina di Who's Next (1971) degli Who campeggia un enorme monolito di granito su cui i componenti della band hanno appena urinato. Pare che questo gesto dissacrante sia stato in corrispondenza al rifiuto di Kubrick di dirigere la regia del film che sarebbe stato tratto dalla loro rock opera Tommy (1968) e che invece sarà diretto da Ken Russell. Sulla copertina dell'album Presence dei Led Zeppelin è presente una famiglia riunita a un tavolo con sopra un piccolo obelisco nero ispirato, a detta degli stessi membri del gruppo, al monolito del film. All'inizio di Perfect Sense, terza traccia del concept Amused to Death, dell'ex componente dei Pink Floyd, Roger Waters, nella versione rimasterizzata del 2015 (nonché in quella proposta live durante il tour In The Flesh), sono presenti alcune delle frasi pronunciate da HAL 9000 mentre Bowman disinstalla le memorie; inoltre, il primo verso cantato della canzone recita: "La scimmia sedeva su un mucchio di pietre e fissava l'osso rotto nella sua mano". Televisione. La puntata di Camera Café intitolata 2008: Odissea nell'ufficio è una vera e propria parodia del film, alla fine dell'episodio si può anche notare il famoso monolito che in realtà è solo la nuova macchinetta del caffè. Nella seconda puntata della quarta stagione della serie televisiva Dr. House - Medical Division, Una donna vera, c'è una chiaro riferimento visivo al film di Kubrick: nella prima scena, la paziente del Dr. House, una pilota d'aereo, è preda di una serie di allucinazioni, consistenti in una serie di paesaggi stellari e no, che le scorrono davanti agli occhi, identici a quelli che l'astronauta David attraversa nella parte finale del film. La citazione comprende anche il famoso primo piano dell'occhio della protagonista, che come nel film, sbattendo le palpebra passa attraverso una serie di diversi filtri colorati. Nei fumetti. Nel 1976 la Marvel Comics decise di adattare il film nel fumetto Marvel Treasury Special Edition dal titolo uguale a quello del film, affidando il lavoro a Jack Kirby. L'opera, capolavoro indiscusso del fumettista, riscosse un successo di pubblico tale da indurre la casa editrice a continuarne la pubblicazione con dieci episodi mensili che del film originale mantenevano solo una vaga ispirazione (la leggenda vuole che si ispirino a bozze scartate della sceneggiatura del film). Il fumetto adattamento fu pubblicato in Italia dall'Editoriale Corno nel 1977, uscito nelle edicole in volume unico, mentre la serie a fumetti fu tradotta per le pagine de Gli Eterni #2-11. Per quanto per il resto abbiano avuto un peso solo relativo, i fumetti Marvel sono notevoli per aver lanciato il personaggio di Mister Machine, poi passato alla Storia come Machine Man, che ricevette una serie tutta sua alla chiusura di 2001. Nel fumetto di Rat-Man la storia La Sentinella, apparsa per la prima volta sul numero 22, è una parodia del film, mentre nella serie animata di Rat-Man compare la pubblicità di un cellulare chiamato ironicamente "Monolith". Sia nel numero 9 (Alfa e Omega) che nel numero 280 (Mater Morbi) di Dylan Dog possiamo riscontrare chiari omaggi al film di Kubrick. Il numero 2 (Il monolito nero) di Nathan Never è totalmente incentrato sul film. Il manga 2001 Nights del 1984 è ispirato al film. A parte il chiaro riferimento al titolo, il manga inizia esattamente come il film, con i primissimi uomini che iniziano ad aggredirsi a vicenda servendosi di un osso. Giochi. La TSR pubblicò su licenza il modulo di gioco di ruolo 2001: A Space Odyssey (Frank Mentzer, 1984), basato sul suo regolamento Star Frontiers che permetteva di interpretare la storia del film. Tecnologia e diritto. Una scena in cui gli astronauti utilizzano dei dispositivi hardware costituiti da uno schermo rettangolare circondato da una cornice è stata citata dalla Samsung nell'ambito della causa contro Apple, nel tentativo di invalidare un brevetto di quest'ultima sull'aspetto esteriore dell'iPad, sostenendo che tali caratteristiche erano già presenti in opere precedenti. Visione futuribile del film. Secondo alcuni, le previsioni della pellicola sarebbero state attendibili qualora fosse rimasto costante lo sforzo di Stati Uniti e Unione Sovietica nella corsa allo spazio degli anni sessanta. Il padre dell'astronautica Wernher von Braun prevedeva un atterraggio umano su Marte alla metà degli anni ottanta. Nel romanzo, il personaggio di Floyd è reduce da una missione sul Pianeta Rosso. Kubrick anticipa l'utilizzo di monitor a schermo piatto con formato quadrato 1:1. Nel romanzo, la camera da letto della suite aliena dispone di uno schermo simile disposto sul soffitto e comandato da una tastiera a sensori, ma provvista di cavo (wireless).”), o, continuando, poi l'invenzione e la pratica dell'agricoltura avrebbero già compromesso-dirottato il percorso corretto-naturale dell'evoluzione umana, per cui si può star certi e sicuri che la battaglia a favore del naturale o “naturale” contro l'artificiale od “artificiale e tecnico” (incidentalmente, aggiungo, proprio nell'occasione della scrittura di questo manoscritto e del precedente, mi sono trovato per la prima volta più o meno naturalmente a citare lo scibile matematico-scientifico “separandolo” innaturalmente tra “naturale” ed ”artificiale”, fatto che probabilmente accade più spesso tra matematici e fisici, quando io negli anni, ad esempio, il sistema solare e gli impianti industriali li ho sempre più o meno visti o “visti” e studiati insieme con le medesime leggi, le medesime equazioni e le medesime “destinazioni” (una cultura che separa naturale da artificiale, e soprattutto separa mezzo da fine, mi dispiace tanto ma è troppo vecchia, ha esaurito il suo corso e percorso storico ed è irrimediabilmente “andata”; mentre stavo scrivendo questo uno scrittore a molti di voi noto implicitamente si era vantato di non aver idea circa come funzionava il computer col quale stava scrivendo un mare di “stronzate, cazzate e puttanate varie”, mentre io mi ero persino vantato del fatto che le stesse cose che erano nel mio manoscritto erano pure servite a progettarlo ed a ripararlo quando si era gustato... del resto, scrivere, ad esempio, su Mosè o sulla Bibbia-Bible, come pure di Omero-Homer e sull'astrologia, ma anche di storia, di sociologia, ecc., su un calcolatore elettronico, non è necessario dire dove porta ed a danno di chi (detto ciò alla faccia di coloro che credono può o meno in buona fede, che su un calcolatore elettronico (ritenendo magari la tecnologia un mezzo neutro) si può persino scrivere un libro strettamente negante la teoria elettromagnetica e la teoria circuitale (o negante le leggi della meccanica razionale e meccanica applicata su una macchina per scrivere meccanica o con la penna d'oca) senza necessariamente autodistruggersi, ma ciò varrebbe pure del complesso della scienza da Pitagora in poi)... 


e questo è uno dei tanti segnali-sintomi che la cultura matematica-fisica-scientifica-ecc. è più corretta e coerente delle altre culture, ed è pure un segnale-sintomo che la maggior parte delle altre culture-dottrine-teorie sono basate su metafisica-favole-chimere invece che su un coerente modello matematico, dato che la succitata autodistruzione riguarda solo le connesse idee e conseguenze di quelle teorie senza far sparire in un buco nero o “svanire “in un punto matematico inesteso l'intero Universo), magari con qualche tecnica in più per l'ingegneria pure parzialmente “reindirizzabile” poi sulle teorie naturali-sociali-economiche), dicevamo la battaglia del “naturale contro l'artificiale”, era già persa nel Neolitico, senza aspettare l'avvenire delle società a stato centralizzato in occidente ed oriente, o l'avvenire della rivoluzione industriale nel '700 o della società industrializzata e di massa del XX-XXI sec. o delle ipotetiche società del più lontano futuro (nonostante le vie della matematica sembrino infinite, gli impianti industriali di produzione, il Saturno V, il Boeing 747 (o nel 2017 il Boeing 787-10 Dreamliner), i treni a levitazione magnetica EDS, i calcolatori elettronici, ecc., e la Discovery, possiedono “equazioni già scritte” non solo nelle bobine di Faraday, nel pendolo di Galileo-Foucault, nel moto giroscopico di Poinsot, nel compasso di Euclide, ma pure come detto nella clava dei pitecantropi); oggi non ha senso la distinzione tra naturale ed artificiale ma piuttosto tra le varie cifre di merito applicate allo studio dei sistemi), non sono sicuro che considereranno quel tipo d'uomo l'Uomo per eccellenza meglio riuscito della specie), eccetera, non ve n'è uno che partendo dai principi della teologia-filosofia-logica-matematica arrivi ne più ne meno fino alla tecnica, all'impiantistica industriale ed alla reale “vita quotidiana”, così da togliere maggior terreno e maggior vanto ai sostenitori od agli opinionisti degli altri noti 3-4 campi culturali o “culturali” (violando però un principio del Ministero dell'Istruzione e della Ricerca Scientifica o del mondo culturale in genere; 


ritenendo noi i suddetti 4 campi quali scienze matematiche-filosofiadellamatematica-matematica-fisica-ingegneria, poi chimica-biologia-medicina-sociologia-psicologia, poi economia-giurisprudenza e quindi storia-letteratura-filosofia; ed inoltre libro che tendenzialmente dovrebbe “bastare” da solo, dato che il 99 % dei libri in mano al pubblico è scritto in modo tale che il contenuto di ognuno fa necessariamente a “cazzotti” con il contenuto di quasi tutti gli altri (o che comunque richiede di scendere a pesanti compromessi) lasciando magari poi al lettore l'incarico od il diritto di scegliere dove andare a suicidarsi o “suicidarsi”), specialmente per quel 99 per cento del tempo in cui accedendo ad un qualsiasi canale radio-televisivo o si sente cantare l'Aida, o si sente cantare qualche canzone dell'estate (di passaggio e per curiosità, il simbolo di percento (%) ossia di percentuale (%), con la barra verticale od obliqua, sembrerebbe di origine italiana con Giorgio Chiarini (forse fiorentino, il quale nel 1481 usa il simbolo xx per c. per indicare 20 per cento (nel  Libro di mercatantie (“Io Giorgio di Lorenzo Chiarini l'o rscritto Ed è di Ricciardo di Vieri del Bene da Ffirenze. El quale libro fu chopiato in Raghugia in chasa di Stefano di Gianmangnia tenuta a ffitto per Martino Chiarini pe' Pazi di Barzelona. Addì XXII di giennaio MCCCCLVII” ma non è certo o magari solo copiato) quale compendioso manuale di mercatura, in cui sono riportati pesi, misure e monete delle principali nazioni, con i relativi cambi e le usanze locali relative al commercio del tempo), ma non esistono prove precedenti al 1425 dell'utilizzo di un simbolo particolare per indicare la percentuale però il termine «per cento» era spesso abbreviato in vari modi quali «per 100», «p 100», «p cento», ecc., come in un testo aritmetico di autore sconosciuto risalente al 1339); utilizzato nel Sistema internazionale SI di unità di misura e nella norma ISO; la percentuale n % significa n/100 (e si ottiene da n/100 moltiplicato per 100 ed indicato seguito dalla scritta “per cento” o da %), si legge “per cento” e significa “per ogni cento” ed equivale ad un fattore moltiplicativo di 1/100=0.01; in informatica il % è utilizzato come simbolo della funzione modulo (in quei linguaggi di programmazione la cui sintassi deriva da quella del linguaggio C ereditato dal linguaggio predecessore B; legato a % vi è pure il simbolo “per mille” o ‰, ed il punto base ossia il simbolo “per diecimila” ‱; aggiungiamo che: in arabo, il simbolo di percentuale segue il numero, poiché l'arabo è scritto da destra verso sinistra, ciò significa che il simbolo è alla sinistra del numero, solitamente senza essere preceduto da uno spazio; in ceco, il simbolo di percentuale è preceduto da uno spazio unificatore se il numero è usato come sostantivo, mentre lo spazio non è inserito se il numero è utilizzato come aggettivo (ad esempio «un incremento del 50%»); in cinese il simbolo di percentuale non è quasi mai preceduto da uno spazio: in ebraico, il simbolo di percentuale precede il numero senza la presenza di uno spazio, poiché l'ebraico è scritto da destra verso sinistra, ciò significa che il simbolo è alla destra del numero; in finlandese, il simbolo di percentuale è sempre preceduto da uno spazio e gli può essere attaccato un suffisso per indicare il caso in cui è declinato il numero (ad esempio: "50 %:n kasvu" ossia "un incremento del 50%"); in francese, il simbolo di percentuale è sempre preceduto da uno spazio unificatore; le guide di ortografia dell'inglese prescrivono di scrivere il numero e il segno di percentuale consecutivamente, senza l'inserimento di uno spazio; in italiano, il simbolo di percentuale non è mai preceduto da uno spazio (noi qui mettiamo sempre lo spazio); in persiano, il simbolo di percentuale può seguire o precedere il numero, in entrambi i casi senza la presenza di spazi; nella tipografia tradizionale russa, il simbolo di percentuale non è mai preceduto da uno spazio, cosa non comune, invece, nella moderna tipografia; in slovacco, il simbolo di percentuale è sempre preceduto da uno spazio unificatore; in spagnolo, secondo la Real Academia Espanola, il simbolo di percentuale deve essere preceduto da uno spazio, anche se la regola linguistica è di omettere lo spazio; stando a quanto stabilito dal Consiglio Svedese della lingua, simbolo di percentuale, in svedese, dovrebbe essere sempre preceduto da uno spazio, così come ogni altra unità di misura; in tedesco, la presenza di uno spazio è prescritta dal regolamento presente nella norma nazionale standard DIN 5008; in turco e nelle altre lingue turche, il simbolo di percentuale precede, piuttosto che seguire, il numero, senza la presenza di spazi), oppure, continuando, si va nella Magna Grecia (Magna Graecia-Μegale Hellas, ossia nelle antiche città, fondate da circa il 1000 a. C. in poi, di Tarentum-Taras, Argyrippa, Sidion, Kallipolis, Heraclea, Sybaris, Hipponion, Thurii, Kroton, Scylletium, Elea-Velia, Capua, Kyme, Parthenope-Neapolis, Dikaiarcheia, Poseidonia, Terina, Metapontion, Siris, Metauros, Medma, Pandosia, Locri, Scyllaeum, Rhegion, Zankle, Naxos, Catania, Leontinoi, Syracuse, Camarina, Gela, Calacte, Himaera, Casmenal, Acragas, Selinus-Selinunte, Heraclea Minoa, ecc., ciò solo per dire che non siam del tutto ignoranti) o nell'Impero romano, o si ammira il viaggio di riproduzione degli storioni, oppure ancora cosa è accaduto oggi a Montecitorio o magari se domani pioverà o meno, mentre la quasi totalità della realtà intellettuale-materiale rimane fuori (se un libro dovesse “dimostrare” come partendo dalla filosofia-logica-matematica-fisica tutto lo scibile naturale-artificiale vi è interamente compreso, allora mi si dirà perchè devo “sollevare le profondità dello spirito” leggendo la Divina Commedia, o guardando la Gioconda (Monna Lisa (Gherardini) ossia Madonna Lisa o Mea Domina Lisa (1503-1508, ma poi nel corso di alcuni anni più volte ritoccata) sorride davvero?... non si è ancora appurato se quel sorriso enigmatico sia veramente un sorriso od invece voglia magari significare altro od accennare-alludere-insinuare-ammiccare qualche altra cosa, però recentemente esperti di Harvard University hanno ipotizzato che la moglie di Francesco del Giocondo soffrisse di ipertiroidismo con conseguente cattivo funzionamento della tiroide (ne sarebbero sintomi il colorito giallognolo della sua pelle, il collo piuttosto gonfio (voglio dire non del tipo Modigliani ma neppure un collo troppo normale), i capelli pettinati abbastanza radi per una donna della sua età e la mancanza di sopracciglia, sempre che Leonardo abbia esattamente dipinto il reale vero ed anche il trascorrere del tempo non abbia significativamente alterato le tinte dei colori sulla tavola, tavola inoltre che avrebbe subito solo una rifilatura del legno sui lati di qualche mm per adattarsi a nuove cornici (adattando cioè il quadro ad una cornice piuttosto che la cornice ad un quadro) ossia passando da circa 79.4x53.4 cm a circa 77x53 cm; è ovvio, penseranno i lettori, che tale rifilatura della tavola sarà stata dovuta a difetti ai bordi od a qualche altro ragionevole scopo, piuttosto che ad uno stupido adattamento ad una cornice), ma secondo altri esperti della California forse Monna Lisa potrebbe aver avuto problemi di infezione alla vescica), o guardando la volta della Cappella Sistina (nel cui cuore ed al suo centro vediamo Dio in forma di creatura toccare ed infondere col dito indice il soffio vitale alla sua creatura Adamo, ossia non un'idea geniale ma un'idea di uno spirito semplice dato che il Principio logico-matematico del Tutto non realizza così da “Creatore a creatura” il Mondo e l'uomo, però più significativo se tale immagine è intesa come il digit-Creatore (In Principio era il Digit-bit quale Razionalità R creatrice... anche se un solo bit ovvero la sua definizione ovviamente credo non sarebbe sufficiente) che infonde non solo la vita ma crea la stessa Realtà), o magari osservando ed ascoltando gli inutili sforzi vocali per cantare Nessun dorma o sentendomi cantare l'Aida (se guardare un'opera d'arte (pittorica, plastica, architettonica, ecc.), come ad esempio la Gioconda di Leonardo, per ore ed ore ed ore, produce effetti straordinari di “innalzamento dello spirito” specialmente se l'opera proviene dal passato, ha richiesto molto tempo d'esecuzione, ha impegnato per anni l'autore senza neppure essere stato pagato, si provi a guardare il funzionamento di un alternatore trifase di una centrale elettrica il quale girando a 1500 giri/min fa funzionare i frigoriferi, le lavatrici, i televisori (pure quando si sta trasmettendo una puntata sulla Gioconda o sui tesori vaticani), ed illumina le abitazioni di milioni di persone ed anche accende le luci delle vie di città e le luci dei presepi e degli alberi di Natale in periodo natalizio, specialmente qualche alternatore storico del passato che ha richiesto anni di lavoro, per vedere se pure l'alternatore trifase provoca straordinari effetti di “innalzamento dello spirito”, o magari si provi a guardare la partenza di Apollo 11 o meglio di Apollo 13 per analogamente vedere l”innalzamento dello spirito”, seppure sarebbe meglio chiedere spiegazioni in merito a psicanalisti più che ad artisti, a storici d'arte ed alla gente comune; ma il lettore non si stupisca o si formalizzi troppo, dato che come me avrà letto in qualche libro di matematici di professione o semplicemente di scrittori razionalisti (ad esempio matematici statunitensi od inglesi che pubblicano-vendono libri in tutti i 5 Continenti compresa Oceania-Papua-Samoa-Melanesia-Micronesia-Polinesia-Tonga) dove ad esempio si discorre del rapporto tra l'attività del matematico e quella del pittore e del musicista dando però un vantaggio alla pittura ed alla musica e dunque al “pensiero e linguaggio artistico-pittorico-musicale” rispetto al “pensiero e linguaggio matematico” (sono infatti matematici originali, come pure in altro senso abbiamo pittori e critici d'arte originali i quali possono sostenere che la miglior pittura va dall'antico Egitto alla catacombe cristiane quindi riprende dall'impressionismo e cubismo fino ai giorni nostri e poi magari ci vengono a far vedere le meraviglie della Cappella Sistina ed i quadri di Raffaello del Tiepolo e di Caravaggio, oltre alle tante nature morte (per curiosità credo che le nature morte (soprattutto frutta, ma anche foglie, fiori, arbusti e vari oggetti inanimati “morti” come vecchie bottiglie e teschi (rammentando il memento mori e la vanitas)) dal XV-XVII sec. (ma anche prima) in poi siano dovute alla circostanza per la quale molti pittori dipingevano-dipingono in atelier, studi e locali chiusi invece che all'aperto ossia “in natura”, ed allora volendo ritrarre frutta e fiori li coglievano in orti, frutteti e campi e li portavano nei loro studi dove ovviamente appassivano in fretta collocati in vasi o scodelle o piatti o ceste (detto soprattutto per quei pittori che impiegavano un mese a fare un quadro) non essendovi allora i frigoriferi per la lunga conservazione (elencando Giotto (secondo il Vasari), Antonio Leonelli, Giovanni da Udine, Caravaggio, Fede Galizia, Giovanna Garzoni, Giovanni Antonio Nessoli, Michele Pace, Paolo Porpora, Giuseppe Recco, Evaristo Baschenis, Pieter Claesz, Willem Kalf, Abraham van Beyeren, Jacob van Es, Ludovico de Susio, Juan Sànchez Cotàn, Francisco de Zurbarán, Sebastian Stoskopff, Jean-Baptiste Belin, Jean-Baptiste Chardin, Alexandre-François Desportes, Jean-Baptiste Oudry, Anne Vallayer-Coster, Luis Melèndez, Rachel Ruysch, ecc.))) per delle profonde ragioni che adesso non mi ricordo (li ringraziamo comunque per la fragranza del loro pensiero), laddove in questo libro si sostiene che il linguaggio pittorico o musicale è ancora più inutile e primitivo di quello utilizzato da Mosè nel primo capitolo di Genesi (però il Pentateuco secondo molti storici sarebbe comunque stato redatto nel periodo persiano 520-320 a. C.) o di quello in uso nei primi anni delle scuole elementari dato che non riesce neppure a formulare le leggi dell'aritmetica e quello musicale neppure a formulare le leggi dell'armonia (la teoria dell'analisi armonica e dell'integrale di Fourier sono incompatibili con la teoria del pentagramma musicale sia esso composto per la lira di Orfeo o per la Filarmonica di Berlino (ed anche per la Filarmonica di Vienna... che in Austria, Italia, ed in altre nazioni del mondo molti avranno ascoltato almeno il 1° giorno di gennaio di ogni anno) ma al massimo od al limite solo capace di eseguire calcoli aritmetici di numeri interi I-Z (sarebbe già ridicolo chiamarlo linguaggio), seppure molti obietteranno che la musica non deve affatto essere compatibile con la matematica e non deve dedurre proprio nulla circa le teorie matematiche, ma sta il fatto, come più volte scritto, che il mondo e l'uomo stesso sono fondati sulla matematica e funzionano con la matematica e non certo con la musica quest'ultima solo un gioco-capriccio-vezzo della mente umana affascinata dal buon canto degli uccellini e dal vento tra le fronde degli alberi (ci sono coloro che sostengono che tra musica e matematica, tra note musicali e numeri, ci sia sempre stato un buon accordo, un buon feeling, un ottimo dialogo, ossia Bach avrebbe composto con la logica matematica, Stravinskij intravedeva affinità tra musica e matematica, Stockhausen ha scritto musica con l'uso di principi matematici, Pitagora per primo determinava il legame tra la lunghezza geometrica delle corde degli strumenti musicali a corda e la frequenza delle note nei suoni emessi laddove i rapporti tra suoni consonanti sarebbero rapporti di numeri semplici frazionari (rapporti tra interi ossia m/n), Platone riteneva paralleli gli studi di astronomia e musica, Agostino vedeva nei suoni e numeri il riflesso dell'armonia dell'anima, gli Angeli musicanti dei Cori angelici coi numeri e la musica accompagnavano le orbite degli astri e dei pianeti, da un organo cosmico sarebbe nato il Mondo stesso come si legge in Musurgia Universalis di Athanasius Kircher, per gli antichi greci il mondo era ben rappresentato da una scala musicale con le note più basse emesse da Terra e Luna e le più alte-acute da Saturno e stelle fisse mentre il Sole emetteva la nota centrale realizzante l'armonia congiungente due tetracordi così che ogni astro suonava la sua nota di spartito musicale producendo insieme l'Armonia universale, sul monocordo magico-ermetico di Robert Fludd sarebbero disposte verticalmente le sfere dei 4 elementi, dei pianeti e degli angeli col monocordo accordato e suonato dalla mano di Dio quale Matematico-Architetto-Musicista-Archetto del creato, in Harmonices Mundi Keplero descrisse le consonanze fra forme geometriche, percezioni ottiche, cosmologia, astrologia, musica ed armonie planetarie con al vertice la musica delle sfere celesti in una dottrina dell'Armonia universale, Spinoza invece criticava la follia di un Dio musicista, mentre altri compositori sono ricorsi alle cifre del pi-greco od alle proprietà dei numeri della serie di Fibonacci, e ci sarebbe pure la simultaneità tra la teoria della relatività RR di Einstein e la musica dodecafonica di Schonberg, e poi la materia del nostro mondo nella teoria delle stringhe non sarebbe composta di particelle elementari ma di fili-stringhe ossia di “infiniti” oscillatori armonici-musicali ovvero il mondo (e la sua evoluzione) non sarebbe altro che una “composizione” musicale di una moderna armonia delle sfere celesti-terrestri con legge matematico-armonica in cui le oscillazioni (musicali) stesse delle stringhe generano la materia producono il mondo e la sua evoluzione spazio-temporale (ossia stringhe risonanti dalle omeomerie di Anassagora o 4 elementi di Empedocle od atomi di Democrito fino alle sfere celesti di Tolomeo), ma non si identifichino le leggi della fisica acustica con le leggi musicali delle composizioni dato che queste sono solo improbabili analogie), 


e la Gioconda di Leonardo non è solo una grande matrice di sinusoidi-cosinusoidi spaziali in spazio R 2-dim dei livelli di luminosità-colore Y-RGB ma è pure l'immagine di perfetti campi elettrostatici Estat oppure è la funzione di una rete elettrica cui manca il generatore di segnale Gs (in questa “rappresentazione della pittura e di quadri-immagini” non mi sto riferendo ovviamente alla tecnica fotoquantistica, ossia passando al punto di vista della tecnica di elaborazione ottica dell'immagine discretizzata detta fotoquantistica la quale verrebbe processata-elaborata da circuiti elettro-ottici con segnali non elettrici ma fotonici fino al limite quantistico di trattare singoli fotoni come forse fanno già in Hewlett Packard ed all'Istituto Nazionale di Informatica di Tokyo; osservando più in generale che la prima integrazione tra chip monocristallini al Si (realizzati ad esempio con processo di diffusione a circa 60 nm o distanze minori) e strutture ottiche-fotoniche potrebbe avvenire con l'aggiunta di un sottile strato di Si policristallino (sufficientemente trasparente come il biossido-diossido di Si, del resto già utilizzato in IC per isolare i transistori tra loro sulla piastrina di Si) così da realizzare i sottosistemi-componenti fotonici per l'elaborazione ottica delle funzioni logiche dei gate (ossia i risuonatori, le guide d'onda, gli accoppiatori, i modulatori ottici, i fotorivelatori)), laddove una romanza non sarebbe solo un melodramma termodinamico ma pure uno scambiatore di calore, ed allora noi ammireremmo la Bellezza di un Campo Elettrostatico o di un Reattore-Scambiatore mentre coi campi elettromagnetici E(t)-H(t) e con le reti elettriche RRE piuttosto si conosce-produce-riproduce CPR il Mondo e si lavora con la Realtà (dare un significato profondo ad idee-concetti apparentemente contenuti in tali immagini o brani musicali significa solo costruire una colossale-meravigliosa-”delirante” sovrastruttura composta di linguaggio-semantica-cultura per assegnare qualche significato alle numerosissime configurazioni di stato di una rete neurale biologica naturale NN in particolare rete neurale di tipo umano (in analogia con la quale sono pure studiate e realizzate le reti neurali artificiali ANN di AI), e se ciò viene fatto senza simboli, operatori matematici, teoremi e teorie matematiche allora significa costruire bei sistemi a “somma 0”, e costruirli e poi distruggerli sono operazioni decennali-secolari-millenarie del tutto inutili-”inutili” seppure ciò ha avuto e ha nome di Civiltà e di Cultura umana, però più il metodo ed il linguaggio sono primitivi e più sono semplici ed universali (in questo senso tra letteratura, pittura, musica, la musica certamente utilizza il linguaggio più primitivo) ed allora se con tali espressioni artistiche non si può fare nulla CPR di conoscitivo produttivo ed operativo, però specialmente la musica (e l'opera lirica e la canzone ad essa associate) può funzionare da neutro vettore di trasporto temporale per cui volendo tramandare il ricordo di un Evento-Cosa (ossia di un'idea, di un fatto storico o d'attualità o di un movimento socio-politico-ecc., di un avvenimento bello-brutto) ecco che sarebbe bene comporre una musica semplice-adeguata-universale-”diretta” cui agganciare tale Evento-Cosa così che venga da essa trasportato nei decenni-secoli-”millenni” futuri, come una nave trasporterebbe un oggetto umano negli spazi interstellari... la musica e la canzone come dei “Post It! Secolari-millenari!”); certamente linguaggio più primitivo del linguaggio fisico dei quark-leptoni anche se vi sono alcuni che ad esempio potrebbero-vorrebbero trattare pure scienza e tecnica delle costruzioni in cemento armato ed in acciaio “utilizzando” direttamente la matrice quark-leptoni (sono fisici originali, dato che ingegneri così originali e fondamentalisti non credo esistano “ancora”... potrebbe in campo divulgativo anche essere questa ad esempio la ragione per la quale a Tonga e sull'isola di Pasqua nelle costruzioni si preferisce e si è preferito il legno al cemento armato), seppure vi siano differenti livelli logici di elementarietà-primitività in questi assai diversi campi fisici-musicali; ad esempio un'opera lirica, invece delle procedure seguite da Verdi-Solera-Piave-Boito-Ghislanzoni o da Puccini o da Mascagni e loro librettisti, ecc., potrebbe essere costruita fissando i 10-20 sentimenti-caratteri fondamentali dell'uomo (amore, passione, odio, seduzione, dominio, servilismo, acquiescenza, ecc., quindi attribuendoli ai modelli dei principali protagonisti quasi questi fossero la vestizione stessa di quei caratteri-sentimenti (in tali rappresentazioni “umanistiche” del mondo infatti sono i sentimenti che vengono vestiti e non le equazioni matematiche di sistemi-sottosistemi), 


scegliendo poi un'epoca storica una storia ed un'ambientazione tipo l'antico Egitto del tempo di Ramesse II, od il tempo di una qualche crociata, od alla corte di Mantova, od alla corte di Spagna con Filippo II, o  magari in Giappone (Japan, Japanese, Nippon o Nihon, Nippon-koku o Nihon-koku), od al tempo degli Ebrei in schiavitù (al punto che Va Pensiero può essere ascoltato-letto-interpretato sia come canto libero di un popolo in Assiria (approssimativamente dal 587 a.C. al 538 a.C.) che lontano nel tempo (2400 anni dopo) come canto dei lombardo-veneti aspiranti alla liberazione dal dominio austriaco data la grande “potenza ed universalità della musica”, laddove osserviamo che è soprattutto dove c'è quel Pensiero (invece del Pensiero Matematico) che appunto il “Pensiero va” ed esistono individui-popoli schiavi ed individui-popoli schiavisti)), quando la prima fondamentale ed inconciliabile differenza tra i due mondi dell'arte e della scienza matematica sta in due termini ossia “soggettività” nel primo ed “oggettività” nel secondo e qui si sostiene che l'oggettività è più “grande” ed “include” pure la soggettività quando non vi siano contraddizioni e non il contrario, e la “scienza” include l'arte quando non c'è contraddizione invece del contrario (infatti il passaggio dalla soggettività all'oggettività non comporta una restrizione degli insiemi ma solo l'eliminazione di irrazionalità ed errori mantenendo invece coerente-compatto tutto ciò che è dimostrabile e vero, ma sappiamo che gli artisti perseguono e vantano proprio il contrario), ed inoltre il lettore ancora non si stupisca (ma ovviamente credo che molti staranno pure su posizioni opposte) dato che si è potuto osservare una posizione fondamentale 100 % razionalista (o più del 99 % razionalista) essere contrastata da più del 99 % dei presenti a migliaia compresi personaggi pubblici che si ritengono sostenitori di posizioni razionaliste e da persone che si ritengono democratiche e corrette, e fa un certo effetto sostenere l'Inoppugnabile-Incontestabile-Indiscutibile che però non trova l'1 % d'approvazione (neppure i soggetti politici e direi neppure un Hitler si sono trovati-si trovano in tale posizione in tutta la loro vita) e credo che con tali “segnali” che arrivano dalle masse si può ben sostenere che le posizioni razionaliste sono nettamente minoritarie ed assolutamente perdenti e che non potranno migliorare in alcuna maniera prevedibile neppure con l'aiuto dei razionalisti puri ma che ciò con grande probabilità accadrà proprio solo col mezzo che gli stessi razionalisti puri ignorano o contrastano ossia con l'inevitabile progressiva ingegnerizzazione del sistema (ad esempio fa persino ridere o fa persino pena costatare che l'insieme dei discorsi a livello mondiale di razionalisti-matematici-fisici-politici-opinionisti-ecc. comunque orientati in tale senso non hanno prodotto neppure l'ombra del relativo cambiamento operato negli ultimi 50 anni dal solo uso di calcolatori elettronici e rete Internet quale loro “effetto secondario di ricaduta” dato che essi sono stati addirittura realizzati solo per fornire funzioni-servizi al mondo del lavoro ed alle attività individuali e non affatto per alzare il livello di Razionalità); ad esempio i lettori avranno pure notato i grandi scrittori che opere realizzano quando pensano e scrivono non solo di vita e sentimenti di attori ossia del lato umano dei protagonisti di vari saggi, romanzi e racconti (notiamo che il romanzo ed il racconto nella narrativa quale opera d'arte letteraria (specialmente in Occidente di grande successo popolare nell'ultimo secolo) tratterebbe della realtà con metodo collocato all'estremo opposto del pensiero filosofico questo con le sue regole e sistematicità e le sue correnti però racconto-romanzo ovviamente opponentesi anche alla trattazione scientifica e matematico-scientifica della realtà) ma pure della vasta realtà del mondo in cui viviamo, 


ad esempio quando scrivono del mondo della produzione (che da molti decenni è quasi tutta produzione industriale) per esempio lo scrittore Mario Soldati in visita al mondo industriale delle fabbriche notando egli acutamente al primo ingresso i diversi rumori presenti con l'attività produttiva (il rumore nelle fabbriche alla Fiat, all'Olivetti, alle acciaierie Terni, all'Ansaldo, all'Italcantieri, a Porto Marghera, ecc., ossia i frastuoni, i fracassi, i ronzii, i rombi, i ticchettii, ecc., o magari il (quasi)silenzio assoluto, rumori metallici o rumori più soft, compreso immagino anche il russare lieve in qualche ufficio) ed osservando l'alto livello di automazione dei processi che parzialmente depersonalizza l'operaio alla macchina ed aliena l'impiegato alla scrivania ossia sistemi di lavoro che producono tipologie psicologiche (e pure patologie) del tipo “Tonino di fabbrica” e “Fantozzi d'ufficio” (osservare e misurare lo spettro acustico degli stabilimenti industriali (come pure dei sottomarini a propulsione nucleare) è interessante, oltre magari ad osservare e misurare lo spettro ottico-luminoso (ad esempio alla Elettrolux) e lo spettro olfattivo (ad esempio a Marghera), ma allora bisognerebbe analizzare anche lo spettro od i valori di migliaia di altre grandezze tipo Entropia S, Informazione I, Energia E, Energia libera U, campi elettromagnetici E-H, e pure Entalpia H, pressione p, temperatura T, specie chimiche SNi, ecc., oltre al loro “vettore X di configurazioni di stato”, seppure gli stabilimenti fossero di produzione di strumenti musicali), e poi riportando tante informazioni-analisi-dati-aneddoti-ecc., ma se quello scrittore avesse lavorato anche solo per 12 mesi od a rotazione in quegli stabilimenti sulle migliaia di macchine operatrici (quelle decine di migliaia di macchine meccaniche-idrauliche-fluidodinamiche-termodinamiche-elettromeccaniche-elettriche-elettroniche ed impianti industriali per produrre da decenni ogni oggetto oggi utilizzato nella società o per svolgere ogni operazione di lavorazione, molti impianti e macchine operatrici adibiti all'esecuzione di alcune particolari operazioni (tipo l'imbottigliamento di bibite alimentari o l'inscatolamento di prodotti agroalimentari, o la fabbricazione da listelli di legno e cilindretti di mina delle matite per disegno e scrittura, o la fabbricazione da gomma e pellame di scarpe suola-tomaia, od il confezionamento di abiti-abiti da lavoro-tute industriali, o la creazione di ogni tipo di tessuto con telai industriali automatici, o la realizzazione da vari tipi di plastiche di vari recipienti o di camere d'aria e pneumatici per il trasporto, o dei moltissimi semilavorati industriali (piastrine di silicio, molle e bilancieri, viti e bulloni per accoppiamento, eliche rotanti, interruttori-commutatori-contatti elettrici, componenti elettronici (resistori, condensatori, fili di rame, ecc.), ecc.), o di innumerevoli altri prodotti-oggetti-cose), altre dall'uso più universale (tipo notoriamente le macchine utensili)), nei centri di calcolo, nei laboratori scientifico-tecnici, negli uffici tecnici, negli uffici amministrativi, negli uffici direzionali, ecc., e poi riscrivesse quel libro allora di quelle idee e di quelle frasi non ne rimarrebbe una sola e cambierebbe persino il titolo del libro, ma noi in questo libro aggiungiamo inoltre che se si creassero corretti modelli matematici di ogni sistema-sottosistema-evento-operazione-(stati) inerenti a tutti gli stabilimenti industriali (che non sono altro che ripetuti esperimenti di funzionamento di tutte le leggi matematiche del Tutto) pure delle rappresentazioni di questa realtà percepita da operai-tecnici-impiegati-amministratori-dirigenti-ecc. non ne rimarrebbe una sola, e come si dà la “rappresentazione letteraria umanistica o magari giornalistica” del mondo della produzione probabilmente si dà anche la “rappresentazione letteraria” di ogni altra realtà visto che è ottenuta senza sviluppare modelli matematici (in futuro poi prevedibilmente ci saranno dei biorobots Super-Tonino e Super-Fantozzi generalisti-specialisti anche a livello info-genetico, e quanto sembrerà antiquata la realtà fantozziana di un impiegato d'ufficio intento alla macchina per la scrittura in pratiche d'ufficio e poi in corsa al distributore di caffè nelle pause, quando in quelle riflessioni non si è neppure ben compreso il futuro avvento delle lotte operaie, della riconversione degli impianti industriali, dell'evoluzione del lavoro d'ufficio, di automazione-informatizzazione-ingegnerizzazione dei sistemi di produzione (precisiamo che in questo libro il concetto di ingegnerizzazione non riguarda solo la produzione industriale ma l'intero sistema socio-politico-economico basato sulle applicazioni di teorie matematiche, e non assolutamente, come a volte si legge in letteratura, quella fase del lavoro che viene dopo il progetto di un sistema e la sua produzione industriale), dell'avvento della rete universale Internet, ecc., ecc., come oggi 2018 le medesime osservazioni-riflessioni non permettono di comprendere il futuro mondo della produzione del 2050-60-70-80-ecc. e poi chissà, ossia in aggiunta diciamo che tra qualche secolo non ci sarà più bisogno di Tonino di fabbrica e di Fantozzi d'ufficio quali operatori fabbrica-ufficio ormai obsoleti, perchè le macchine ingegneristiche ed i robot rubano il lavoro (tema questo di “discussione infinita” negli anni '70-80 legato ovviamente alla disoccupazione lavorativa, e speriamo anche che lo rubino e se lo portino via tutto (tema questo di “discussione” di solo qualche decennio dopo) e tema oggetto di studio e critica di pensatori e sociologi non solo perché la disoccupazione in “vecchi” settori diventi occupazione in “nuovi” settori ma anche perché l'uomo sta cambiando “pelle” e “cervello” e guadagna nuove visioni del mondo nel rapporto Vivere una vita significativa e Guadagnarsi quotidianamente il pane) ed ogni tipo di mansione e funzione ben potrà essere realizzata (e meglio realizzata) da futuribili sistemi ingegneristici 


(sospingendo così la creatività e l'estetica e l'arte a pensare-creare in più alte-rarefatte-”inutili” sfere ed atmosfere e magari ipersfere) dato che non esiste alcun limite alla vantaggiosa simulazione-emulazione di ogni attività umana (sembra solo una questione di tempo di evoluzione tecnologica espresso in secoli-millenni, di energia necessaria (probabilmente sia l'energia E che la materia M andranno trovate pure su altri corpi celesti), di numero di neuroni artificiali di una macchina intelligente ANN-DNN, di numero e potenza di algoritmi per generare ogni utile funzione (seppure anche di tali limitazioni al calcolo algoritmico e relativa teoria abbiamo accennato qualcosa), ecc., onde trasformare via via insensibilmente ed irreversibilmente (I=logK) il sistema politico-socio-economico della specie umana) perché coloro che credono di essere umanamente così speciali (o così generali, ossia agli “estremanti” della curva dell'evoluzione, massimamente specialisti o massimamente generalisti) certamente si sbagliano per via di analisi poco accurate e pure loro saranno abbandonati e spazzati via nel corso dell'evoluzione (anche una miglior Commedia Divina come una miglior Commedia Umana si potranno realizzare (anche se prevedibilmente ciò non sembrerà necessario) proprio con futuribili CPU-ANN-DNN o come si chiameranno in là nei secoli in cui i 100 miliardi di neuroni interconnessi di NN faranno ridere (oggi nel 2018 in ANN sono interconnessi solo qualche milione di neuroni artificiali circa))); comunque come linea generale in Italia la quasi totalità degli opinionisti e degli educatori (ma ciò varrebbe pure in Europa e nel mondo con le relative analogie) sostengono che ognuno deve fare il proprio lavoro (qualunque esso sia, ossia benzinaio, giardiniere, commerciante, tecnico elettronico, medico, giornalista, ecc.), e poi integrarvi un po' di cultura (ossia andare qualche volta a teatro, a rappresentazioni di opere di musica lirica, fare visita ai musei d'arte, ecc., oltre ovviamente ad un poco di sport o di passeggiate la domenica all'aria fresca), mentre le leggi della matematica, della meccanica, della termodinamica, dell'elettromagnetismo, delle macchine e delle reti elettriche, dei calcolatori, ecc., ossia quelle nozioni cosiddette tecniche o magari troppo tecniche, non devono neppure sfiorare il comune cittadino, ossia potremmo dire che l'ascolto dell'Aida alzerebbe lo spirito laddove la conoscenza di Shannon l'abbasserebbe, ma non dicano i tromboni dell'opinione che questo lavoro lo dovrebbero fare coloro che si sono più volte espressi sia a voce che per iscritto sostenendo a spada tratta che sarebbe stato meglio che i calcolatori elettronici non fossero stati inventati, oppure quelli che i calcolatori li hanno anche venduti o magari proficuamente utilizzati ma poi come è bella l'arte e come è bella la filosofia purché non sia filosofia matematica); certo c'è anche la bellezza, l'arte, il cielo, le montagne, il mare, la vita (hai detto “poco”!... la vita), ma in questo libro si sostiene il fatto fondamentale inoppugnabile che tutta quanta la Realtà (anche l'Uomo e la sua Mente) è creata dal Pensiero Matematico e coi modelli matematici opera e funziona (se fosse diversamente questo libro conterrebbe solo “metodi-teorie-dottrine umanistici”, opere letterarie, note musicali, figure naturali-simboliche colorate e forme architettoniche classiche-moderne e le loro illimitate combinazioni-composizioni per tutti i piani e gli aspetti della società e della vita, invece di teoremi ed equazioni matematiche, per cui sosteniamo pure che un'ipotetica eliminazione dell'Arte dal Mondo (operazione non auspicabile per il presente tipo irrazionale d'uomo) toglierebbe certamente i musei i teatri ed alcune materie scolastiche-universitarie, mentre l'eliminazione della matematica dovrebbe produrre per noi la sparizione di questo Universo in un Buco nero), e veramente il Mondo non ha nulla a che vedere con l'Arte, l'uomo e la sua vita non hanno alcun legame, nessun significato e nessun privilegio-vantaggio con l'Arte neppure soggettivamente, l'espressione artistica non è la parte più vera, fondamentale e migliore dell'uomo, la sua vera dimensione cioè non è quella estetica ma quella matematica delle scienze matematiche anche se i più sosterranno che la vita dell'uomo e la sua società sono invece un'opera d'Arte (non nel senso che devono stare su facciate di edifici, su quadri in musei-collezioni, od essere rappresentati su palcoscenici di teatri od essere collocati su mobili quali soprammobili, 


ma nel senso che intrinsecamente-inestricabilmente-essenzialmente-intimamente-connaturativamente la vita dell'uomo è strutturata-costruita e funziona come l'Arte e come sostengono le teorie-dottrine umanistiche in senso lato (ossia dove la legge è eminentemente data dalle relazioni sentimentali ed assai secondariamente dalle relazioni matematiche) 


mentre solo il mondo fisico-meccanico-termodinamico-elettromagnetico ed il mondo microscopico di molecole-atomi-nuclei-particelle sono strutturati e funzionano con la matematica e le loro equazioni possedendo questi diversi mondi e diversi piani della Realtà assai scarsa correlazione anzi assai scarsa compatibilità reciproca (osserviamo anche che coloro che credono che l'Arte sia necessaria più della scienza-tecnica alla società umana perchè vi porta sensibilità, gentilezza, varietà, colore, calore, fecondità, fertilità, godimento, dissetamento, umanità, civiltà, ecc., possono vedere meglio la realizzazione di questo esperimento di vita e società proprio nell'età del Rinascimento in cui la stessa vita era vissuta nei migliori dei casi come Opera d'Arte, in cui la Religione, sempre importantissima ed onnipresente, era però passata in second'ordine quasi al servizio dell'Arte laddove nell'Alto-Basso Medioevo l'Arte era piuttosto al servizio della Religione, ma non si creda che la vita del popolo e la vita dei ceti superiori nel Rinascimento sia da invidiare rispetto sia all'antichità, sia al Medioevo che nell'età moderna questa più scientifica-tecnica-tecnologica perchè molti non avrebbero neppure voluto-potuto vivere come i principi-condottieri-artisti rinascimentali quali “esperimenti artistici” in cui la criminalità e l'ingenuità andavano a braccetto laddove nell'età precedente era piuttosto il carnevale e la quaresima che si mescolavano intimamente); 


come sembrerebbe più piena-ricca-colorata-ricolma-traboccante-straripante-incisiva-rigogliosa-florida-espressiva-stimolante-eccitante-galvanizzante-elettrizzante-magnetizzante-ecc. la vita di un individuo se la sua mente abbracciasse tutta la letteratura da Omero a Dan Brown, tutta la pittura del Rinascimento italiano, del '500-600 fiammingo, tutta la musica da Monteverdi a Wagner a Puccini, tutta la musica leggera delle canzoni da Rabagliati agli U2 (in Italia in ordine alfabetico da Adamo a Zucchero), tutta l'architettura dal tempio greco alle cattedrali gotiche ai “capannoni industriali” con la vita e le opere di migliaia e migliaia e migliaia di grandi pittori-musicisti-architetti-artisti-uomini tutti e la correlazione-integrazione con le culture dei loro tempi... ma tutta questa costruzione secolare-millenaria è una vera illusione perchè in quelle pagine, su quelle tele, su quelle facciate, in quegli oggetti materiali-intellettuali, in quelle note musicali, non c'è nulla non c'è assolutamente nulla (se non racconti e rappresentazioni di sentimenti e sentimenti, sezioni-spaccati di vita, e simboli e simboli e simboli antichi-medioevali-moderni, ma non veri-funzionanti simboli matematici)... certo non dobbiamo fare e non avrebbe certamente senso ad esempio tracciare un grafico cartesiano xy in tal caso un grafico P-I (ovvero Perfezione in ascissa ed Importanza in ordinata (o xy=Efficacia poetica-Rilevanza poetica, o  magari Estensione-Intensione poetica oppure Numero parole-Contenuto, ecc.), dalla cui area rettangolare x per y=PiIi calcolare-misurare il valore di un'opera letteraria-poetica (in realtà queste sono solo stupidaggini di natura arbitraria) che magari sarà pure di più o meno grande rilevanza dato che parole ed idee possono modificare-cambiare-improntare il mondo intero seppure seguendo vie piuttosto indirette), ma non possiamo neppure pienamente credere che noi “Non leggiamo e scriviamo poesie perché è bello e "carino". Noi invece leggiamo e scriviamo poesie perchè siamo membri e mente della razza umana, e la razza umana è piena di passione. Medicina, legge, economia, ingegneria, sono nobili professioni necessarie al nostro sostentamento, ma la Poesia, la Bellezza, il Romanticismo, l'Amore... sono queste le cose che ci tengono in vita. Citando Whitman "Oh me, oh vita! Domande come queste mi perseguitano, infiniti cortei d'infedeli, città gremite di stolti, che v'è di nuovo in tutto questo? Oh me, oh vita. Risposta: che tu sei qui, che la vita esiste e l'identità; che il potente spettacolo del mondo continua e che tu potrai contribuire con un verso... che il potente spettacolo continui, e che tu puoi contribuire con un verso... Quale sarà il tuo verso? (o magari potrai contribuire con un suono, con una immagine (oggi più facilmente anche con un video), o forse con una nuova idea... Quale sarà il tuo suono? Quale sarà la tua idea? Oh me, oh vita!... fissando nella mente il lettore che deve cogliere la Rosa quando è il momento... O vergine cogli l'attimo che fugge, carpe diem (consigliato ciò dal poeta latino Orazio Flacco nelle Odi (“Dum loquimur fugerit invida aetas: carpe diem, quam minimum credula postero” o “Mentre parliamo, il tempo invidioso sarà già in fuga, come se ci odiasse! Così cogli la giornata, non credere minimamente al domani”) e da molti intellettuali romani antichi, invece non necessariamente consigliato a magiare pesce approfittando del giorno giusto (vedendo magari appeso in pescheria il cartello “Oggi carpe” o “”Carpe diem!)), cogli l'attimo, cogli la palla al balzo. Cogli la rosa quando è il momento che il tempo lo sai vola (altrimenti della rosa che era domani coglierai solo il suo nome), e lo stesso fiore che sboccia oggi domani appassirà (come pure scrisse Lorenzo dei Medici suonando però i suoi versi oggi un pò troppo chic-vintage-vendenge-inattuali "Quant'è bella giovinezza che si fugge tuttavia; chi vuol essere lieto sia, di doman non v'è certezza")... perchè tutti noi saremo cibo per i vermi e concime per le piante... in parte contenuto nel film del 1989 L'attimo fuggente (Dead Poets Society) diretto da Peter Weir ed interpretato da Robin Williams in cui il professor John Keating dice “Carpe diem, cogliete l'attimo ragazzi, rendete straordinaria la vostra vita”), 


ed anche riguardo il suo connotato fondamentale (intendo dire la Bellezza) ci sarebbe ancora da dimostrare, non se è più bella la volta della Cappella Sistina o la Gioconda di Leonardo od un quadro di Durer o di Monet rispetto alle equazioni canoniche di Hamilton od a quelle relativistiche dell'elettrone, ma semplicemente rispetto ad un alternatore elettrico trifase di una centrale o ad una diga in terra o ad arco od alla scheda madre di un computer (si osservi anche che il romantico telefonino con antennina agganciato alla cintura dei pantaloni era brutto (ma ancora più brutto doveva certamente sembrare il 1° telefono portatile storico commerciale del 1983-84 ossia il telefono-mattone (793 gr) Motorola DynaTAC 8000X realizzato dall'ingegnere Martin Cooper in Motorola già dal 1973 ma non ancora commerciabile e del peso questo di 1.5 Kgr (appartenente alla prima famiglia di telefoni cellulari della storia oltre che della famiglia di telefoni cellulari Motorola DynaTAC, cui seguirà la famiglia MicroTAC) forse ancora più brutto costando 3995 dollari, alla cui serie di telefonia mobile appartengono, oltre a 1984 DynaTAC 8000x, anche 1985 DynaTAC 8000s, 1987 DynaTAC 8000m, 8500x, 8800x, 1987 DynaTAC 6000XL (telefono veicolare o car phone), 1989 DynaTAC 8900x, 1992 DynaTAC America series, 1994 DynaTAC International 3200/3300 (protocollo GSM), ecc.), ed oggi quel telefonino sparito dalla circolazione è invece molto bello mentre attende ancora di diventare bello l'ultimo smartphone (come pure una Isotta Fraschini è molto bella nonostante la sua “meccanica a vista” quasi come un'auto da corsa, ma per adesso non ancora una Punto-Bravo-Uno-Qubo-Mokka-Kia-ecc. con la carrozzeria-scocca-cassa magari firmata da grandi stilisti (dopo quel che ho sentito sulla meccanica “nascosta” sostenere che è bella la meccanica a giorno non saprei cosa dire), però il "primo smartphone" della storia sembra che sia stato rappresentato in un dipinto murales del 1937 del pittore italiano Umberto Romano dal titolo Mr. Pynchon and the Settling of Springfield narrante un incontro avvenuto nel 1630 d. C. tra le tribù dei Nipmuc e Pocumtuc nell'attuale New England con i coloni inglesi del Massachusetts, in cui un indiano d'America sembra reggere nella mano destra un oggetto di forma-dimensioni assai simile ad dispositivo smartphone (in realtà questo apparso sul mercato solo negli anni '10 del XXI sec. ovvero 370 anni dopo), ma questa interpretazione è dovuta solo alla fantasia della gente dato che l'indiano probabilmente si sta solo specchiando in uno specchio lucido tenuto in mano di forma rettangolare piatta con dimensioni esattamente simili a quelle di un moderno smartphone!), 


mentre su un piano più astratto l'equazione E=hf è bella od ancora bella mentre E=mcquadro ormai non lo è più essendo nel tempo stata troppo (ab)usata (ad esempio nel 2008 è uscito il disco rock-pop-hiphop-black-melodico E=MC2 di Mariah Carey in parte imitante E2 di Eros Ramazzotti, forse visto la formula del CD (ma sarà MC come Mariah Carey) più interessata alla fisica relativistica che all'analisi matematica), come pure accade al pi-greco ed alla serie di Fibonacci, ma aggiungiamo la curiosità per la quale la formula di Einstein di equivalenza tra massa ed energia E=mc(elev 2) sarebbe la formula matematica preferita a livello mondiale, seguita dalla formula del teorema di Pitagora a(elev 2)+b(elev 2)=c(elev 2) dove a,b sono i cateti e c l'ipotenusa, poi seguita dalla formula che dà la carica elettrica totale Q (coulomb) in un’area (metro quadro) data dall’integrale del campo elettrico E (volt/metro) sull’area per la costante dielettrica (farad/metro) ricordando che farad volt=coulomb, poi seguita dalla formula risolutiva delle equazioni algebriche di 2° grado (nota formula quadratica nei 3 coefficienti a,b,c dell'equazione), poi dalla formula fondamentale della forza F=ma applicata al punto materiale P, poi dalla formula simbolo della matematica tutta e(elev iπ)+1=0 (per alcuni la formula più elegante e più bella di tutta la matematica contenente-legante i numeri interi-reali-immaginari e, i, 0, 1, che pure noi seguendo altri abbiamo posto quale equazione simbolica di tutta la Matematica), 


poi dalle note formule che danno la circonferenza e l’area del cerchio, poi dalla formula della gravitazione universale di Newton, ecc., ma si potrebbero stilare anche altre graduatorie di popolarità di formule matematiche), e qualcuno potrebbe magari esagerando affermare che tutta la pittura del Rinascimento italiano o dell'800 francese non vale neppure... )... ed allora Bellezza-Arte-Musica-Pittura-Letteratura-ecc.(il Mondo e l'Uomo visti e rappresentati soggettivamente con il sentimento della Bellezza)... sono solo sovrastrutture ed errori del passato della mente umana (lo si comprende anche meglio mentre passa il loro tempo), perchè l'Arte è Sentimento, è Irrazionalità, è “Cultura”, è Emisfero Destro, è Lato-Faccia-Figura-Spazio-Iperspazio Oscuro, e da almeno un secolo è pure Autunno-Inverno-”Surrealismo”-Crepuscolo-Notte-Sonno(Penso dunque sono (Cogito ergo sum, I think I am), ma Dipingo-Plasmo-Compongo-Suono-Recito-Sparlo-”Vivo” dunque Sonno), Aberrazione ed anche Malattia (altrimenti l'Arte, come detto, è e soprattutto era al servizio della Religione o della Politica o dell'Economia o del Potere e dunque soprattutto un tempo svolgeva un ruolo “Religioso-Politico-Economico”, dato che proprio così sembrerebbe essere nata, con espressione pittorica, non certo per riempire il troppo tempo libero della giornata paleolitica ma nata sulle pareti delle grotte quando i cacciatori vi tracciavano disegni-graffiti di cervi-bufali-volpi-animali colpiti da frecce perchè la caccia fosse fortunata ed abbondante nei giorni successivi secondo i rituali magici degli uomini del Paleolitico, ma oggi diremmo svolge un ruolo molto minore o quasi solo “economico”), per cui ripetiamo ancora che in un libro sul pensiero matematico e sulla matematica “pura ed applicata” non si ha nulla di personale contro l'Arte e tutta la vasta Cultura Umanistica ma sta il fatto fondamentale che le teorie di Galileo-Newton-Lagrange-Maxwell-Kirchhoff-Bohr-ecc. le quali coi loro modelli ben descrivono la realtà sono irrimediabilmente incompatibili con esse (e contro l'osservazione di molti, non è affatto un problema se le varie espressioni della Cultura piacciano o non piacciano, siano belle o non siano belle, ma solo se sono matematicamente vere o non vere, e non lo sono anzi peggio non hanno neppure senso, mentre sostanzialmente la critica all'altro campo riguarderebbe il fatto che ad esempio la fisica parla di movimento di punti materiali, poi di moto di sistemi rigidi-elastici, poi ancora di movimenti e movimenti e movimenti (non Movimenti artistici o letterari però), ma l'Uomo dov'é?, l'Uomo cos'è? (“l'Uomo da dove viene?, dove va?, che treno prende?”... però pure Dante scrive di “Amor che move 'l Sole e l'altre stelle” quasi che Dio oltre a muovere in giro ed a premiare-castigare i trapassati non avesse altro da fare), ed allora sarebbe bene affermare che se le variabili indipendenti delle equazioni di fenomeni-cardinali-campo-stato-sistemi sono xyzt tali equazioni descrivono il movimento di sistemi semplici-elementari-composti nello spazio fisico-matematico o ad esempio nel cronotopo, ma se le variabili indipendenti sono r, R, P, T, p, V, v, i, S, Rt, Q, q, A, Bc, Ap, Cm, ecc., ecc., ecc., allora queste equazioni descrivono-rappresentano i “movimenti” in tali spazi più astratti e meno geometrici ossia movimenti che qui sono funzionamenti di fenomeni-sistemi-Realtà tutta (ciò è dovuto inizialmente al grande successo del metodo cartesiano di cui abbiamo ben scritto) di ogni possibile tipo di sistema (in fisica-ingegneria-biologia-economia-sociologia-politica-ecc., anche ad esempio il movimento-funzionamento dei neurotrasmettitori delle sinapsi descrivendo così la formazione-evoluzione-azione dei pensieri o per esempio la scrittura della stessa Commedia Divina e della stessa Commedia Umana), ed “al di là od al di sopra od al di fuori di questa realtà” io non riesco a vedere altro che le occulte ed aborrite essenze degli scolastici (“l'Uomo perchè?”) onde percepire le emozioni leggendo e partecipando alla lotta di Achille o di Ettore, oppure di fronte alla Gioconda di Leonardo od a Guernica di Pablo Picasso (qualche emozione od almeno qualche sentimento Picasso potrà pure suscitare dato che ha impiegato un anno per dipingere come Leonardo e forse non gli è bastata una vita per dipingere come Picasso secondo quanto egli stesso ha affermato, anche se forse nessuno ha ancora visto la “Gioconda di Picasso”... ma il suo bel Foglie verdi e busto (o “Nudo, foglie verdi e busto”) dipinto nel 1932 in un solo giorno è stato battuto da Christie's a 106.5 milioni di dollari quale record per quadri di Picasso e sembrerebbe record assoluto della pittura, ma anche Garcon a la pipe (Boy with a Pipe, del 1905) non scherza 


(all'opposto di Leonardo però, dopo aver impiegato una vita a capire come dipingere, in alcuni quadri Picasso ha fatto poi tutto il lavoro in un paio d'ore), però nel 2017 un'opera Untitled del 1982 di Jean-Michel Basquiat rappresentante il dipinto di un teschio (dimensioni di 183x173 centimetri) realizzato con olio, acrilico e spray (anche questa opera moderna dipinta con tecnica pittorica molto lontana da quella di Leonardo), è stata venduta all'asta Sotheby's a New York per la somma di 110.5 milioni di dollari=109 milioni di euro circa, acquistata dal giovane miliardario giapponese Yusaku Maezawa molto noto nel mondo dell'e-commerce dell'abbigliamento in Oriente, poi, essendo il mercato delle opere d'arte un mondo visibile-sommerso poco trasparente miscuglio di finanza-commercio-ricchezza-teatro-spettacolo-cultura-passione quale rete di fiumi-torrenti-rigagnoli nelle cui acque transitano migliaia e migliaia di pezzi d'arte realizzare in


 secoli e secoli di storia, leggiamo che nel 2015 l'opera pittorica Donne di Algeri di Picasso sarebbe stata battuta all'asta da Christie's per 179.4 milioni di dollari, quindi sempre nel 2015 sarebbe stata venduta per circa 300 milioni di dollari l'opera Interchange di Willem De Kooning, poi ancora leggiamo che il 15nov17 sarebbe stata venduta per circa 450.312 milioni di dollari=444 milioni di euro nella sala d'aste di Christie's al Rockfeller Center di New York (in una gara d'aggiudicazione durata circa 19 minuti e disputata tra il cinese Budi Tek, l'americano Eli Broad, l'araba Sheikha Al Mayassa bint Hamad bin Khalifa Al-Thani, lo svizzero Uli Sigg, la russa Dasha Zhukova, i latinoamericani Hecilda e Sergio Fadel, Gerhard Richter, ecc.) l'opera pittorica Salvator Mundi ossia una “Gioconda al maschile” (olio su tavola di 65.7x45.7 cm) attribuita a Leonardo da Vinci (dunque oggi il suo “valore commerciale” sarebbe circa la metà di quello della celeberrima Gioconda al femminile), dipinta alla corte sforzesca di Milano nel 1499 durante il primo periodo milanese di Leonardo che però non venne da Firenze a Milano solo per dipingere (1482-1500, nonché periodo dell'Ultima Cena nel Cenacolo dal 1494-98) prima di andare Leonardo in Francia nel periodo 1517-19 (dopo però il periodo errante in Italia, e dopo il secondo periodo milanese 1508-13), forse anche con buone pennellate di Giovanni Boltraffio ed altri collaboratori di bottega come usualmente avveniva nelle botteghe rinascimentali dei pittori, ma sottoposta a restauro nel '600, e poi ancora recentemente dal 2005 quando dopo averne perse le tracce storiche (quest'opera era nota per un'incisione eseguita da Hollar nel 1650 dopo essere arrivata in Inghilterra alla corte di Carlo I nel 1625, quindi si persero le tracce dal 1763 al 1900 quando venne acquistata da Sir Charles Robinson come opera di Bernardino Luini (seguace di Leonardo nel suo secondo soggiorno milanese e di cui esistono molte opere a Milano come ad esempio la Deposizione del 1516 nella chiesa di San Giorgio al Palazzo in via Torino), nel 1913 era definita come una copia gratuita dopo Boltraffio, poi ricomparve acquistata a 45 sterline da Sotheby's in un'asta del 1958 (allora lo stato della superficie non permetteva di giudicarla opera di mano leonardesca) scomparendo nuovamente per riapparire nel 2005 valutata intorno a 10 mila dollari, acquistata nel 2013 da Yves Bouvier per 80 milioni di dollari e rivenduta a Rybolovlev per 127 milioni, ma nel corso del tempo il suo valore monetario ha oscillato da 1 a 20 milioni di volte) la tavola venne presentata al pubblico in occasione della mostra alla National Gallery di Londra) quale unica opera di Leonardo da Vinci, della ventina di pitture che complessivamente ci ha lasciato, ancora appartenente a collezione privata (appunto del miliardario russo Dmitry Rybolovlev), ed ora il Salvator Mundi da molti attribuita a Leonardo da Vinci con una valutazione di 450 milioni di dollari sarebbe l'opera più costosa tra tutte le opere pittoriche del mercato dell'arte sia moderne che dei maestri antichi mentre fino a pochi anni fa l'opera di pittori antichi maggiormente valutata a 76 milioni di dollari era il Massacro degli Innocenti di Rubens, e dunque dal 2017 i vecchi maestri Leonardo-Rubens-ecc. in valutazione monetaria battono di 1.5 volte i maestri moderni Warhol-Picasso-De Kooning-ecc.), 


od a far volare la fantasia e l'immaginazione leggendo la Divina Commedia di Dante od il Don Chiscotte di Cervantes così da sperimentare sentimenti-colori-suoni-sapori-fragranze-ecc., o più semplicemente per credere per rappresentare e per vivere completamente la vita dell'uomo nel senso e nelle dimensioni loro più vere), e non solo, come spesso si dice, stanno su un piano-spazio-dimensioni diversi (avendo infatti detto che la meccanica razionale e la fisica quantistica hanno postulati criticabili (per cui magari non dovrebbero-potrebbero rientrare nell'insieme del Pensiero Matematico), allora la musica di Wagner, di Mozart e di Beethoven dovrebbero non rientrarvi diciamo quasi d'ufficio), oppure mettiamola in quest'altro modo ovvero dopo aver costruito con metodi strettamente matematici-fisici-ingegneristici i robot od i biorobot del 5000 d.C. caratterizzati pure da un comportamento analogo o “superiore” a quello tipicamente umano lasciamo che si sviluppi una scienza robotistica o biorobotistica descrivendoli come un fascio-sfascio di sentimenti dentro di sé ed in relazione con altri biorobot (analogamente alla scienza umanistica sviluppatasi millenni dopo la formazione della macchina neurobiologica umana), poi chiediamo ai robot-biorobot circa i loro sentimenti-suoni-colori-odori-emozioni-pensieri-ecc. (che certamente proveranno se hanno i medesimi difetti e qualità umani) ed allora troveremo ugualmente una complicata-inutile-falsa sovrastruttura quando qui almeno sappiamo come sono nati ossia “chi è la loro mamma” (ovvero conosciamo bene la loro struttura), ma proviamo a chiederci anche cosa ci faranno dei libri di letteratura che avranno scritto, dei quadri che avranno dipinto, della musica che avranno composto, dei templi e delle cattedrali o “cattedrali” (non solo realizzate in pietra e metallo, ma prevedibilmente coi nuovissimi-futuribili materiali artificiali e di sintesi) che avranno innalzato, e di tutte le loro “infinite” manifestazioni artistiche di biorobot (anche se penso che avranno ben altre cose da fare nel loro mondo che non esercitare l'Arte, oppure penseranno che sia la biorobotistica che la vecchia umanistica e le scienze umane debbano essere trattate e studiate pure esse con gli stessi metodi matematici in parte inclusi in questo libro ed altri metodi-teorie per noi nel tempo presente e magari nel più lontano futuro semplicemente impensabili... immaginiamo senza rigurgiti e senza nostalgici ritorni... del tipo “...vorrei tornare indietro anche solo per un momento, ma il Tempo non si ferma neppure col pianto (vorrei stringere al petto la piccola mano che un tempo m'accarezzava, così che da quel giorno il mio Ricordo vive con me) perchè il ricordo che vuol chiamarsi Futuro, che è il tuo piccolo Mondo, non si conquista col pianto, perchè il pianto è la cifra di merito del rimpianto e del Passato che vive nel tuo lontano Ricordo..."... 


lo scriviamo così (anche se non sembra molto chiaro) perchè i futuribili biorobot prevedibilmente pur non mostrando una predisposizione per l'Arte potrebbero invece mostrare diciamo una certa “sensibilità” per la Poesia lirica specialmente dell'800 italiano se ci saranno ancora melomani o “melomani” in quel lontano futuro, da non confondersi con gli appassionati della mela morsicata di Apple di cui sarà rimasto un lontano romantico ricordo))... ma generalmente e più semplicemente si sente affermare che la materia il mondo fisico ed i suoi fenomeni si descrivono-rappresentano con le equazioni matematiche ed invece il mondo dell'uomo si descrive-rappresenta e si vive con altre teorie sociali-psicologiche-economiche-religiose-empiriche-massime-proverbi-precetti-aforismi-ricette-ecc-ecc. (diciamo generalmente-genericamente teorie-dottrine umanistiche) poiché l'uomo dopo aver soddisfatto i bisogni alimentari primari della pancia già da migliaia di anni ha liberato parte del suo tempo di vita dedicandolo alle varie attività “umanistiche” che appunto lo rendono superiore agli animali (dalla scimmia in giù nella radiazione evolutiva delle specie viventi) dato che se andasse solo a caccia con la clava o la lancia ovviamente non sarebbe granché superiore, ma ciò è credibile solo fino alla 3° media inferiore (e lasciamolo magari dire a Gianni Rodari e simili oltre al Presidente della Repubblica in visita alle scolaresche (i discorsi non sapei dire se li ha scritti lo psicologo di fiducia o lo psicologo di stato, il suo aiutante, l'insegnante della scuola stessa, o se magari ha “dato una mano” l'Università di Harvard o la Cattolica del sacro Cuore, oppure se impudentemente ed imprudentemente li ha scritti lui stesso, per cui in tal senso psicologico i bambini-adolescenti si possono suddividere in due grandi classi ossia coloro che la bevono tutta-molto-mezza e coloro che la bevono poco-nulla in base sia al tipo di scuola che soprattutto secondo l'ambiente od “ambiente” sociale di provenienza e ciò determina sostanzialmente la vita e l'attività futura degli individui (dato che la genetica avrebbe scarsa influenza all'interno della stessa specie) ma si sappia che logicamente-matematicamente (nonostante tali discorsi-insegnamenti contribuiscano ad abbassare l'attrito sociale a favore delle “vite migliori” e delle vite dei furbi e quindi all'effetto pratico di aumentare la “sperequazione sociale” (diciamo rapporto Diritti/Doveri) col conseguente effetto moltiplicatore (per cui non è affatto necessario “berla tutta” ma basta berla solo un poco più della media), e l'educazione in ogni senso deve tendere a realizzare la Società e l'Individuo matematicamente Corretti e nient'altro) il sangue dei poveri e dei miseri lo si paga ugualmente punto per punto istante per istante vettore per vettore tensore per tensore tutto esattamente quanto costa niente di meno niente di più 


(ci sono leggi di simmetria e leggi di conservazione anche per le grandezze sociali)... un monumento all'amico Freud... ma coi modelli di matematica-fisica-ingegneria si capisce e si spiega ancora meglio che non con la psicologia e la psicanalisi), ossia che un automa a stati finiti dal tempo più lontano ma soprattutto dopo aver risolto i bisogni elementari della macchina cui è particolarmente affezionato incomincia a violare le leggi logiche-fisiche-matematiche) e per la maggior parte degli individui è credibile anche dopo quell'età scolare, credo ciò dovuto ad una mente più semplice (non solo mente indotta ma a volte mente molto colta ma inevitabilmente semplice), constatabile pure dal fatto che si sostiene la nota separazione tra mezzi (fisico-materiali) e fini (più spirituali), oppure che non è vantaggioso andare oltre l'equazione delle coniche e del cerchio (magari aggiungendo pure che il cerchio di Giotto è anche “meglio” di quello matematico della geometria analitica o del cerchio di Mohr degli sforzi meccanici o del cerchio unitario del diagramma di Smith per il calcolo delle linee di trasmissione elettriche e le strutture a microonde, e di tanti altri cerchi), oppure ad esempio che sia nella descrizione che nell'azione in ogni campo si può sentir dire... basta toccare un po' qua, ridurre un po' là, toglier un po' di qua e portare di là, aggiungere un po' di volontà, ridurre un poco l'interesse individuale, incentivare qui, disincentivare là, ecc., ecc., ecc. (sono questi gli esperti dei giochi a somma “0”), quando il modello del nostro mondo (uomo compreso) è tale che non si può né togliere né aggiungere 1 elettrone o 1 atomo o 1 frase o 1 cartiglio o 1 dollaro o 1 euro o ecc. o ecc. o ecc. senza scombussolare e fracassare Tutto e dover reimpostare e risolvere tutto da capo (i giochi a somma nulla divengono giochi significativi solo passando da leggi “umanistiche” a leggi più comprensive di matematica-fisica-ingegneria che migliorano date cifre di merito... però per gli umanisti in genere sono proprio i matematici che hanno inevitabilmente la mente troppo semplice perchè sono convinti che la complessità della mente umana (ed anche dell'Universo-Realtà) è tale che non sarà mai rappresentabile-comprensibile dalle leggi matematiche (neppure tra 100 mila anni) ma quando mostrano i metodi da loro utilizzati per introdursi-sentire-percepire-sondare-penetrare-afferrare-recepire-cogliere-assimilare-conquistare-comprendere il micro-macro-cosmo cascano “umanisticamente-letteralmente-matematicamente” completamente le braghe (il lettore avrà spesso sentito dire “Mi si vuol forse far credere che con l'equazione dell'elettrone si comprende la Realtà!” da una parte e dall'altra “Mi si vuol forse far credere che nell'Edipo Re o nell'Otello o nel Crepuscolo degli Dei od in questo testo di sociologia c'è la comprensione della Realtà!”... in ogni caso comunque per noi la strada futura è inevitabilmente tracciata)). Ma, continuando, dimensioni dei componenti circuitali geometricamente trascurabili rispetto a quale riferimento e parametro, ossia rispetto a che cosa?  


La dimensione geometrica lineare maggiore L (di componenti fisici circuitali assemblati e di piste di rame dei collegamenti elettrici tra i componenti sul circuito stampato o tra file di ancoraggi) presente in un reale circuito elettrico con modello a parametri concentrati RCL deve essere minore della più piccola lunghezza d’onda (corrispondente alla più alta frequenza di segnale, tensione v(t) o corrente i(t)) di tutte le b correnti j e tutte le b tensioni v di lato ivi presenti (ossia L molto minore di λ), od anche che l'equazione di Laplace applicata ai campi E e H, ossia laplaciano di E=0 e laplaciano di H=0, sia valida come se i campi tempo-varianti fossero invece campi elettrostatici o magnetostatici (riguardo il laplaciano di una funzione scalare V, e riguardo l'equazione di Laplace quale laplaciano uguagliato a 0 ossia divergenza del gradiente di V=0, diciamo che invece di risolvere le equazioni di campo in E o H è più facile lavorare coi potenziali che ugualmente stabiliscono una relazione con le sorgenti dei campi dato pure che le condizioni al contorno spesso sono date tramite potenziali (agli estremi, su linee, su superfici, su facce, ecc.), e l'equazione si ricava da divE=0 e da gradV=-E, quindi div(gradV)=0, laddove l'equazione di Poisson dei campi con sorgenti, da divE=ρ/ε, è div(gradV)=-ρ/ε ed entrambe sono importanti nelle soluzioni di equazioni ellittiche o di fenomeni stazionari). Per esempio, in un circuito di un preamplificatore-amplificatore musicale (od impianto lineare e Hi-Fi, tecnica questa nata negli anni '40 del '900 quando le bande di frequenza dei segnali incisi sui dischi ed amplificati dai circuiti monofonici via via da circa 100-5000 Hz con distorsioni intorno al 10 % passarono a circa 70-8000 Hz e distorsione sotto il 5 % (ma già negli anni '30 riguardo le tecniche di radioaudizione si potevano trovare in commercio apparecchi radio ed audio adottanti l'innovazione dei 2 altoparlanti, uno di tipo elettrodinamico per riprodurre meglio i toni bassi (40-3000 Hz circa, in Italia usualmente Geloso-Irel-ecc., nonché collegato direttamente all'uscita del trasformatore audio) e l'altro di tipo elettromagnetico per riprodurre meglio i toni più alti (fino a 5 KHz, tramite un condensatore di circa 2 microfarad collegato in serie all'uscita dello stesso trasformatore)) e poi sempre meglio nella fedeltà di riproduzione (ad esempio utilizzando il noto schema di D.T.N. Williamson del 1947 pubblicato sulla nota e storica rivista inglese Wireless World (Marconi Company pubblicò in Gran Bretagna il 1° numero di Marconigraph nel 1911 contenente articoli sulle radiocomunicazioni accompagnanti lo stesso sviluppo storico del mondo radio, rivista denominata Wireless World nel 1913 e nel 1984 mutato in Electronics and Wireless World e poi in Electronics World (insieme alla pubblicazione parallela di Wireless Engineer), che per decenni pubblicò schemi di circuiti ed idee circuitali audio-radio e poi anche televisivi, tra cui storiche configurazioni e blocchi circuitali come il regolatore di toni alto-basso Baxandall, l'amplificatore audio Mullard 5-10 ad alta linearità (contenente due pentodi EL84 in configurazione push-pull (ben sostituibili con gli equivalenti americani 6BQ5) pentodi di Pu=6 W e dissipazione anodica di 12 W e 300 V massimi di placca con pendenza-transconduttanza di 11 mA/V (vantaggiosamente sostituenti alla metà degli anni '50 il pentodo Philips EL81 nei finali di amplificatori BF Hi-Fi e di circuiti finali AM-FM), per cui con due pentodi EL84 in controfase in classe A-B, tensione anodica di 250-300 V, resistenza d'uscita anodo-anodo di circa 8 Kohm (pilotabili in ingresso ottimamente ad esempio dal pentodo EF86), sarebbe possibile ottenere una potenza audio d'uscita di 15-17 W da ridurre però se si vuole pure diminuire la distorsione del segnale d'uscita come richiesto dalla tecnica Hi-Fi, ma tubo termoionico EL84 molto usato dal 1960 specie nel mondo Hi-Fi, e gli stessi sistemi di amplificazione Vox AC-30 Twin amplifier (fabbricati da Vox dal 1958) usati dai Beatles montavano pentodi EL84 (ma tale amplificatore da 30 W venne inizialmente usato dagli Shadows e poi anche dai Rolling Stones anche se mi sembra che questi ultimi erano più abituati ai KW che non ai W audio)), poi l'amplificatore Linsley-Hood di potenza, nel 1967 il 1° e semplice computer didattico autocostruito con componenti-transistor a basso costo in codice binario, il decoder per il Teletext inglese, il computer per uso scientifico con 2 processori in kit PSI Comp 80 di Powertran, nonché centinaia e centinaia di originali idee-schemi circuitali provenienti da ogni parte del mondo ed università da utilizzarsi in svariati progetti), e quello schema elettrico di amplificatore Williamson (banda B=5 Hz-300 KHz, distorsione intorno a 1 %, e potenza d'uscita di 15 W circa, realizzato con due triodi KT66 (od anche 6L6) seguiti da tetrodi di potenza collegati in conformazione push-pull (già utilizzata nel mondo dei circuiti amplificatori dal lontano 1909)) divenne un classico del settore e fu imitato in Europa ed USA (insieme a pochi altri circuiti tipo Leak, e diffusori tipo Alyec, Goodmans, Tannoy, ecc.) da una moltitudine di tecnici amatori-autocostruttori ed audiofili, per cui si può affermare che l'alta fedeltà Hi-Fi nacque nel 1947, mentre la stereofonia dovrà ancora aspettare (ossia tecnica per suono spaziale con altoparlante destro R e sinistro L (nome di origine greca σtερεo dove t=tau significante solido-spaziale 3-dimensionale all'opposto del suono monofonico o piano) ma negli anni '60 tecnica ancora primitiva (quando ad esempio un cantante od uno strumento era udito tutto in un canale o nell'altro, a differenza di un più avanzato e sofisticato missaggio), laddove la quadrifonia degli anni '70 (in verità mai decollata) richiederà un altoparlante destro R (riproducente il segnale R) uno sinistro L (per segnale L) un altoparlante frontale F (per segnale R+L) ed uno posteriore P (per segnale R-L) seguita dal sonoro dei nuovi televisori (destro, sinistro, centrale, surround (quest'ultimo altoparlante anche in numero di una ventina in grandi auditorium), detto Dolby stereo o Dolby stereo Pro Logic per home cinema) 


e poi dai sistemi multicanale)); aggiungiamo che i circuiti del preamplificatore-amplificatore elaboranti il segnale devono necessariamente essere lineari, ovvero la curva-funzione matematica dell'amplificazione tensione-corrente-potenza non deve dipendere dalle correnti e dalle tensioni dei lati (che sono le grandezze di rete; ad esempio per il resistore v(t)=Ri(t) dove R deve essere costante (ad esempio di valore 2200 ohm per tutte le correnti e per tutte le tensioni di lavoro del relativo lato del circuito) e non R(v(t)) o R(i(t)), ossia non con legge v(t)=R(v(t))i(t) o v(t)=R(i(t))i(t), ad esempio 2200e(elev i(t)/Io) o 2200A(elev i(t)/Io), mentre aggiungiamo che nel 99 % e più degli esempi circuitali applicativi i resistori R (e ciò vale pure per C, L, generatori, parametri vari, ecc.) nel campo dei valori di usuale funzionamento sono sempre trattati come R lineari ossia ad esempio effettivamente di 2200 ohm altrimenti le reti elettriche non sarebbero analizzabili (e tanto meno sintetizzabili-progettabili) neppure dai più potenti e futuribili calcolatori, od al massimo possiamo trovare 1 o 2 bipoli non lineari in un circuito con centinaia-migliaia di bipoli tutti lineari ancora però analiticamente analizzabili (seppure con sforzi matematici non comuni, magari da parte di matematici abituati a trattare coi sistemi non lineari) ed invece ancora bene analizzabili e risolvibili con appositi metodi grafici, oppure meglio linearizzando come detto i suddetti bipoli non lineari nel loro punto di funzionamento-lavoro considerando cioè solo il 1° termine dello sviluppo in serie di potenze (di Taylor, di cui abbiamo ben scritto, e sviluppo spesso vantaggiosamente utilizzato nello studio delle funzioni di analisi matematica e nell'analisi-sintesi di numerosi fenomeni-sistemi in fisica-ingegneria) del relativo parametro; rapidamente tra i resistori invece volutamente-costruttivamente non lineari citiamo i termistori NTC (Negative Temperature Coefficient) che diminuiscono la loro resistenza all'aumento di T secondo la legge R=Ae(elev b/T), con coefficiente di temperatura α=(1/R)(dR/dT)=(1/Ae(elev b/T))(-Abe(elev b/T)/T quadro)=-b/T quadro con valori da -2 a -8 %/°K e b da 1750 a 5800 °K a T=25 °C per R(a 25 °C) da 100 ohm a 200 Kohm circa, realizzati in sbarre o disco o perla usando combinazioni di ossidi metallici (quali ossido di nichel, biossido di manganese, sesquiossido di ferro, ecc., tipo K172 con resistenza di 150 Kohm a 20 °C, b=3950 °K, α=-0.046/°K ed ammettenza termica Gh=1/Rh di 0.8 mW/°C, o quelli realizzati da Siemens o da Philips, o da Ametherm o da Honeywell o da Cantherm o da Epcos o da U.S. Sensor o da Panasonic o dalla giapponese Shibaura Electronic, o da Murata (ad esempio NTSD1WC303FPB30 di 30 Kohm a 25 °C, con potenza media di 21 mW, con b=4100, e da 2.1 mW/°C), ecc., od i vecchi e primi NTC della statunitense Fenwal Electronics tipo EMC4 che diminuisce la resistenza di circa 2 %/°C), ed utilizzati in applicazioni dove si sfrutta la diretta dipendenza da T ossia R=f(T) ad esempio quali sensori per la misura di T per esempio in sensibili circuiti a ponte (a 3 resistori più il termistore NTC), 


oppure dove si sfrutta l'inerzia termica R=f(t) utilizzabili ad esempio per la protezione alle alte correnti iniziali di utilizzatori o magari per i filamenti riscaldanti di lampade ad incandescenza o per catodi di tubi all'accensione o per ritardare lo scatto di relè o per partenze soft di alimentatori (in tv, impianti musicali, ecc.) ed altro, oppure dove si sfrutta l'elevato coefficiente α per eseguire qualche stabilizzazione; i termistori PTC (Positive Temperature  Coefficient) che aumentano la loro resistenza all'aumento di T in un dato intervallo di temperature secondo una legge tipo R=A+Be(elev bT) ma comunque sempre riportata in grafico (tipicamente con R variabile da 100 ohm a decine di Kohm), realizzati ad esempio con titanato di bario, ed usati come protezione in serie ai carichi contro gli aumenti di corrente e temperatura ad esempio di lampade od avvolgimenti di motori o per rotori bloccati o per le linee telefoniche e di telecomunicazioni (quali fusibili ripristinabili PTC contro le sovracorrenti, ma esistono pure fusibili a film sottile SMD di precisione (da 250 mA a 3 A) per montaggio CS tipo quelli di AVX, ed i dispositivi PolySwitch di Raychem per protezione completa sovratensione-sovracorrente-temperatura autoripristinabili (tipo per linee elettriche di 120-240 V, ma hanno caratteristiche ben peggiori dei diodi soppressori a semiconduttore, ad esempio il tipo siglato LVR055S da Tyco Electronics ha resistenza di 0.45 ohm a 20 °C e funziona senza intervenire fino a correnti di 0.55 A, interviene a 1.25 A con Rmax=0.73 ohm, dove i limiti massimi sono 265 V e 7 A senza danneggiarsi)) o per le bobine di smagnetizzazione di tv-monitor a tubo catodico (tipo tra i molti il doppio PTC siglato 480Y TDK 7013 in tv Emerson) od in parallelo per realizzare un relè ritardato, anche se oggi in tutti questi campi si ricorre vantaggiosamente a circuiti elettronici realizzati a transistori ed IC, ed oggi PTC fabbricati da Philips, da Ametherm (tipo MS22 10008 di R=10 ohm a 25 °C, Imax=8 A, energia massima di 200 joule=200 watt secondo), da Epcos, da Murata (come i suoi Posistor a protezione di circuiti rilevando il relativo surriscaldamento, tipo PTGL07BB220N0B52A0 di R=22 ohm a 25 °C, con Vmax=140 V, e Imax=3.5 A); i varistori VDR (Voltage Dependent Resistors) che diminuiscono la loro resistenza R all'aumento della tensione V secondo la legge V=AI(elev b) dove A=100-1000 circa e b=0.12-0.35 circa, realizzati in dischi e bacchette ad esempio con carburo di silicio ed argilla od ossido di zinco, utilizzati quale protezione in parallelo ai carichi contro le sovratensioni (specialmente di natura reattiva, e funzionanti fino a 2 KV assorbendo anche correnti di picco di 100 KA ed energie di 10-50 Kjoule con tempi di risposta minori di 100 nanosec o 10 nanosec per VDR di piccole potenze, ed oggi costruiti da alcune Case tipo TDK, Littelfuse, Bussmann, ecc.) 


seppure per questa funzione oggi esistano particolari e molto più efficienti tipi di diodi a valanga soppressori (costruiti da Motorola, Microsemi, STMicroelectronics, Rohm, Philips, Taiwan Semiconductor, Littelfuse, ON Semiconductor (ad esempio diodo unidirezionale P6SMB13A con Vrotturanominale=13.05 V, Vrottmin=12.4 V, 600 Wpicco dissipabili, oppure con un maggior margine rispettivamente Vrottnom=14 V, Vrottmin=13.3 V ciò per linee ed alimentazioni a Vcc=12 V nominali), Diodes, ecc.), e quali stabilizzatori di tensione (magari in circuiti a ponte) seppure per tale funzione di stabilizzazione ci siano i ben migliori diodi zener (realizzati in molte serie (anche con molti valori di tensione e molto vicini (tipo 2.4, 2.7, 3.0, 3.3, 4.3, 4.7, …, 20, 22, 24, 27, 30, 33 V, ... ) per ogni necessità), tipo la nota ed ottima BZY88, oppure BZX84, o generalmente BZT o BZX o BZY o BZV o ZMY o ZX o PLZ o PZU o DDZX o EDZTE o KDZTR o MMBZ o SMAZ o UDZSTE o ZMM, o AZX23... o BZX84... o 1SMA... o 1N47... o 1N52... o 1N53..., o 1N5345 da 2.2 volt a più di 200 volt e potenze da 1/4 di watt (250 mW) a più di 10 watt di cui il più grande costruttore al mondo è ITT Semiconductors (nota società storica International Telephone & Telegraph fondata nel 1920 da Sosthenes e Hernand Behn che realizzò il primo sistema ad ampia diffusione di interconnected telephone lines ma il nome iniziale era Puerto Rico Telephone Company seppure poi divenne uno dei maggiori produttori di sistemi di commutazione telefonica e poi anche di semiconduttori) ed in Europa Philips oltre a tante altre case come ON Semiconductor, Diodes (Azienda costruttrice di ogni tipo di diodo e matrici di diodi e non solo diodi zener e valanga), NXP, Panasonic, ecc. (ma volendo o necessitando di diodi zener con tensione Vz e di grande potenza (fino a centinaia di watt) per tensioni Vu da regolare su corrente di carico Iu (ampere) dato il costo e la loro difficile reperibilità il lettore li può realizzare da sé utilizzando uno zener DZ con Vz richiesta da 1 watt ed un transistore npn TR di potenza (con tensione di rottura pari a Vz+10 V almeno e potenza dissipabile di 100-120 W o più su dissipatore adeguato) collegando il catodo (lato fascetta) dello zener DZ al collettore C di TR e l'anodo alla sua base B, collegando un resistore Rb da 220-330 ohm 0.5 W tra base B ed emettitore E di TR collegando in parallelo a Rb un condensatore elettrolitico C=100-470 microfarad col positivo su B, ed inserendo un resistore Rs di caduta-limitazione tra l'ingresso della tensione Vi da regolare-limitare ed il collettore C (dove Rs=(Vimin-Vu)/(Iu+0.01) massimo) per cui la tensione Vu stabile (di valore Vz+0.78 V circa) si presenterà tra collettore C ed emettitore E, oppure scegliendo per TR un darlington npn di potenza con in tal caso Vu=Vz+1.5 V e Rb=390-560 ohm), mentre negli anni '50-'60 ad esempio si poteva utilizzare la nota serie di diodi zener OAZ di Philips (tipo OAZ203 per 6.4 V o OAZ212 per 10 V), laddove negli anni ancora precedenti si ricorreva a tubi termoionici a scarica a gas con tensione costante (150 V) da cui derivare tramite partitore resistivo tutte le tensioni inferiori accoppiati a triodi (tipo 6AU6 od equivalenti europei) reazionati negativamente per la stabilizzazione di tali tensioni con ragionevoli correnti e potenze d'uscita) e naturalmente efficaci ed ineguagliabili circuiti a transistori (per un breve studio della protezione da sovratensioni e sovracorrenti tramite circuiti più complessi ad IC, 


il lettore può magari analizzare il circuito LT4356-1-2-3 (quale regolatore (tra 4 V e 80 V) di protezione da sovratensioni e limitatore di sovracorrenti di picco sui carichi tramite il comando di un Mosfet di potenza in serie alla linea onde limitare la tensione sul carico stesso che continua ad essere regolarmente alimentato) di Linear Technology avviando LTSpice e caricando lo schema LT4356-1 e poi gli altri due per così osservare l'andamento di Vout in funzioni di Vin in presenza di picchi di tensione... ma dato che pure tali circuiti IC si possono guastare è sempre bene aggiungere in parallelo al carico o sull'uscita dell'alimentatore Vout un semplice diodo di potenza soppressore d'impulsi di extratensione od un semplice diodo zener Vz (con tensioni di valanga o di zener appena superiore alla tolleranza di entrambe Vout e Vz) e con a monte un fusibile di corrente superiore alla massima assorbita dal carico); generalmente parlando la resistività a temperatura T dei resistori non lineari è data dalla resistività ad una temperatura di riferimento (ad esempio To a 0 °C o 25 °C) moltiplicata per e(elev B(1/T-1/To) con diversi valori di B; ed i mistor-MDR ossia magnetoresistori o resistori magnetici a semiconduttori che aumentano la loro resistenza R anche di 20 volte in presenza di campi H con densità B fino a 1 tesla, realizzati ad esempio da Siemens ed usati magari in sensibili circuiti a ponte (aggiungiamo in generale che i sistemi e circuiti a ponte a 4 lati composti di 4 elementi Z1,Z2,Z3,Z4 sono molto usati nelle misure elettriche in corrente continua DC ed in corrente alternata AC e si basano sulla condizione di bilanciamento di tensione a 2 vertici opposti (tensione nulla) quando agli altri 2 vertici è applicato il segnale-tensione Vdc o Vac (il ponte si alimenta dc-ac ad una diagonale e si misura ai capi-vertici dell'altra diagonale), e derivano tutti dallo storico e primo ponte di Wheatstone a 4 resistori Ra (lato o resistore di rapporto), Rb (lato o resistore campione), Rn (lato o resistore variabile per raggiungere l'equilibrio), Rx ossia lato o resistore incognito (con Ra opposto a Rn nel quadrilatero, e Rx opposto a Rb, dove Rn è un potenziometro di equilibratura, tensione Vdc o Vac applicata ai nodi di confluenza di Ra-Rb e Rx-Rn, e misuratore-galvanometro tra i nodi Ra-Rx e Rb-Rn, detto ponte di Wheatstone se alimentato in continua e ponte di Kohlraush se alimentato in alternata) il quale è in equilibrio se Rx/Rn=Ra/Rb ossia quando resistore incognito sta e resistore di equilibrio come resistore di rapporto sta a resistore campione o Rx=RaRn/Rb; e sono il ponte di Maxwell (per le misure di induttanze Lx, senza necessità di confronti con induttanze campione) con Vac a frequenze f di circa 1 KHz, con Rx in serie a Lx al posto del solo Rx, Cb in parallelo a Rb al posto di Rb, il quale ponte è in equilibro se Lx=RaRnCb; il ponte di De Sauty (usato in particolare per le misure di capacità, senza richiedere il confronto con capacità campione) con Vac di qualche KHz, con Cv al posto di Ra, C al posto di Rb, R al posto di Rx e R1 al posto di Rn per cui all'equilibrio si ha Cv/C=R1/R da cui C=(R/R1)Cv, o più praticamente-strumentalmente con il parallelo di Rx e Cx al posto del solo Rx, con Rn al posto di Rb, ed il parallelo Cb con Rb al posto di Rn, laddove la condizione di equilibrio è Cx=RnCb/Ra; il ponte di Wien utilizzato come generatore di segnali sinusoidali BF, con Rb al posto di Ra, Ra al posto di Rb, con il parallelo Rd e Cd al posto di Rn, con la serie Rc e Cc al posto di Rx, ottenendo l'oscillazione ai nodi del misuratore di frequenza f data dalla condizione di equilibrio il quadrato di ω = il quadrato di (2πf)=1/(RbRcCdCc)(Cd/Cc), ma se Rb=Rc=R e Cc=Cd=C allora f=1/2πRC; esistono altri tipi e configurazioni di ponti tipo quello di Shering per la determinazioni di Rx e Rx equivalente serie di Cx; si è visto che per una miglior condizione di equilibrio ed una miglior misura del parametro Rx-Cx-Lx del  lato incognito x ad esempio nel ponte di De Sauty è necessario porre un resistore in serie al condensatore campione Cb per la compensazione dell'angolo di perdita dei condensatori (rapidamente, in un condensatore ideale la corrente è sfasata di φ=90° in anticipo sulla tensione, 


mentre in un condensatore reale (attraversato da una corrente totale I e sottoposto ad una tensione V) a causa delle perdite nel suo dielettrico ed in misura minore nel rame di terminali-armature la corrente I è sfasata rispetto a V di un angolo φ minore di 90° dove Δ=90°-φ è detto angolo di perdita per cui c'è una componente di corrente Ir in fase con la tensione V rappresentabile nel circuito equivalente con un resistore Rp in parallelo a C tale che Rp=V/Ir, Ir/Ic=tanΔ, Ic=ωCV, da cui Rp=V/IctanΔ=1/ωCtanΔ per cui tanΔ=1/ωRpC=ωCRs dove Rs è invece la resistenza equivalente serie (ad esempio un condensatore C=100 nF con valore tipico di tanΔ=0.0002 a f=10 MHz ha Rp=800 ohm circa e Rs=1.2 milliohm circa) laddove la perdita di potenza attiva dissipata in Rp è P=VIsenΔ (ad esempio se C=10 nF, V=1 V, a f=1 MHz e tanΔ=0.0001 allora Ic=2πfCVsenΔ=62.6 mA, Q=62.8 mVar, P=6.28 microwatt ossia circa 0.1 per mille di quella reattiva), ma il circuito equivalente comprende anche un'induttanza serie Ls per cui ad alte frequenza ed in risonanza un condensatore può presentarsi addirittura come un semplice resistore il qual fatto per un condensatore usuale di 100 nF può avvenire a f=2-3-5 GHz, ma generalmente di un condensatore è utile considerare ovviamente la capacità C e la formula della capacità dipendente da fisica-geometria (permettività dielettrica, distanza ed area delle piastre affacciate), il suo circuito equivalente ossia la serie L-Rs* in serie al parallelo C-Rp*, le resistenze Rs e Rp a frequenza f, la reattanza capacitiva Xc e la suscettanza capacitiva Bc, in modulo Bc=1/Xc, la resistenza d'isolamento in continua Rcc e la sua variazione con la temperatura T, la corrente continua Icc di dispersione, l'energia Ec immagazzinata in una intervallo temporale, il tipo di dielettrico usato, la tensione di lavoro in continua Vcmax e la tensione di lavoro in alternata Vamax (dove Vamax è di poco inferire a Vcmax), la tensione di rottura Vmax, il fattore di potenza PF (in %) che dà le perdite in alternata anche espresse in tanΔ, il fattore di dissipazione FD=Rs/Xc (in %), il fattore di qualità Q=Xc/Rs=100/FD, il coefficiente di temperatura TC (in ppM/°C), la temperatura min-max ambiente Ta di lavoro, la tolleranza di C a 25 °C, la sua tensione v(t) e la sua corrente i(t) di segnale eventualmente sovrapposte alla tensione continua V e corrente continua I, ed inoltre è utile scegliere i condensatori (e ciò varrà pure per altri componenti passivi) più adatti al tipo di sistema-apparecchiatura soprattutto gli elettrolitici essendo costruiti in versioni standard-miniatura-superminiatura-basso profilo, per vari campi di tensioni di lavoro e di temperature, a medie o basse perdite, a media od alta affidabilità, per uso commerciale o professionale o spaziale-militare (ad esempio trovare un condensatore di filtro di 200 microfarad della tensione di rete raddrizzata perfettamente funzionante dopo 50 anni dimostra che esso è stato realizzato con attenzione per una lunga durata anche se magari montato in un circuito elettronico di un'apparecchiatura commerciale o del mercato consumer) di molte Case costruttrici tipo Sprague(nota produttrice di condensatori in alluminio e tantalio)-ITT-Philips-Samsung-Kemet-Panasonic-Elna(grande ed apprezzata produttrice mondiale di condensatori in molte serie, tipo C 1000 microfarad 50 V siglato RFS-50V102MK9, dal costo singolo di circa 3 euro, oltre ai condensatori ad altissima capacità)-Wishay commercializzazione-Wima-Taiyo Yuden-Arcotronics-Falcon-Nec-Rayrex-Efco-Cornell Dubiler(in molte serie di usuale utilizzo fino a 100 mila microfarad e fino a 500 V)-AVX(soprattutto C al tantalio ed all'ossido di niobio)-Rohm(anche al tantalio e polimero)-Mallory-Panasonic(specialmente C non polarizzati o bipolari (da 1 microfarad a 6800 microfarad) usati nei circuiti dove la polarità cc si inverte periodicamente o nei filtri BF-AF a grande capacità (fino a decine di microF), e molte altre serie polarizzate fino a circa 22 millifarad a montaggio assiale-verticale-superficiale, o condensatori ad altissima capacità fino a 100 millifarad o fino a ben 10 farad=10 milioni di microfarad)-PowerStor(supercondensatori-supercapacitori ad elevatissima capacità fino a 1.5 farad (1.5 milioni di nicrofarad e Vl=5 V) anche a corrente impulsiva ed a montaggio superficiale)-NessCap(soprattutto ultracondensatori-pseudocondensatori con elettrodi a polvere di carbone attivo od ossido metallico con tipiche capacità di 10 farad (e tensione di lavoro di 2.7 V) o di 2.5 farad (a 5 V di lavoro) utilizzabili anche quali batterie tampone temporanee (a tensione non fissa come sarebbe quella delle celle elettrochimiche o celle fotovoltaiche) nei circuiti con carichi a bassa potenza (infatti un carico di 1 mA potrebbe essere alimentato per 2-4 ore da un tale condensatore prima che la sua tensione cada più di 1-2 V secondo una formula approssimata riportata altrove ossia caduta di tensione ΔV pari a corrente di carico I per intervallo di tempo ΔT di alimentazione diviso C, dato che la scarica avviene secondo una legge esponenziale di v(t)), 


ma oggi è possibile realizzare anche supercondensatori dalle armature a micro-nano-porosità con capacità fino a 5-10-100 KF; possiamo anche effettuare un semplice esperimento caricando un usuale condensatore elettrolitico C di 4700 microF=4.7 mF 25 V con una batteria da 9 V tenendolo collegato per 10 secondi, poi scollegandolo dalla batteria per collegare ai suoi terminali +/- la serie di un resistore di resistenza R=330 ohm ed un usuale diodo Led rispettando le polarità per misurare quanto tempo resta acceso emettendo una luminosità ragionevole (circa 4-6 sec) e quasi in proporzione ciò varrà per i super-ultracondensatori (con capacità 2-5 mila volte maggiore) usati come batterie sui generis (però “non della filosofia scolastica medioevale” in tal caso significante di genere suo-proprio)... laddove per curiosità l'esperimento “duale” richiederebbe di caricare un induttore L collegandolo ad un alimentatore di corrente con corrente di qualche A per qualche secondo, poi scollegandolo per collegare in serie la medesima serie precedente R-Led per vedere quanto tempo rimane acceso sebbene qui occorrerebbe un induttore di grande-”impossibile” induttanza (approssimativamente di circa 500-1000 H) per cui sarebbe magari meglio ricorrere ai campi magnetici generati da superconduttori)-United Chemi-Con(molte serie di C)-Nichicon(producente molte serie di condensatori, e supercondensatori fino a 150 farad (con resistenza serie minore di 80 milliohm, e dimensioni geometriche di 65 millimetri di diametro ed altezza di 150 millimetri circa) dal costo di 8-16 euro nel 2014, ed altre serie fino alla straordinaria capacità di 4 mila farad (ad esempio il condensatore siglato JJL0E268MSEG di 2600 F dal costo di circa 360 euro nel 2014), ed ovviamente adatti non al filtraggio ma all'immagazzinamento diretto di carica Q=CV a bassa tensione V ed all'immagazzinamento di energia W=CVquadro/2 per cui ad esempio un C=1000 F caricato a V=4 V immagazzina una carica Q=4 mila coulomb=1.1 ampere ora=1100 mAh ed immagazzina un'energia di ben W=8 mila joule=8 mila watt secondo=2.2 watt ora=0.0022 KWh... seppure a 100 euro si può acquistare un accumulatore Pb-acido da 100 Ah ossia con capacità 100 volte maggiore anche se a tensione fissa ad esempio di 12 V ed immagazzinante un'energia W=QV=12x100x3600=4320 Kjoule=1.2 KWh)-ecc., mentre i condensatori fissi per disaccoppiamento-filtraggio-filtri RF-ecc. in poliestere-policarbonato-polipropilene-alluminio-film poliestere metallizzato-film carta-ceramici multistrato-ecc. sono prodotti da Epcos-Kemet-Johanson Electronics-Samsung-Murata-Cornell Dubilier-TDK-Arcotronics-NEC-AVX-Panasonic-Nichicon-ecc., ma il lettore normalmente utilizzi condensatori in poliestere-policarbonato verticali di calcolata capacità C e con tensione 2-1.5-1.2 volte quella massima cui è sottoposto e comunque mai meno di 50-63 Vcc, laddove i condensatori (trimmer capacitivi) variabili sono prodotti da Murata-Sprague-Tusonix-AVX-ecc.), e, continuando, nel ponte di Maxwell un resistore in parallelo a Cb per la compensazione del fattore Q dell'induttore L, ma più semplicemente nel caso di C e L ideali o quasi, in De Sauty collegando ai lati opposti Ra-Cb e Rn-Cx allora abbiamo Ra/Rn=Xcx/Xcb=Cb/Cx ovvero si ha l'equilibrio quando il rapporto resistori rapporto/variabile eguaglia il rapporto condensatori campione/incognito ossia Cx=CbRn/Ra, ed in Maxwell collegando ai lati opposti Ra-Rn e Lx-Cb abbiamo Ra/Xlx=Xcb/Rn ovvero si ha equilibrio quando il rapporto resistore rapporto/reattanza induttore incognito eguaglia il rapporto reattanza condensatore campione/resistore variabile ossia Lx=RaRnCb; naturalmente al posto del misuratore-galvanometro è sempre possibile collegare gli ingressi invertente-non invertente di uno stabile amplificatore operazionale op amp con adeguato guadagno per migliorarne la sensibilità e la precisione di misura seguito dal misuratore analogico o digitale)))), 


dicevamo, così che si possa applicare il noto principio di sovrapposizione delle cause e degli effetti (importante e fondamentale in tutti i sistemi lineari con equazioni matematiche lineari, come ben scritto altrove) ossia per cui in pratica, ad esempio, se all'ingresso del preamplificatore-amplificatore inviamo un segnale Vin composto di sole 2 note musicali senza armoniche ossia 2 segnali sinusoidali (puri, sapendo che ogni sinusoide matematica ha un'ampiezza A, una frequenza f=1/T ed una fase φ (oltre ad una intensità I (ossia quadrato dell'ampiezza A), ed una potenza P=I/(radice quadrata di 2)) ed ogni nota musicale di uno strumento colonna-fiato-corda ha un'intensità I (a volte intesa anche come ampiezza o come potenza), un'altezza (ossia tono o frequenza fondamentale) ed un timbro (ossia il contenuto di armoniche, tipo i suoni a 880, 1320, 1760 Hz, ecc. se la frequenza fondamentale è il La centrale di 3° ottava 440 Hz della scala diatonica ed è il timbro che differenzia notevolmente la nota La suonata su un pianoforte e su un violino) laddove nella musica come nell'acustica dell'orecchio umano è del tutto insignificante-indifferente considerare la fase φ di fondamentali-armoniche) inviamo dicevamo 2 segnali sinusoidali puri con frequenze rispettivamente di 4 KHz e 5 KHz, all'uscita dello stesso otteniamo un segnale amplificato Vout ancora composto di 2 segnali a 4 e 5 KHz, invece di un segnale comprendente le frequenze di 4 KHz, 5 KHz, 9 KHz e 1 KHz di cui alcune (ottenute per addizione-sottrazione o somme-differenze) non presenti nel segnale d'ingresso e generate appunto per distorsione non lineare nei circuiti, oltre che frequenze di segnali questi di diversa e minor ampiezza e potenza), continuando, la massima frequenza passante è di 25-30 KHz circa, per cui la lunghezza d’onda minima delle correnti e tensioni di ingresso-uscita-lati dell’amplificatore è di circa 10 chilometri (300 milioni/30 mila), ed allora la lunghezza L massima dei componenti circuitali (che sarà di 20-40 millimetri) permette sempre un’ottima approssimazione circuitale; nell’amplificatore d’antenna a radiofrequenza RF (il campo RF è approssimativamente compreso in 30MHz-1 GHz (lunghezze d'onda di 10 metri-30 centimetri), mentre da 1 GHz a decine-centinaia di GHz tipicamente fino a circa 300 GHz (lunghezza d'onda di 1 millimetro) abbiamo le microonde (dalla banda L (1-2 GHz, ad esempio usata dalla RAI per trasferire programmi radio AM o FM) alla banda S (2-4 GHz oggi prevalentemente usata pure dalla telefonia mobile con protocollo IEEE 802-11 in multiplazione FDM fino a 960 canali o per trasferimenti a lunga distanza) alla banda C (4-8 GHz, oggi pure usata dalla telefonia mobile per accesso ad Internet in multiplazione FDM e TDM fino a 60 Kmetri) alla banda X (8-12 GHz, fino a 25 Kmetri circa) alla banda Ku (12-18 GHz usata nelle trasmissioni tv via satellite in modulazione PCM (come detto significante Pulse Code Modulation che potremmo tradurre Modulazione ad impulsi codificata), o per ponti TDM fino a 10-25 Kmetri, mentre il collegamento terra-satellite e satellite-terra sfrutta portanti da 3.4 GHz a più d 50 GHz) fin oltre la banda D (110-170 GHz, in realtà le bande delle microonde sono L, S, C, X, Ku, K band, Ka, Q, U, V, E, W, F, D), ma nel 2010-15 la banda maggiormente usata dai satelliti di telecomunicazioni commerciali è la banda K ossia banda Kurz o corta in tedesco (secondo una definizione Nato estendentesi da 20 a 40 GHz (15-7.5 millimetri), secondo IEEE invece estendentesi da 12 a 40 GHz ossia sottobanda Ku (K-under band da 12 a 18 GHz), sottobanda K-band (da 18 a 27 GHz, ma frequenze queste facilmente assorbite dal vapor acqueo con un picco a 22.24 GHz, seppure usata da portanti satellitari), sottobanda Ka (K-above band da 26.5 a 40 GHz, usata soprattutto dai radar e da telecomunicazioni sperimentali, uplink a 27.5 e 31 GHz, da Iridium e Inmarsat I-5, da Kepler Mission per download di dati scientifici provenienti dal telescopio spaziale, da radar d'identificazione a bordo di aerei militari, sebbene risenta abbastanza di attenuazione per pioggia, oltre che per trasmissioni con le guide d'onda rettangolari WR-28 in 26.5-40 GHz ossia in 11.32-7.5 millimetri)); a dic2010 dell'operatore Eutelsat e prodotto da EADS Astrium (con investimento di circa 350 milioni di euro complessivamente) è stato lanciato (da Bajkonur 200/39 in Kazakistan con razzo Proton-M/Briz-M, ricordando che Bajkonur è il più antico centro di lanci spaziali costruito negli anni '50 del '900 inizialmente come base per il lancio di missili a medio-lungo raggio, dall'Unione Sovietica ed oggi sotto amministrazione russa seppure in Kazakistan, dotato di attrezzature per la messa in orbita di veicoli spaziali senza o con equipaggio umano tramite i razzi vettore A1-Proton-Tsyklon-Dnepr-Energia-Zenit, e di cui rammentiamo la messa in orbita del 1° satellite artificiale Sputnik 1 (significante Compagno di viaggio o Satellite) il 4ott57, e la missione Vostok 1 (significante Oriente-Est) con J. Gagarin il 12apr61 (giorno storico per l'astronautica col 1° volo orbitale umano) lanciato con vettore A-1 e descrivente un'orbita completa in 1 ora e 48 minuti), il nuovo satellite per telecomunicazione KA-SAT operativo dal 2011 (basato su piattaforma Eurostar E3000, con potenza elettrica dei pannelli fotovoltaici di 16 KW (utilizzando pannelli un poco più efficienti di quelli attualmente in uso a terra sarebbero necessarie aree attive di 85-60 metri quadrati), potenza elettrica complessiva a bordo di 14 KW, potenza di alimentazione dc del carico di 11 KW, con massa di lancio di 6.15 tonnellate, massa di carico utile di circa 1 tonnellata, con riferimento geocentrico in regime geostazionario, con un miglior sistema di controllo del puntamento delle antenne e di un ripetitore RF ad alta efficienza, posizionato a 9° Est, per una durata di vita operativa di circa 16 anni ossia fino all'anno 2027) per elevata produttività-capacità satellitare onde fornire collegamenti televisivi ed Internet a banda larga in tutta Europa ed una piccola area del Medio Oriente, dotato di 4 antenne multi-feed (con 82 spotbeam e riutilizzo di 3-4 frequenze nei fasci disaccoppiati (primo satellite trasmittente in banda Ka), ad oggi il satellite col maggior numero di multi-spot, con illuminatori-transponder indipendenti con larghezza di banda di 237 MHz (notiamo che per la trasmissione PCM di un canale tv con usuale risoluzione (non HD) basterebbero 40-50 MHz), velocità massima di 474 Mbit/secondo per punto, ed una capacità-velocità complessiva di circa 90 Gbit/secondo ovvero più di 30 volte maggiore di un usuale satellite odierno-convenzionale di telecomunicazione TLC triplicando così la capacità di collegamento di Eutelsat), aggiungendo che secondo Eutelsat stessa potrà fornire accesso ad Internet a banda larga a circa 1 milione di utenze contemporaneamente (se ogni utente navigasse con una velocità media di 45 Kbit/secondo (ossia appunto in banda larga!, ma così “basterebbe pure la linea bifilare in rame non equalizzata”), mentre con velocità media di 10 Mbit/secondo=1.25 MB/sec a circa 4500 utenti ma ovviamente va considerata pure la percentuale di utilizzo medio e di velocità reale della linea d'utente (seppure con l'introduzione sui collegamenti del satellite aumentano i tempi di trasmissione Internet dato che la sola tratta satellitare introduce ben 240 millisecondi di ritardo cui aggiungere i ritardi di ricetrasmissione di bordo e delle stazioni di terra e dei server, ecc., notando che con linee coassiali-ottiche terrestri un ritardo di circa 300 millisecondi è introdotto da una linea di 60 mila Kmetri ossia superiore alla circonferenza equatoriale terrestre), 


specialmente in zone d'Europa non ancora coperte da ADSL-WiMax-fibre ottiche soprattutto le zone sperdute e montane, visto che Ka-Sat sarà particolarmente attivo nelle comunicazioni Internet mobili dove i collegamenti con fibra ottica non sono affatto vantaggiosi differentemente che nei collegamenti punto-punto), collegamenti gestiti da Skylogic NOC di Eutelsat con 10 stazioni a terra (8+2 di riserva per un adeguato livello di sicurezza riguardo le probabilità di guasto dei sistemi), con apparecchiature terrestri di ViaSat, sistema di modulazione DVB-S2, trasmissione in MF-TDMA (ossia Multi Frequency-TDMA)), mentre continuando alcune applicazioni elettroniche e circuitali utilizzano frequenze fino a 100 GHz, laddove nella gamma e campo storico di 30 KHz-30 MHz (10 Kmetri-10 metri) oggi non vi sono più servizi importati ed anche la radiodiffusione ha quasi completamente abbandonato le medie frequenze (500-1650 KHz, 600-180 metri) in modulazione AM per passare all'utilizzo della banda FM (88-108 MHz, 3.4-2.7 metri), mentre ancora oltre i 300 GHz l'atmosfera stessa introduce un'alta attenuazione per ritornare nuovamente quasi trasparente nel lontano infrarosso approssimativamente intorno a 30 THz (ossia a 100 volte 300 GHz) e nel visibile intorno a 500 THz (ossia a 16 mila volte la frequenza massima usata nel 2014 in telecomunicazioni satellitari)), di un circuito tv analogico in banda UHF, la frequenza massima della portante modulata dal segnale è di circa 860 MHz (canale 69), per cui la lunghezza d’onda minima delle correnti-tensioni dei lati è di 35 centimetri circa, e quindi la lunghezza geometrica massima dei componenti circuitali (perchè l’amplificatore RF venga trattato come un circuito a parametri concentrati RCLM) non dovrebbe superare i 5-6 centimetri (sarebbe opportuno allora far uso di componenti miniaturizzati SMD (Surface Mount Device) o meglio ancora componenti integrati, collegati da corte piste di rame o cortissimi collegamenti volanti a filo), mentre se essi raggiungessero la dimensione di mezza lunghezza d’onda (ovvero di 17 centimetri circa, proprio come la lunghezza geometrica dei dipoli di un’antenna in risonanza a mezza lunghezza d’onda adatta per ricevere e per trasmettere i più alti canali della banda UHF; nelle antenne Yagi a dipolo FM-VHF-UHF-SHF che vediamo-vedevamo sui tetti (costruite da molte aziende tipo Emme Esse, o SpaceDigital, o Finco e Jerrold specialmente in USA, oppure ad esempio dalla nota azienda tedesca Stolle), la lunghezza del dipolo trasversale, posto davanti al riflettore (gli altri dipoli, da 4 a 12 circa a cui non è collegato il cavo essendo passivi ossia alimentati indirettamente per induzione, servono invece per aumentare il guadagno (di 6-17 db=2-7 volte in tensione) e la direttività), è pari a mezza lunghezza d’onda della frequenza centrale del canale ricevuto o trasmesso dall’antenna), invece di amplificare il segnale sarebbero piuttosto più adatti ad irraggiarlo e con scarso rendimento (non essendo in risonanza col mezzo (spazio libero) con impedenza tutta resistiva, la quale per curiosità è data dalla radice quadrata del rapporto permeabilità magnetica/costante dielettrica e vale 120π ossia 377 ohm circa, o più accuratamente 376.7303135 ohm); nei circuiti di commutazione della CPU di un calcolatore con frequenza di clock del segnale ad onda quadra pari a 3 GHz circa (generata da un semplice oscillatore a quarzo in overtone o tramite generatori-moltiplicatori di clock od oscillatori programmabili ad esempio di Philips, Texas, National, IDT, Maxim, Connor Winfield, Linear Technology, AVX, Fox Electronics, NDK, TXC (ad esempio quarzo 9B-18.432MEEJ-E a f=18.432 MHz in contenitore ribassato HC-49US serie 9B), Crystek Corp, CTS (in molte serie, e cristalli per microprocessore μP tipo MP101 a f=10.000000 MHz con C=30 pF), Citizen, Epson (tipo oscillatore a cristallo di quarzo per montaggio superficiale serie SG636PCV sigla SG636PCV 55.000MC0 a f=55 MHz +/- 100 ppM, tempo di salita-discesa dell'onda 5 nanosecondi circa, alimentato a 5 V e 9 mA, dal costo di circa 4.5 euro nel 2013-14), ecc., o con oscillatori di clock subminiaturizzati di ECS (da 20.000000 MHz (ECS-2532HS-200-3-G, o 3518) a 125.000000 MHz (ECS-3525-1250-B-TR) a 200.000000 MHz), ma generalmente le frequenze dei quarzi vanno da 1 MHz a 150 MHz con molti quarzi tagliati intorno a 10 MHz (esempio ECS-122.8-20-5PX-TR a f di 12.288000 MHz)), 


la frequenza armonica massima ancora importante sarà di 20-30 GHz (armoniche nei circuiti digitali necessarie perchè la salita-discesa del fronte d'onda sia abbastanza rapida e gli spigoli dell’onda quadra non siano troppo arrotondati; saprete che per realizzare veramente in senso matematico uno “spigolo” di un segnale-funzione a gradino f(t)=u(t), ossia una vera discontinuità, teoricamente occorrono infinite armoniche nello sviluppo in serie di Fourier), dunque la lunghezza d’onda minima è di circa 10-15 millimetri, per cui non è assolutamente possibile far uso di componenti discreti (e di piste di collegamento tra essi) con dimensioni maggiori di 1-3 millimetri, e dunque tali circuiti di porte logiche vanno necessariamente integrati su una sola piastrina di silicio (come appunto avviene nei circuiti integrati dei microprocessori CPU, dove i dispositivi non superano qualche micrometro e le piste di collegamento non superano certamente e mediamente il millimetro di lunghezza). Naturalmente l’approssimazione circuitale non può valere nei circuiti a microonde (dove le lunghezze d’onda possono essere inferiori al millimetro), ossia nel regno dei klystron (“sollevatori di flutti”, quali oscillatori a vuoto (analoghi ad un triodo il qual ultimo potremmo definire un “modulatore di intensità” del fascio elettronico tra catodo ed anodo tramite la variazione della tensione griglia-catodo (modulazione di intensità (ampere) poiché il tempo di transito degli elettroni tra K e A è piccolo rispetto al periodo T della tensione modulante di griglia), utilizzante il klystron sia la tecnica del triodo che la tecnica del rhumbatron (cavità chiusa e perfetta con risonanza LC a bassissime perdite)) composto da catodo caldo, griglia controllo, rhumbatron (“modulante in velocità” il fascio di elettroni tramite due griglie a cui è applicata la tensione Vi(t) dell'oscillatore esterno (quasi armature di un condensatore), dato che qui il tempo di transito è paragonabile al periodo T), tubo a campo nullo (dove per i precedenti impulsi di accelerazione si formano pacchetti-picchi di elettroni in transito), secondo rhumbatron (sede quindi di impulsi di corrente, come un amplificatore in classe C, dove il fascio di elettroni cede energia estraibile dalla cavità stessa tramite un anello con tensione Vu(t) prima di colpire l'anodo) ed infine anodo collettore (dove gli elettroni a bassa velocità cedono infine l'energia rimasta trasformandola in calore)) dove appunto un fascio di elettroni emessi da un catodo caldo e focalizzati (velocità media v=c/506 per radice di Vo) sfrutta le proprietà della cavità risonante che ne modulano la velocità, dove il bunching principle è stato studiato da Heil e poi da Webster-Hansen-Hahn-Feenberg-Benham-Hartree-Petrie-Strachey-Wellis-Hollman-Bruche-Recknagel, il cui circuito equivalente è composto da un'ammettenza di carico Yc=ΓSG o LCR con in parallelo un'ammettenza elettronica Ye che rappresenta l'interazione elettroni-cavità, ed allora l'oscillazione si innescherà quando Yc+Ye=0 che alla risonanza diviene Ye=-(1/R) ossia reale negativa o attiva aggiungendo poi pure le perdite (il valore massimo della conduttanza Ge=B1(1/Q1+KquadroQ2) tra circuito 1 e 2 dove Q è il fattore di merito e K l'accoppiamento il cui valore critico è K=1/Q2)), ben adatto a realizzare amplificatori con amplificazione di tensione Vu/Vi e con potenze (data da Pb1=(AIb1)(elev 2)Rsh/2=AIb1Vb1/2, dove Pb1 è la potenza della fondamentale derivata dal risuonatore, Ib1 la corrente della componente fondamentale, Rsh è la resistenza equivalente parallelo del risuonatore, A=sen(θg/2)/(θg/2) è il rapporto tra la componente fondamentale della corrente per un transito ad angolo finito e quella di transito ad angolo zero dove θg è l'angolo di transito intergriglia, con efficienza data da AIb1Vb1/2IboVbo) da 10 watt a più di 10 Kwatt, come i vecchi klystron degli anni '80 di Philips per trasmettitori UHF tipo YK1220 (da 16 KW di picco circa e rendimento di circa il 45 %) e YK1230 (da 27 KW circa)) e dei magnetron (quale oscillatore a vuoto analogo al klystron ma senza griglia (dunque sostanzialmente un diodo a vuoto) e collimazione del fascio lungo z (il raggio R (metro) dell'orbita è dato da R=3.372x10(elev -6)/B per la radice di V dove B (tesla) è la densità di flusso magnetico) con campo magnetico statico Hz per modulare la velocità degli elettroni (con pulsazione ω (radianti/sec) circa ω=e/mB dove e e m sono carica e massa degli elettroni in SI, laddove in CGS la frequenza f=2.800B' in MHz con B' in gauss) dove il campo RF viene generato dall'interazione tra Ex e Hy secondo un'equazione molto complessa, utilizzato per produrre microonde di grande potenza in applicazioni industriali di riscaldamento “dielettrico“ o nei trasmettitori dei radar), e dove appunto troviamo cavità risonanti caratterizzate (come accade per i dipoli, già citati, delle antenne a dipolo in risonanza) da dimensioni lineari paragonabili alle lunghezze d’onda dei segnali stessi, 


e per i quali è ovviamente necessario pensare e calcolare tutto in termini di sistema continuo e dunque adottare e risolvere le equazioni di Maxwell (non valendo qui quelle di Kirchhoff (se non per approssimati circuiti equivalenti); però facendo uso di qualche semplificazione e di utili o necessarie simmetrie come per esempio le simmetrie piana, assiale o cilindrica (a volte pure sferica), poichè le soluzioni delle equazioni di Maxwell “complete” sono molto difficili... ed è facile invece credere che il loro “integrale generale” (naturalmente, ricordiamo, si tratta di 4 eq. differenziali alle derivate parziali vettoriali in coordinate xyz o rθz o ρθφ magari in formulazione covariante quadridimensionale (con tensore metrico 4x4 della norma gij) magari in mezzi non omogenei ed anisotropi) o meglio una complessa e generale soluzione analitica ottenuta senza alcuna approssimazione, non si avrà nemmeno nel 4000 dC!, quando forse le stesse equazioni saranno state sostituite da altre più aderenti alla realtà di un buon modello fisico-elettromagnetico! (secondo Einstein il lavoro di Maxwell per importanza e conseguenze è paragonabile a quello di Newton, e secondo Feynman tra migliaia di anni Maxwell sarà ricordato come lo scienziato e la mente del XIX secolo paragonabile ad Archimede nell'antichità, a Galileo, Newton ed Einstein): possiamo affermare che ad oggi le eq. di Maxwell sono state risolte per i soli o "soli" casi della conduzione, della diffusione, della risonanza e propagazione-radiazione di onde, dando così vita ad interi campi di interesse teorico e di applicazioni industriali-commerciali (quali circuiti elettrici ed elettronici, macchine elettriche, macchine sequenziali, maser, laser, comunicazioni elettriche, telegrafia, telefonia, linee di trasmissioni, reti telematiche ISO-OSI (International Organization for Standardization/Open System Interconnession, di cui la rete locale Apple Talk (fino a 32 nodi-periferiche e fino a 230 Kbit/sec) è un semplice esempio ed alla quale i Macintosh (nati dal progetto Annie del 1979 di Markkula) si collegavano direttamente tramite la porta seriale B) ed Internet (collegamento aperto tra reti di computer e Transmission Control Protocol/Internet Protocol), telecomunicazioni locali e globali, eccetera)). Per avere un’idea molto semplificata di come “funzioni” un circuito elettrico rispetto a come funziona un sistema elettromagnetico, potremmo pensare che, mentre un campo elettromagnetico dà la distribuzione (continua) del campo elettrico vettor E e del campo magnetico vettor H in ogni punto dello spazio ed in ogni istante di tempo (ossia E(x,y,z,t) e H(x,y,z,t)), un circuito elettrico realizzato in quel campo (ma in realtà si osservi che non vi è alcun legame diretto tra xyz ed i punti-nodi di un circuito elettrico data la natura di spazio vettoriale euclideo normato del primo e la natura di spazio topologico del secondo) considera solo un numero discreto di punti quali nodi n di una rete tra i quali sono collegati b bipoli sottoposti a b tensioni di lato v e percorsi da b correnti di lato j (di natura algebrica R, o derivativa C od integrativa L, quali legami matematici tra le proprie tensioni-correnti rispettivamente, e quali parametri concentrati); potremmo all’inverso (ed in modo certamente inusuale od esotico, sempre che non si presentino “inevitabili” problemi matematici di passaggi ai limiti), andando oltre Abraham pensare di “riottenere” da un sistema discreto circuitale il campo elettromagnetico continuo collegando tra 2 punti (x',y',z', x”,y”,z”) comunque vicini un condensatore C (la cui tensione variabile ai suoi capi genera e sostiene il campo E, immagazzinando esso energia e potenza elettrica), facendo passare per i medesimi punti un induttore L (la cui corrente variabile attraverso di esso genera e sostiene il campo H, immagazzinando esso energia e potenza magnetica), e collegando per i medesimi punti un resistore R (la cui corrente produce una caduta di tensione ai suoi capi (o che, sottoposto a tensione v, fa scorrere una corrente i), generando od assorbendo esso energia e potenza elettrica), e facendo poi il limite matematico (per Δx, Δy, Δz, che tendono a zero) mentre il numero dei componenti e parametri concentrati RCL tende singolarmente ad infinito per ogni dimensione spaziale laddove i loro valori tendono pure a 0 realizzando così parametri distribuiti, seppure è piuttosto la suddivisione e separazione delle funzioni elettromagnetiche che fa un circuito elettrico invece della suddivisione delle zone spaziali (come detto la geometria e lo spazio non hanno luogo nella teoria dei circuiti) ma, andando oltre, teoria delle reti nasce assiomaticamente pure prescindendo dalla teoria elettromagnetica; (a livello applicativo i sistemi a parametri distribuiti vengono invece realizzati con circuiti integrati ibridi (ad esempio amplificatori ibridi ad anello (con uno o più componenti attivi) accoppiati in-out tramite cavo coassiale-linee a striscia-microstriscia (ossia tramite porte idealmente trasparenti senza riflessione Γ e sfasamento di segnali), sistema analogico questo come usualmente sono tutti i circuiti ibridi) 


utilizzando all'uopo linee di trasmissione per costruire così anelli ibridi o rat race, filtri, trasformatori d'impedenza (V2/V1=k, I2/I1=-1/k come componente ideale, specialmente con impedenze di porta tutte uguali), combinatori-accoppiatori-accoppiatori direzionali(per spillare da 2 fori separatamente l'onda incidente e l'onda riflessa)-accoppiatori Lange-accoppiatori branchline-accoppiatori a tandem-accoppiatori a trasformatore-accoppiatori ad interferenza-divisori di potenza-divisori Wilkinson-multilinee accoppiate TEM/quasiTEM-linee planari accoppiate, ecc., mentre la necessità di dispositivi attivi richiede la tecnologia dell'arseniuro di gallio GeAs (per Mesfet, HFet, LDMos, Hbt, He), su substrato non di silicio ma di dielettrico tipo il teflon od ossido di berillo o quarzo, laddove gli elementi passivi (resistori-condensatori-induttori fisici, ossia resistori di polarizzazione dei componenti attivi (da qualche ohm a decine di Kohm, a film resistivo, od a semiconduttori più o meno drogati, od impiantati nel substrato semi-isolante), induttori di filtro o di blocco RF (da meno di 10 picohenry a più di 10 nanohenry, a striscia, a loop, a ferro di cavallo, a spirale circolare-rettangolare), condensatori per filtri od accoppiamento-disaccoppiamento (da meno di 1 femtofarad a più di 100 picofarad, interdigitati, a microstriscia, condensatori MIM (metallo-isolante-metallo), condensatori Schottky) ricavati ad esempio da corte linee di trasmissione chiuse-aperte e stub e da strutture dalla geometria più adatta) possono essere realizzati in entrambi i modi (sia integrati per piccoli-modesti valori, altrimenti concentrati-ibridi ottenendo pure alti fattori Q), ma sopra i 25-30-40 GHz tutto deve essere realizzato a parametri distribuiti per evitare l'intollerabile influenza degli elementi-parametri parassiti (ad esempio oltre i 90 GHz con strutture coplanari insieme a Mosfet) seppure l'affidabilità dei circuiti monolitici-concentrati (MMIC, Monolithic microwave integrated circuits) è ben superiore alla tecnica ibrida o distribuita, e per le cui progettazioni aggiungiamo si ricorre alle tecniche circuitali (discrete a parametri concentrati) ed a quelle integrodifferenziali (continue a parametri distribuiti) con maggior utilizzo pure di programmi CAD; per una prima introduzione alle reti a microonde fino alle lunghezze d'onda di 1 millimetro circa (ossia da 1 GHz a 300 GHz circa) diciamo che tali reti possono impiegare sottosistemi quali cavità risonanti (accoppiati ad esempio a fasci elettronici) ed i sistemi d'accoppiamento possono eccitare il modo dominante necessario per trasferire potenza ad un'antenna irraggiante, passando attraverso altre cavità-filtri o microstriscie o multilinee, curvature e varie discontinuità e transizioni per effettuare eventuali adattamenti d'impedenza o misure di campi E-H e potenze P (ossia una rete generale è una regione di dielettrico di varia forma che presenta guide d'onda e linee di trasmissione varie, sedi di un numero finito di modi sopra il taglio, con I ingressi ed U uscite), per la cui trattazione matematica sarebbe necessario partire dalle equazioni di Maxwell ricavando l'equazione differenziale d'onda del 2° ordine per ogni sottosistema includendo le dovute condizioni al contorno, metodo questo classico, generale, completo (fornisce i campi per ogni xyzt) ma complesso, per cui specialmente in vista della progettazione delle reti si ricorre ad un utile approccio circuitale introducendo sistemi a n porte e relative grandezze Vk,Ik (strettamente legate ai campi elettrico E e magnetico H) ed onde di potenza ad ogni porta (sapendo che VkIk è la potenza entrante alla porta k, e Vk/Ik è l'impedenza alla porta k (analoga all'impedenza di campo Etrasv/Htrasv) come Ik/Vk è l'ammettenza, con parte reale (resistenza R o conduttanza G) e parte immaginaria (reattiva-suscettiva capacitiva Xc o Bc, e reattiva-suscettiva induttiva Xl e Bl, assai utili per il calcolo delle proprietà e delle funzioni di sistema e relativo dimensionamento)) 


in modo tale che i potenti metodi circuitali possano venir portati ed utilizzati anche nel campo delle microonde dove i sottosistemi non sempre rispettano la condizione lunghezza L minore di λ ma dove il numero e la complessità delle interconnessioni di componenti non permetterebbe una trattazione integrodifferenziale a parametri distribuiti (seppure quando le dimensioni geometriche lineari dei sottosistemi siano grandi rispetto a λ è ancora possibile pensare ed applicare la teoria geometrica delle onde incidenti-riflesse-trasmesse tramite i relativi coefficienti di riflessione(Γ)-trasmissione(T) ed in particolare alle più alte frequenze applicare l'ottica geometrica OG), quindi reti generali a microonde (ancora semplici come una cavità risonante accoppiata ad una linea di trasmissione, una guida d'onda a sezione rettangolare con variazione d'altezza, il T nel piano E della guida, il T magico (dotato di 4 porte per cui un'onda incidente alla porta 1 (E) si divide simmetricamente-equamente tra 2 e 3 ma non accoppierà la 4 (H)) o ponte, un equalizzatore di fase, o più complesse, lineari isotrope omogenee o non) con terminazioni in-out aperte o chiuse possono essere studiate in rapporto ai modi dominanti introducendo circuiti equivalenti (ad esempio circuito a T o a “pi-greco”, dato che in una guida rettangolare che cambia altezza-sezione, l'integrale del campo E tra le pareti normali y dà una tensione V e le correnti sulle pareti normali x danno una corrente I, grandezze variabili con l'altezza ma sempre grandezze continue, allora è possibile introdurre-associare un circuito con impedenze diverse Z1 e Z2 che danno l'andamento in-out di V1, V2, e I1, I2 ossia guadagni-impedenze-ecc.) o coefficienti di trasmissione-riflessione (ciò pensò Carson già nel 1924,  ma questo si realizzò dagli anni '60), ed allora la tensione di un modo è definita come proporzionale all'ampiezza di E trasversale (esempio Et(x,y,z)=V(z)f(x,y) dove V(z)=Voe(elev -jßz)), la corrente come proporzionale all'ampiezza di H trasversale (esempio Ht(x,y,z)=I(z)g(x,y)), il prodotto VI è la potenza associata al modo, il rapporto V/I è definito uguale a qualche impedenza caratteristica, perchè valgono i principi di univocità (esiste una ed una sola soluzione, come ha dimostrato Stratton nel 1941), linearità (se anche μ, ε e ρ sono lineari allora le equazioni saranno lineari), reciprocità (le matrici impedenza Z ed ammettenza Y sono tali che i loro coefficienti Zij=Zji e Yij=Yji), mentre pensando in termini “geometrici” di onde possiamo caratterizzare una rete N-bocche o N-porte con onda incidente ed onde riflessa ad ogni porta (onde di tensione incidente ed onda di tensione riflessa, analoghe a tensione V e correte I ad ogni porta, in modulo e fase) ed onde di potenza (analoghe a VI); aggiungiamo ancora molto rapidamente che nel campo delle microonde ed onde millimetriche fin oltre 100 GHz, la teoria circuitale di cui abbiamo scritto (sempre valida-approssimata finchè lunghezza L è molto minore di λ) deve però tener conto come detto di componenti aggiunti che non soddisfano la suddetta relazione, per cui un modello circuitale-topologico di un circuito elettrico equivalente visto dall'esterno come una multiporta-multibocca scatola nera black box potremmo pensarlo composto di N porte o N bocche se N sono i lati-conduttori dove ogni transizione (coassiali, coplanari, linee microstrisce) è una porta-bocca; si consideri dunque un circuito lineare con n coppie di nodi, ossia un n-porte con le rispettive tensioni Vk, correnti Ik, impedenze normalizzate o di normalizzazione Zok (con parte reale positiva Ro) per k da 1 a n, onde di potenza ak normalizzate (a pedice k, date da ak=(Vk+ZokIk)/Zr, legato alle onde e potenze incidenti), onde di potenza bk normalizzate (b pedice k, ossia bk=(Vk-ZokIk/Zr, e Zr combinazione di parametri, legato a onde e potenze riflesse, 


entrambi combinazioni lineari di Vk e Ik), impostando un sistema di 2n equazioni in 2n incognite (tensioni Vk e correnti Ik di porta) dipendenti da Zok (con valori questa da 0 a caratteristica ad infinito), ak e bk; la potenza media Pk della k-esima porta è Pk=Re(VI*) dove Re indica la parte reale di (VI*) e l'asterisco indica il complesso coniugato del vettore, per cui se uno dei coefficienti è nullo avremo solo potenza incidente-riflessa; come per i circuiti elettrici (teorema di Thevenin (Leon Charles Thevenin (Meaux 30mar1857, Parigi 21set1926) ingegnere francese dell'Ecole Superiore di Telegrafia (aveva studiato presso l'École polytechnique nel 1876 e presso l'École supérieure de télégraphie nel 1879, poi professore di matematica e di elettrotecnica che infine lasciò il posto a Édouard Estaunié) studioso di reti elettriche e che formulò nel 1883 il concetto e teorema del generatore equivalente (Eo(jω), Z(jω), partendo dalle leggi di Kirchhoff LKT-LKC e dalla legge di Ohm dei bipoli), preceduto sembra da Helmholtz nel 1853), e teorema di Norton (Edward Lawry Norton (Rockland 28lug1898, Chatham 28gen1983) ingegnere statunitense laureatosi al MIT nel 1920 specializzato in elettrotecnica, che lavorò alla Western Electric Corporation divenuta Bell Laboratories nel 1925 (anno 1925 in cui conseguì un master in ingegneria elettrica presso la Columbia University), il quale nel corso di un progetto di circuito per la registrazione fonografica con segnali di corrente nel 1926 enunciò il teorema del generatore equivalente parallelo (Io(jω), Y(jω)), duale del teorema del generatore equivalente serie di Thevenin questo per generatori-segnali di tensione, laddove anche il fisico tedesco Hans Ferdinand Mayer lo formulò indipendentemente ma è universalmente attribuito a Norton poiché pubblicò per primo i relativi risultati; ma oggi possiamo enunciare il teorema di Thevenin generalizzato in forma matriciale (utilizzando la matrice delle impedenze Z di doppio-bipolo) ed il teorema di Norton generalizzato in forma matriciale (utilizzando la matrice delle ammettenze Y di doppio-bipolo))), possiamo ovviamente dare una rappresentazione serie (V=ZI) o parallelo (I=YV) alle porte-bocche, dove Z è la matrice delle impedenze di porta e Y la matrice delle ammettenze di porta, per cui il sistema V,I è funzione di ak e bk; allora la relazione costitutiva del circuito n-polo-bocca con metodo onde incidenti-onde riflesse sarà del tipo b=Sa+bo dove S è la matrice di diffusione-riflessione-scattering (con parametri Sij ricavabili con misure sui coefficienti di riflessione o col metodo grafico di Deschampes usando il diagramma di Smith, e con equazioni del tipo S=(Z-Ro)/(Z+Ro), mentre per gli n-porte-bocche collegati in cascata alle microonde sono più utili le matrici di trasmissione T (Tij) che mettono in relazione le onde in uscita con quelle in ingresso e ricavabili da Sij (ad esempio per il 2-porte-bocche A e 2-porte B in cascata il coefficiente T11 complessivo è dato dal prodotto di T11 di A per quello di B sommato a T12 di A per T21 di B), i quali parametri tutti possono essere messi in rapporto coi parametri ammettenza Y, impedenza Z e trasferimento); la potenza media totale Pk con k da 1 a n entrante in un circuito n-porte-bocche è nulla per una nota legge di conservazione (teorema di Tellegen esteso a tale modello circuitale N-porte); 


se lo n-porte-bocche è puramente reattivo ossia con impedenza immaginaria le perdite di potenza sono nulle (in ogni istante t la potenza entrante è uguale a quella uscente) e la matrice S è unitaria (ossia SS*=I dove I qui è la matrice unitaria) od anche è hermitiana ossia l'inversa di S (ovvero S(elev -1)) coincide con la trasposta della coniugata S*trasposta, e la somma dei quadrati dei moduli degli elementi di ogni colonna è =1 (se invece è passiva dissipativa tale somma sarà minore di 1 dato che rappresenta la frazione della potenza entrante che ritroviamo a tutte le bocche in uscita); se l'impedenza ha parte reale positiva (R fisica reale) si hanno perdite di energia-potenza e le matrici T e S non sono hermitiane; se la potenza ed energia media elettrica Pe e Ue e la potenza ed energia media magnetica Pm ed Um sono uguali e non nulle allora l'impedenza è reale o nulla, la reattanza è nulla e la rete è risonante, mentre se l'impedenza ha reattanza positiva-induttiva prevale la potenza-energia media magnetica, se l'impedenza ha reattanza negativa-capacitiva allora prevale la potenza-energia media elettrica; per un mono-porta-bocca senza perdite secondo il 1° teorema di Foster del 1924 (dimostrato inizialmente per una rete senza perdite a parametri concentrati RLC) l'impedenza puramente reattiva-suscettiva X-B ha derivata rispetto alla pulsazione ω sempre positiva (dimostrabile ciò anche da una versione variazionale del teorema di Poynting) e Foster e Schelkunoff ed altri hanno dimostrato che esistono alcuni circuiti equivalenti canonici definiti sulla base di zeri e poli di X e B; se una rete ha perdite (R positiva) allora il fattore Q (rapporto tra energia U totale immagazzinata ed U dissipata per unità di pulsazione o rapporto tra le analoghe potenze) diminuisce, ed il conduttore G aggiunto in parallelo ne dà ragione, ed utili ragionamenti e circuiti equivalenti si possono trarre sviluppando analiticamente X(ω) e B(ω) intorno ai poli riguardo ad analogie tra circuiti a parametri concentrati RLC e reti distribuite microonde-millimetriche ad esempio per studiare accoppiamenti con cavità o per analizzare il comportamento in prossimità di frequenze naturali; è noto che esistono relazioni significative tra le parti reali e le parti immaginarie delle funzioni impedenza Z(ω) ed ammettenza Y(ω) di reti passive a parametri concentrati, relazioni che sono analoghe a quelle tra le parti reali e le parti immaginarie della costante dielettrica o permettività complessa dato che ε è una funzione analitica nel semipiano destro olomorfo per cui le 2 parti soddisfano l'equazione di Cauchy-Riemann (condizione ed equazione di cui abbiamo detto scrivendo sulle funzioni analitiche di variabile complessa) equazione qui che per la costante dielettrica ε complessa e per l'indice di rifrazione complesso n (dove n è uguale alla radice quadrata di ε) si chiamano di Kronig-Kramers, per cui Z(ω) e Y(ω) sono funzioni analitiche nel semipiano destro delle frequenze complesse z=x+jy ossia s=σ+jω le quali s sono frequenze naturali della rete (su cui abbiamo molto scritto, determinando zeri di tensioni o di correnti a seconda dei tipo di funzione di rete) 


e che danno luogo a tensioni e correnti finite anche quando sono nulli i valori dei generatori (o sono cortocircuitati i generatori indipendenti di tensione ed aperti i generatori indipendenti di corrente) che però vanno asintoticamente a 0 in reti appunto passive con risposta che dunque s'annulla a transitorio “praticamente” esaurito per cui la parte reale σ della frequenza di rete s (nonché esponente dell'esponenziale della soluzione della funzione di rete, funzione del tempo t) in reti passive deve necessariamente essere negativa quindi niente poli nel semipiano destro da cui la proprietà di Z(ω) e Y(ω) di essere soluzioni dell'equazione di Cauchy-Riemann, ed allora assegnare una funzione potenziale elettrico su tutto l'asse immaginario jω significa definire a meno di una costante additiva il potenziale V in tutto il semipiano destro (dipendente da σ) se non vi sono singolarità di sorgenti ed il potenziale va matematicamente-ragionevolmente a 0 andando verso infinito, ma dal potenziale V eseguendo il gradiente (abbiamo anche detto che il gradiente è un operatore vettoriale o derivata direzionale che da una funzione scalare (derivabile in tutto il campo) come un potenziale scalare elettrico V genera un vettore ossia il campo vettoriale campo elettrico E dove in ogni punto i vettori sono collocati nella direzione di massima variazione ossia in coordinate cartesiane rettangolari il gradiente di uno scalare f è dato dalla somma di 3 vettori ovvero di versor i per derivata di f rispetto a x (nel punto diretto come l'asse x), versor j per derivata di f rispetto a y (diretto come y) e versor k per derivata di f rispetto a z (diretto come z)) otteniamo il campo elettrico E in tutto il piano complesso e dunque la sua densità di flusso elettrico D ed il flusso elettrico Ψ (od all'opposto assegnata una funzione di flusso Ψ su tutto l'asse jω si può determinare il potenziale V nella regione senza sorgenti), e pure tra le funzioni di variabile complessa s=σ+jω assegnata R(ω) è determinata univocamente X(ω), per funzioni di rete s è immaginario, σ è nullo, ossia s=jω=j2πf, per cui sapendo che sono funzioni analitiche e ponendo u=-X e v=R, ricaviamo R(ω) e poi X(ω) e ragionamenti analoghi servono per l'ammettenza e modulo-fase (data poi l'analogia con le funzioni potenziale e di flusso è stato possibile studiare le funzioni di rete Z, Y, R, G, ecc. con la “carta resistiva R” o con le vasche elettrolitiche); rapidamente, se uno n-porte-bocche è reciproco Z coincide col la sua trasposta ossia è simmetrica Z21=Z12 come qui sarebbe pure S ossia S21=S12 (in termini circuitali esso è reciproco se una corrente Ii alla porta i genera una tensione Vj alla porta j ed una correnti Ii alla porta j genera una tensione Vj alla porta i); se è puramente reattivo e reciproco allora l'inversa di S è uguale al coniugato di S; se l'uscita è adattata allora il parametro S11 coincide con il coefficiente di riflessione Γin in ingresso in modulo e fase, mentre S21 è il rapporto in uscita e ingresso delle onde che si propagano da A-ingresso a B-uscita; è completamente adattato se sono nulli tutti i coefficienti di riflessione alle bocche e dunque sono nulli tutti gli elementi diagonali di S; si dice che la bocca i è disaccoppiata dalla bocca j (i diverso da j) se sij=0, se poi anche sji=0 allora le bocche i e j sono isolate tra loro, e se la bocca i ha tutti i suoi coefficienti sij=0 con tutte le altre bocche j allora è completamente isolata e la riga-colonna i ha diverso da 0 solo sii; se è totalmente simmetrico (tipo la giunzione a Y simmetrica) tutte le porte sono equivalente ed intercambiabili ed allora la matrice S ha elementi uguali sulla diagonale principale (sii, pari ai coefficienti di riflessione ad ogni bocca i) ed elementi diversi ed uguali tra loro fuori diagonale (tij=tji pari ai coefficienti di trasmissione tra bocca i e bocca j); 


se è simmetrico parziale (come la giunzione T) sole alcune bocche sono intercambiabili e S ha almeno 4 elementi sono distinti; è condizionatamente simmetrico se lo scambio di bocche avviene tra sottoinsiemi opportuni; se poi un numero l di NL-porte viene interconnesso insieme a costituire un N-porte per un numero complessivo n di porte otteniamo una matrice S diagonale a blocchi se ogni NL-porte rimane collegato ma isolato da tutti gli altri, ma connettendo m coppie di porte otterremo un Q-porte a q=n-2m porte di cui potremo calcolare la relativa matrice di diffusione non più diagonale a blocchi; per le reti N-porte-bocche sarebbe possibile calcolare-misurare i parametri terminando tutte le bocche tranne una su carichi noti permettendo così la determinazione dei 4 parametri delle matrici (chiudendo le bocche (così che V=0) per il calcolo successivo dei parametri ammettenza, ed aprendole (ossia cortocircuitandole ad 1/4 di lunghezza d'onda, così che I=0) per il calcolo dei parametri impedenza, oppure adattandole per il calcolo dei parametri di diffusione Sij), notando che Zii e Yii ossia l'autoimpedenza e l'autoammettenza devono soddisfare le condizioni all'ingresso di un mono-porta-bocca; topologicamente un circuito a n-nodi-poli (ossia con n-1 poli più il polo di massa-riferimento) è formato da n-1 bipoli-lati (circuito di n poli e l=n-1 lati), con n-1 correnti di nodo-polo, e n-1 tensioni di lato, mentre un circuito n-porte-bocche sarebbe caratterizzato da n tensioni di porta e n correnti di porta; le equazioni generalizzate di ohm od equazioni costitutive di lato tensione-corrente in un circuito n-poli o n-porte-bocche sono l=n-1 come il numero l dei lati; come abbiamo scritto, risolvere un circuito di n nodi (n-1 nodi più il nodo di massa) e di l lati, ossia trovare 2l grandezze incognite (l tensioni di lato Vk(t), e l=n-1 correnti di lato Ik(t)), significa impostare un sistema di 2l equazioni (n-1 correnti secondo LKC, l-n+1 tensioni secondo LKT, per un totale di (n-1+l-n+1)=l equazioni, che insieme alle l equazioni di lato formano un sistema di 2l equazioni in 2l incognite (l tensioni Vk e l correnti Ik)), ossia un sistema algebrico in Vk-Ik determinato ad una ed una sola soluzione; 


analogamente sarebbe per un circuito m-porte-bocche, scrivendo un sistema di 2n equazioni in 2n incognite tensioni e correnti di porta; per cui un modello topologico costituito da bipoli e m-porte (con eventuali n-poli trasformati in m-porte equivalenti con m=n-1, pure utile questo considerando le onde di potenza) ossia costituito da l porte permette di scrivere un sistema di 2l equazioni (l equazioni topologiche + l equazioni di ohm-costitutive-caratteristiche) in 2l incognite (l tensioni e l correnti di porta, oppure l onde di potenza entranti e l onde di potenza uscenti di porta); rapidamente, il massimo trasferimento di potenza tra il generatore G ed il carico-ingresso n-porta L si realizza quando l'impedenza del carico Zl (dove Zl=Rl+jXl) è complessa coniugata di Zg (dove Zg=Rg+jXg) ossia quando Zl=Zg*, ed allora la potenza sarà Pg=Vo(elev 2)/4Rg, laddove il guadagno di potenza operativo tra la potenza sul carico e quella in ingresso è Gop=Pl/Pin, il guadagno di potenza massimo-disponibile è il rapporto tra la potenza disponibile sul carico e quella disponibile-massima in ingresso, il guadagno di potenza di trasduzione invece è il rapporto tra la potenza attiva sul carico e quella disponibile-massima in ingresso; pure i sistemi a microonde-onde millimetriche devono essere stabili (asintoticamente stabili) o stabilizzati, ed un 2-porte-bocche caricato in ingresso ed uscita con carichi di impedenze a parte reale positiva (ossia componenti passivi fisici) è asintoticamente-incondizionatamente stabile quando l'impedenza d'ingresso ha parte reale positiva qualunque sia l'impedenza in uscita (i poli della funzione di trasferimento hanno parte reale negativa) oppure equivalentemente quando il coefficiente di riflessione in ingresso Γin ha modulo minore di 1 qualunque sia il coefficiente di riflessione in uscita Γout (purchè con modulo minore di 1), si dice semplicemente stabile (o potenzialmente instabile) quando il coefficiente di riflessione in ingresso e/o in uscita ha modulo maggiore di 1 (ossia almeno 1 polo con parte reale nulla ad indice della soluzione unitario), è invece instabile quando i coefficienti di riflessione Γin, Γout sono maggiori di 1 (almeno 1 polo con parte reale maggiore di 1 o più poli uguali con parte reale nulla), per cui tendenzialmente è sempre bene chiudere lo n-porta-bocca su impedenze con parte reale positiva sia in ingresso che in uscita (ossia realizzare la condizione per cui il modulo del prodotto dei coefficienti di riflessione di generatore e porta ingresso in ingresso ΓgΓin sia minore di 1, ed il modulo del prodotto dei coefficienti di riflessione di carico e porta uscita in uscita ΓlΓout sia minore di 1, e ciò varrà pure per la terminazione dei cavi coassiali), o ad esempio se il modulo del coefficiente d'ingresso Γin è maggiore di 1 fare il modulo del prodotto dei coefficienti di ingresso ed uscita ΓinΓout minore di 1, ed una volta assicurata la stabilità asintotica (nonché stabilità in grande ed applicativa), nel campo di frequenze di lavoro con adeguato margine di sicurezza, scegliere le impedenze per il massimo trasferimento di potenza ossia Γin=Γg*, Γout=Γl*; aggiungiamo qui che nell'uso in altri campi od anche nell'uso comune il significato di struttura-sistema-fenomeno-corpo-ecc. stabile si riferisce a ben fermo-stabile-saldo-solido-fisso senza oscillazioni attorno alla sua posizione di equilibrio ma pure sicuro (fondamenta stabili, edificio stabile, ponteggio stabile, beni stabili), ma pure duraturo-permanente (prendere dimora stabile, teatro stabile, coro-orchestra-compagnia stabile, sede stabile, amicizie stabili, tempo meteorologico stabile, condizioni sanitarie stabili), ma pure costante-invariante (pressione e temperatura stabili, elemento chimico o nucleo stabile, sistema economico stabile, produzione stabile, ecosistema stabile, situazione o soggetto stabile, formula di governo stabile), 


e la stabilità si riferisce alla mancata alterazione-variazione di parametri-grandezze (la stabilità di una costruzione, di un palazzo-fabbricato, di un colore-tinta, di una moneta, di un mercato), o ad una garanzia di sicurezza e durata (la stabilità di un governo, di un lavoro-impiego, di un assetto di rotta-traiettoria di aerei-navi, di un oggetto-apparato meccanico nella posizione di equilibrio, di una sostanza chimica in presenza di fattori potenzialmente alteranti), laddove la stabilizzazione-stabilizzabilità attiene alla condizione di rispettare una posizione o funzione (spesso visibile nella mancanza di oscillazioni-variazioni attorno ad uno stato X) usualmente ottenuta tramite l'uso di uno stabilizzatore se si tratta di sistema artificiale-ingegneristico (stabilizzare i veicoli-velivoli, una nave-aereo, i prezzi di mercato, un assetto politico, o stabilizzare varie grandezze fisiche-tecniche o sostanze chimiche, ad esempio tramite i timoni o ali-alettoni-impennaggi di stabilizzazione, o tramite giroscopi-girostati, o tramite elementi-composti in soluzione-miscela chimica, o tramite imposta legata a redditi-profitti, o più in generale tramite le funzioni di stabilizzazione); 


le condizioni di stabilità specialmente nel campo delle microonde si possono ben rappresentare e valutare ricorrendo alla carta di Smith (diagramma circolare polare di cerchio unitario (quello con resistenza r=0) introdotto da P. H. Smith quale regolo calcolatore grafico analogico, per il calcolo delle linee di trasmissione e strutture a microonde consistente nel riportare in un piano u-v con origine nel centro del cerchio le linee a resistenza costante normalizzata (cerchi tangenti internamente a r=0) ed a reattanza costante normalizzata (archi a reattanza x positiva (verso il carico od antiorari) ed a reattanza x negativa (verso il generatore od orari) dove i raggi dal centro corrispondono al modulo del coefficiente di riflessione e l'angolo corrisponde alla fase del coefficiente di riflessione per i punti z lungo la linea di trasmissione per così mettere in relazione le impedenze Z lungo le linee coi coefficienti di riflessione Γ e col rapporto di onde stazionarie Ros (dove Γ=(Ros-1)/(Ros+1)) permettendo pure di adattare le impedenze-ammettenze Z-Y)) ricorrendo ad un metodo simile a quello di Deschampes sapendo che le trasformazioni tra Γl e Γin e tra Γg e Γout sono trasformazioni lineari bilineari a fratti lineari conformi biunivoche che trasformano cerchi in cerchi, allora se il cerchio modulo di Γl minore di 1, o cerchio modulo di Γg minore di 1, si trasforma in una circonferenza Γin, o circonferenza Γout (regione interna od esterna a tale circonferenza) interna al cerchio di Smith si ha stabilità asintotica, se si trasforma in una circonferenza parzialmente interna si ha semplice stabilità, se in una circonferenza esterna si ha allora instabilità, mentre se il cerchio modulo di Γin minore di 1, o modulo di Γout minore di 1, ha controimmagine Γl o Γg che comprende tutto il diagramma di Smith si ha stabilità asintotica, che comprende parzialmente il diagramma si ha semplice stabilità, che non lo comprende si ha instabilità, laddove la controimmagine di modulo Γout=1 nel piano Γg è il cerchio-circonferenza di stabilità d'ingresso, e la controimmagine di modulo di Γin=1 nel piano Γl si dice cerchio-circonferenza di stabilità d'uscita; 


una usuale condizione necessaria e sufficiente di stabilità incondizionata-asintotica, quando sia il modulo di S11 minore di 1 ed il modulo di S22 minore di 1 (questi coefficienti di riflessione d'ingresso e d'uscita della matrice S in relazione coi coefficienti Zij) è che il coefficiente di stabilità di Linville K (dipendente dai coefficienti Sij di S e Zij) sia maggiore di 1 unita alla condizione che il modulo del determinante di S sia minore di 1, diversamente è stabile-instabile, mentre un altro criterio di stabilità globale è come prima che K sia maggiore di 1 ed inoltre che il modulo di S12S21 sia minore di (1 - quadrato del modulo di S11) e che il modulo di S12S21 sia minore di (1 -quadrato del modulo di S22); mentre poi volendo il guadagno massimo (coincidente a guadagno operativo-massimo-di trasduzione essendo qui in condizioni di adattamento) dal circuito occorrerebbe realizzare la condizione (moduloS21/moduloS12)(K – radice di (quadrato di K - 1))). Uno dei concetti che meglio emerge dalla lettura del presente libro, è certamente quello generale di dualità (in logica, in matematica ed in fisica), ma nei modelli di matematica applicata credo che trovi proprio qui (nella teoria dei circuiti elettrici) la sua più evidente, chiara, comprensibile e soprattutto “realizzata” ed “operativa” applicazione. Sappiamo che il dualismo è pure alla base delle filosofie dove 2 principi opposti ed irriducibili (alterità filosofica P e P*) si contrappongono ed “interagiscono” nella spiegazione della realtà complessiva, come Spirito e Materia, Pensiero ed Essere, o più generalmente Soggetto ed Oggetto (laddove nelle religioni si presenta piuttosto come contrapposizione E e E* di Luce e Tenebre o di Bene e Male), oltre che nella logica simbolica come vedremo (richiamante pure il principio di non contraddizione PNC per cui se un termine è A non può essere pure non-A od A-negato od A*), oltre che nella fisica (tra enti T e T* o grandezze fisiche (ad esempio energia e potenza, tipo potenza elettrica in C(potenziale legata a v)-potenza magnetica in L(cinetica legata a i) od energia potenziale V-energia cinetica T), oltre che in matematica tra enti TQ e TQ* o grandezze matematiche presenti e corrispondentesi in equazioni od espressioni matematiche formalmente identiche (ciò per la relazione tra enti duali TQ e TQ*, mentre riguardo le teorie-funzioni-espressioni-equazioni formalmente identiche abbiamo già detto ad esempio che la teoria delle matrici di ordine 2x2 su R è formalmente identica alla teoria dell'algebra di funzioni di variabile complessa su C, ma potremmo pure aggiungere che la teoria dell'algebra booleana di commutazione è formalmente identica alla teoria-tecnica di microprogrammazione di macchine sequenziali-CPU (il firmware di un apparecchio di elettroterapia sarebbe realizzato con una tecnica formalmente identica all'algebra di commutazione AdC, seppure sul piano operativo-applicativo sarebbe piuttosto solo un'applicazione dell'elettronica numerica e dell'informatica ma sul piano più universale sarebbe un'evidente-scontata applicazione del Pensiero Matematico PM) laddove non sarebbero formalmente identiche tra loro le infinite algebre di Boole su insiemi B ma solo tra loro equipollenti)), oltre che in geometria (come vedremo nell’applicazione dei postulati e delle leggi della geometria proiettiva tra 2 insiemi di enti geometrici S e S*), il quale concetto qui riguarda il modello matematico di sistemi (come accenneremo più oltre nel penultimo ed ultimo capitolo), e di fenomeni fisici-tecnici, che può essere costruito in due modi differenti, l'uno D duale dell'altro D* (o di cui uno può essere univocamente e biunivocamente ricavato ed ottenuto dall'altro), laddove ben sappiamo che la realtà fisica e l'Universo tutto ci sono dati “sostanzialmente” ed “essenzialmente” in un unico esemplare U, e non vediamo affatto traccia dei fenomeni "duali" e dell'Universo “duale” U* (il sistema solare SS, ad esempio, è unico e non ha “duale” SS*; la dualità, infatti, attiene ai (loro!) modelli matematici! (D e D*)). 


Per esempio, ogni modello di circuito elettrico, non degenere, ammette il circuito duale (di cui però, usualmente, i corrispondenti circuiti fisici possiedono valori di parametri circuitali RCL non ugualmente rientranti nei valori normali commerciali-industriali e tecnicamente-tecnologicamente di ugual facile realizzabilità-fabbricabilità, ad esempio un “usuale” resistore di 10000 ohm (di lato con 100 volt e 10 milliampere) ed invece un “inusuale” conduttore G di 10000 siemens (di lato con 100 ampere e 10 millivolt) che ogni lettore considererà d'impiego affatto non comune per via dei soli 10 millivolt e dei ben 100 ampere!), dove ad ogni anello di un grafo topologico G (ciò vale per grafi topologici connessi, planari, non articolati) corrisponde biunivocamente un nodo del grafo topologico duale G* (ed all’anello esterno corrisponde il nodo di massa), e dove ad ogni lato in comune tra due anelli di un grafo corrisponde biunivocamente una coppia di nodi col lato corrispondente che li collega nel grafo duale, e dove ogni legge matematica ed ogni proprietà di un circuito F vale esattamente per il circuito duale F* pur di sostituire ogni termine, ogni asserzione ed ogni “frase” o relazione tipica della teoria dei grafi con la sua duale (notiamo però correttamente che la dualità vale ed “interviene” solo per le caratteristiche dei grafi e per le caratteristiche e grandezze elettriche, mentre invece complessivamente l’aritmetica, l'algebra, l’analisi e tutte le loro funzioni e proprietà rimangono immutate sia nella legge matematica che nella rete elettrica, per cui, come scritto di seguito, ad un nodo corrisponde un anello, ad un resistore R un conduttore G, ma il simbolo di = rimane =, il termine ideale-ottimale rimane ideale-ottimale, un infinito o zero rimane ancora un infinito o zero, una sinusoide-cosinusoide rimane una sinusoide-cosinusoide, un’esponenziale-logaritmica rimane un’esponenziale-logaritmica, una derivata-integrale rimane una derivata-integrale, l'energia e la potenza rimangono l'energia e la potenza, ma l'energia-potenza elettrica-magnetica diviene l'energia-potenza magnetica-elettrica), secondo le semplici relazioni biunivoche corrispondenti seguenti: nodo--anello; insieme di taglio (costituito da un lato d’albero T ed alcune corde di coalbero)--maglia; insieme di taglio fondamentale--maglia fondamentale; nodo di massa--anello esterno; lato d’albero T (un albero è un sottografo del grafo topologico di rete, connesso, contenente tutti i nodi del grafo e nessuna maglia)--lato di coalbero (formato dai lati del grafo di rete esclusi dall’albero T, ossia formato da corde); lati in serie--lati in parallelo; matrice di incidenza lati-nodi A (escluso il nodo di massa)--matrice di incidenza lati-anelli M (escluso l’anello esterno); matrice degli insiemi di taglio fondamentali Q--matrice delle maglie fondamentali B; tensioni dei nodi e (rispetto al nodo di massa (convenzionalmente-costruttivamente e per definizione posto a 0 volt) cui fa da riferimento ma per il quale nodo o per il grafo+LKC ogni potenziale di nodo rispetto a massa  può essere espresso come ek(t) + mo(t) dove mo(t) dipende solo da t e non da ek ossia definito a meno di una costante arbitraria additiva mo)--correnti d’anello i (oltre all’anello esterno, il quale può essere pensato con corrente somma di correnti arbitrarie); tensioni d’albero--correnti di coalbero; LKC(per ogni nodo)--LKT(per ogni anello); tensioni di lato--correnti di lato; carica elettrica Q (Q=CV) sui condensatori C--flusso magnetico Φ (Φ=LI) negli induttori L; pila di “tensione” V o generatore E (con carica elettrica CV, a V costante o variabile)--pila di “corrente” I o generatore A (con flusso magnetico LI, a I costante o variabile); resistore R(con resistenza R)--conduttore G(con conduttanza G); memristore M(con memresistenza M)--menconduttore N(con memconduttanza N); induttore L(con induttanza L)--condensatore C(con capacità C); resistenza/capacità/induttanza--conduttanza/induttanza/capacità; reattanza X(induttiva)--suscettanza B(capacitiva); ammettenza Y--impedenza Z; matrice di ammettenza ai nodi Y--matrice di impedenza agli anelli Z; generatore di corrente I--generatore di tensione E; generatore di tensione(in serie)/corrente(in parallelo) pilotato in tensione/corrente--generatore di corrente(in parallelo)/tensione(in serie) pilotato in corrente/tensione; impulso di tensione (U, in volt secondo, che carica un induttore L)--impulso di corrente (Q, in ampere secondo, che carica un condensatore C ); energia immagazzinata in un induttore (LIquadro/2)--energia immagazzinata in un condensatore (CVquadro/2), cortocircuito(cc)--circuito aperto(ca); tensione ai capi del resistore R data dal prodotto della resistenza per la corrente attraverso di esso--corrente attraverso il conduttore G data dal prodotto della conduttanza per la tensione ai suoi capi; corrente nel resistore R data dal prodotto della conduttanza (1/R) per la tensione--tensione ai capi del conduttore G data dal prodotto della resistenza (1/G) per la corrente; tensione ai capi dell’induttore L data dal prodotto dell’induttanza per la derivata temporale della corrente--corrente nel condensatore C data dal prodotto della capacità per la derivata temporale della tensione; tensione ai capi del condensatore C data dal prodotto dell’elastanza per l’integrale della corrente sommata alla tensione iniziale--corrente nell’induttore L data dal prodotto dell’inertanza per l’integrale della tensione sommata alla corrente iniziale; nel dominio delle frequenze complesse, tensione ai capi dell’induttore L data dal prodotto della reattanza (induttiva, di valore j2πfL) per la corrente--corrente nel condensatore C data dal prodotto della suscettanza (capacitiva, di valore j2πfC) per la tensione; nel dominio delle frequenze complesse, corrente nell’induttore L data dal prodotto della suscettanza (di valore 1/j2π fL) per la tensione--tensione ai capi del condensatore C data dal prodotto della reattanza (di valore 1/j2πfC) per la corrente; teorema di Tellegen(applicato vj)--teorema di Tellegen(applicato jv); rete semplice CLC pilotata in corrente--rete semplice LCL pilotata in tensione; rete generale F(con grafo G)--rete generale F*(con grafo G*); 


per esempio in una rete al prodotto della matrice d’incidenza A per il vettore correnti di lato j uguale a 0 (nell’analisi dei nodi), corrisponde nella rete duale il prodotto della matrice degli anelli M per il vettore tensioni di lato v uguale a 0 (nell’analisi degli anelli). Oppure, quale semplice esempio numerico, ad una porta d’uscita caratterizzata da un segnale in tensione V di 100 volt di picco sinusoidale alla frequenza di 10 KHz (misurato da un voltmetro (ideale con resistenza ed impedenza infinite, ca) collegato in parallelo), corrisponde nella rete duale un segnale in corrente I di 100 ampere di picco sinusoidale a 10 KHz (misurato da un amperometro (ideale con conduttanza ed ammettenza infinite, cc) collegato in serie; ma, più semplicemente ed intuitivamente, la stessa energia e potenza elettrica (VI, ad esempio di 1000 voltampere, per alimentare 10 carichi di 100 VA ognuno) può essere distribuita dal generatore agli utilizzatori in 2 modi tra loro duali (R e R*), ossia tramite linea sotto tensione V ovvero a tensione costante (ad esempio 100 volt) con i carichi tutti collegati in parallelo (ognuno assorbente la sua corrente i (nell’esempio 10 carichi di 1 ampere ognuno), per cui la corrente totale I erogata dal generatore è data dalla loro sommatoria (ossia 10 ampere complessivi, secondo LKI al nodo)), oppure tramite linea percorsa dalla corrente I ossia a corrente costante (ad esempio 1 ampere) con i carichi tutti collegati in serie (ognuno sottoposto alla sua tensione v (nell’esempio 10 carichi con 100 volt ognuno), per cui la tensione totale V impressa od applicata dal generatore è data dalla loro sommatoria (ossia 1000 volt complessivi, secondo LKT all’anello), e mentre nel primo caso un nuovo carico si va a collegare in parallelo (sottoposto a 100 volt) sostituendo così un circuito aperto ca (ed impedendo che avvengano corto circuiti cc in parallelo (i quali annullerebbero la tensione V), ricorrendo, per esempio, ad interruttori limitatori di corrente massima o fusibili o sistemi a resistenza-impedenza finita-infinita), nel secondo caso un nuovo carico si va a collegare in serie (percorso da 1 ampere) sostituendo così un corto circuito cc (ed impedendo che avvengano interruzioni ca in serie (i quali annullerebbero la corrente I), ricorrendo, per esempio, a sistemi a conduttanza-ammettenza finita-infinita); sappiamo che un testo di teoria delle reti elettriche (più ancora che in altre teorie matematiche applicate o teorie fisiche), per la sola parte strettamente formale potrebbe "vantaggiosamente" essere scritto dividendo verticalmente le pagine in 2 parti e riportando la medesima trattazione TP e TP* nelle 2 forme duali F e F* (con le equazioni EQ ed EQ*, e con grafi G e G*), mentre riguardo le varie applicazioni una sola delle due trattazioni avrebbe comunque maggiori possibilità operative-applicative-industriali. Per conferire maggior giustificazione alla presenza, in un libro divulgativo sul pensiero matematico, di teoria delle reti elettriche, possiamo pure far notare che essa discende direttamente dalla teoria elettromagnetica di Maxwell (la quale ultima è considerata la scienza matematica applicata (in fisica-ingegneria-biologia-economia-eccetera) meglio riuscita al momento, come verrà scritto verso la fine del libro a proposito di una definizione di scienza (ma il lettore non si formalizzi troppo e non si spaventi nel caso sentisse affermare in pubblico da noti personaggi nazionali-internazionali spesso portanti il camice bianco che “esistono anche le scienze esatte o scienze matematiche” quando qui piuttosto si sostiene semplicemente che chimica-biologia-medicina e le loro teorie non possono in senso stretto definirsi scienza e non “che esistono anche le scienze naturali e scienze della vita”)), 


ed inoltre è introdotta da postulati sull’esistenza di 2 grandezze v ed i (funzioni del tempo e funzioni di stato), da postulati sulla teoria dei grafi, da 2 leggi di rete LKT-LKI che governano dall’alto il sistema circuitale e da 4 ineccepibili teoremi generali di rete (la critica si potrebbe magari appuntare sull’introduzione delle equazioni generalizzate di lato, per i lati del grafo, per le quali però abbiamo le medesime giustificazioni date dalle 4 eq. dell’elettromagnetismo classico). Sappiamo, allora, che mentre nella teoria delle reti elettriche la tensione v(t) e la corrente i(t) sono introdotte da postulati, nella fisica elettrica la corrente non è altro che moto di cariche elettriche (elettroni, ioni, lacune, o magari corpi macroscopici carichi in moto) rispetto ad un fissato riferimento (ossia uguale alla derivata della carica elettrica rispetto al tempo (coulomb/sec=ampere); lo spostamento di carica costante o medio di 1 coulomb al secondo è uguale alla corrente di 1 ampere costante o media); laddove la tensione elettrica (tra i punti A e B, ed in generale in sistemi e fenomeni tempo varianti) è data da 2 termini legati ai 2 potenziali, ossia il potenziale elettrostatico ed il potenziale vettore magnetico, dove il primo termine è l'integrale tra A e B del gradiente del potenziale elettrostatico lungo una linea l che congiunge A e B (ossia è la nota differenza di potenziale tra B e A (una funzione scalare), che non dipende dalla specifica linea l che li congiunge), ed il secondo termine è la derivata temporale dell'integrale tra A e B del potenziale vettore magnetico (un vettore)  lungo la medesima linea (e dipende da l, ma è ovvio che quando la derivata è nulla o è nullo lo stesso potenziale vettore, ovvero in situazioni e fenomeni statici, allora la tensione si riduce al solo primo termine ovvero alla differenza di potenziale elettrico (dipendente solo dai punti estremi A e B e non da l, ad esempio differenza di potenziale di 10 o di 1000 volt; e pure nei circuiti elettrici la tensione tra i nodi è sempre una differenza di potenziale tra quei nodi il che è ampiamente noto a tutti i fisici e tecnici circuitali i quali sempre puntano sonde e puntali dei loro strumenti tra il punto-nodo A od i ed il punto-nodo B o k dato che qui il potenziale vettore magnetico semplicemente non esiste, e dunque solo la topologia dei collegamenti tra bipoli esiste e ha senso mentre non esistono linee l e dunque la geometria (sia quella metrica che sintetica) fortunatamente non ha alcuna funzione, non ha alcuna azione e non ha “luogo” in teoria delle reti elettriche, questo come già detto deriva dall'irrotazionalità del campo elettrico E), ed è quest'ultimo potenziale elettrico pure dato dalla carica elettrica Q (positiva in A e negativa in B, dovuta ad esempio ad uno squilibrio o ad una separazione di cariche in un mezzo inizialmente neutro) diviso la capacità elettrica C tra A e B (in coulomb/farad, dove invece la capacità C è data dalla costante dielettrica del mezzo moltiplicato per l'area della superficie di separazione e diviso per la distanza) od anche dato dall'energia necessaria per portare da A a B una carica di 1 coulomb (in joule/coulomb, dimensioni queste (joule/coulomb e coulomb/farad) pari a volt, dato che joule=volt ampere secondo, coulomb=ampere secondo, e farad=ampere secondo/volt); mentre in generale le tensioni (sempre misurate in volt come i potenziali e le differenze di potenziale, ad es. di 0.1 o 10 o di 1000 volt) non sono affatto solo differenze di potenziale tranne quando la densità di flusso magnetico B è costante nel tempo, oppure come in un cavo coassiale tra 2 punti A e B sul medesimo piano trasversale dato che il campo magnetico (nelle linee di trasmissione sono sempre presenti ed accoppiati il campo E ed il campo H) è puramente circonferenziale, laddove invece la tensione in un cavo coassiale tra A e B posti  non sul medesimo piano trasversale ma in sezioni diverse è dovuta alla differenza di potenziale (dipendente solo da A e B) e dal potenziale vettore (dipendente da A, da B e dall'andamento geometrico della linea l che collega A e B), ed inoltre aggiungiamo pure ed ovviamente che tali grandezze sono sempre chiamate la corrente elettrica (continua, alternata, di varia forma d'onda, impulsiva, di picco, media, efficace, ecc.) e la tensione elettrica (continua, alternata, di varia forma d'onda, impulsiva, di picco, media, efficace, ecc.) e non avrebbe senso dire l'intensità di corrente (magari l'ampiezza di corrente, inteso come ampiezza della relativa forma d'onda) come non ha senso dire l'intensità di tensione, mentre qui le intensità in generale le abbiamo piuttosto associate al quadrato di qualcosa o di una funzione come una potenza con esponente 2, e ciò varrebbe per le potenze elettriche, per le varianze probabilistiche, per l'intensità della luce o del vettore di Poynting, ecc.). Mentre nel mondo di Kirchhoff teoricamente tutto può essere dedotto dalle equazioni del sistema (come pure avviene teoricamente nel mondo di Maxwell, laddove nella teoria circuitale il termine “teoricamente” ha ben maggiori possibilità operative, applicative e realizzative... come tutti ben sapranno); in altre parole, chi “non volesse” teoria delle reti elettriche tra le scienze matematiche (anche se svolta magari senza conferire necessariamente “significato elettrico ai parametri RCL ed alle variabili”; ossia nulla ci può impedire (ma sostenendo la filosofia presente in questo libro non saprei dire) di dimenticare le eventuali applicazioni di un modello matematico o di una teoria (mentre il contrario non sarebbe assolutamente possibile) lasciando le medesime lettere o rinominando i parametri-variabili con lettere maggiormente utilizzate dai matematici, così da trattarli alla pari di quei modelli matematici generali od astratti senza alcuna apparente applicazione pensabile o possibile, in modo da mitigare od eliminare eventuali pretesti da parte degli eventuali oppositori, dato che, si nota, se nella teoria vi è presente la pressione P o la temperatura T o la tensione v o la forza F od il momento flettente Mf o la resistenza termica Rt o l'energia E o T o l'entropia S od anche la superficie S, od il volume V o eccetera eccetera, e soprattutto se c'è quella variabile t (t o tau, sapendo certamente il lettore di cosa si sta parlando, laddove t, come pure xyz, è una variabile fondamentale-derivata epistemologicamente sul medesimo piano di tutte le altre), non si riesce a convincere quasi nessuno e direi “neppure Albert Einstein ed altri fisici” che la vera differenza, ad esempio tra la teoria della relatività o geometria analitica o meccanica razionale o eccetera ed una teoria di “matematica pura” è solo ed esclusivamente nei relativi postulati (di maggior o “massima” generalità ed evidenza), oltre al fatto che più una teoria appartiene alla “matematica pura” più avrà forma e caratteristiche di generalità e di generalizzazione piuttosto che di eternità (ed avrà maggior o “massima” applicabilità invece di essere magari “tanto pura ed astratta nel pensiero” (con termini E definiti in ampie classi invece che magari ristretti solo a punti-istanti xyzt od a pvTUS, o cos'altro) da “aspettare” future o futuribili applicazioni fisiche od ingegneristiche; 


è ovvio che il modello di rete elettrica è un modello meno generale (costruito con opportuni postulati ed opportuni insiemi di definizione delle grandezze elettriche) di un modello ad esempio di teoria topologica (costruito con postulati ed insiemi più generali), ma in questo libro non si sostiene che la prima teoria appartiene alla matematica applicata e la seconda alla matematica pura bensì soltanto che tutte appartengono alla Teoria Matematica (senza attributi-classificazioni di pura od applicata o se si vuole tutta la matematica è applicata o puramente applicata) per cui quando si definisce una teoria come appartenente alla matematica pura essa avrà carattere di grande generalità (postulati-assiomi-insiemi più generali-ampi-fondamentali, con modelli prettamente matematici) oppure sul piano della comprensibilità avrà carattere di semplicità con un modello di costruzione semplice od immediato o di evidenza diretta (per cui ad esempio si potrebbe sostenere, ma non in questo libro, che le teorie matematiche dei dadi in probabilità, della roulette al casinò, dei pacchi in tv, dei quadrati-cubi magici in teorie combinatorie, del gioco del lotto, delle proiezioni elettorali, ecc., sono teorie di matematica pura o (quasi)pura (con l'introduzione ed utilizzo di lettere più generali ossia x-y-z-t-tau-u-omega-psi-chi-ecc.), mentre le teorie matematiche dell'atomo quantistico, della linea di trasmissione in cavo coassiale, dell'ugello di Laval, delle reti elettriche a parametri concentrati, dei sistemi elettromagnetici di Maxwell a parametri distribuiti, dei sistemi di telecomunicazioni, dei sistemi canonici di Hamilton in meccanica analitica, degli oscillatori armonici, degli oscillatori elettronici, di motori-alternatori elettrici, ecc., sono teorie di matematica applicata solo perché il loro modello matematico, detto modello fisico-ingegneristico-chimico-biologico-medico-ecosistemico-economico-amministrativo-ecc. è più “complicato” e di conoscenza meno comune (e generalmente e notoriamente si introducono pure lettere diverse da x-y-z-t-u-tau-omega-psi-chi-ecc.)) ma non esiste una vera distinzione epistemologica tra “modelli matematici” e diciamo “modelli fenomenologici” bensì solo una differenza tecnica nella costruzione dei relativi modelli matematici (ad esempio nel primo caso quale supporto intuitivo abbiamo più spesso a che vedere col gioco dei dadi e delle carte od andiamo nella cabina di pilotaggio di un aereo di linea, mentre nel secondo caso abbiamo più spesso a che vedere con le fabbriche di produzione e magari con la cabina di un caccia intercettore da combattimento), e quanto detto potrebbe essere avversato in primis proprio dai matematici di professione), come per esempio possiamo sostenere che la Relatività generale RG è più generale del Meccanicismo newtoniano MC (e logicamente-insiemisticamente Einstein contiene Newton, ma Newton non contiene Einstein) avendo la Relatività RG un insieme più grande di falsificatori potenziali che non la Meccanica newtoniana MC secondo Popper come già scritto (utilizzando il criterio di falsificazione dato che ogni teoria potrebbe sperimentalmente essere falsificata (al presente od in qualsiasi tempo futuro) ma nessuna induttivamente verificata (definitivamente per sempre), secondo un metodo “ipotetico-deduttivo”, oppure seguendo magari Popper-Hempel potremmo affermare che una teoria Tn è dimostrata se dati l'insieme T delle teorie T1-T2-...-Tn-1 ed un insieme di m leggi L1-L2-...Lm allora Tn consegue logicamente dall'insieme T-L), ed ovviamente e con maggior evidenza ciò avverrà tra l'Elettromagnetismo classico di Coulomb-Maxwell e l'Ottica geometrica di Euclide-Snell (sommariamente seguendo questa il percorso Euclide-Tolomeo-Bacone-Galileo-Keplero-Fermat-Hooke-Newton), o tra l'Ottica quantistica di Planck-Einstein e l'Ottica fisica di Huygens-Maxwell (sommariamente seguendo questa il percorso Huygens-Young-Fresnel-Fraunhofer-Foucault-Maxwell), o magari tra  la teoria di Newton e la dottrina-teoria di Spinoza (Newton “contiene” Spinoza ma certamente non il contrario, nonostante magari non sembrerà al lettore, ovvero logicamente l'insieme dei falsificatori e dell'applicabilità va decrescendo da Einstein a Newton... a Spinoza... a Platone... ad Aristotele (od anche Aristotile secondo mi sembra una vecchia dizione)..., ed anche oltre), 


come pure considerate però esse stesse come “teorie scientifiche” avverrà tra la “fisica quantistica FQ” e la “fisica classica FC”; avendo qui nominato Einstein, forse il massimo scienziato del XX sec. (e per capacità scientifiche e popolarità per molti certamente lo è, sicuramente da annoverare tra i massimi fisici di tutti i tempi, notando che dal 1919 divenne famoso a livello internazionale sia in ambiente scientifico che umanistico che sociale come era accaduto a pochi scienziati dei secoli passati e del XX sec., ricoprendo il ruolo di Scienziato per eccellenza nonché quello popolare di Intelligenza superiore (“essere intelligente come Einstein”) e di Genio per eccellenza (“essere un genio come Einstein”), oltre alla circostanza per la quale la rivista Time lo pose sulla copertina di fine 1999 quale personaggio rappresentante tutto il XX sec. in campo scientifico ed umanistico, come scritto, preferendolo che ne so a grandi personaggi tipo Roosevelt, Churchill, Gandhi, ecc., mentre alcuni avranno appeso alla parete della loro cameretta i poster di The Rolling Stones TRS, Albert Einstein AE, Elvis Presley EP, Merilyn Monroe MM, The Beatles TB, Little Tony LT, Raffaella Carrà RC, ecc.), vogliamo riportare una sua breve biografia, narrando che Albert Einstein è nato ad Ulma nel Wurttemberg in Germania il 14mar1879 (e morto a Princeton nel New Jersey il 18apr1955), il cui padre possedeva una piccola azienda producente macchinari elettrici ed alternatori ad alta frequenza, e nonostante di famiglia ebrea frequentò una scuola elementare cattolica (aveva ricevuto un'istruzione “religiosa” sia sul Talmud («Il Talmud babilonese, con il suo nucleo della Mishnah, è il testo classico dell'ebraismo, secondo solo alla Bibbia. Se la Sacra Scrittura è il sole, il Talmud è la sua luna che ne riflette la luce.», con la 1° edizione integrale del Talmud (Talmud babilonese e Talmud di Gerusalemme, Talmud significante istruzione) nel III sec. d.C., integrante la Mishnah quale compendio scritto della Torah Orale dell'ebraismo rabbinico


e la Ghemara (500 d.C. circa)) che sulla Bibbia, per cui poi disse di essere un ebreo ma anche affascinato dalla figura luminosa del Nazareno) insieme a lezioni di violino, ed il suo primo contatto con la fisica avvenne a 5 anni mostrandogli una bussola tascabile (e sembra che il piccolo Albert pensasse che qualcosa diffuso nello spazio circostante e vuoto agiva sull'ago allineandolo con la direzione del Nord (seppure ancora non pensò che “seguisse una geodetica di uno spazio opportunamente curvato da “masse magnetiche o correnti elettriche””) come affermerà poi Einstein considerando quell'esperienza come una di quelle esperienze folgoranti e più rivelatrici della sua vita “d'infanzia”, mentre altri bambini osservando l'oggetto magari si sarebbero chiesti cosa c'era all'interno del contenitore per far ruotare l'ago, ed altri bambini ancora e ragazzi invece si sarebbero messi a creare divertenti giochi con la bussola ed oggetti quali chiodi-chiavi-cilindretti-limatura metallica ferrosa-ecc.), 


realizzando egli stesso dispositivi meccanici come giocattoli e pensando intanto anche allo spazio al tempo ed alla luce, ma sostanzialmente, forse a causa della dislessia, non fu un vero bambino prodigio come potrebbero essere stati Pascal o Clairaut o D'Alembert (infatti nonostante i segni di un ingegno precoce non si distinse mai a scuola, giunto alle scuole medie entrò in conflitto coi professori, e poi pure a causa di avversa fortuna della famiglia (col padre andato a Milano, poi a Pavia-Veneto-Genova, quindi Monaco, Berna) non venne subito ammesso al Politecnico di Zurigo (nel 1895, anzitempo a 16 anni, non possedendo una regolare licenza media nonostante la buona preparazione in matematica e fisica seppure con deficienze in materie letterarie) facendo quindi un anno di riparazione al Gymnasium di Aarau e diplomandosi nel 1896 (per essere ammesso al Politecnico di Zurigo nel 1896, dove ebbe tra i professori anche H. Minkowski, concludendo gli studi a lug1900 con laurea in matematica-fisica con una votazione di 4.9/6 non tanto buona (corrispondente a 81.66/100, poichè con 4/6 (ossia 2/3=66.66/100) si veniva bocciati, mentre normalmente e da noi in Italia abbiamo 10+1 commissari d'esame che votano da 0 a 10 ciascuno col voto massimo (100+10)/110=110/110 se tutti danno 10 (oppure con 10 votanti il voto massimo sarebbe 100/100), laddove negli annuali esami di merito dovrebbero esserci 3 commissari votanti ciascuno da 0 a 10 col voto massimo di 10x3=30 se tutti danno 10 e voto minimo di 6x3=18 se tutti danno 6, ma col commissario-professore unico (pensato “sdoppiato in 3 persone” quali il Padre il Figlio e lo Spirito Santo) i voti usualmente sono 18-21-24-27-30 (quando ogni “persona della Trinità” pensa ad una votazione unanime di 6x3 o 7x3 o 8x3 o 9x3 o 10x3 dato che nell'Uno Trinitario sarebbe più difficile pensare ad esempio che il Padre voti 8, il Figlio 8 e lo Spirito Santo 7 (quale “dissidio interno tra le persone”) ottenendo in tal caso il voto di 23), ed anche l'unico dei diplomati in quella sessione a non ottenere un posto di assistente al Politecnico di Zurigo, e ciò allora (ma pure oggi) dà un'idea della differenza tra “establishment”-”accademia” e “ricerca”, seppure dobbiamo aggiungere che Einstein era ufficialmente di religione ebraica (ma la discriminazione degli scienziati tedeschi di origine ebraica (e della “fisica ebraica”) si farà drammatica solo negli anni '30 a partire dal '33 con la loro fuga in massa ad esempio in Inghilterra o negli USA), per cui per l'establishment Einstein non avrebbe dovuto neppure avere una cattedra e non fare il professore (anche se sarà pure vero che come insegnante non sembrava molto adatto) mentre invece nella ricerca non ha solo dimostrato 1-2-3 teoremi o sviluppato una nuova e breve teoria ma ha aperto una nuova branca della fisica (nessuno degli altri candidati nel 1905-06 ha eseguito lavori tali uno da iniziare un nuovo ramo della fisica


 e gli altri lavori sufficienti per un premio Nobel (e se valutiamo la Relatività generale sufficiente per un altro mezzo premio Nobel allora Einstein nella sua vita oltre ad altri riconoscimenti ha ottenuto 1.5 premi Nobel mentre alcuni altri suoi colleghi studenti degli anni universitari sono divenuti noti solo per l'associazione del loro nome con quello di Albert Einstein))), 


ma è una leggenda che non fosse bravo in matematica (forse e probabilmente non bravissimo sempre secondo criteri di chi possiede comunque una “mente superiore”, dato che sappiamo degli aiuti avuti da matematici per il suoi lavori in fisica e del resto sembra che Einstein avesse nel complesso compreso RR e RG più come grande fisico che come grande matematico) anzi tra i “primi della classe” studiando inizialmente gli Elementi di Euclide e la Critica della ragion pura, e svolgendo numerosi esercizi di matematica, notando che nella sua attività di fisico sarà portato ad utilizzare soprattutto Riemann invece di Euclide (anche la geometria euclidea piana ovviamente) mentre la filosofia di Kant come visto uscirà piuttosto malconcia anche a causa della relatività seppure ciò non si sostenuto dai neokantiani ed in particolare da Ernst Cassirer); nel 1900 ottenne un diploma da insegnante dall'Eidgenossische Technische Hochschule, nel 1901 divenne cittadino svizzero, quindi con la moglie Mileva ex compagna di studi andò a Monaco (ed ebbe i figli Hans Albert ed Eduard, mentre la precedente figlia Lieserl ara morta a 1 anno, ma poi divorzierà nel 1919 sposando in seconde nozze la cugina Elsa Einstein che morirà nel 1936); dopo il diploma al Politecnico di Zurigo Einstein trovò lavoro come perito tecnico all'Ufficio federale Brevetti di Berna (tenuto fino al 1909 quando divenne docente di fisica teoria a Zurigo) ed insieme all'amico Besso fondò un gruppo di discussione di filosofia-scienza detto Accademia Olimpia (Michele Besso, suo collega ed amico a Zurigo, fu sempre al fianco di Einstein durante gli anni dello sviluppo di RR almeno fino al 1908); 


quindi arriva l'anno 1905 nel quale pubblica un articolo sull'effetto fotoelettrico (mar05, col quale riceverà il Premio Nobel in fisica nel 1921), la tesi di dottorato Nuova determinazione delle dimensioni molecolari (apr05), un articolo sul moto browniano quale sviluppo della sua tesi di dottorato che tra l'altro permise una indipendente determinazione del numero di Avogadro (mag05), un articolo Sull'elettrodinamica dei corpi in movimento (trattante l'interazione elettromagnetica di corpi carichi tra diversi osservatori in moto inerziale frutto di un lungo ed attento studio della meccanica classica di Newton e delle modalità con cui la radiazione interagisce con la materia, in cui come detto è contenuta la prima esposizione ma già completa della relatività ristretta, giu05), un articolo ancora sulla relatività ristretta (set05), ed un articolo sul moto browniano (dic05); nel 1906 Einstein ottenne il dottorato insegnando poi a Berna, nel 1909 pubblicò Uber die Entwicklung unserer Anschauungen uber das Wesen und die Konstitution der Strahlung sulla quantizzazione della luce introducendo il quanto di luce; nel 1911 si trasferì a Praga quale professore ordinario di fisica teorica fino al 1912, nel 1912-13 ottenne la cattedra di professore ordinario di matematiche superiori presso il Politecnico di Zurigo, nel 1913 accettò l'incarico di professore di fisica-matematica all'Accademia delle Scienze prussiana, nel 1914 succedendo a Van't Hoff fu nominato direttore dell'Istituto di Fisica dell'Università di Berlino fino al 1933 anno del suo trasferimento in USA all'Università di Princeton sulla cattedra di Fisica teorica; l'anno 1916 è l'anno della pubblicazione della Relatività generale RG in Die Grundlagen der allgemeinen Relativitatstheorie (che però non ottenne grande successo tra gli scienziati); nel 1917 evidenziò il collegamento tra la legge atomica di Bohr e la formula di Planck del corpo nero, nonché l'introduzione del concetto di emissione stimolata di energia (che sarà utilizzata nei laser e  maser); nell'anno 1920 Einstein divenne internazionalmente famoso più di qualsiasi scienziato del tempo e paragonabile ai maggiori scienziati di ogni tempo; nel 1921 ottenne il Nobel per la fisica ("per i contributi alla fisica teorica, in particolare per la scoperta della legge dell'effetto fotoelettrico", e come si vede meno per la relatività ristretta RR e per la relatività generale RG (forse anche perché "Sottile è il Signore, ma non malevolo" come disse egli stesso circa le difficoltà ancora insite in RG), e ci si potrebbe davvero chiedere perchè Einstein non sia stato premiato col Nobel in fisica per quel monumento che in verità è la Relatività Generale ma se il lettore osserva i premi vedrà che la commissione per il conferimento dei Nobel è particolarmente sensibile a quelle invenzioni-scoperte fisiche che hanno notevoli applicazioni e la relatività generale (elaborata, tra l'altro, totalmente a livello teorico, diremmo quasi con carta e penna) non mostrò e non mostra affatto alcuna evidente applicazione utile oltre alla spiegazione generale della gravitazione universale), ed iniziò ad occuparsi di teoria dei campi unificati prima del periodo a Princeton durato questo 22 anni, oltre a non digerire troppo bene la meccanica quantistica per via della necessità dell'interpretazione probabilistica delle variabili classiche giungendo al paradosso di Einstein-Podolsky-Rosen EPR; 


diciamo anche che nel 1927 venne invitato dall'Italia a partecipare al Congresso Internazionale dei Fisici svolgentesi a Como (per via del centenario della morte di Alessandro Volta avvenuta appunto nel 1827) ma Einstein fu il solo fisico a non intervenire a causa della sua opposizione al regime  fascista di Mussolini (si noti invece che in Germania nel '27 Hitler era appena uscito di prigione ed aveva rifondato il partito nazionalsocialista tedesco dei lavoratori (abbreviato in partito nazista) tenendo ancora molti comizi soprattutto nelle birrerie mentre la sua ascesa al potere avverrà con le successive elezioni del '33, ma per valutare meglio tutto il tragitto lungo 12 anni del partito nazista e dello stato tedesco dal 1933 al 1945 sarebbe interessante leggere il libro Mein Kampf (La mia battaglia) scritto da Hitler e pubblicato nel 1925 in cui il futuro dittatore e padrone della Germania espone il suo pensiero politico nonché programma del suo partito); per via delle persecuzioni antisemite in atto nel 1933, dopo essersi rifugiato in Francia-Belgio-Gran Bretagna, Einstein si trasferì definitivamente in USA (trovandosi già all'Università di Princeton come professore), mentre nello stesso anno '33 in Germania veniva promulgata la legge della restaurazione del servizio civile licenziando tutti i professori ebrei ed in seguito i lavori di Einstein sarebbero stati bollati come fisica ebraica, laddove nel '34 gli venne tolta la cittadinanza tedesca e gli furono confiscati i beni; nel '40 assunse la cittadinanza statunitense; all'Istituto di Studi Avanzati si occupò soprattutto di cosmologia e del tentativo di unificare correttamente e soddisfacentemente la teoria elettromagnetica con la relatività generale RG (escludendo però ancora le forze nucleari deboli e le forze nucleari forti) descritta nel 1950 in un articolo su Scientific American (SciAm) anno in cui pubblicò anche la 3° edizione de Il significato della relatività (contenente ipotesi sul problema cosmologico ed affermando che la singolarità deducibile dalla soluzione dell'equazione tensoriale andava intesa soltanto come singolarità matematica e non quale singolarità in senso fisico come poi molti fisici invece intesero), continuando sempre i suoi studi nonostante avesse lasciato l'insegnamento nel '45, laddove in un'appendice del '53 esponeva meglio la generalizzazione della Relatività generale nella teoria del Campo unificato formulando un'equazione troppo complicata da risolvere e dunque non verificabile sperimentalmente com'era invece accaduto per RG mentre continuava a non credere all'interpretazione probabilistica della meccanica quantistica com'era andata sviluppandosi negli anni '30-40-50; quindi colpito da emorragia per rottura di un aneurisma dell'aorta all'addome e ricoverato all'ospedale di Princeton moriva il 18apr55 (aveva affermato di voler mettere a disposizione della scienza il proprio corpo ed il patologo Thomas Harvey, che effettuò l'autopsia, rimosse il cervello e lo conservò per 30 anni nella celloidina (o collodio molto concentrato elastico adatto per l'inclusione di preparati organici) a casa propria in apposito barattolo sottovuoto, mentre il resto della salma fu cremato e le ceneri sparse, quindi anni dopo il cervello fu suddiviso in 240 parti per altrettanti laboratori di ricerca (seppure la questione non sia del tutto chiara e legale poiché il fatto dell'asportazione del cervello avvenne all'insaputa della famiglia), però dall'analisi del cervello di Einstein e di quelle sezioni cerebrali si costatò che aveva più cellule gliali per neurone di una persona normale e possedeva connessioni nervose tra emisfero destro e sinistro eccellenti; ma tutti sanno che Einstein non fu solo fisico (in qualità di scienziato egli fu soprattutto un grande fisico ed un “meno grande” matematico s'intende sempre in senso relativo riguardo una mente superiore a quasi tutti gli uomini come detto), ma fu pure filosofo od assunse-espresse atteggiamenti e pensiero filosofici (lesse Kant, ma preferì le idee di Spinoza (con l'Universo regolato da leggi di un Dio pensante-esteso Spazio-Materia-Pensiero, ossia una forma di olismo (il Tutto è maggiore delle sue parti) od olismo metodologico (una teoria può essere sottoposta a prove ma non i suoi singoli enunciati) od olismo semantico (ogni enunciato ha significato non in sé ma solo nell'insieme degli enunciati della teoria), e disse “Io credo nel Dio di Spinoza che si rivela nella ordinaria armonia di ciò che esiste, non in un Dio che si preoccupa del fato e delle azioni degli esseri umani” (tutto il contrario di ciò che credono coloro che chiamandolo Padre lo pensano con la stessa forma, le stesse idee ed una nutrita serie di antropomorfismi e pregiudizi (pregiudizi ben radicati spesso dovuti quasi a “sinapsi cablate” difficilmente rimovibili-modificabili anche ricorrendo al “saldatore-dissaldatore metafisico-divino” se vogliamo pure usare un'analogia hardware-circuitale-biocircuitale confacente al presente libro, ricordando qui che in tale libro usiamo il termine antropomorfo per indicare la specifica natura dell'uomo, antropomorfismo per indicare lo studio della scienza dell'uomo oltre alla sua forma ed antropologia quale studio dell'uomo ma simile a studio dell'antropomorfismo)), ma Einstein non dice ancora che il Principio logico di Tutto è la completa-totale Razionalità di un Pensiero Matematico pensante fine a sé stesso, autosufficiente, autogiustificantesi, che può conseguentemente-conseguenzialmente produrre una realtà Estesa-Materiale-Spaziotemporale od un'altra possibile realtà (di un'altra fase di esistenza dell'Universo non necessariamente la nostra fase SpazioTempo-MassaEnergia), e non un Principio pensabile quale Dio-Essere Supremo-Natura-Materia-Intelletto seppure non individuale ma universale e razionale dato che sono ugualmente assurdi-inconcepibili-inaccettabili-idioti-umoristici-risibili-ridicoli principi quali Dio-Padre o Dio-Intelletto o Dio-Materia o Dio-Natura o Dio-bosone di Higss o Dio-eccetera-eccetera ossia una qualche forma di Dio-Essere dato che il Principio non può in alcun modo essere un Essere di qualunque natura ma forse solo un Nulla di Nulla, .., di Nulla con la pura Razionalità, perchè anche il Nulla è Razionale (il Nulla non ha alcun nesso con l'Irrazionalità o col Caos ma solo con la Razionalità), 


infatti un insieme-classe nullo rispetta tutte le leggi della logica, e magari provi il lettore a ridurre al minimo il numero di tutti i postulati e ad annullare tutti i sistemi non nulli per vedere se riesce ad eliminare dal sistema la Razionalità (ed infine pure il principio di non contraddizione PNC), sebbene occorrerebbe “eliminare” anche gli insiemi nulli (ed al Nulla è necessaria e sufficiente la Razionalità che è equivalente al Pensiero Matematico stesso come qui sosteniamo con tutte le sue implicazioni, e da qui derivare logicamente-matematicamente ogni possibile forma-fase di Realtà apparentemente indipendente da Razionalità-Pensiero (del resto il termine-concetto di essere e di Essere, da Aristotele alla filosofia analitica ai logicisti, sia nel linguaggio quale nome e pure quale verbo e quale “verbo primitivo”, come anche nella filosofia essere-Essere così legato al concetto di sostanza, è altamente sospetto e nasconde qualche paradosso a monte del pensiero espresso in linguaggio, per cui andrebbe meglio ridefinito oppure abbandonato), ossia sosteniamo che “a monte di Tutto” ossia “dietro le cose del Mondo” ovvero sul piano logico non ci sono sostanze-Sostanze materiali-immateriali-razionali ma solo la Razionalità ciò del tutto equivalente all'insieme infinito delle implicazioni logiche, per cui ricorrendo al linguaggio e teoria dei sistemi (per la quale teoria ogni sistema-blackbox S è dotato di un vettore di ingresso I, di un vettore di stato X (rappresentante il suo stato e dunque pure la sua esistenza in un opportuno spazio matematico astratto topologico-normato-metrico-ecc) e di un vettore d'uscita O, rispettando assunti postulati di cui s'è scritto altrove), allora il sistema Razionalità R (unico assieme alla sua espressione reale ossia una Macchina divina-mondana R=Mdm) è l'unico coerente-non contraddittorio in cui S=R “senza vettore di ingresso I e senza vettore di uscita O” ma col solo vettore di stato X (dato che tutta la sua realtà X è prodotta-autoprodotta senza vettore d'ingresso I e non deve dare uscita O (che non sia X stesso) poiché la razionalità è autoconsistente ed internamente completa e fine a sé stessa, il che sarebbe come dire che le matrici di ingresso G e d'uscita H, G-H, sono unitarie ossia sono trasformazioni identità, e possedere i vettori I-X-O così legati da trasformazioni identità sembra qualcosa di più dal possedere un semplice vettore di pilotaggio I), laddove l'Essere Supremo E sarebbe contraddittoriamente rappresentabile da un sistema S=E con vettori X-O senza vettore I (solo pensabile ma non dimostrabile esistente come invece differentemente credeva Anselmo d'Aosta per il quale (ciò nella celebre prova a priori (poi detta da Kant prova ontologica) contenuta nel suo Proslogion-Discorso del 1078) pensare un “esse cuius nihil maius cogitari possit” equivaleva pure a dimostrare la sua esistenza dato che se Esso mancasse dell'esistenza reale (maggiore questa o più perfetta della sola idea di esistenza nell'intelletto, avendo ovviamente assunto che esistere realmente sia un incremento di perfezione) non sarebbe il maggiore-perfetto-insuperabile contro l'ipotesi, ma come detto non ha senso stabilire implicazioni logico-matematiche tra l'Universo del pensiero (idee) e l'Universo degli esseri reali (corpi e fenomeni kantiani e fenomeni fisici) ma solo implicazioni da concetti-idee a concetti-idee, seppure come scritto la prova a priori ontologica d'Anselmo fu contestata già dal contemporaneo monaco Guanilone nel suo Liber pro insipiente (l'ente più perfetto è un'idea vaga non corrispondente a nulla di conosciuto nell'esperienza), oltre che poi rifiutata dagli aristotelici e da Tommaso d'Aquino, e notoriamente rifiutata da Kant (respingendo l'argomentazione e la deduzione puramente ontologica in Unico argomento ed in Dialettica della Critica della ragion pura dato che la logica non può dedurre alcunchè circa l'esistenza reale ma tale esistenza reale si può solo fattualmente-empiricamente mostrare-non mostrare ma non certo dimostrare richiedendo essa giudizi sintetici oltre al fatto che l'unica esistenza da noi conoscibile è solo quella imperfetta-condizionata-causale degli esseri sensibili; tutti pensatori questi stolti-insipienti secondo Anselmo, ma tutte le analisi-elaborazioni-implicazioni fatte sull'idea di esistenza di un oggetto non produrranno mai la prova della sua esistenza reale, come potrebbe essere quella di pensare alla ragazza più bella-perfetta in assoluto la quale dunque secondo tale prova ontologica non potrebbe non esistere poiché mancando ella dell'esistenza reale (o possedendo nell'intelletto solo l'idea di esistenza) non sarebbe la più bella-perfetta contro l'ipotesi di partenza (come pure, assumendo essere la collaborazione a questo libro un incremento di perfezione, la più perfetta dovrebbe necessariamente collaborare, anche se dobbiamo dire che il concetto di perfezione attiene propriamente solo all'Essere Supremo-Dio e non si potrebbe correttamente applicare alla ragazza o ad esempio applicare all'isola più bella-perfetta la quale dunque secondo tale dottrina anselmiana dovrebbe esistere realmente)), ma prova, nonostante ciò e nonostante la “botta” inferta da Kant alla teologia razionale, ripresa in considerazione e rielaborata dai platonici (Bonaventura ed Alessandro di Hales), da Duns Scoto (il quale piuttosto spostò la questione sul concetto di Ente perfetto chiedendosi se sia logicamente non contraddittorio poiché in tal caso si potrebbe ritenere pure esistente), da Cartesio (nelle Meditationes considerandolo-considerandola in verità molto probante), 


da Spinoza, da Leibniz (nella Monadologia in cui troviamo che in tutto ciò che è perfetto la possibilità è necessariamente realtà (seguendo la sua filosofia) e l'idea di esistenza comporta dunque l'esistenza reale), da Hegel (nell'Enciclopedia per il quale se riguardo gli esseri-cose sensibili ogni loro concetto non richiede l'esistenza riguardo Dio l'esistenza reale è invece inerente ed essenziale dato che concetto ed essere qui si corrispondono perfettamente-biunivocamente), e da altri filosofi (tipo Carabellese sostenente l'essere assolutamente oggettivo di Dio ed invece l'essere relativo degli enti-esseri singoli) interessati alle dimostrazioni a priori (com'è noto Anselmo nel precedente Monologion del 1077 diede anche la prova dell'esistenza di Dio a posteriori con rapporto causa-effetto basata sulla gradualità delle perfezioni presenti nelle cose sensibili dalle infime fino a giungere alle massime ed a Dio, cui seguì appunto la più desiderabile e non condizionata prova ontologica... seppure come detto prova dimostrata logicamente errata)), e poi il Mondo M rappresentabile contraddittoriamente da un sistema S=M con vettori X-I senza vettore O (solo pensabile ma pure non dimostrabile)... e, rispetto a come fatto qui, potremmo magari prendere pure più sul serio o sul “Serio” questa concezione di sistema-blackbox Macchina-S autosufficiente-autoconsistente), ed anche il lettore provi a considerare quanto sia più accettabile ipotizzare la Razionalità da cui derivare ogni Realtà-Materia-Mondo piuttosto che al contrario ipotizzare un dato tipo di Materia da cui derivare il Pensiero Matematico-Razionalità... seppure costatiamo che alla domanda fondamentale circa Principio-Origine-Essere del Tutto non c'è alcuna certa e seria risposta ed osserviamo pure che la maggioranza della gente e dei comuni mortali sostiene che certamente c'è qualcosa o Qualcosa che va al di là di ciò che nella vita percepiamo con tutti i sensi (specialmente in relazione con la vita umana, poiché a molti sembra impossibile credere che un essere biologico umano possa nascere da processi biochimici, svilupparsi, vivere la sua vita e poi semplicemente morire terminati quei processi biochimici, lasciando ancora solo molecole-atomi di carbonio-idrogeno-azoto-ecc., e niente altro in assoluto; molti scrittori o vari pensatori pensano che ognuno di loro non è l'autore di sè stesso, né l'autore del mondo, onde credono che l'autore sia un Qualcosa di diverso da loro ossia un Essere metafisico, ma tale argomento non è consistente e tale postulato non è necessario per la spiegazione del Mondo e degli esseri umani) 


ma generalmente pensa che l'inesprimibile-ineffabile-indefinibile Qualcosa sia una qualche forma di Entità-Ente Metafisico (anche se non certo un Essere Dio proclamato dalle varie religioni e poi studiato dalle teologie) ma generalmente non crede che questo Qualcosa sia la Razionalità autofondante-autogiustificantesi-autosufficiente-autoconsistente, e tale concezione per la quale al Tutto è necessaria-sufficiente la Razionalità (e nient'altro che la Razionalità R) io non l'ho mai letta da alcun'altra parte con la necessità-potenza con cui si legge in questo libro (dove il lettore trova pure, dico banalmente e lapalissianamente in aggiunta, le reti elettriche e gli impianti d'illuminazione per “accendere meglio la Lampadina della conoscenza”... e non sarà un caso che dove ci sono le reti elettriche e l'elettronica al Tutto è preposta la Razionalità (e niente altro che la Razionalità R) mentre magari altrove dove troviamo idrogeno-stelle-galassie-Universo c'è piuttosto il “silenzio” degli Enti e dove invece troviamo geni-genoma-proteine-nucleotidi-organismi viventi-ecc. troviamo la “filosofia” degli Enti), poiché anche i pensatori-filosofi-scienziati-fisici-biologi-ecc. più metafisici-teorici dal pensiero più astratto anche quando vanno al di là della fase iniziata col Big bang o comunque quando pensano l'Universo indipendentemente da ogni convenzione-materia-ecc. e nella sola esprimibile struttura-forma matematica pur sempre vogliono pensare ad un Qualcosa a cui necessariamente “appendere-agganciare” quelle equazioni matematiche (vizietto o “vizietto” dei fisici praticamente ineliminabile) quando invece Nulla+Razionalità=Razionalità=R è Tutto quello che veramente c'è, tutto quello che veramente basta, necessario-sufficiente-autosufficiente per ogni Idea-Cosa (coloro che in campo matematico schifano gli impianti industriali la piantino almeno con la dottrina degli Enti, dato che per la spiegazione non è necessario alcun Ente di nessun livello di astrattezza matematica-filosofica, ed in questo libro il rapporto tra circonferenza e diametro del cerchio come ogni equazione di un impianto industriale sono Razionalità e niente altro che Razionalità R); mentre riguardo la ragione per la quale invece della sola-pura-semplice Razionalità esiste anche il Mondo (ovvero invece del Pensiero matematico equivalente al Nulla pensante troviamo anche la Realtà materiale) abbiamo detto qualcosa altrove attinente ad una contraddizione fondamentale in cui cadrebbe il pensiero stesso pensando-implicando o magari meglio fissando l'attenzione o fissando-scegliendo postulati in alternativa (arbitraria od arbitraria-necessaria) ad altri postulati o chissà cos'altro dato che ciò potrebbe essere sufficiente a far decadere o rompere una “simmetria logico-matematica” fondamentale ed a produrre una conseguente “scissione del pensiero”, laddove sul piano e con metodo fisico secondo la termodinamica classica-quantistica del Tutto abbiamo piuttosto detto che la Realtà materiale esiste perché il Nulla è “massimamente instabile” e dunque decade secondo fasi successive di evoluzione, seppure sia certamente molto criticabile che il Nulla possa essere ritenuto instabile)), e poi Einstein considerò le idee di Schopenhauer (Arthur Schopenhauer, Danzica 1788, Francoforte sul Meno 1860, notoriamente un filosofo occidentale tedesco del XIX sec. un poco atipico, innamorato della filosofia e religione dell'Oriente e soprattutto dell'India, del buddismo e del brahmanesimo, tempi questi in cui l'umanità avrebbe vissuto la vera età dell'oro, forse più della filosofia e della religione della Grecia antica e del mondo di Roma, come egli pensava), e ritenne importati i lavori di Hume e come detto l'epistemologia di E. Mach (disse “La scienza senza epistemologia, se pure si può concepire, è primitiva e informe”) e la sua epistemologia atteneva alla connessione operativa tra i dati dell'esperienza sensibile ed i concetti teorici logico-matematici di creazione umana della costruzione scientifica tanto migliori quanto meglio permettono lo sviluppo di una teoria corretta-soddisfacente la più semplice-economica possibile), ed Einstein ebbe pure una visione politica pacifista avversa alla guerra (disse “Credo che le idee di Gandhi siano state, tra quelle di tutti gli uomini politici del nostro tempo, le più illuminate e noi dovremmo sforzarci di agire secondo il suo insegnamento, rifiutando la violenza e lo scontro per promuovere la nostra causa, e non partecipando a ciò che la nostra coscienza ritiene ingiusto; le future generazioni difficilmente potranno credere che qualcuno come lui sia stato sulla terra in carne e ossa; Gandhi, il più grande genio politico del nostro tempo, ci ha indicato la strada da percorrere”; ma sappiamo che nella prima metà degli anni '40 Einstein era favorevole alla costruzione di un ordigno nucleare onde anticiparne la costruzione da parte della Germania nazista per cui scrisse la famosa lettera del 2ago39 insieme a Szilard (o la scrisse-preparò-riscrisse Szilard) diretta al presidente statunitense Roosevelt favorendo così gli studi sull'uranio a fini bellici seppure egli non vi partecipò personalmente (dato che Einstein non era un fisico nucleare per cui il suo maggior contributo fu dunque dovuto soltanto alla sua equazione di equivalenza E=m(cquadro) all'interno della relatività ristretta RR che dà l'esatta conversione di massa in energia (E=mc(elev 2)) e viceversa di energia in massa (m=E/c(elev 2)) di fondamentale importanza per l'uso della fissione nucleare (e poi della fusione nucleare-termonucleare) sia a scopi bellici che a scopi civili), però sconsigliò il suo utilizzo sul Giappone e dopo la guerra favorì il disarmo nucleare (disse “Non so con quali armi verrà combattuta la Terza guerra mondiale ma la Quarta verrà combattuta con clave e pietre” (al riguardo, per inciso, secondo Bill Gates la “3° guerra mondiale sarà combattuta contro nuovi virus biologici (magari della famiglia dei Coronavirus!), e poi si dovrà per qualche tempo andare a passeggio con l'uso di mascherine facciali coprenti naso e bocca e l'uso di guanti! quali dispositivi di protezione individuali DPI, sperando che l'epidemia duri poco e non sia troppo costosa specialmente se, come spesso accade, il virus sia di produzione cinese)) 


opponendosi ai test insieme a A. Schweitzer e B. Russell sottoscrivendo il Manifesto Russell-Einstein), e fu umanista ed anche socialista (disse “Rendo omaggio a Lenin come a colui che ha dedicato tutte le sue forze alla realizzazione della giustizia sociale, sacrificando a questo fine la propria individualità, però non credo che il suo metodo sia giusto”, e disse che il disordine economico della società capitalistica moderna è fonte di un male da superare, ed egli era contrario ai regimi totalitari dell'URSS e di altri paesi, ma era favorevole ad un socialismo democratico integrante un'economia pianificata col rispetto dei diritti umani onde conciliare il benessere del singolo individuo con quello della comunità intera; FBI aveva raccolto informazioni in un fascicolo di 1427 pagine sulla sua attività e raccomandò che gli fosse impedito di emigrare negli USA, aggiungendo che era stato membro-sostenitore-affiliato a 34 movimenti comunisti nel periodo 1937-54 e che era stato presidente onorario di 3 organizzazioni comuniste), ed Einstein non fu sostenitore del movimento sionista (anche se approvò l'insediamento degli ebrei nella Palestina con uno stato binazionale; riguardo le somiglianze e differenze tra Palestina, Cananea, Giudea, Israele, riportiamo da Wikipedia “La Palestina (in greco Παλαιστίνη, in latino Palaestina, in arabo traslitterato Falastin, in ebraico Palestina, in yiddish Palestine) è la regione geografica del Vicino Oriente compresa tra il mar Mediterraneo, il fiume Giordano, il Mar Morto, a scendere fino al Mar Rosso e ai confini con l'Egitto. È un territorio caratterizzato da insediamento umano di antichissima data, abitato da popolazioni umane stabili (come pure da uomini di Neanderthal) fin da epoche preistoriche. La città di Gerico è ritenuta il sito abitato in modo continuativo più antico al mondo, essendo infatti abitato continuativamente dal 9000 a.C. circa (quasi certamente la 1° città od insediamento umano permanente). I confini e lo status politico della regione sono cambiati nel corso della storia: il nome "Palestina" è stato usato da scrittori greci antichi per indicare la regione tra la Fenicia e l'Egitto, poi fu ufficialmente adottato come nome di una provincia dell'Impero romano (la provincia di Siria-Palestina), quindi dell'Impero bizantino e del califfato arabo omayyade e abbaside. La regione, pur con alcune modifiche di confini, comprendeva la maggior parte del territorio chiamato nella Bibbia ebraica "Terra di Canaan" e "Terra di Israele". Occupa la parte meridionale della più ampia regione storica della Siria (o Levante) ed è considerata "Terra Santa" da ebraismo, cristianesimo ed islam. Durante il dominio ottomano l'area fu divisa in diverse regioni amministrative e comprendeva principalmente il Sangiaccato di Gerusalemme, oltre a parti del vilayet di Beirut (il Sangiaccato di Nablus e il Sangiaccato di Acri) e del vilayet di Siria. Dopo il crollo dell'Impero ottomano fu creata a ovest del fiume Giordano la Palestina sotto mandato britannico (1922-1948), oggetto di una partizione nel 1947 ad opera dell'ONU, poi non concretizzatosi, che ne destinava una parte a uno Stato ebraico e un'altra a uno Stato arabo. Attualmente, a valle dei conflitti arabo-israeliani, il suo territorio è diviso tra lo Stato di Israele e lo Stato di Palestina. Il nome e la Palestina antica. Il primo uso certo del nome Palestina per riferirsi all'intera area tra la Fenicia e l'Egitto risale al V secolo a.C. nell'antica Grecia, quando Erodoto nelle Storie chiamò la parte meridionale della Siria Palaistine. Erodoto afferma che i suoi abitanti erano circoncisi, costume diffuso tanto tra gli Ebrei quanto tra altri popoli della regione come gli Egizi. Circa un secolo più tardi, Aristotele, nella Meteorologia (Libro secondo, 359a 17), usò similmente il termine per indicare la regione del mar Morto. Altri autori greci che usarono il termine per riferirsi alla stessa regione furono Polemone e Agatarchide di Cnido, seguiti da scrittori romani come Ovidio, Tibullo, Pomponio Mela, Plinio il Vecchio, Dione Crisostomo, Stazio e Plutarco, così come da scrittori romani di origine ebraica quali Filone di Alessandria e Flavio Giuseppe. Il termine fu adottato ufficialmente, per designare una provincia romana, nel 135 d.C., anno in cui le autorità romane ed Adriano, dopo la sanguinosa repressione della rivolta di Bar Kokhba appena conclusa, decisero il cambio di nome della provincia di Giudea, che venne riorganizzata territorialmente e rinominata Syria Palaestina. Il cambio di denominazione potrebbe avere avuto un intento punitivo, ovvero quello di cancellare il nome Iudaea in quanto politicamente sgradito a causa delle rivolte precedenti, benché questa teoria sia contestata da alcuni storici. Precedentemente i romani si riferivano al territorio con i nomi delle due entità politiche ivi presenti, cioè la provincia di Giudea - che occupava un'area meridionale (dipendente dalla provincia di Siria) - e la Galilea, un regno vassallo del nord. Si tratta di nomi di derivazione ebraica (Giudea, Galilea), riportati anche nella Bibbia e ricollegabili ai due antichi regni israeliti presenti sui territori, cioè rispettivamente i regni di Israele e di Giuda. La Bibbia racconta anche di un più antico e originario regno unito di Giuda e Israele, la cui reale storicità è però oggi oggetto di dibattito in ambito archeologico (l'origine del nome Israele è controversa, perché sarebbe il nome dato da Dio a Giacobbe ed la prima sua menzione si trova sulla Stele di Merenptah nella qual si parla di Israele come di uno dei tanti popoli di pastori nomadi). Il nome greco Palaistine è considerato da alcuni una traduzione del nome ebraico biblico Peleshet (talvolta traslitterato come Philistia, o tradotto come Filistea), riferito alla terra dei Filistei (Pelishtim). Con le sue varianti Peleshet compare circa 250 volte nel testo masoretico, 10 volte nella Torah, mentre le attestazioni rimanenti sono soprattutto nel Libro dei Giudici e nei Libri di Samuele. La derivazione del nome greco Palaistine dalla terra dei Filistei è confermata da Giuseppe Flavio, anche se, come si è detto, il nome era usato già da greci e romani per riferirsi a un'area più ampia rispetto a quella anticamente abitata dai Filistei. La traduzione della Bibbia ebraica in greco detta Bibbia dei Settanta non traduce Peleshet con Palaistine, ma usa una traslitterazione (Pelishtim viene traslitterato in Phylistiim e Peleshet viene reso con Ge ton Phylistiim, ovvero "terra dei Phylistiim"). L'archeologia moderna ha identificato 12 antiche iscrizioni egiziane ed assire con nomi dal suono simile, che gli studiosi hanno collegato al popolo dei Filistei. Il termine Peleset (traslitterato dai geroglifici come P-r-s-t) è stato trovato in cinque iscrizioni egiziane datate a partire dal 1150 a.C. circa, relative ad un popolo o territorio vicino all'Egitto. Sette iscrizioni assire, risalenti al periodo dall'800 a.C. circa fino a più di un secolo più tardi, si riferiscono alla regione come Palashtu o Pilistu.”), 


ed Einstein ebbe una visione religiosa (non nel senso che ebbe “apparizioni di Mosè o della Madonna”... anche se da secoli assistiamo solo ad “apparizioni mariane”, seppure non potremmo asserirlo ed assicurarlo con certezza dato che eventuali “apparizioni di Mosè e profeti” non permetterebbero comunque la sopravvivenza del veggente (se appare una figura simile a ciò che si vede nella statua del Mosè di Michelangelo Buonarroti collocata nella basilica di San Pietro in Vincoli a Roma sul colle Oppio o basilica Eudossiana (fondata infatti da Licinia Eudossia nel 422-439, ed assai nota soprattutto perché qui vi è il Mausoleo di Papa Giulio II poi ridimensionato a tomba di Giulio II iniziata nel 1505 e terminata dopo molte interruzione nel 1545, col celebre Mosè di Michelangelo Buonarroti (una delle sette statue scolpite delle quaranta previste per il grande mausoleo poi non realizzato), ma ospita pure altre tombe illustri quali la tomba del cardinale Niccolò Cusano scolpita nel 1465 da Andrea Bregno, la tomba del cardinale Cinzio Passeri Aldobrandini del 1610, la tomba del cardinale Mariano Pietro Vecchiarelli del 1639, la tomba del cardinale Lanfranco Margotti del 1611, la tomba del cardinale Girolamo Agucchi, la tomba del cardinale Girolamo Della Rovere del 1592, la tomba del cardinale Antonio Andrea Galli del 1767, la tomba del cardinale Castruccio Castracane degli Antelminelli del 1844, la lastra tombale del cardinale Sisto Gara della Rovere del 1517, la lastra tombale del vescovo Giovanni Andrea Bussi collaboratore del cardinale Cusano, la lastra tombale di Eustachio Giovenale Orsini del 1483, la lastra tombale del cardinale Niccolò Maria Lercari del 1757, la tomba del fiorentino Antonio Benci detto Il Pollaiolo, e vi è pure una piccola cripta sotto l'altare centrale la quale, secondo la tradizione, sembra sia stato il primo carcere di san Pietro a Roma prima di essere trasferito nel Carcere Mamertino (all'interno della cripta è custodito il sarcofago, ritrovato nel 1876, dei Sette Fratelli Maccabei ossia di ebrei martirizzati nel II sec a.C., venerati sia da altre religioni orientali che dai cristiani, sarcofago probabilmente portato da Antiochia a Roma da papa Pelagio II), ma qui non si trova la tomba dell'apostolo Pietro la quale invece sembrerebbe essere collocata nelle Grotte Vaticane esattamente sotto l'altare maggiore papale della basilica di San Pietro in Vaticano od  ufficialmente Papale arcibasilica maggiore di San Pietro in Vaticano a coordinate 41° 54′ 07.92″ N,  12° 27′ 11.88″ E), una figura di Mosè così espressiva seppure non parlante come attesta lo stesso Michelangelo)... ma tutti i lettori comunque sanno che le eventuali “comunicazioni dirette” con l'Aldilà avvengono soprattutto per via visiva (Apparizioni di Maria, il cui noto esempio sarebbe rappresentato da Santa Caterina da Siena) e per via sonora (audizioni del Maestro, il cui più noto esempio sarebbe dato da Sant'Antonio del deserto (l'asceta del deserto con le sue numerose tentazioni demoniache ben descritte nella biografia di Sant’Atanasio (od in “La Tentation de Saint Antoine” di Gustave Flaubert), dominatore del fuoco e protettore degli animali (spesso raffigurato con fiammella e maialino, detto anche Sant’Antonio del porcello), amico dei contadini, patrono di cestai e ceramisti, di macellai, ecc., noto per le sue capacità terapeutiche-curative ossia gran taumaturgo (tipo ergotismo, eresipela, herpes zoster o Fuoco di Sant’Antonio, ecc.)... in cui si manifesta la sapienza dal deserto), ma Caterina Benincasa da Siena aveva pure continue visioni sia di Maria che di Gesù con le loro rivelazioni), oppure tali comunicazioni avvengono per via multimediale visiva-sonora-ecc.), però sebbene di origine ebraica Einstein non credeva nella dottrina ebraica e sostanzialmente rifiutava l'idea antropomorfa di un Dio personale di matrice-dottrina giudaico-cristiana (disse “Io non credo in un Dio personale e non ho mai negato questo fatto, anzi, ho sempre espresso le mie convinzioni chiaramente; se qualcosa in me può essere chiamato religioso è la mia sconfinata ammirazione per la struttura del mondo che la scienza ha fin qui potuto rivelare”, e disse “Non riesco a concepire un Dio che premi e castighi le sue creature o che sia dotato di una volontà simile alla nostra; e neppure riesco né voglio concepire un individuo che sopravviva alla propria morte fisica; lasciamo ai deboli di spirito, animati dal timore o da un assurdo egocentrismo, il conforto di simili pensieri; sono appagato dal mistero dell'eternità della vita e dal barlume della meravigliosa struttura del mondo esistente, insieme al tentativo ostinato di comprendere una parte, sia pur minuscola, della Ragione che si manifesta nella Natura”; e disse “Per me, la parola Dio non è niente di più che un'espressione e un prodotto dell'umana debolezza, e la Bibbia è una collezione di onorevoli ma primitive leggende, che a dire il vero sono piuttosto infantili; nessuna interpretazione, non importa quanto sottile, può farmi cambiare idea su questo; per me la religione ebraica, come tutte le altre, è un'incarnazione delle superstizioni più infantili”; alla domanda se crede in Dio rispose “Non posso rispondere con un semplice sì o no. Io non sono ateo e non penso di potermi chiamare panteista. Noi siamo nella situazione di un bambino piccolo che entra in una vasta biblioteca riempita di libri scritti in molte lingue diverse. Il bambino sa che qualcuno deve aver scritto quei libri. Egli non conosce come. Il bambino sospetta che debba esserci un ordine misterioso nella sistemazione di quei libri, ma non conosce quale sia. Questo mi sembra essere il comportamento dell'essere umano più intelligente nei confronti di Dio (forse ce lo svela Josè Rodrigues Dos Santos ne L'enigma di Einstein (un romanzo sull'essenza dell'Universo contenuta in un segreto manoscritto del fisico tedesco, un romanzo come quelli scritti da Dan Brown e da Umberto Eco), ma noi sappiamo anche che non è affatto necessario ipotizzare che Qualcuno (ossia un Ente metafisico) abbia scritto quei libri (ossia equivalentemente abbia creato ed ordinato l'Universo-Multiverso-Mondo-Realtà e magari anche il Metaverso (quale più recente rappresentazione duale virtuale dello stesso Universo dove ogni individuo è presente col suo avatar in relazioni con gli avatar degli altri esseri viventi)), ma ognuno può ben pensare che ciò sia dovuto proprio alla sua Mente-Pensiero Matematico tutt'uno con la Razionalità R stessa che logicamente (non cronologicamente) sta a monte, dentro ed a valle di Tutto; le persone con una mente “panteista” (tutto è e deriva dalla divinità) entrando in una biblioteca chiedono del Bibliotecario o degli Autori dei libri, ed in una piazza ammirando una statua su un basamento chiedono “Dov'è l'Artista?”, come pure entrando in un'orologeria con milioni di orologi che segnano e battono le ore dicono “Ehi chi è qui. Dov'è l'Orologiaio?” (forse pensano che l'Orologiaio sia nel Retrobottega a sistemare qualche orologio ossia qualche oscillatore armonico andato “fuori sincronismo”), e quando entrano in una sinagoga od in una chiesa od in una moschea od in un altro tempio religioso pensano di essere alla presenza di un Dio poiché vedendo all'opera nel mondo le molteplici creature devono necessariamente chiedersi “Dove il Creatore?”, ma quando nella savana sentono mille e mille violini suonati dal vento perché non chiedono “Ehi, dove sono il Musicista ed il Violinista?”, dato che in questo libro non vediamo alcuna differenza tra una biblioteca, una piazza, un'orologeria, una chiesa ed una savana avendo voluto eliminare la reificazione ed ancor più la personificazione delle cause e Causa Prima, reificazione non richiesta e non necessaria al Sistema oltre a richiedere pure la giustificazione e presenza-esistenza-essenza dell'Ente Metafisico stesso (infatti se qualcuno ipoteticamente dovesse trovarsi di fronte ad un Orologiaio o ad un Musicista o ad un Creatore dovrebbe pure chiedere “Ehi, dov'è il Padre dell'Orologiaio, il Padre del Musicista ed il Padre del Creatore?” e così via ad infinitum); la materializzazione e reificazione delle cause e della Causa prima era dovuta a ragionamenti filosofici di una mente antica ma non più necessaria in una filosofia scientifica dall'800 tedesco in poi). Noi vediamo un universo meravigliosamente ordinato che rispetta leggi precise, che possiamo però comprendere solo in modo oscuro. I nostri limitati pensieri non possono afferrare la forza misteriosa che muove le costellazioni. Mi affascina il panteismo di Spinoza, ma ammiro ben di più il suo contributo al pensiero moderno, perché egli è il primo filosofo che tratta il corpo e l'anima come un'unità e non come due cose separate” (noi invece non possiamo sopportare ed accettare Spinoza (ossia accettare un razionalista cartesiano sviluppante una filosofia col concetto di una Sostanza aristotelica), mentre è chiaro perchè Einstein lo preferisca ad altri filosofi (razionalisti) dato che Spinoza fa Dio quale Materia-Spazio-Estensione e quale Armonia-Pensiero-Equazione portandolo ai confini e “dentro” la Fisica, e separando Pensiero da Mondo o Anima da Essere solo come più attributi sono differenti nella medesima ed Unica Sostanza; semplicemente da un'enciclopedia come la nota Wikipedia leggiamo: “L'anima (dal latino anima, connesso col greco ànemos, significante «soffio», «vento»), in molte religioni, tradizioni e dottrine spirituali e filosofie, è la parte vitale e spirituale di un essere vivente, comunemente ritenuta non consustanziale e distinta dal corpo fisico (per cui quando un essere o corpo non è più vivo (non “respira più”) l'anima, qualunque fosse la sua natura, non è più insieme al corpo). Tipicamente veniva assimilata al respiro (donde la sua etimologia). Originariamente espressione dell'essenza di una personalità, intesa come sinonimo di «spirito», o «io», a partire dall'età moderna venne via via identificata soltanto con la «mente» o la “coscienza di un essere umano” in senso diremmo più psicologico. Nell'anima è spesso implicita l'idea di una sostanziale unità ed immutabilità di fondo (quasi come nell'idea di Dio) che permane ai mutamenti del corpo e presiede alle sue funzioni. Le religioni rivelate (e dunque anche il cristianesimo) affermano che sia Dio stesso a creare o generare le anime. In alcune culture si attribuisce l'anima ad esseri viventi non umani e, talvolta, anche ad oggetti ritenuti non viventi (come i fiumi, gli alberi secolari), una credenza nota come animismo. I termini «anima» e «spirito» vengono spesso usati come sinonimi, anche se il primo è maggiormente legato al concetto di individualità di una persona essendo la sua anima. Anche le parole «anima» e «psiche» possono essere considerate come sinonimi, sebbene «psiche» abbia connotazioni relativamente più fisiche (o psicologiche), mentre l'anima è collegata più strettamente alla metafisica ed alla religione. Nella Grecia antica si faceva a volte riferimento all'anima con il termine psyche, da collegare con psychein, che analogamente ad anemos significa «respirare», «soffiare». Nell'Induismo in generale analogamente si fa riferimento all'Atman. Per gli antichi Egizi l'essenza spirituale dell'uomo è costituita da 3 elementi soprannaturali: l'akh, il ba, ed il ka. Anche nello Zoroastrismo persiano esisteva l'idea dell'anima e di un giudizio dopo la morte, tanto che le anime dovevano attraversare un sottilissimo ponte, il Cinvat. E così pure il Mitraismo iranico-persiano predicava una via iniziatica per la salvezza dell'anima. Una differenza di estensione concettuale esiste poi tra i termini italiani «anima» ed «animo», dalla stessa origine etimologica, ma animo viene usato con significati più limitati e psicologici rispetto al primo. Greci. Il concetto di anima nella filosofia occidentale compare la prima volta con Socrate, il quale ne fece il centro degli interessi della filosofia. Prima di lui, i filosofi (naturali) erano soliti occuparsi di questioni attinenti al mondo od alla natura, e la nozione di anima possedeva connotati esclusivamente mitologici, ad esempio negli autori epici come Omero e Virgilio, dove era assimilata ad un "soffio" che abbandona il corpo nel momento della morte; allora si riteneva che l'anima avesse soltanto la consistenza di un'ombra, capace di sopravvivere nell'Ade ma senza più poter esplicare la sua energia vivificatrice. Democrito teorizza l'esistenza di un'anima composta da atomi (simmetrici sferici, ma “atomi indivisibili” greci) che si muovono a velocità elevate rispetto ai moti dei corpi. Il loro moto genera il calore e la respirazione, causa della vita. L'anima è intesa come principio vitale del corpo, cosciente e libero, sottoposto a norme etiche di provenienza umana e prive di una finalità o ispirazione divina. L'anima è dotata di un linguaggio convenzionale ed è il soggetto unificante degli organi di senso, che non sono capaci di cogliere gli atomi ed il vuoto. Quindi, l'anima non ha il potere di vedere i propri costituenti primi atomici, ma è capace di muoversi nel vuoto unitamente al corpo, rispetto al quale presenta una forma atomica differente e quindi teoricamente separabile, ad esempio dopo la morte. I frammenti non danno evidenza di una vita ultraterrena dell'anima secondo Democrito che pure accenna all'esistenza di eidola che in gran numero vagano nell'aria, appaiono agli uomini come entità di grande statura che emettono voci e predicono il futuro, portando un effetto benefico o malefico. Se gli antichi li concepivano come divinità, il loro disapparire dagli organi di senso non consente di stabilire se siano immortali. La stessa parola eidola identifica la forma spirituale della materia che si stacca dai corpi e si imprime su gli organi di senso, determinando la percezione (come abbiamo visto pure tra i filosofi arabi ed in Europa fino a quasi il rinascimento). In modo coerente, gli atomi forme od idee e oggetti teorici piuttosto che materiali. È solo con Socrate, tuttavia, e col il suo successore Platone, che sarà utilizzato il termine psyché (anima) per designare il mondo interiore dell'uomo, a cui viene ora assegnata piena dignità. «Il concetto di psiche inventato da Socrate e codificato da Platone è centrale a questo proposito: Socrate diceva che il compito dell'uomo è la cura dell'anima: la psicoterapia, potremmo dire noi. Che poi oggi l'anima venga interpretata in un altro senso, questo è relativamente importante. Socrate per esempio non si pronunciava sull'immortalità dell'anima, perché non aveva ancora gli elementi per farlo, elementi che solo con Platone emergeranno. Ma, nonostante più di duemila anni, ancora oggi si pensa che l'essenza (la parte immateriale) dell'uomo sia la psyche. Molti, sbagliando, ritengono che il concetto di anima sia una creazione cristiana, invece esso è molto più antico. Per certi aspetti il concetto di anima e di immortalità dell'anima è contrario alla dottrina cristiana, che parla invece di risurrezione dei corpi. Che poi i primi pensatori della Patristica abbiano utilizzato categorie filosofiche greche e specialmente neoplatoniche, e che quindi l'apparato concettuale del cristianesimo sia in parte ellenizzante (misterico, idealistico e neoplatonico), non deve far dimenticare che il concetto di psyche è una grandiosa creazione dei greci. L'Occidente viene da qui.» (ricorrendo a Giovanni Reale, Storia della filosofia antica; ma ci chiediamo se siano soprattutto stati la filosofia ed i misteri dei greci oppure soprattutto la filosofia e la religione ebraica o giudaico-cristiana ad improntare il destino percorso dall'Occidente (come abbiamo scritto, la filosofia e la scienza occidentale hanno certamente percorso il sentiero del giorno del greco Platone) rispetto alla via percorsa dall'Oriente, e lo si potrebbe decidere pensando che quando sboccia una Rosa l'Oriente vede la Bellezza ed il sorgere del Sole all'Aurora, mentre l'Occidente vede la Corona di Spine ed il Peccato, ovvero l'Oriente (spiritualista) ha scelto la meraviglia e l'Estasi dell'umanità mentre l'Occidente (materialista) ha scelto la contrizione e la Redenzione dal peccato). Secondo Platone, l'anima è per sua natura simbolo di purezza e spiritualità, in quanto affine alle idee. Nel decimo capitolo del dialogo delle Leggi, si afferma che l'anima è immateriale, incorporea e costituita dalla sostanza degli dei. Il Timeo introduce la nozione di un'Anima del mondo che genera le anime particolari-individuali. Esse hanno la loro origine nel soffio divino (da cui il significato stesso della parola, ossia: vento, soffio), ed è ripartita, secondo il mito del carro e dell'auriga, in tre attività: quella razionale (loghistòn) che funge da guida, quella volitiva-irascibile (thumoeidès) animata dal coraggio, e quella concupiscibile (epithymetikòn) soggetta ai desideri. L'anima presente in ogni uomo sarebbe inoltre un frammento dell'anima del mondo. Secondo la contrapposizione gnostica tra Dio (pura perfezione, bene) e materia (imperfezione, male), ripresa dallo stesso Platone, l'anima sarebbe stata calata da Dio in un corpo materiale e perciò contaminata dall'intrinseca malvagità della materia stessa. Nel tentativo di superare il dualismo platonico anima-mondo, Aristotele intende l'anima come entelechia: essa non è distinta dal corpo, ma coincide con la sua forma ossia è la forma del corpo stesso. L'anima per lui rappresenta la capacità di realizzare le potenzialità vitali del corpo, e dunque non è da questo separabile; per conseguenza, sarebbe mortale, anche se si tratta di una conclusione su cui egli non dà un giudizio definitivo (dei concetti di entelechia e di energia abbiamo scritto altrove). Un principio di eternità riposa in effetti nell'anima intellettiva, che però opera senza il supporto di un organo corporeo. Aristotele non chiarisce i rapporti tra quest'anima e le altre, né se l'eternità dell'anima intellettiva sia anche individuale; del problema invece discuterà molto la filosofia medievale. Di tale principio Aristotele distingue invece le funzioni, personificandole in 3 anime: anima vegetativa, che governa le funzioni fisiologiche istintive (quelle che noi chiamiamo "animali", appunto: nutrizione, crescita, riproduzione); anima sensitiva, che presiede al movimento e all'attività sensitiva; anima intellettiva, che è la fonte del pensiero razionale e governa la conoscenza, la volontà e la scelta. Nel III secolo, Origene riconduce l'etimologia della parola anima (psychè) al termine greco psycron che significa "freddo" e che è anche uno dei 4 elementi costitutivi del corpo umano (fuoco, aria, acqua, terra) indicato da Platone nel Timeo, all'origine degli squilibri che generano le malattie psicosomatiche. Per Plotino l'Anima è la terza ipostasi, la cui essenza è immortale, intellettiva e divina. Vi è un'anima universale, emanazione della sovra-realtà dell'Intelletto, che plasma e vitalizza l'intero universo (diventando Anima del mondo), ed anime individuali, per tutti gli esseri viventi. Seguendo il Timeo di Platone, Plotino attribuisce anime anche agli astri e ai pianeti. La singolarità del pensiero di questo filosofo riguardo all'anima sta nel suo averla sdoppiata in "Anima superiore", originaria e legata al divino, e "Anima inferiore" (appunto Anima del mondo), preposta al governo del cosmo o, nel caso degli individui, al governo del corpo. L'anima originaria per il filosofo non è mai oggetto di "caduta" e non discende mai nel mondo materiale. La discesa nel corpo consiste infatti in una propensione ("inclinazione") verso il sensibile e il particolare che si realizza in una sorta di emanazione. L'anima originale (a. superiore) produce così una specie di riflesso, una seconda parte dell'anima (a. inferiore) la cui funzione consiste nel muovere e guidare il corpo. Ciò avviene sia a livello individuale (ogni essere vivente possiede infatti un'anima superiore rivolta all'Intelletto ed in perenne contemplazione, ed un'anima inferiore, visibile come governo dell'anima ed identificata con l'Io terreno) che a livello universale (l'Anima ipostasi, che procede dall'intelletto, emana da sé l'anima del mondo - l'anima inferiore dell'universo - che plasma e muove armoniosamente il tutto). Per quanto riguarda l'etica, Plotino ritiene che l'anima superiore sia esente dal peccato e dalla corruzione, questo perché i comportamenti e gli atteggiamenti scorretti sono esclusivamente da riferire all'anima inferiore e al suo commercio con la materia. Il percorso dell'anima e la sua conversione è un processo dell'anima inferiore, che può elevarsi verso le prime realtà attraverso l'unione e il riassorbimento con l'anima superiore. Le due anime possiedono ciascuna funzioni cognitive proprie: entrambe sono dotate di capacità di pensiero, anche se si tratta di modalità di pensiero differenti e di immaginazione. Per Plotino - come per Platone ed Aristotele - l'immaginazione è funzione della memoria, quindi il suo sdoppiamento dà luogo a due tipi diversi di ricordi (per l'anima inferiore si tratta di ricordi di oggetti sensibili e di esperienze terrene, mentre per l'anima superiore si tratta di reminiscenza). La comunicazione tra le due anime avviene continuamente in maniera spontanea proprio attraverso il continuo confronto dei ricordi sensibili provenienti dal basso con gli archetipi contemplati dalla parte superiore. Le passioni sono invece tipiche dell'anima inferiore, anche se in alcuni passi si parla di passione in riferimento all'anima superiore, trattandosi di un desiderio ancestrale che la tiene unita all'Intelletto. A differenza delle concezioni fin qui prevalenti, Epicuro non credeva in un'anima immortale, pur ammettendone l'esistenza e ritenendola una sostanza corporea, composta di atomi, sparsi per l'organismo: per lui la morte era qualcosa di definitivo che consisteva appunto nel dissolvimento dell'anima. Nel mondo dell'antica Grecia, secondo i riti misterici dell'orfismo il corpo fisico è una "prigione" per l'anima (soma=sema=corpo=tomba approssimativamente) da cui essa deve liberarsi attraverso riti iniziatici. Altri culti misterici a carattere soteriologico furono i Misteri di Eleusi e i misteri dionisiaci. Il dualismo antropologico anima-corpo ritorna nel neoplatonismo medievale di Boezio e di Scoto Eriugena, ma anche nella gerarchia degli esseri creati e illuminati da Dio di cui parla Origene. Secondo Origene e Scoto, gli angeli interagiscono e illuminano i vertici della gerarchia ecclesiastica che a sua volta illumina gli uomini, ponendosi quindi al di sopra del maggiore di essi. Il fine ultimo della vita umana, la visione di Dio e dell'unità delle idee calate nella materia (Beatitudine), non è conseguibile durante la vita terrena, ma solamente dopo la separazione dell'anima dal corpo. Secondo Origene, esso non è conseguito perfettamente nemmeno nella vita ultraterrena poiché gli angeli non sarebbero capaci né di vedere Dio de visu né di cogliere l'unità delle idee creata da Dio Padre nel Verbo prima di tutti i secoli. Tale concezione è molto lontana da quella cattolica stabilita nell'inno Adoro te devote che si conclude con la menzione della visione beatifica dell'anima santa e salva innanzi al Volto di Dio. San Gregorio di Nazianzio (Sermone XXVIII 17) chiarisce tale idea in senso cristiano e alla luce della rivelazione biblica, intendendo il corpo come un generatore di immagini sensibili che impediscono all'intelletto agente di cogliere Dio come Spirito. Per altra parte, il corpo umano aiuta l'anima a concepire il Verbo fattosi carne nell'Incarnazione nel grembo di Maria Vergine. Latini. I latini, come è noto, non furono grandi speculatori di pensiero astratto (né filosofico, né tanto meno pensiero matematico), e utilizzarono serenamente per le proprie speculazioni filosofiche strutture provenienti da altre culture (innanzi tutto dal pensiero filosofico greco che avevano assorbito se non proprio assimilato). Tanto che il grande filosofo-poeta epicureo Lucrezio, all'inizio del suo De rerum natura, afferma di non sapere in cosa consista la natura dell'anima, limitandosi ad accennare alle teorie correnti, compresa quella della reincarnazione, senza mostrare alcun interesse a privilegiarne una: (LA) «Ignoratur enim quae sit natura animai, / nata sit an contra nascentibus insinuetur / et simul intereat nobiscum morte dirempta / an tenebras Orci visat vastasque lacunas / an pecudes alias divinitus insinuet se»; (IT) «S'ignora infatti quale sia la natura dell'anima, / se sia nata o al contrario s'insinui nei nascenti, / se perisca insieme con noi disgregata dalla morte / o vada a vedere le tenebre di Orco e gli immani abissi, / o per volere divino s'insinui in animali d'altra specie» (Lucrezio, De rerum natura, I, 112-116). Riecheggia questa indifferenza filosofica – accanto ad un sentimento personale di compassione – la piccola ode dell'imperatore Adriano, due secoli dopo (i cui primi versi, ricordiamo, sono noti a noi moderni soprattutto per essere stati posti da M. Yourcenar in testa alle sue Memorie di Adriano): (LA) «Animula vagula, blandula, / Hospes comesque corporis, / Quæ nunc abibis in loca / Pallidula, rigida, nudula, / Nec, ut soles, dabis iocos.»; (IT) «Piccola anima smarrita e soave, / compagna e ospite del corpo, / ora t'appresti a scendere in luoghi / incolori, ardui e spogli, / ove non avrai più gli svaghi consueti». Patristica e Medioevo. Il dualismo antropologico anima-corpo ritorna nel neoplatonismo medievale di Boezio e di Scoto Eriugena, ma anche nella gerarchia degli esseri creati ed illuminati da Dio di cui parla Origene, e se vogliamo pure nella filosofia dell'illuminazione. Anima Mundi, Anima del Mondo. Concetto di origine orientale denominato Atman e, probabilmente attraverso gli orfici od i pitagorici, arrivato a Platone che nel Timeo la chiama megàle psyché ("grande anima"). Richiamandosi alla tradizione dell'ilozoismo arcaico, per il quale il mondo è una sorta di grande animale, Platone lo vede supportato dall'Anima del Mondo, infusagli dal Demiurgo, che impregna il cosmo e gli dà vitalità generale. Alcuni autori cristiani lo identificarono con lo Spirito Santo, anche se il termine risultò piuttosto sospetto a qualche teologo cristiano in quanto evocava princìpi panteistici come il Logos degli stoici o la terza ipostasi di Plotino, chiamata appunto Anima. Attraverso il neoplatonismo di Plotino e dei suoi epigoni il concetto, con varie denominazioni, arriva alla cultura rinascimentale e ha un importante rilancio a cominciare da Marsilio Ficino nell'Accademia neoplatonica, seguito più tardi da Giordano Bruno, per poi improntare la filosofia occulta. È una nozione particolarmente cara al pensiero magico e mistico, che viene elaborata in occidente non oltre il periodo romantico (Schelling), e tende a riemergere periodicamente in fasi culturali di crisi del razionalismo e del materialismo moderno. Animo, Anima, Animus. Al posto di anima si fa spesso ricorso anche al termine animo, per riferirsi in modo più circoscritto alla sede degli affetti, dei sentimenti, delle facoltà mentali quali l'attenzione, l'inclinazione, il pensiero o la memoria, all'origine della volontà e dei propositi, delle disposizioni di spirito, al coraggio. Jung utilizzava i termini latini anima e animus per indicare le istanze superiori che governano rispettivamente la psiche maschile e quella femminile. Il concetto di anima nelle religioni monoteiste. Ebraismo. La Bibbia ebraica non ha una definizione sistematica dell'anima, anche se nella letteratura rabbinica classica, è possibile trovare diverse descrizioni dell'anima dell'uomo. Nella bibbia ebraica vi sono tuttavia più termini che, nelle elaborazioni successive delle varie religioni, sono stati collegati al concetto di anima. Il primo è Nèfesh e indica l'uomo come essere vivente. Nel canone ebraico la parola nèfesh ricorre 754 volte di cui 115 con la forma presente per la prima volta in Genesi 1,20. La costituzione dell'uomo come "Nefesh" è descritta in Genesi 2,7, dove lo stesso morfema si trova all'interno di quel termine le cui occorrenze indicano il principio della vita e della morte del corpo: «Dio il Signore [YHWH] formò l'uomo dalla polvere della terra, gli soffiò nelle narici l'alito vitale e l'uomo divenne un'anima vivente.». Il nefesh non si identifica con il soffio di vita che proviene da Dio, ma indica il respiro. In questo senso l'essere animato Nèfesh va incontro alla morte, identificata con lo Sheol o Inferi, il luogo della morte e dei morti. Esiste inoltre in ebraico il termine Ruach, in greco pnéuma ed in latino spiritus. Pnèuma deriva dal verbo pnèo, che significa "respirare" o "soffiare", e si ritiene che anche l'ebraico rùach derivi da una radice che ha lo stesso significato, ed indica l'alito vitale comunicato da Dio all'uomo. Giobbe 36:13-15 e Salmi 78:49-51 impiegano la parola ebraica “weaviatam” in riferimento alla morte come punizione divina nei confronti di un corpo e di un'anima macchiati dal peccato. Tale termine è reso sia genericamente con "vita" sia con il progressivo e graduale distacco dell'"anima", che si allontana dalla presenza salvifica di Dio ("non invocano aiuto") e dalla Sua frequente pietà per la colpa del prossimo (Salmi 78:32-42), finendo per accumulare l'ira, cessare di imitarLo, non essere liberato dalla trappola tesa dai propri nemici e cadere nel tradimento della perversione del cuore, della bestemmia, del giudizio empio e dell'iniquità, prima di una giovane morte. Saadia Gaon e Maimonide spiegano il classico insegnamento rabbinico sull'anima attraverso le categorie e le lenti-filtri della filosofia neo aristotelica. Il primo sostiene che l'anima è quella parte dell'uomo che è costituita di desideri fisici, emozioni e pensiero. Il secondo (nella Guida dei Perplessi) intende l'anima come l'intelletto sviluppato privo di sostanza. Nella Qabbalah e nello Zohar (un trattato di mistica) l'anima è vista come composta da 3 elementi basilari, in rari casi con l'aggiunta dei più elevati: Nefesh, Ru'ah, e Neshamah. Queste ultime due sono parti dell'anima non presenti dalla nascita ma si creano lentamente col passare del tempo. Il loro sviluppo dipende dall'agire e dalle credenze dell'individuo. Di esse si dice che esistano in forma completa negli individui spiritualmente avanzati. Essi sono solitamente spiegati in questi termini: Nefesh (la parte inferiore o "funzioni animali" dell'anima. Si riferisce agli istinti e funzioni vitali. Si trova in tutti gli uomini, ed entra nel corpo fisico al momento della nascita. È all'origine della natura fisica e psicologica); Ruach (l'anima mediana, o spirito. Essa consiste nelle virtù morali e nella capacità di distinguere il bene dal male. Nel linguaggio moderno è analoga alla psiche od all'ego); Neshamah (l'anima superiore, il Sé più elevato. Essa distingue l'uomo da tutte le altre forme di vita. Ha a che fare con l'intelletto, e permette all'uomo di godere e beneficiare della vita dell'aldilà. Questa parte è comune ad ebrei e non ebrei al momento della nascita. È la parte che permette la consapevolezza dell'esistenza e presenza di Dio). Nello Zohar si dice che, dopo la morte, il Nefesh si dissolve, il Ruach si trasferisce in una sorta di stato intermedio dove è sottoposto ad un processo di purificazione ed entra in una specie di "paradiso transitorio", mentre Neshamah ritorna alla sua fonte, il mondo delle idee platonico, dove gode del "bacio dell'amato". Si ritiene che dopo la resurrezione Ruach e Neshamah, anima e spirito, si riuniscano in una forma definitiva trasmutata. Il Raaya Meheimna (un trattato cabbalistico pubblicato assieme allo Zohar) aggiunge due parti ulteriori all'anima umana: Chayyah e Yehidah. Gershom Scholem scrive che essi sono considerati i livelli più sublimi della cognizione intuitiva e si trovano solo in pochi individui eletti: Chayyah (la parte dell'anima che permette la consapevolezza della forza della vita divina stessa); Yehidah (il livello più elevato dell'anima, nella quale si raggiunge la più intima unione con Dio). Molti studiosi del Talmud ritengono che l'infusione dell'anima nell'embrione avvenga non prima del quarantesimo giorno. Nei libri dell'Ecclesiaste e di Genesi, si trovano dei versi rilevanti per la distinzione, forte nel cristianesimo, fra uomo ed animale, o meglio fra persona ed individuo: «Poiché la sorte de' figliuoli degli uomini è la sorte delle bestie; agli uni e alle altre tocca la stessa sorte; come muore l'uno, così muore l'altra; hanno tutti un medesimo soffio e l'uomo non ha superiorità di sorta sulla bestia; poiché tutto è vanità. Tutti vanno in un medesimo luogo; tutti vengono dalla polvere, e tutti ritornano alla polvere. Chi sa se il soffio dell'uomo sale in alto, e se il soffio della bestia scende in basso nella terra?» (Ecclesiaste, cap. 3, versi 19-21); «Poi riguardo ai figli dell'uomo mi son detto: Dio vuol provarli e mostrare che essi di per sé sono come bestie. Infatti la sorte degli uomini e quella delle bestie è la stessa; come muoiono queste muoiono quelli; c'è un solo soffio vitale per tutti. Non esiste superiorità dell'uomo rispetto alle bestie, perché tutto è vanità. Tutti sono diretti verso la medesima dimora: tutto è venuto dalla polvere e tutto ritorna nella polvere. Chi sa se il soffio vitale dell'uomo salga in alto e se quello della bestia scenda in basso nella terra? Mi sono accorto che nulla c'è di meglio per l'uomo che godere delle sue opere, perché questa è la sua sorte. Chi potrà infatti condurlo a vedere ciò che avverrà dopo di lui?» (Ecclesiaste, cap. 3, versi 19-22). Cristianesimo. Nel Nuovo Testamento NT non esiste una definizione univoca di anima. Paolo di Tarso fa riferimento ad una tripartizione dell'uomo, nominando il corpo, l'anima e lo spirito, già presente in Platone. La parola psychè (ψυχη) ricorre da sola 102 volte, la prima delle quali nel Vangelo di Matteo 2,20, ed è usata nelle citazioni di passi dell'Antico Testamento AT dove è presente il termine nefesh. Talvolta le due parole psyche e pneuma finiscono per assumere il medesimo significato. Il termine greco psychè, tra l'altro, poteva significare non solo l'“anima come personalità e carattere”, ma anche come "vita", o usato per indicare la persona stessa. Anche in opere greche non bibliche il termine includeva tutto il vivente e non solo la parte "pensante". Naturalmente opere del genere si basano più che altro sugli scritti di autori greci classici, e includono tutti i significati attribuiti alla parola dai filosofi greci pagani, fra cui "anima" dei morti, "anima, come sussistente senza il corpo, o contrapposta ad esso", ecc. Dal momento che alcuni filosofi pagani pensavano che l'anima alla morte uscisse dal corpo, il termine psychè significava anche "farfalla", creatura che subisce una metamorfosi, trasformandosi da crisalide in creatura alata. Ferma restando la terminologia adoperata nelle Scritture, che fa riferimento ad un'inconfutabile distinzione concettuale tra il corpo e lo spirito, il Cristianesimo delle origini si concentrò, almeno nei primi tempi, sul concetto di resurrezione della carne più che su quello di «immortalità» dell'anima; quest'ultima sarebbe divenuta materia di riflessione soltanto dei teologi successivi. Teologia cattolica. La Chiesa cattolica non ha una definizione filosofica esplicita dell'anima, sebbene abbia respinto diverse dottrine come quelle gnostiche che sostenevano che l'anima individuale fosse increata perché della stessa sostanza divina, o la teoria della metempsicosi legata alla reincarnazione, o ancora altre ipotesi nelle quali l'anima (intesa come anima razionale e spirito) non fosse considerata individuale e immortale. Secondo la teologia cattolica, l'anima è personale, libera di scegliere il bene e il male, immortale, soggetta a una sola vita terrena senza possibilità di reincarnazione dopo la morte, presente da sempre nella mente di Dio come idea-progetto di amore per il singolo e per il bene di ogni vivente, ma che non preesiste al corpo ed inizia a "vivere" col nascituro. Fra gli autori ecclesiastici che hanno affrontato l'argomento, che si presenta quasi sempre connesso al tema della resurrezione, sono da annoverare Agostino di Ippona, Tommaso d'Aquino e Bonaventura da Bagnoregio. Mentre Agostino immagina l'anima come una specie di nocchiero del corpo, postulando un certo dualismo anima-corpo, Tommaso insiste sull'unità inscindibile dell'uomo. L'anima è «tota in toto corpore», vale a dire interamente contenuta in ogni singola parte del corpo umano, e dunque ubiquitaria e non collocabile in un singolo organo (cuore, cervello, ecc.), né dal corpo separabile (se non con la morte). L'anima intellettuale è per lui la forma del corpo, e la sua separazione dopo la morte è vista come un esilio, poiché essa è naturalmente unita al corpo, a cui tende con la resurrezione finale. Di seguito alcuni passi del catechismo della Chiesa Cattolica: «Corpore et anima unus» - Unità di anima e di corpo. 362 La persona umana, creata a immagine di Dio, è un essere insieme corporeo e spirituale. Il racconto biblico esprime questa realtà con un linguaggio simbolico, quando dice: « Dio plasmò l'uomo con polvere del suolo e soffiò nelle sue narici un alito di vita, e l'uomo divenne un essere vivente » (Gn 2,7). L'uomo tutto intero è quindi voluto da Dio. 363 Spesso, nella Sacra Scrittura, il termine anima indica la vita umana, oppure tutta la persona umana. Ma designa anche tutto ciò che nell'uomo vi è di più intimo e di maggior valore, ciò per cui più particolarmente egli è immagine di Dio: « anima » significa il principio spirituale nell'uomo. 364 Il corpo dell'uomo partecipa alla dignità di « immagine di Dio »: è corpo umano proprio perché è animato dall'anima spirituale, ed è la persona umana tutta intera ad essere destinata a diventare, nel corpo di Cristo, il tempio dello Spirito. « Unità di anima e di corpo, l'uomo sintetizza in sé, per la sua stessa condizione corporale, gli elementi del mondo materiale, così che questi, attraverso di lui, toccano il loro vertice e prendono voce per lodare in libertà il Creatore. Allora, non è lecito all'uomo disprezzare la vita corporale; egli anzi è tenuto a considerare buono e degno di onore il proprio corpo, appunto perché creato da Dio e destinato alla risurrezione nell'ultimo giorno ». 365 L'unità dell'anima e del corpo è così profonda che si deve considerare l'anima come la « forma » del corpo; ciò significa che grazie all'anima spirituale il corpo, composto di materia, è un corpo umano e vivente; lo spirito e la materia, nell'uomo, non sono due nature congiunte, ma la loro unione forma un'unica natura. 366 La Chiesa insegna che ogni anima spirituale è creata direttamente da Dio – non è « prodotta » dai genitori – ed è immortale: essa non perisce al momento della sua separazione dal corpo nella morte, e di nuovo si unirà al corpo al momento della risurrezione finale. 367 Talvolta si dà il caso che l'anima sia distinta dallo spirito. Così san Paolo prega perché il nostro essere tutto intero, « spirito, anima e corpo, si conservi irreprensibile per la venuta del Signore » (1 Ts 5,23). La Chiesa insegna che tale distinzione non introduce una dualità nell'anima. « Spirito » significa che sin dalla sua creazione l'uomo è ordinato al suo fine soprannaturale, e che la sua anima è capace di essere gratuitamente elevata alla comunione con Dio. 368 La tradizione spirituale della Chiesa insiste anche sul cuore, nel senso biblico di « profondità dell'essere » (« in visceribus »: Ger 31,33), dove la persona si decide o non si decide per Dio.» (Compendio catechismo della Chiesa Cattolica (2005)). Teologia ortodossa, Per i cristiani ortodossi, corpo e anima compongono la persona, e alla fine, corpo e anima verranno riuniti; quindi, il corpo di un santo condivide la santità dell'anima del santo. Teologia protestante. Secondo il teologo protestante Oscar Cullmann, autore di Immortalità dell'anima o risurrezione?, pubblicato nel 1986, «Lo stato intermedio fra la morte e la risurrezione del corpo è caratterizzato da un periodo di sonno, in cui gli addormentati (Prima lettera ai Tessalonicesi, 4,13) aspettano la resurrezione finale.». Cullmann inoltre nel suo libro fa notare che la dottrina dell'immortalità dell'anima risale al II secolo e che deriva dalla analoga dottrina ellenica, presa a prestito dal cristianesimo. In seguito, nella stessa opera, scrive: «[Esiste] una differenza radicale fra l'attesa cristiana della risurrezione dei morti e la credenza greca nell'immortalità dell'anima... Se poi il cristianesimo successivo ha stabilito, più tardi, un legame fra le due credenze e se il cristiano medio oggi le confonde bellamente fra loro, ciò non ci è parsa sufficiente ragione per tacere su un punto che, con la maggioranza degli esegeti, consideriamo come la verità... Tutta la vita e tutto il pensiero del Nuovo Testamento [sono] dominati dalla fede nella risurrezione... L'uomo intero, che era davvero morto, è richiamato alla vita da un nuovo atto creatore di Dio.». Islam. Nella religione islamica si ritiene che l'infusione dell'anima avvenga al termine del quarto mese di gestazione. Più nello specifico, la tradizione averroistica identifica le seguenti fasi: presenza o unione del liquido seminale nell'utero materno (Nutfa, primi 40 giorni di gestazione), comparsa di un grumo o coagulo di sangue (Alaqa, da 40 a 80 giorni), formazione di una massa carnea (Mudgha, da 80 a 120 gg, corrispondente allo stadio dell'embrione), integrazione dell'anima e possesso di una componente fetale spirituale (Khalqan Akhar, oltre i 120 gg). Il concetto di anima nelle religioni orientali. Nell'Induismo, e nelle religioni ad esso collegate, l'anima è l'aspetto più puro e sottile dell'esistenza umana, il principio che dà vita alla totalità, e che influenza e caratterizza l'evoluzione di un individuo nella sua completezza. Non ha "rivestimenti", viene infatti anche detta Anupadaka, cioè priva di aspetti che la separino dal resto della creazione. Il principio separativo, "ego", è soltanto un riflesso limitato di questa immensa energia. Nelle diverse vite che l'uomo si trova a vivere attraverso la reincarnazione, le esperienze vissute entrano a far parte del bagaglio dell'anima, che ha così la possibilità di ricordarle tutte. Il fatto di non ricordare nulla delle vite passate può dare un'idea della distanza che si viene ogni volta a creare tra la percezione che l'uomo ha di sé stesso durante la vita (ego) e la sua vera natura (anima). Soltanto gli iniziati e i maestri riescono a ricordare le vite precedenti, perché la loro identificazione non è più con l'ego inferiore ma con il vero principio unificatore, e la sintonia con la loro anima è pressoché perfetta. Tutte le pratiche Yoga e, più in generale, molte delle diverse articolazioni delle filosofie e religioni orientali hanno sostanzialmente come obiettivo la liberazione dalla schiavitù dell'ego, intendendo quest'ultimo come un'illusione (maya) apportatrice di sofferenza che si perpetua attraverso l'incessante ciclo delle reincarnazioni (samsara). Nella tradizione esoterica si parla di anima individuale (Jiva) e anima suprema (Atman). Poiché lo Yoga si pone appunto come obiettivo la fusione del jiva nell'atman, del sé individuale con quello supremo (Brahman impersonale o Bhagavat personale), esso mira in tal modo alla vera realizzazione spirituale e alla fine della sofferenza. L'Atman, letteralmente «respiro», può quindi essere inteso in una doppia accezione, sia come "anima del mondo", sia come princìpio dell'anima individuale. Il concetto di anima presso i popoli primitivi. Secondo le credenze sciamaniche, sono gli spiriti a muovere il creato, ancora prima degli dei. Gli spiriti sono presenti in tutti gli esseri viventi, ed il loro rango è proporzionale alla creatura che animano. Ne conseguiva che con la morte, l'essere umano entrava nella dimensione degli spiriti, superiore a quella terrena. Da questo si deduceva la necessità di onorare il defunto, non solo per l'affetto, ma soprattutto perché da quel piano elevato poteva benedire i vivi. Da questo nasce anche la paura dei morti: una persona oppressa e maltrattata durante la propria vita poteva in qualche modo vendicarsi una volta giunta nel reame-regno di rango superiore”. Per quanto attiene la dottrina cristiana, come vediamo, essa prende circa il 90 % da precedenti filosofie e dottrine esoteriche egiziane, mesopotamiche, ed orientali, ed allora la 2° persona della Trinità (Gesù di Nazareth) si sarebbe incarnato tra gli ebrei al tempo dell'imperatore Augusto per “aggiungere” e “correggere” circa il 10 % della verità rivelata, come se i predecessori di Cristo ebraici e soprattutto pagani fossero già in possesso di tali cognizioni religiose “cristiane” sulla natura dell'Anima, e queste considerazioni dimostrano che i teologi cristiani “non posseggono un'ombra di cervello, un'ombra di ragione ed un'ombra di intelletto”. Evitando tutti questi problemi sostanzialmente metafisici di teorie mal poste, in questo libro l'Anima Universale è pensata come l'Equazione del modello matematico del Tutto e l'Anima Individuale è l'Equazione del modello matematico di ogni corpo ed individuo (dato che la Realtà è solo Fisica-Materiale e Razionale-Matematica) e ciò perché a presiedere, a rappresentare ed a “identificarsi” al Mondo fisico è posta unicamente la Razionalità matematica... (come abbiamo detto che non è necessario che un Essere Superiore abbia scritto i “libri custoditi nella Biblioteca del Mondo” così non è necessario che ci sia un Burattinaio (Anima) che muova i fili dei burattini animati, e del resto non diamo per più necessario muovere ed agire gli uomini che muovere ed agire gli elettroni o qualsiasi altro sistema); e tali argomenti secondari e collaterali del pensiero umano, presentati qui rapidamente in un libro sulla storia del pensiero matematico, mostrano pure di cosa sia stata capace ed è ancora capace la mente umana quando pensa senza l'uso di concetti, teoremi, teorie ed equazioni matematici (ovvero essa incorre in vere e proprie alienazioni della mente, in aberrazioni ed in allucinazioni del pensiero, creando millenarie-secolari sovrastrutture illusorie e Sistemi d'Errore)); e, continuando su Einstein, egli disse “Gli atei fanatici sono come schiavi che ancora sentono il peso delle catene dalle quali si sono liberati dopo una lunga lotta. Essi sono creature che, nel loro rancore contro le religioni tradizionali come "oppio delle masse", non possono sentire la musica delle sfere”; e disse “Trovi sorprendente che io pensi alla comprensibilità del mondo (nella misura in cui ci sia lecito parlarne) come ad un miracolo od a un eterno mistero? A priori, tutto sommato, ci si potrebbe aspettare un mondo caotico del tutto inafferrabile da parte del pensiero. Ci si potrebbe (forse addirittura si dovrebbe) attendere che il mondo si manifesti come soggetto alle leggi solo a condizione che noi operiamo un intervento ordinatore. Questo tipo di ordinamento sarebbe simile all'ordine alfabetico delle parole di una lingua. Al contrario, il tipo d'ordine che, per esempio, è stato creato dalla teoria della gravitazione di Newton è di carattere completamente diverso: anche se gli assiomi della teoria sono posti dall'uomo, il successo di una tale impresa presuppone un alto grado d'ordine nel mondo oggettivo, che non era affatto giustificato prevedere a priori. È qui che compare il sentimento del "miracoloso", che cresce sempre più con lo sviluppo della nostra conoscenza (per noi e per la filosofia di questo libro, invece e come già detto, il problema fondamentale non è perchè troviamo un Mondo ordinato secondo leggi matematiche e ad esse rispondente invece di un caos totalmente incomprensibile ma piuttosto perchè esiste un Mondo invece di Nulla (ossia invece della sola Razionalità R) perchè nel caso che esista Qualcosa invece di Nulla questo Qualcosa sarà per definizione assiomatica solamente e totalmente e necessariamente di natura matematica). E qui sta il punto debole dei positivisti e degli atei di professione, che si sentono paghi per la coscienza di avere con successo non solo liberato il mondo da Dio, ma persino di averlo privato dei miracoli. La cosa curiosa, certo, è che dobbiamo accontentarci di riconoscere il "miracolo", senza poter individuare una via legittima per andar oltre. Capisco che devo ben esplicitare quest'ultima considerazione in modo che non ti venga in mente che, indebolito dall'età, io sia divenuto vittima dei preti”; riguardo il rapporto tra Scienza e Fede disse “La scienza senza la religione è zoppa, la religione senza la scienza è cieca... 


La scienza contrariamente ad un'opinione diffusa non elimina Dio. La fisica deve proporsi non solo di sapere com'è la natura, ma anche di sapere perché la natura è così e non in un'altra maniera, con l'intento di arrivare a capire se Dio avesse davanti a sé altre scelte quando creò il mondo... Io non sono ateo e non penso di potermi definire panteista...”), ed infine aggiungiamo che come altri personaggi ha ricevuto molti riconoscimenti premi e medaglie, ed inoltre è ricordato per un elemento chimico (einsteinio), per la Medaglia Albert Einstein, per un asteroide (2001 Einstein) e per un cratere lunare), proseguendo, allora per coerenza, elimini assolutamente dalla classe delle scienze, sia la meccanica razionale, sia la meccanica analitica, sia la termodinamica assiomatica ed ovviamente quasi tutta la fisica, tutta la meccanica quantistica, l’astrofisica e la teoria della gravitazione (dal nostro punto di vista, ad esempio, la storicamente Regina delle scienze, ossia l’astrofisica di tutto il cosmo  (anche se spesso per Regina delle scienze ancor più s'intende la matematica) è una disciplina che fa uso di una decina di teorie (più o meno scientifiche allo stato dell’arte), tra cui la teoria classica di Newton (avendo citato Newton (matematico, fisico, filosofo naturale, astronomo, teologo ed alchimista inglese, autore delle leggi della meccanica e della legge di gravitazione universale per matematici-fisici-ingegneri, ed invece popolarmente collegato alla leggenda-aneddoto della mela secondo il quale semplicisticamente da una mela caduta da un albero avrebbe scoperto la legge di gravità nel senso che la Luna od il Sole sono soggetti alla stessa forza della mela e senza far specifico uso della matematica, mentre invece piuttosto del colpo di genio avuto dalla caduta di una mela (anche se sarà rimasto compiaciuto che l'esperimento gravitazionale sia avvenuto in un frutteto inglese in luogo di un palmeto tropicale ossia di aver avuto un colpo di genio dalla caduta di una mela da due metri d'altezza che non dalla caduta di una noce di cocco da dieci metri, seppure il lettore da tempo avrà appreso che gli esperimenti con le mele (o con le mele morsicate) più che nei frutteti si fanno nei reparti di montaggio dei circuiti al silicio per fortuna onde non avere a che fare con alberi di melo o palme da cocco o peggio con Pali Alti (un “rametto di quel vecchio melo” è stato pure portato in orbita a bordo della Stazione Spaziale Internazionale ISS dagli astronauti della missione STS-132 Atlantis lanciata il 14mag2010 (what does it mean?... forse che la gravità diminuisce col quadrato della distanza?), 


laddove un cannocchiale di Galileo aveva già goduto di un tale onore ('osa vorrà dire?... che si osserva meglio fuori dall'atmosfera terrestre?))... anche se l'aneddoto dice che Newton (al sicuro) osservò cadere una mela dalla finestra di casa sua a Woolsthorpe riportato in Memoirs of Sir Isaac Newton's Life di W. Stukeley ed aneddoto raccontato in una conversazione da Newton stesso il 15apr1726 a Kensington allorchè ricordò quando per la prima volta la nozione di forza di gravità si formò nella sua mente chiedendosi anche perchè una mela cade sempre perpendicolarmente alla superficie terrestre (come già aveva ben osservato Galileo per le traiettorie dei gravi, o con evidenza lungo una geodetica dello spazio-tempo come magari diremmo noi oggi) ma l'episodio divenne famoso nel 1734 (ossia 7 anni dopo la morte di Newton) quando fu narrato da Voltaire nella XV delle sue Lettres philosophiques), probabilmente furono osservazioni (citate in lettere a Flamsteed) su di una cometa ed altre osservazioni sulla caduta dei gravi (citate in lettere a Hooke) che lo avviarono sulla giusta strada della penetrazione dei “segreti” della gravitazione), vogliamo riportare una rapida sua biografia: Isaac Newton nacque a Woolsthorpe by Colsterworth nel Lincolnshire il 25dic1642 secondo il calendario giuliano ancora in vigore in Inghilterra od il 4gen1643 secondo il calendario gregoriano in vigore in Europa già dal 1585 (dato l'errore della differenza di 11 minuti e 14 secondi (del giuliano in vigore formalmente dal 4 d. C., rispetto all'anno solare od anno tropico) tra i due calendari al momento della sua introduzione (dopo circa 1628 giorni dalla sua introduzione (anno 46 a. C.) il giuliano aveva perso circa 11 giorni sull'anno tropico che correggerà il gregoriano perdendo solo 26 sec/giorno); il nuovo calendario gregoriano sarà successivamente adottato in tutta Europa ed in molti paesi e sarà introdotto nel 1752 in Inghilterra, nel 1918 in URSS e nel 1923 in Grecia); mentre Galileo era morto il giorno 8gen1642... e non a caso colleghiamo la data di morte dell'italiano con quella di nascita dell'inglese, laddove Galileo, aggiungiamo, ebbe come successore a Firenze sulla cattedra di matematica Torricelli, e Barrow ebbe come successore a Cambridge sulla cattedra di matematica Newton, e riguardo l'invenzione del calcolo infinitesimale, aggiungiamo ancora (invenzione riconosciuta a Newton-Leibniz), il teorema fondamentale dello stesso calcolo è spesso detto teorema di Torricelli-Barrow per i loro metodi di quadrature-tangenti-minimi-massimi), in una famiglia di allevatori, orfano di padre ed allevato dai nonni materni ma a 10 anni anche il patrigno morì lasciandogli una notevole eredità che gli permise di andare alla King's School a Grantham alloggiando presso la famiglia Clark imparentata con la famiglia Newton (forse in tal periodo ebbe l'unica relazione sentimentale della sua vita con la figliastra dell'ospitante) mentre nel frattempo costruiva meridiane-mulini-orologi ad acqua-ecc., quando a 16 anni la madre lo costrinse a abbandonare le aule scolastiche richiamandolo per coltivare i campi ma un maestro convinse la madre a fargli proseguire gli studi dal 1661 a 19 anni presso il Trinity College di Cambridge dove in ambiente inglese si studiava soprattutto Aristotele (l'Università di Cambridge (legata oggi a personalità quali D. Adams, J. M. Keynes, L. Wittgenstein, Stephen Hawking, ecc.) era stata fondata nel 1209 da studenti in fuga dalle violenze dell'Università di Oxford, col primo College Peterhouse, ed oggi la zona di Cambridge è nota come Silicon Fen per lo sviluppo di aziende ad alta tecnologia) seppure Newton inclinava verso autori più moderni quali J. Wallis, Cartesio e la scuola olandese (ovvero specialmente la geometria analitica), Copernico, Galileo, Keplero; in età giovanile si avvicinò specialmente all'analisi trovando alcune formule per il calcolo di pi-greco, per l'espansione in serie del logaritmo naturale neperiano (serie di Mercator, dove lnx è uguale al doppio di ((x-1)/(x+1)+(1/3)((x-1)/(x+1))(elev 2)+...)), ecc.; 


nel 1665 a 22 anni a causa del diffondersi della peste il College chiuse e Newton a casa sua trascorse la primavera più feconda della sua vita (e molto prolifica anche per la matematica-fisica) poiché dimostrò la potenza del binomio o teorema binomiale dopo i primi precedenti lavori di Eulero (ossia (a+x)(elev n); la formula di Newton o binomio di Newton o teorema binomiale di Newton fornisce lo sviluppo della potenza n-esima del binomio (a+b)(elev n) uguale alla sommatoria su k, da 0 a n, del coefficiente binomiale (n su k) per a(elev n-k)b(elev k), per ogni coppia a,b di numeri reali o complessi od in generale per elementi su ogni anello A commutativo, dove il coefficiente binomiale (n su k)=(n!)/((k!)(n-k)!) per n intero-razionale e questi coefficienti sono uguali a quelli inseriti nel triangolo di Tartaglia, e per n=2 abbiamo il quadrato del binomio (x+y)(elev 2)=x(elev 2)+2xy+y(elev 2) dato che i coefficienti binomiali sono 1,2,1, per n=3 abbiamo il cubo del binomio (x+y)(elev 3)=x(elev 3)+3x(elev 2)y+3xy(elev 2)+y(elev 3) dato che i coefficienti binomiali sono 1,3,3,1, per n=4 abbiamo la quarta potenza del binomio (x+y)(elev 4)=x(elev 4)+4x(elev 3)y+6x(elev 2)y(elev 2)+4xy(elev 3)+y(elev 4) dato che i coefficienti sono 1,4,6,4,1, ecc., quanto detto vale per n intero o razionale m/n ma quando n è un numero irrazionale od immaginario o reale r o complesso c allora la sommatoria di un numero finito di termini diverrà una serie di infiniti termini ottenendo la formula generalizzata della potenza del binomio (per n=r reale, (x+y)(elev r)) fu trovata da Newton stesso ma completata poi da Abel che diede una trattazione più sistematica di tutta la teoria delle serie di potenze), ma se vogliamo espandere una potenza n intera del binomio otterremo (a+b)(elev n) = (n su 0)a(elev n)b(elev 0) + (n su 1)a(elev n-1)b(elev 1) + (n su 2)a(elev n-2)b(elev 2) + (n su 3)a(elev n-3)b(elev 3) + … + (n su (n-1))a(elev 1)b(elev n-1) + (n su n)a(elev 0)b(elev n), ma dividendo sotto il segno di potenza per b possiamo considerare una sola variabile del binomio ossia (1+a)(elev n) = (n su 0)a(elev 0) + (n su 1)a(elev 1) + (n su 2)a(elev 2) + (n su 3)a(elev 3) + … + (n su (n-1)a(elev n-1) + (n su n)a(elev n)) od anche (1+a)(elev n) = sommatoria su k, da 0 a n, di coefficiente binomiale (n su k)a(elev k), ricordando che il b precedente qui è b/b=1 ed il precedente a è a/b per cui non si potrà qui moltiplicare semplicemente per b(elev n) onde (ri)ottenere la formula precedente), scoprì le identità di Newton (le identità di Newton o di Newton-Girard (poiché Girard le aveva già dedotte nel 1629) danno le relazioni tra i polinomi simmetrici elementari coi polinomi simmetrici composti con somme di potenze, o relazioni che legano i coefficienti di un polinomio somma di monomi con le sue radici ottenute ponendolo uguale a 0, ossia con la somma delle radici, la somma dei quadrati delle radici, ecc., e sono utilizzate nella teoria di Galois, nella teoria dei gruppi, nella teoria degli invarianti, nella teoria del calcolo combinatorio, ecc.; se abbiamo n variabili, x1,x2,...,xn, definiamo il polinomio pk(x1,x2,...,xn) per k maggior-uguale 1 quale somma delle k-esime potenze di xi, i=1,2,..,n, ossia come sommatoria su i, da 1 a n, di xi(elev k)=x1(elev k)+x2(elev k)+...+xn(elev k), e per k maggior-uguale 0 siano ek(x1,x2,...,xn) i polinomi simmetrici elementari quali somma di tutti i possibili prodotti di k variabili distinte (per cui e0=1; e1=x1+x2+...+xn; e2=sommatoria xixj per i maggior-uguale 1 minore j minor-uguale n; en=x1x2...xn; ek=0 per k maggiore di n), ed allora le identità di Newton possono essere scritte come kek(x1,x2,...,xn) = sommatoria su i, da 1 a k, di (-1)(elev (i-1) moltiplicato per e(pedice k-i)(x1,x2,...,xn)pi(x1,x2,..,xn)) per tutti i k maggior-uguale 1; se vogliamo trovare le radici di un polinomio, consideriamo un polinomio di grado n con esattamente n radici nell'anello utilizzato A, p(λ) = produttoria su α, da 1 a n, di (λ-xα) = sommatoria su j, da 0 a n, di ajλ(elev j) dove xα sono le radice ed aj sono i coefficienti del polinomio, ma definiamo tj quale somma di potenze ossia tj=sommatoria su α, da 1 a n, di xα(elev j), allora le identità forniranno t1=a1, t2=a1t1-2a2, t3=a1t2-a2t1+3a3, t4=a1t3-a2t2+a3t1-4a4, t5=a1t4-a2t3+a3t2-a4t1+5a5, ecc., e possiamo risolvere queste espressioni ricavando i coefficienti aj come somma di potenze ossia a1=t1, a2=(1/2)(t1(elev 2)-t2), a3=(1/6)(t1(elev 3)-3t1t2)+2t3), a4=(1/24)(t1(elev 4)-6t1(elev 2)t2+3t2(elev 2)+8t1t3-6t4), ecc.; 


abbiamo visto quante volte in teoria dei sistemi od in meccanica quantistica od in generale in fisica-ingegneria sia necessario calcolare i polinomi caratteristici, e le identità di Newton servono appunto per trovare i polinomi caratteristici di operatori lineari (ad esempio di matrici quadrate) ovviando al calcolo a volte pesante di determinanti, per cui in tal caso le radici dei polinomi sono pure gli autovalori (con significato di costanti di tempo se siamo nel dominio del tempo t, o di poli se siamo nel dominio delle frequenze complesse s) dell'operatore ed è facile osservare che ogni tj è la traccia della potenza j-esima della matrice tj=traccia(Aj) con indice j, e così concludendo le identità di Newton forniscono pure un buon metodo per calcolare il polinomio caratteristico di una matrice senza passare per il determinante poiché i coefficienti aj possono essere ricavati in funzione dei tj (se non interessano gli autovalori xα (magari complessi coniugati anche se i coefficienti aj sono reali, dunque autovalori non esistenti nel campo dei coefficienti stessi) ma interessa solo il polinomio caratteristico notiamo come possa essere calcolato solo dalla somma di autovalori, dalla somma dei loro quadrati, ecc., ossia lavorando più agevolmente nel campo A dei coefficienti dell'operatore-matrice), si occupò di calcolo combinatorio (oggi il calcolo combinatorio è quella parte della matematica discreta che ordina n elementi-termini-oggetti di insiemi S secondo prefissate regole ottenendo configurazioni di k oggetti-termini, e tratta di permutazioni (presentazioni ordinate (ogni oggetto tra n oggetti si presenta una sola volta ed il numero delle permutazioni Pn=n(n-1)(n-2)....= fattoriale di n (ossia il fattoriale del numero n, che è il prodotto di tutti i numeri interi precedenti fino a n, ad esempio il fattoriale di 4 è 24, operazione che s'incontra spesso nel calcolo combinatorio (la successione dei fattoriali di 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, ... rispettivamente è 1, 2, 6, 24, 120, 720, 5040, 40320, 362880, 3628800, 39916800, 479001600, 6227020800, 8.71782x10(elev 10), 1.30767x10(elev 12), 2.09227x10(elev 13), 3.55687x10(elev 14), 6.40237x10(elev 15), 1.21645x10(elev 17), 2.43290x10(elev 18), …, e le calcolatrici scientifiche usualmente hanno l'apposito tasto per il fattoriale), ma quando n è grande è possibile usare la formula approssimante di Stirling ossia fattoriale di n è circa radice quadrata di 2π, moltiplicato questa per e(elev -n) per n(elev (n+1/2))), e permutazioni con ripetizione), poi disposizioni semplici di lunghezza k di n elementi di S, disposizioni con ripetizione di elementi, combinazioni semplici di varia lunghezza, e combinazioni con ripetizione), diede quindi la formula della serie armonica coi logaritmi, e sviluppò il metodo delle flussioni ed il metodo inverso delle flussioni (sotto l'influenza di Wallis e Barrow, una decina d'anni prima dell'equivalente metodo differenziale-integrale inventato da Leibniz); 


CONTINUA in Parte 3








   Capitolo 8. Parte 3.   


Verso l'avvento del rigore matematico.






	divenne il secondo professore lucasiano nel 1669 (per curiosità questa celebre cattedra di matematica a Cambridge è stata fondata nel 1663 alla morte del reverendo Henry Lucas con l'eredità dei suoi beni lasciati all'Università, e coloro che nel corso del tempo l'hanno occupata sono: 1663, Isaac Barrow, matematico e teologo; 1669, Isaac Newton, matematico e fisico e filosofo; 1702, William Whiston, matematico e filosofo; 1711, Nicholas Saunderson, matematico; 1739, John Colson, matematico e pastore anglicano; 1760, Edward Waring, matematico; 1798, Isaac Milner, matematico e chimico; 1820, Robert Woodhouse, matematico; 1822, Thomas Turton, matematico; 1826, George Biddell Airy, astronomo; 1828, Charles Babbage, matematico e filosofo; 1839, Joshua King, matematico; 1849, George Gabriel Stokes, matematico e fisico; 1903, Joseph Larmor, fisico e matematico; 1932, Paul Adrien Maurice Dirac, fisico e matematico; 1969, James Lighthill, fisico; 1979, Stephen Hawking, fisico e cosmologo-astrofisico; 2009, Michael Green, fisico; 2015, Michael Cates, fisico), nel 1670-72 Newton si occupò di ottica studiando la rifrazione della luce e facendo l'esperimento del prisma trasparente scomponente la luce bianca nello spettro colorato e del prisma con lente ricomponendolo in luce bianca, inventando anche il telescopio riflettore (onde rimediare alla dispersione della luce in colori nel telescopio rifrattore, ma oggi esistono pure lenti acromatiche come sanno gli esperti di ottica e fotografia) ipotizzando egli che la luce avesse natura corpuscolare con trasmissione nell'etere mentre successivamente verrà elaborata la teoria ondulatoria; di Cartesio rifiutò la sua filosofia dello spazio-estensione-materia e della meccanica inclinanti all'ateismo, avvicinandosi invece alla filosofia di Henry Moore, come detto, oltre che a posizioni teologicamente più ortodosse in ambiente anglicano; riguardo le sue conquiste in analisi ed in meccanica avrebbe affermato che se aveva visto più in là di Cartesio e suoi predecessori era perchè era salito sulle spalle di giganti (in una lettera a Hooke, e frase probabilmente di matrice medioevale della scuola di Chartres, e presumibilmente senza riferimento a Hooke); a Cambridge conobbe H. Moore che accese il suo interesse per l'alchimia (che pure influenzò una qualche marginale “spiegazione metafisica” dell'etere e delle forze gravitazionali a distanza, essendo l'alchimia una dottrina-teoria che precorre la chimica-astrologia-astronomia-fisica, ma nel nostro eminentemente per indagare la natura di sostanze e di processi come la crescita e la vegetazione ossia lo spirito vegetativo); nel 1666 (grazie a Galileo, a Keplero ed a Huygens come riportato altrove) iniziò a sviluppare la teoria della forza gravitazionale che attrae verso la Terra sia gli oggetti che la Luna, forza centrale gravitas diminuente con l'inverso del quadrato della distanza come fa la stessa luce emanante da una sorgente centrale (ma eseguendo calcoli approssimati, seppure già convincenti, e senza includervi le principali perturbazioni planetarie, mentre aveva accuratamente già studiato la dinamica delle collisioni fra i corpi 


(notando che il centro di massa del sistema libero-indipendente a due corpi in urto mantiene il moto uniforme (dato che l'urto è un fenomeno interno al sistema dei 2 corpi il cui centro di massa non muta movimento, come pure avverrebbe per il centro di massa di un gatto lanciato in aria il quale centro segue una traiettoria parabolica mente il gatto si contorce-rivolta “internamente” su sé stesso per ben atterrare sulle zampe o come avviene per il moto parabolico del centro di massa di un tuffatore quando egli invece effettua figure-avvitamenti-contorsioni), e studiato il moto planetario notando che nel caso di moto circolare lo sforzo di recesso (ossia la forza centrifuga) aveva valore proporzionale all'inverso del quadrato della distanza del pianeta dal centro della sua orbita (come in Huygens, e nel 1679 chiamò l'opposta forza interna o forza centripeta, scambiando centrifuga con centripeta (dato che lo sforzo di recesso lo possiamo immaginare come una forza che istante dopo istante fa recedere il corpo dalla tangente inerziale all'orbita gravitazionale mantenendolo così in rivoluzione) dopo discussioni con Hooke), osservando-scomponendo già prima del 1666 il moto orbitale nei suoi moti componenti come combinazione di moti radiali e moti tangenziali (seguendo probabilmente Galileo) ed introducendo il concetto di inerzia lungo una direzione, e calcolò anche la forza centripeta necessaria a trattenere una pietra in una fionda in rotazione, e pure il rapporto tra la lunghezza L e il periodo T di oscillazione di un pendolo), 


ritornandovi poi nel 1679, consultando anche Hooke e Flamsteed (Flamsteed, tra l'altro, che aveva fornito a Newton i dati d'osservazione sul moto dei pianeti), e scrivendo nel 1684 le 3 leggi della meccanica in De Motu Corporum (tali teorie hanno richiesto 18 anni di meditazioni-teorizzazioni, seppure riguardo la gravitazione anticipato, senza però adeguate dimostrazioni matematiche e dal calcolo delle orbite, da Halley, da I. Boulliau (nel 1645 ossia 21 anni prima degli inizi dello studio di Newton) e dallo stesso Hooke) che ampliato su consiglio di Halley divenne il celeberrimo Philosophiae Naturalis Principia Mathematica PNPM (Principi matematici della filosofia naturale) del 1686-87 e poi rivisto nel 1713, e comunemente e popolarmente noto come Principia (redatto in 3 volumi e scritto in latino invece che in lingua nazionale o volgare come i Dialoghi sui Massimi Sistemi di Galileo (però tradotti in inglese da Andrew Motte nel 1729 in 680 pagine complessivamente, The Mathematical Principles of Natural Philosophy (English Edition)), questa è l'opera universalmente considerata uno dei massimi capolavori della storia della scienza ed ovviamente della scienza fisica (leggi newtoniane che hanno tenuto banco per 218 anni fino all'avvento della teoria della relatività ristretta RR e poi generale RG di Einstein, ma ovviamente universalmente utilizzate anche dopo nel mondo dei fenomeni macroscopici escludendo il mondo subatomico della microfisica; in lingua inglese nella prefazione della 3° edizione leggiamo: "SINCE the ancients (as we are told by Pappus), made great account of the science of mechanics in the investigation of natural things; and the moderns, laying aside substantial forms and occult qualities, have endeavoured to subject the phenomena of nature to the laws of mathematics, I have in this treatise cultivated mathematics so far as it regards philosophy. The ancients considered mechanics in a twofold respect; as rational, which proceeds accurately by demonstration; and practical..." con poche differenze rispetto alla 1° edizione oltre all'aggiunta prefazione di Roger Cotes (professore a Cambridge di astronomia e filosofia sperimentale) nella 2° edizione), lavoro sulla meccanica che diede a Newton una notorietà ed un'ammirazione universali come la stessa sua gravitazione (ma l'entusiasmo generale riguardò soprattutto i primi 2 libri mentre il concetto di una forza d'attrazione agente a distanza (e dipendente dalla natura della materia) non venne accolto con altrettanto entusiasmo (ed ovviamente Huygens, Leibniz ed altri tramite i loro apparati filosofici mostrarono ad esempio che la legge era incompatibile con la teoria dell'etere e con le posizioni cartesiane), ma trovando tutti una precisione sperimentale dei risultati d'osservazione astronomica a dir poco impressionante per gli strumenti del tempo e la quantità dei fenomeni che la teoria newtoniana correttamente spiegava allora tutti i nuovi filosofi naturali e fisici impararono presto i metodi ed il linguaggio dei Principia (a tal proposito, come la relatività generale attese la prova dell'eclissi di Sole del 1919, così le prove vennero eseguite nel 1736 e nel 1759 e secondo la teoria newtoniana prevedente la forma della Terra leggermente schiacciata ai poli (all'opposto di quella cartesiana che invece prevedeva un allungamento ossia con l'ellissoide ruotato di 90 gradi) nel 1735 partirono due spedizioni in Perù (La Condamine) ed in Scandinavia-Lapponia (Maupertuis) esattamente confermati la geofisica-geodesia newtoniana tramite la misurazione di un arco di meridiano con la triangolazione (e ciò permise a J.B.J. Delambre ed a P.F.A. Mechain e poi a Legandre di determinare con grande precisione la lunghezza del metro (come detto pari a 1 decimilionesimo della distanza fra parallelo equatoriale e Polo Nord sul meridiano passante per l'Osservatorio di Parigi; mentre la miglior misura precedente si deve ad Eratostene di Cirene nel III sec. a.C. ottenendo un valore di 252 mila stadi durante una campagna di misure di agrimensura a fini fiscali di mensores regii (con errore da -2.4 % a +0.8 % rispetto al nostro valore, se assumiamo per lo stadio i valori estremi di 155 e 160 metri) ma andata persa l'opera Sulla misura della Terra il suo metodo è brevemente descritto da Cleomede (prendendo in considerazione due città ossia Alessandria e Siene-Assuan distanti tra loro 5 mila stadi egizi supponendole circa sullo stesso meridiano (ma in realtà distanti circa 3° di longitudine ossia sui 330 Km) e supponendo Siene esattamente sul tropico del Cancro in modo che a mezzogiorno del solstizio d’estate a Siene il Sole sia allo zenit coi raggi esattamente verticali dentro i pozzi perchè così l'angolo di incidenza dei raggi solari misurato ad Alessandria corrisponda all’angolo con il vertice al centro della Terra tra le semirette che passano per le suddette due città ottenendo 1/50 di angolo completo-giro (poco più di 7 gradi) per cui l'intero meridiano terrestre misura 50x5.000=250 mila stadi egizi ossia 250000x157.5=39.375 mila Kmetri (essendo 1 stadio egizio=157.5 metri) laddove il nostro valore più corretto sarebbe di 40.075 mila Kmetri (con errore di -1.75 %) 


ma dobbiamo dire che la misura di Eratostene era certamente più corretta (forse aveva pure definito un nuovo stadio perchè dividesse esattamente la lunghezza del meridiano) di questo rapido risultato illustrato da Cleomede come lui stesso afferma (e sappiamo anche che Cristoforo Colombo nel XV sec. non aveva molte scusanti per il grossolano errore commesso nel valutare la circonferenza terrestre (con lunghezza di almeno il 25 % in meno ossia non più di 30 mila Kmetri (sembra che coi suoi calcoli avesse dedotto circa 25 mila Km) in gran parte poi coperta da terre emerse per cui il tratto di mare da Portogallo-Spagna alle coste orientali dell'Asia (che è in realtà di circa 16 mila Km) era stimato assai più breve ossia in circa 4 mila Km (è persino leggermente maggiore la distanza atlantica tra Portogallo ed il Nuovo Mondo-America che andrà a scoprire al punto che credeva di arrivare in Asia prima del 12ott1492)) con informazioni raccolte al tempo dei suoi viaggi commerciali e con lo studio delle carte nautiche e portolani disponibili, seppure dobbiamo aggiungere che senza quell'errore (ma chissà magari voleva illudere-ingannare sé stesso ed ancor più gli altri compresi la commissione marittima ed i reali di Spagna finanziatori dell'impresa insieme a ricchi privati) probabilmente la scoperta dell'America da parte degli europei sarebbe avvenuta più in là negli anni rispetto alla spedizione coi pochi mezzi infine partita dal porto spagnolo di Palos de la Frontera il 3ago1492 con 90 uomini, una nave ammiraglia di 30 metri di lunghezza (Santa Marìa comandata dallo stesso Colombo) e due piccole caravelle di 15 metri di lunghezza (Pinta e Nina-Santa Clara comandate da Martìn Alonso Pinzòn e Vicente Yànez Pinzòn) con sbarco a Guanahaní-San Salvador od a Samana Cay il 12ott1492 ed i primi insediamenti a Hispaniola a dic1492 ed insediamento permanente a Capo Isabella nella Repubblica Dominicana a dic1493)...  gran precisione nella determinazione della lunghezza del meridiano terrestre ma, aggiungiamo, non certo nella determinazione della posizione meridiana sul globo ossia della longitudine quale vero problema secolare della navigazione marittima (dato che per determinare qualsiasi punto sulla superficie terrestre bisogna dare una latitudine (posizione sui paralleli (così chiamati perchè di raggio decrescente ma tutti tra loro paralleli e perpendicolari all'asse di rotazione terrestre andando dalla circonferenza equatoriale ai poli e misurati da 0 gradi (equatore) +90 gradi (polo Nord) e da 0 gradi a -90 gradi (polo Sud))) ed una longitudine (posizione sui meridiani (così chiamati perchè di raggio tutti uguale alla circonferenza equatoriale ma passanti per l'asse di rotazione e per lo zenit del luogo nonché intersecantesi tutti nei poli ed a mezzogiorno aventi sempre il Sole nel loro piano, e semicirconferenze meridiane misurate da 0 gradi (circonferenza che passa per l'Osservatorio di Greenwich) e +180 gradi (ad est) e da 0 gradi a -180 gradi (ad ovest) mentre la semicirconferenza opposta a quella di riferimento di Greenwich è l'antimeridiano nonchè punto-longitudine di cambiamento di data... per cui se una nave navigasse via via più veloce della proiezione della luce del Sole sulla Terra e nella stessa direzione del Sole (ossia navigasse verso ovest dato che Sole-stelle vanno da est ad ovest mentre la Terra ruota da ovest ad est) rallenterebbe la velocità relativa del Sole nel cielo fino a fermarlo apparentemente e poi a superarlo invertendone il senso ed in tal ultimo caso per convenzione andrebbe un giorno indietro con la data))), 


poiché mentre la determinazione della latitudine è molto semplice (conoscendo posizione del Sole e declinazione) la determinazione della longitudine ha visto la messa in campo di decine di metodi insoddisfacenti (soprattutto dopo le prime scoperte geografiche da parte di Portogallo, Spagna, Olanda (Paesi Bassi), Gran Bretagna, Francia, ossia nel '500-600-700 per determinare la posizione in mare aperto dove solo le stelle fanno da riferimento di notte, ma la Terra ruota uniformemente col tempo e coi suoi meridiani, laddove fin dall'antichità si pensava di poter risolvere il problema sapendo che Sole-stelle percorrono 15°/ora e la Luna circa 14.5°/ora ossia misurando lo scarto nel cielo tra stelle e Luna ma ci sono problemi insuperabili di parallasse alle differenti latitudini, ed anche le deviazioni locali-longitudinali dell'ago magnetico delle bussole non sono affidabili), fino all'invenzione di un orologio di precisione (cronometro marino) il quale misurasse il tempo partendo dal meridiano di Parigi o di Londra (il quale ultimo meridiano da 1gen1895 è il riferimento per la misura di longitudine e per fissare i fusi orari delle varie Nazioni, ma l'origine dei meridiani non è sempre stata fissata alla semicirconferenza di Parigi o di Londra bensì antecedentemente ad esempio Eratostene la pose alle Colonne d'Ercole, Martino di Tyr alle Isole Fortunate, Tolomeo nella sua Geografia la collocò alle isole Fortunate ed in astronomia la pose invece ad Alessandria d'Egitto, poi secoli dopo Ismaele Abulfeda la pose a Cadiz, poi Alfonso, Pigafetta e Herrera a Toledo, Copernico la collocò a Fruemburgo, Reinoldo a Konisberg, Keplero la fissò a Uraniburgo, Longomontano a Kopenhagen, Lansbergius a Goes, Riccioli a Bologna, Iansonio a Monte Pico, altri all'isola del Ferro (per decisione di Luigi XIII)) e sapendo che in 1 ora si percorrono 15 gradi di longitudine ed ovviamente 360 gradi in 24 ore (problema infine risolto da inventori inglesi alla metà del '700 pure con la creazione dell'Almanacco nautico... laddove Almanacco (dall'arabo al-manakh in Spagna) in origine indicava una raccolta di tavole astronomiche con indicazioni su giorni della settimana, posizione di Sole e Luna, ed informazioni nautiche (il primo almanacco stampato nel 1476 fu il Kalendarium Novum di Regiomontano il quale autore tra l'altro tradusse pure l'Almagesto di Tolomeo come già detto), poi divennero dei veri calendari popolari (contenenti festività e ricorrenze religiose, dati storici, proverbi e notizie riguardanti le stagioni e l'agricoltura, ma pure previsioni-pronostici-oroscopi ricavati dalla posizione degli astri (questo in particolare dal XVI sec.)), quindi dal '700 vi furono aggiunti indovinelli, vari aneddoti, aforismi, brani poetici-umoristici-ecc. (ad esempio in USA quello di Benjamin Franklin), e nell'800 anche notizie di medicina, politica, economia, ecc., mentre oggi questi almanacchi contengono varie informazioni su medicina-malattie di stagione-ricorrenze-solennità-festività-lavoro-mestieri-agricoltura-politica-pensieri vari-ecc., ricordando qui in particolare il noto Calendario di Frate Indovino quale storico calendario italiano dal 1946 in 72 edizioni assai popolari (seppure in edicole e librerie da anni si sono diffusi i noti calendari di showgirls-attrici-donne dello spettacolo che è bello acquistare seppure più “problematico” appendere alle pareti ma magari da riporre in alto su armadi “polverosi”)), 


e problema questo della longitudine nel '600 che è pure argomento del romanzo L'isola del giorno prima, scritto da Umberto Eco, in cui il giovane protagonista piemontese Roberto de la Grive nel 1643 naufraga nei mari del Sud nei pressi di un'isola irraggiungibile su una nave deserta), poi vennero registrati altri successi a favore di Newton e contro Cartesio, quindi nel 1759 secondo i calcoli newtoniani eseguiti da Halley si ripresentò puntualmente la cometa detta appunto cometa di Halley, e poco dopo l'italiano Algarotti allo scopo di divulgare la nuova teoria di Newton scrisse Il newtonianesimo per le dame; nella 3° edizione dei Principia, leggiamo (tratto dalla prima edizione americana in inglese del 1846): "In this third edition the resistance of mediums is somewhat more largely handled than before; and new experiments of the resistance of heavy bodies falling in air are added. In the third book, the argument to prove that the moon is retained in its orbit by the force of gravity is enlarged on; and there are added new observations of Mr. Pound's of the proportion of the diameters of Jupiter to each other; there are, besides, added Mr. Kirk's observations of the comet in 1680; the orbit of that comet computed in an ellipsis by Dr. Halley; and the ortit of the comet in computed by Mr. Bradley"); nel periodo di pace successivo alla guerra di successione spagnola coi trattati di Utrecht-Rastatt-Baden del 1713-14 quando gli stati europei si stabilizzarono ed iniziava a diffondersi una nuova cultura filosofica (“illuministica”) rispetto a quella precedente aristotelica (filosofia questa dominante dal tardo medioevo per tutto il '400-500-600 fino oltre la guerra dei 30 anni e la pace di Westfalia che aveva risistemato l'Europa tra Francia e Spagna) possiamo dire che Newton divenne il più famoso filosofo naturale e scienziato d'europa) creando amicizie ed anche sollevando inimicizie oltre a portarlo sull'orlo di un esaurimento nervoso (magari favorito pure dai vapori di mercurio aspirati nei suoi esperimenti di alchimia (il mercurio quale elemento chimico e non più il mercurio degli alchimisti sarà però riconosciuto da Lavoisier circa 1 secolo dopo), 


e veda il lettore le lettere a Locke, ma egli notoriamente già era un individuo di natura scorbutica-paranoica-intrattabile-litigiosa nonché vegetariano (come possiamo leggere in Elementi della filosofia di Newton di Voltaire), comunque la teoria newtoniana ed in particolare i Principia furono etichettati da Laplace come l'opera più grande sopra qualunque altra produzione del genere umano, e per Leibniz la miglior matematica dall'inizio del mondo, e per Mach il miglior sviluppo formale e matematico delle leggi della meccanica; nei Principia le leggi della meccanica vengono esposte sistematicamente con metodo matematico e geometrico ma la matematica necessaria per la prima volta non è più solo quella di Euclide bensì ora è incrementata dal calcolo differenziale (sebbene evitato quando possibile) e seppure siano ancora lontani i tempi per un'esposizione più sistematica ed analitica come faranno Eulero, Lagrange, Mach, Hertz, ecc. (ma in questa opera fondamentale Newton integra-unifica il sistema eliocentrico di Copernico (dove i moti celesti sono riferiti al centro del Sole laddove la Terra è divenuta un pianeta in moto come tutti gli altri pianeti, il 3° pianeta del sistema solare... piccola rivoluzione scientifica, riguardo i moti relativi in cielo, ma grande rivoluzione culturale-metafisica-filosofica-teologica), con la meccanica balistica di Galileo del moto dei gravi sulla superficie della Terra (con moto uniformemente accelerato dove lo spazio verticale percorso è proporzionale al quadrato del tempo di percorrenza (il rapporto tra lo spazio s percorso ed il quadrato del tempo t impiegato è costante, s/t(elev 2)=K) e la velocità è proporzionale al tempo, ed invece con moto uniforme in orizzontale), con l'astronomia e meccanica cinematica di Keplero (con moti planetari a traiettoria ellittica dove in tempi uguali il raggio vettore P-S taglia-descrive aree uguali e dove il rapporto tra il quadrato del periodo di rivoluzione ed il cubo della distanza-raggio medio è costante; notiamo che proprio il '500-600 ed in particolare il lavoro di Keplero separano il lungo periodo dell'astronomia "prescientifica" fondata su ipotesi matematiche e modelli matematici ad hoc per ben descrivere i moti dei pianeti nel cielo (posizioni, distanze, velocità), dal periodo moderno ed attuale dell'astronomia scientifica basata su ipotesi e modelli fisici-matematici i quali non danno solo descrizioni matematiche-geometriche-cinematiche (come nel sistema tolemaico del calcolatore Tolomeo) ma pure descrizioni e ragioni fisiche di meccanica-cinematica-dinamica planetaria includenti postulati riguardanti cause, forze, ecc.), e se vogliamo anche con la legge della forza centrifuga di Huygens (dove la forza centrifuga Fc nel moto circolare di raggio R a velocità v di un corpo di massa m è Fc=m(vquadro)/R) riconoscendo in esse l'azione di una medesima forza, e mentre Copernico-Galileo hanno inventato un nuovo Cielo ed una nuova Terra sarà principalmente con Newton che essi verranno veramente unificati in un solo Universo con una sola fisica sulla base di leggi matematiche ovunque uguali e rispettate seppure con soluzioni matematiche differenti per i vati casi), e nei primi 2 libri dei Principia troviamo la teoria applicata ai moti dei corpi nel vuoto e nei mezzi materiali densi e resistenti tipo aria od acqua (il Primo libro è intitolato De motu corporum ossia Sul moto dei corpi ed è dedicato allo studio della dinamica dei corpi liberi nel vuoto suddiviso in 14 sezioni (troviamo i problemi del moto di un punto materiale soggetto a forza centrale descrivente orbite circolari-ellittiche-paraboliche-iperboliche (specialmente del moto di pianeti intorno al Sole e di satelliti attorno ai pianeti o del moto delle comete, trovando tutte le orbite coniche e non solo le ellittiche di Keplero; il Secondo libro studia il moto di un corpo in un fluido resistente (nei casi precedenti i corpi erano immersi nel mezzo fluidodinamico-elastico dell'etere vuoto di materia) esponendo le leggi dell’idrostatica e dell’idrodinamica newtoniana classica, del moto di pianeti immersi in fluidi coi relativi teoremi, e ad esempio con la legge di Boyle calcola la velocità del suono, mentre nell'ultimo capitolo Newton dimostra l'infondatezza della fisica cartesiana dei vortici (fisica durata dunque meno di mezzo secolo) mostrando la correttezza del modello di una forza gravitazionale nel vuoto agente a distanza da corpo a corpo ed invece la scorrettezza di vortici materiali cartesiani agenti sui pianeti), mentre nel 3° libro intitolato


 De mundi systemate ossia Sul sistema del mondo è esposta la cosmologia newtoniana (dove i pianeti ruotano nello spazio vuoto-etere sottoposti alla forza gravitazionale del Sole di valore inversamente proporzionale al quadrato del raggio-distanza, in cui lo spazio ed il tempo sono assoluti e nella meccanica relativa dei moti relativi valgono le trasformazioni di Galileo, laddove i moti assoluti si attuano rispetto a sistemi assoluti-fissi ossia rispetto a punti immobili affermando “Non esistono luoghi immobili salvo quelli che dall'infinito e per l'infinito conservano, gli uni rispetto agli altri, determinate posizioni; e così rimangono sempre immobili e costituiscono lo spazio che chiamiamo immobile” (ossia possiamo ritenere immobili le stelle che rispetto a qualche altra stella mantengono distanza costante, o cielo delle stelle fisse, da cui ogni lettore noterà che anche Newton ogni tanto non è esattamente quel genio che universalmente è riconosciuto), poi nei primi 2 volumi tramite 8 definizioni viene definita la massa o quantità di materia, introdotta la quantità di movimento o quantità di moto oltre alla forza come variazione della quantità di movimento ed altre proprietà di composizioni di forze e di baricentro 


(ossia: DEFINITION I. The quantity of matter is the measure of the same, arising from its density and hulk conjunctly; DEFINITION II. The quantity of motion is the measure of thie same, arising from the velocity and quantity of matter conjunctly; DEFINITION III. The vis insita, or innate force of matter, is a power of resisting, by which every body, as much as in it lies, endeavours to persevere in its present state, whether it be of rest, or of moving uniformly forward in a right line; DEFINITION IV. An impressed force is an action exerted upon a body, in order to change its state, either of rest, or of moving uniformly forward in a right line; DEFINITION V. A centripetal force is that by which bodies are drawn or impelled, or any way tend, towards a point as to a centre; DEFINITION VII. The accelerative quantity of a centripetal force is the measure, of the same, proportional to the velocity which it generates in a given time; DEFINITION VIII. The motive quantity of a centripetal force, is the measure of the same proportional to the motion which it generates in a given time), e quindi vengono esposte le 3 leggi del moto ossia notoriamente il Primo principio (o principio d'inerzia: Ogni corpo persevera nello stato di quiete o di moto rettilineo uniforme a meno che non sia costretto da forze impresse a mutare questo stato (nell'edizione inglese: AXIOMS, OR LAWS OF MOTION. LAW I. Every body perseveres in its state of rest, or of uniform motion in a right line, unless it is compelled to change that state by forces impressed thereon (spiegazione: PROJECTILES persevere in their motions, so far as they are not retarded by the resistance of the air, or impelled downwards by the force of gravity. A top, whose parts by their cohesion are perpetually drawn aside from rectilinear motions, does not cease its rotation, otherwise than as it is retarded by the air. The greater bodies of the planets and comets, meeting with less resistance in more free spaces, preserve then motions both progressive and circular for a much longer time)), poi il Secondo principio (o variazione del moto: Il cambiamento di moto è proporzionale alla forza motrice impressa ed avviene secondo la linea retta lungo la quale la forza è stata impressa (il vettore forza è uguale alla massa per il vettore accelerazione) (LAW II. The alteration of motion is ever proportional to the motive force impressed, and is made in the direction of the right line in which that force is impressed (spiegazione: If any force generates a motion, a double force will generate double the motion, a triple force triple the motion, whether that force be impressed altogether and at once, or gradually and successively. And this motion (being always directed the same way with the generating force), if the body moved before, is added to or subducted from the former motion, according as they directly conspire with or are directly contrary to each other, or obliquely joined, when they are oblique, so as to produce a new motion compounded from the determination of both)), e poi il Terzo principio (o di azione e reazione: Ad ogni azione corrisponde una reazione uguale in modulo e contraria di verso e le forze che si scambiano due corpi sono sempre uguali in modulo e di verso contrario (LAW III. To every action there is always opposed an equal reaction, or the mutual actions of two bodies upon each other are always equal, and directed to contrary parts (spiegazione: Whatever draws or presses another is as much drawn or pressed by that other. If you press a stone with your finger, the finger is also pressed by the stone. If a horse draws a stone tied to a rope, the horse (if I may so say) will be equally drawn back towards the stone, for the distended rope, by the same endeavour to relax or unbend itself, will draw the horse as much towards the stone, as it does the stone towards the horse, and will obstruct the progress of the one as much as it advances that of the other. If a body impinge upon another, and by its force change the motion of the other, that body also (because of the equality of the mutual pressure) will undergo an equal change, in its own motion, towards the contrary part. The changes made by these actions are equal, not in the velocities but in the motions of bodies, that is to say, if the bodies are not hindered by any other impediments. For, because the motions are equally changed, the changes of the velocities made towards contrary parts are reciprocally proportional to the bodies. This law takes place also in attractions...))), e queste 3 leggi della meccanica non erano mai state espresse correttamente e tutte insieme, cui seguono corollari quali la legge del parallelogramma delle forze per comporre forze dirette in varie direzioni (a 2 a 2 con metodo geometrico 


(da Newton spesso preferito ai metodi algebrici e trigonometrici) danno per risultante la diagonale del parallelogramma di cui sono lati contigui, ossia i corollari: COROLLARY I. A body by two forces conjoined will describe the diagonal of a parallelogram, in the same time that it would describe the sides, by those forces apart (spiegazione: If a body in a given time, by the force M impressed apart in the place A, should with an uniform motion be carried from A to B; and by the force N impressed apart in the same place, should be carried from A to C; complete the parallelogram ABCD, and, by both forces acting together, it will in the same time be carried in the diagonal from A to D. For since the force N acts in the direction of the line AC, parallel to BD, this force (by the second law) will not at all alter the velocity generated by the other force M, by which the body is carried towards the line BD. The body therefore will arrive at the line BD in the same time, whether the force N be impressed or not; and therefore at the end of that time it will be found somewhere in the line BD. By the same argument, at the end of the same time it will be found somewhere in the line CD. Therefore it will be found in the point D, where both lines meet. But it will move in a right line from A to D, by Law I); COROLLARY II. And hence is explained the composition of any one direct force AD, out of any two oblique forces AC and CD, and, on the contrary, the resolution of any one direct force AD into two oblique forces AC and CD, which composition and resolution are abundantly confirmed from mechanics; COROLLARY III. The quantity of motion, which is collected by taking the sum of the motions directed towards the same parts, and the difference of those that are directed to contrary parts, suffers no change from the action of bodies among themselves; COROLLARY IV. The common centre of gravity of two or more bodies does not alter its state of motion or rest by the actions of the bodies among themselves, and therefore the common centre of gravity of all bodies acting upon each other (excluding outward actions and impediments) is either at rest, or moves uniformly in a right line; COROLLARY V. The motions cf bcdies included in a given space are the same among themselves, whether that space is at rest, or moves uniformly forwards in a right line without any circular motion; COROLLARY VI. If bodies, any how moved among themselves, are urged in the directiton of parallel lines by equal accelerative forces, they will all continue to move among themselves, after the same manner as if they had been urged by no such forces), poi segue l'analisi dei moti dei corpi coi teoremi del movimento (studiati geometricamente senza far ricorso al calcolo delle flussioni od al metodo degli indivisibili di Cavalieri 


(di Francesco Cavalieri o Cavalerius (Milano 1598, Bologna 1647) o nei gesuati col nome Bonaventura Cavalieri col quale è conosciuto (con una vita tutta trascorsa tra scuola e monastero) abbiamo scritto nell'altra sezione del libro, ma qui aggiungiamo che oltre che matematico italiano (fu il primo ad introdurre la tecnica e l'uso dei logaritmi in Italia) fu pure inventore del noto principio cavalieri ossia metodo di assonometria cavalieri (nel disegno tecnico un tipo di assonometria obliqua per rappresentare un solido su una superficie piana ossia non una proiezione ortogonale, dove la “cavaliera” permette di disegnare su un foglio 2-dim oggetti 3-dim introducendo 3 assi di comune origine di cui 2 ortogonali (altezza e lunghezza, con dimensioni reali) e 1 obliquo a 45 gradi rispetto alla verticale discendente (profondità o spessore, con dimensione dimezzata)), dopo studi umanistici e teologici, fu studente presso l'Università di Pisa allievo di Benedetto Castelli, fu notato favorevolmente anche dal cardinale Federico Borromeo a Milano, incontrò Galileo a Pisa ed insegnò poi matematica dal 1629 all'Università di Bologna succedendo sulla cattedra a Giovanni Antonio Magini (Padova 1555, Bologna 1617, matematico, astrologo, astronomo, cartografo, nel 1588 dopo la morte di Ignazio Danti andò sulla cattedra di matematica dell'Università di Bologna preferito a Galileo, egli sostenne sempre il sistema geocentrico di Tolomeo preferendolo al sistema eliocentrico di Copernico inventando una nuova teoria planetaria, aggiunta alle già note, consistente nella rivoluzione di 11 pianeti descritta in Novae coelestium orbium theoricae congruentes cum observationibus N. Copernici pubblicata a Venezia nel 1589) non riuscendo a La Sapienza di Roma dopo il Castelli (Cavalieri insegnava Euclide, i logaritmi da poco sviluppati da Napier e Briggs (pubblicando nuove tavole col nome Directorium generale Uranometricum), insegnava la trigonometria del suo tempo, la teorica dei pianeti, l’astronomia di Tolomeo, sugli specchi parabolici-iperbolici-ellittici, l'idraulica (scoprendo ad esempio che la portata p (metri cubi/sec) di un fiume è proporzionale al quadrato della sua altezza h(elev 2) dal fondo del letto (ciò è vero in realtà se la larghezza L del fiume è costante altrimenti è proporzionale all'area A (metri quadri) della sezione come ben sappiamo, ed inventando macchine idrauliche)), e come argomento aggiunto dal docente insegnava anche la teoria copernicana in forma però di ipotesi matematica), ed in qualità di matematico sappiamo che la sua notorietà è dovuta all'anticipazione di proprietà del calcolo infinitesimale (incoraggiato da Galileo stesso) con la teoria del metodo (geometrico) degli indivisibili, iniziato nel 1622, per calcolare aree di superfici e volumi di solidi pubblicato ciò nel 1635 in Geometria indivisibilibus continuorum nova quadam ratione promota (Bononiae, ex typographia de Ducijs, 1653, e dedicata a monsignor Giovanni Ciampoli), (il metodo degli indivisibili, come detto, considera un'area regolare piana come composta da un numero indefinito-infinito di segmenti di retta (paralleli) od indivisibili d'area ossia elementi primitivi d'area (ovvero con ragionamento ancora abbastanza grossolano pensava ad una retta composta da infiniti punti continuamente fluenti), e considerava un volume di un solido regolare come composto da un numero indefinito-infinito di aree piane (parallele) od indivisibili di volume ovvero elementi primitivi di volume (un'area sarebbe composta da infiniti segmenti di retta continuamente fluenti come afferma Cavalieri nel 1647 in Exercitationes geometricae sex, come un riquadro di stoffa fatto di infiniti fili di cotone, ed un segmento di retta come fatto di infiniti grani di un rosario, laddove il termine fluente (di infiniti punti su una retta, di infinite rette su un'area e di infinite aree su un volume) sembra sia stato ben recepito da Newton (!), criticato in ciò dai più rigorosi matematici del tempo che però utilizzarono il suo metodo (metodo poco diffuso, ma lodato da Torricelli (Roma 1608, Firenze1647, di cui abbiamo scritto altrove), poi da Vincenzo Viviani (1622-1703, allievo di Torricelli ed assistente di Galileo ad Arcetri fino al 1642 raccogliendone l'eredità storica pubblicando nel 1655-56 la prima edizione completa delle opere di Galilei, succedendo a Torricelli all'Accademia delle Arti del Disegno di Firenze, nominato da Ferdinando II Ufficiale dei Fiumi, Ingegnere della Magistratura di Parte Guelfa, tra i primi membri del gabinetto sperimentale del Granduca ossia dell'Accademia del Cimento da poco fondata il 19giu1657 (“Provando e riprovando” era il Motto del Cimento (lo stesso motto, si noti, di Willy il Coyote o Wile Coyote, per le cui avventure “scientifiche” alle prese con Beep Beep o RoadRunner in inseguimenti “infiniti” (molto sperimentali con un poco di induzione e “sensate esperienze” seguite da “inevitabile deduzione”), per la cui tenacia, perseveranza e resilienza potrebbe ben essere nominato “Membro Onorario” del Cimento), un riassunto rapido diciamo (“provando e riprovando”) del metodo sperimentale (come a volte si insegna con coraggio ancora oggi, forse in qualche Liceo, ossia metodo notoriamente con poca speculazione teorico-filosofica e molta sperimentazione con ripetizione, riproduzione e misurazione adeguata che dovrebbe far meglio passare dalla filosofia naturale (del Rinascimento) alla fisica-matematica moderna), di cui facevano parte Vincenzo Viviani, Carlo Roberto Dati, Alessandro Segni, Francesco Redi, Evangelista Torricelli, Antonio Oliva, Giovanni Alfonso Borelli), insieme a Giovanni Alfonso Borelli calcolò con lo sparo di un cannone la velocità del suono (questo metodo sperimentale, diremmo, del cimento armato) ottenendo 350 m/s (laddove precedentemente Pierre Gassendi aveva ottenuto 478 m/s, ed oggi nell'aria sappiamo essere di v=331 m/s=1191.6 Km/h  a 0 °C, e di v=343.8 m/s=1237.7 Km/h a 20 °C, variando in funzione della temperatura T(°C) come v=331.45 + 0.62T m/s), forse insieme a Borelli (Napoli 1608, Roma 1679, filosofo, matematico ed astronomo, allievo anche di Benedetto Castelli a Roma (per fisica, meccanica ed idrodinamica, apprendendo l'applicazione della matematica alla fisica secondo il nuovo metodo sperimentale galileano), la cui vita conosciamo soprattutto grazie alla corrispondenza con Vincenzo Viviani, al discepolo Alessandro Marchetti, Antonio Magliabechi e Marcello Malpighi, passò poi il miglior periodo sulla cattedra di Pisa (incontrando eminenti matematici, ed anche medici visto che da qui sono passati Andrea Vesalio nel 1543, Realdo Colombo nel 1546 ed Andrea Cesalpino nel 1581), tradusse Dei conici di Apollonio (il grande geometra greco della cui vita poco si conosce ma nato tra III e II sec. a.C. a Perga in Panfilia e vissuto poi ad Alessandria dove appunto scrisse la prima versione delle Coniche, ma di Apollonio ci sono arrivate solo due opere (Separazione di un rapporto in due libri in traduzione araba), Le coniche (in 8 libri dei quali 4 ci sono giunti nella versione greca originale e 7 in una traduzione araba, laddove l'8° libro è andato perduto ma come detto ricostruito deduttivamente da ibn al-Haytham ossia Alhazen), mentre di altre sue opere si conoscono solo i titoli (Separazione di un'area, Sezione determinata, Tangenze, Inclinazioni, Luoghi piani), studiò la teoria geometrica ma fece pure delle applicazioni pratiche come di una meridiana con ombra su superficie conica onde migliorare la precisione di misura, e nel corso dei secoli molti scienziati e matematici presero dagli studi di Apollonio oltre che di Euclide ed Archimede (Keplero, Fermat, Cartesio, Newton, ecc.)), scrisse Borelli il suo più noto trattato ossia Euclides restitutus, sive prisca geometriae elementa, brevius, & facilius contexta del 1658, si occupò pure molto di anatomia e fisiologia applicando il metodo sperimentale alla biologia sviluppatosi in quegli anni per mettere anche la medicina sulla via scientifica (ad esempio William Harvey con la dimostrazione della circolazione del sangue) ed anche grazie a Borelli nasceva la scuola Iatromeccanica (come dire “meccanica medica” (dato che iatros in greco significa medico), inizialmente detta scuola iatromatematica, elaborata da Harvey e portata avanti da Malpighi la quale rappresentava ed interpretava l'organismo umano come un sistema di macchine assemblate con diversi compiti da svolgere allontanandosi così dalla dottrina-teoria degli umori di Ippocrate e dalla dottrina degli spiriti di Aristotele-Galeno), poi a Messina studiò l'astronomia e le eruzioni dell'Etna, ed infine prima della morte completò la sua maggiore opera De Motu Animalium (contenente il movimento muscolare, la circolazione del sangue, la meccanica del cuore, ecc., in cui la causa prima dei moti è l'anima) tenuta in grande considerazione dai medici del tempo (seguita a De Motu Cordis di Harvey)), determinando anche la velocità della luce con specchi sul tratto Firenze-Pistoia, nel 1661 condusse esperimenti sulla rotazione del pendolo per effetto della forza di Coriolis (notiamo esattamente 190 anni avanti il famoso esperimento di Foucault del 1851 di cui abbiamo scritto, ricordando che il periodo di tempo Tp di una rotazione completa del piano di oscillazione varia con la latitudine della Terra (tranne che lungo la linea dell'equatore), così che al polo Nord e polo Sud il periodo Tp=24h siderale ossia 1 giorno siderale esattamente (in verità il piano di oscillazione si mantiene fermo mentre la Terra ruota secondo il moto newtoniano), laddove a latitudine α il periodo di rotazione del piano di oscillazione Tpα=24/senα (in ore, h) per cui con α=45° Tpα=24/sen45=33.941 h=1.4142 giorni, con α=30° Tpα=48 h=2 giorni, con α=10° Tpα=138.21 h=5.758 giorni, con α=80° Tpα=24.37 h=1.015 giorni assai vicino ai poli, considerazioni da cui Foucault nel 1852 sviluppò pure il giroscopio), divenne Viviani assai noto come matematico ricevendo proposte di incarichi da Luigi XIV in Francia all'Academie Royale des Sciences, da Giovanni II Casimiro in Polonia quale astronomo di corte, nel 1687 pubblicò un trattato di ingegneria idrica Discorso intorno al difendersi da' riempimenti e dalle corrosione de' fiumi, e prossimo alla sua morte scrisse un trattato Trattato delle resistenze completato poi da Luigi Guido Grandi nel 1718, mentre coi suoi lasciti contribuirà economicamente all'erezione nel 1734-37 in Santa Croce del monumento funerario a Galileo Galilei in cui riposerà pure lo stesso Viviani), Giovanni Antonio Rocca, 


poi ancora da Stefano De Angeli (1623-1697, frate dei Gesuati come lo stesso Cavalieri, poi prete secolare dopo la soppressione dell'Ordine voluta da Clemente IX, fu allievo e delfino di Bonaventura Cavalieri, insegnò matematica all'Università di Padova, noto anche all'estero per gli studi di geometria continuando egli le ricerche di Cavalieri e Torricelli, nonché autorevole difensore della teoria degli infinitesimi osteggiata invece dall'Ordine dei Gesuiti (gran problema per i teologi cattolici e per i Gesuiti quello degli infinitesimi matematici, opponendo nella disputa Cavalieri insieme ai sostenitori degli infinitesimi contro i Gesuiti (censura di questi nel 1632 riguardo l'espressione per la quale una linea continua è composta di infiniti punti infinitamente piccoli, sembrerebbe capace di compromettere una dogmatica e corretta Visione del mondo con tutte le sue conseguenze), ed in Inghilterra opponendo Hobbes contro Wallis), poi studioso di meccanica assumendo posizioni in conflitto con Borelli e Giovanni Riccioli), Antonio Nardi (1598-1648? forse morto in questi anni di tifo, studioso di lettere e di geometria con Galileo Galilei insieme a Michelangelo Ricci e Torricelli, laureato in legge all'Università di Pisa ma di cui poco si conosce, autore però delle “famose” Scene o Scene Toscane o Scene Accademiche (con contenuto filosofico, fisico, letterario e matematico, di cui la versione più completa è contenuta nel Ms. Gal. 130 della Biblioteca Nazionale Centrale di Firenze), a Pisa conobbe Benedetto Castelli sulla cattedra di matematica, divenne noto tra i matematici attivi a Roma quali Torricelli, il cardinale matematico Michelangelo Ricci (allievo di Castelli, tra i fondatori dell'Accademia del Cimento, che nel 1666 pubblicò Exercitatio Geometrica confluita poi nelle Scene di Antonio Nardi), il sacerdote Raffaello Magiotti impiegato quale scrittore nella Biblioteca Vaticana (Torricelli-Ricci-Magiotti detto triumvirato (matematico) romano), elogiò molto l'opera galileana del 1632 Dialogo sopra i due massimi sistemi del mondo tolemaico e copernicano, fu segretario presso il cardinale Giovanni Francesco Guidi di Bagno a Roma conoscendo molti intellettuali del tempo come il bibliotecario Gabriel Naudé, corrispose con Galileo mandandogli saggi dei suoi studi di geometria (Ricercate Geometriche sopra Archimede) contenenti nuove dimostrazioni dei teoremi originali di Archimede procedendo col metodo degli indivisibili di Cavalieri venendo approvato da Galileo, nel periodo della corrispondenza con Torricelli-Ricci-Mersenne iniziò a scrivere le Scene ossia un'opera onnicomprensiva in raffinato toscano di circa 1400 pagine (dalla teologia alla matematica, dai commenti sulla filosofia peripatetica di Aristotele ai Saggi di Montaigne (un'opera questa di saggezza morale salutifera temperata prolissa e frammentaria con protagonista lo stesso autore), col contributo di Ricci, senza alcuna organizzazione in mezzo ad un caos filosofico come lo stesso Nardi ad un certo punto dice “O quanto confuse sono queste Accademiche scene? Parrebbero l’Idea della confusione se Idea la confusione avesse. Ma se ordinate non sarebbero formate da un confuso. Io per me stimo che siano un caos filosofico, il quale facilmente ordinar si possa purché la mente gli sopravviva”... “Maremma maiala” detto in raffinato fiorentino) ma le Scene “maremma maiala” non vennero mai pubblicate, laddove il medico di corte e parente Francesco Redi che ereditò gli scritti vi trovò pure un’altra copia del manoscritto delle Scene comprendente anche un trattato anatomico dell'allievo Giuseppe Zambeccari), dai matematici francesi tipo Beaugrand (autore della Geostatica in polemica con Renè Descartes e Gilles Personne de Roberval accusando Cartesio di plagio circa suoi risultati partendo da Viete), Jean-François Niceron (professore di matematica nel convento dei Minimi a Trinità dei Monti a Roma, occupatosi di ottica geometrica e di prospettiva (La perspective curieuse ou Magie artificielle des effets merveilleux del 1638) 


ma soprattutto diffusore delle opere dei francesi in Italia), Bouillaud (matematico francese del XVII sec.), Mersenne (1588-1648, filosofo teologo e matematico francese, studiò nel collegio dei Gesuiti di La Flèche (come fece Descartes) divenendo frate dei Frati Minimi, a Parigi insieme a Cartesio, Pascal e Gilles Personne de Roberval si occupò dello studio della matematica e della musica, su cui abbiamo scritto altrove), quindi lodato da inglesi ed olandesi tipo John Wallis (Ashford 1616, Oxford 1703, grande matematico inglese autore della famosa opera Arithmetica Infinitorum in cui venivano estesi i metodi di Cartesio e di Cavalieri verso l'invenzione del calcolo infinitesimale, su cui pure abbiamo scritto) e Frans van Schooten (Leida 1615, Leida 1660, incontrò subito il Cartesio del Discorso sul Metodo e divenne il più grande divulgatore in Olanda ed Europa della geometria cartesiana pubblicando anche nel 1659-61 l'opera Exercitationum mathematicarum sulla geometria analitica contenente sue riflessioni insieme ad appendici dei suoi allievi Johan de Witt, Johan Hudde, Hendrick van Heuraet, ma tra i suoi allievi si annovera pure Christiaan Huygens) come detto, poco lodato dallo svizzero gesuita Guldin o Paolo Guldino (Mels 1577, Mels 1643, matematico ed astronomo a cui si devono i teoremi di Pappo-Guldino per determinare l'area di superfici e volumi di solidi di rotazione, dato che Pappo di Alessandria li intuì 1300 anni prima, matematico greco-ellenistico questo più noto per il grande compendio di matematica antica (Pappus Alexandrinus, Mathematicae collectiones, di cui molto nota è quella tradotta da Federico Commandino) e magari per il teorema dell'esagono a lui attribuito ritenendolo a posteriori come un contributo antico allo sviluppo moderno delle fondamenta della geometria proiettiva), un poco invece criticato da Galileo ma non sappiamo se Galileo di infinitesimi ed indivisibili ne capisse più di Cavalieri (ad esempio Galileo non riusciva a credere che un infinito potesse essere maggiore di un altro ossia che esistono infiniti diversi, e fondamentale per il metodo degli indivisibili non condivideva che i rapporti delle figure sono i medesimi dei rapporti delle somme di tutti i segmenti di linee-rette se aree, o delle somme di tutte le aree di piani se volumi, anche perché ciò andava oltre la miglior geometria di Archimede ed Apollonio dell'antichità, seppure è anche vero che Cavalieri avrebbe magari fatto meglio a sostenere che i rapporti delle figure sono i medesimi dei rapporti delle somme di tutti i “rettangolini” se aree o delle somme di tutti i “prismetti” se volumi), e del resto con Galileo anche ad Arcetri discuteva più di Euclide, di Geometria e forse di logaritmi cui Cavalieri aveva dato un notevole contributo allo studio ed alla diffusione insieme alla trigonometria), come avvenne per B. Pascal il quale però più rigorosamente pensava ad aree composte da un numero infinito di rettangoli dato che i segmenti non hanno la stessa potenza numerica delle aree e sommando infinitamente segmenti non si possono ottenere aree (ma ancora solo segmenti), come forse pensava invece possibile Cavalieri, il quale però usava muovere, da un estremo all'altro di un'area piana, la retta (detta regola) ossia applicava la regola, metodo come si vede abbastanza limitato dato che le figure devono avere linee estreme rette da cui muovere ed a cui giungere (forse ci arriva proprio da Cavalieri l'espressione "applicare la regola" (apply the rule) usata oggi in senso più generale che non "applicare la retta", come la regola di Ruffini per la scomposizione-divisione di polinomi (si vada su testi di algebra ordinaria o su Internet per vedere la regola di scomposizione di polinomi contenenti varie potenze di x), regola di Cavalieri-Simpson o regola di Simpson, le molte regole algebriche, regole in analisi ed in fisica, ecc... e coloro che applicano correttamente la regola sono anche nominati cavalieri!); da cui notiamo come in materia di infinito-infinitesimo Galileo era un passo indietro a Cavalieri vista la mente “sostanzialmente di natura geometrica” di Galileo e sappiamo che l'infinito e l'infinitesimo li si incontra assai meglio nell'analisi che nell'algebra e nella geometria (Galileo era convinto che un poligono di N lati inscritto o circoscritto in un cerchio diviene simile in tutto al cerchio stesso per N che aumenta senza limite fino ad infinito (non solo N comunque grande bensì “proprio infinito”)... ma il pi-greco sia nel perimetro-circonferenza che nell'area come fa a venir fuori?... scherzi che farebbe la geometria se si ragiona sulle figure ed enti geometrici! (la geometria potrebbe far credere che infiniti “infinitamente-drammaticamente” diversi sono invece uguali come il suddetto poligono di infiniti lati ed il cerchio) ma tali errate convinzioni li potrebbe far credere anche l'aritmetica-algebra riguardo infiniti creduti diversi ed invece del tutto uguali come l'infinito dei numeri interi n e l'infinito dei numeri pari 2n (ossia tutti questi infiniti numerabili alpha0 di serie induttive Z tutti uguali tra loro e del tutto simili alla serie densa di razionali, ma serie diverse dalla serie continua dei reali R quando cioè l'infinito va all'esponente divenendo una potenza (infatti infinito=infinito+infinito=2infinito=kinfinito=infinito+kinfinito=infinito(elev k)=ecc. tutti numerabili ed uguali ad alpha0 finché l'infinito appunto è alla base), ma non k(elev infinito)=k(elev(infinito+infinito)), ecc., diverso a sua volta da (k(elev infinito)(elev infinito)...))), ed entrambi Galileo-Cavalieri erano molti passi indietro rispetto a Bolzano, data anche l'oscurità grande e l'immaturità dei tempi a cavallo-cavaliere di XVI-XVII sec.); ma su tale metodo geometrico rifletterà più proficuamente un allievo di Galileo ossia Evangelista Torricelli succeduto sulla cattedra di matematica e nell'incarico di matematico allo stesso Galileo 


(studiando meglio il concetto di continuità (magari sotto l'influenza del movimento di Galileo ma ottenendo risultati validi), di infinitesimo e di limite mettendo qui magari un poco tra virgolette questi termini, seppure Torricelli era chiamato l'Archimede del suo tempo più per ragioni idrauliche che non matematiche immaginiamo); di salute cagionevole il Cavalieri, e dopo molte dispute coi frati ed accuse di plagio (da cui si difese pubblicando nel 1643 Trigonometria plana et sphaerica linearis et logaritmica (manuale per studenti) e la terza parte nel 1647 di Exercitationes geometricae sex (appendice alla sua Geometria contenente calcoli di baricentri, quadrature di parabole e cubature di solidi, avvicinandosi molto alla formula del calcolo integrale definito infinitesimale, ossia teorema fondamentale del calcolo infinitesimale, come già scritto a volte detto teorema di Barrow-Torricelli BT (invece che magari “teorema di Newton-Leibniz NL”) il quale notoriamente pone la corretta relazione matematica tra l'operazione di integrazione(calcolo area sotto una funzione-curva) e l'operazione di derivazione(calcolo tangente ad una funzione-curva) in cui la funzione f(x) ora è una funzione di variabile reale x, e calcolare l'integrale (indefinito) di f(x) dal punto-valore a al generico punto-valore x nel suo campo di definizione equivale a trovare una funzione primitiva F(x) di f(x), in cui la prima parte del teorema è detta 1° teorema fondamentale del calcolo infinitesimale BT1 dando l'esistenza della primitiva F per funzioni continue reali f (o calcolo dell'integrale indefinito), la 2° parte di BT è detta 2° teorema fondamentale del calcolo infinitesimale BT2 per il calcolo dell'integrale definito di una funzione f(x) attraverso una delle sue primitive F(x) (o calcolo dell'integrale definito), teorema BT con una precedente versione meno generale data da James Gregory, poi più generale e corretta da Isaac Barrow, quindi con versione completa e generale di Isaac Newton e Gottfried Leibniz insieme alla relativa teoria di derivazione ed integrazione (da cui si vede il percorso storico del teorema fondamentale BT nonché i contributi dei matematici citati (Barrow, Torricelli, Newton, Leibniz) oltre al contributo dato da una decina di altri matematici altrove citati); il teorema BT1 afferma che data una funzione f(x) integrabile definita nello spazio R nell'intervallo a-b chiuso in a ed in b, si definisce funzione integrale di f(x) la funzione primitiva F(x) tale che F(x) = integrale da a a x di f(t)dt, per x maggior-uguale a e minor-uguale b, se poi f è una funzione integrabile limitata allora F è una funzione continua in a-b chiuso, se poi f è oltre che integrabile anche una funzione continua in a-b aperto allora la primitiva F è differenziabile in tutti i punti di a-b in cui f è continua e si ha derivata prima di F=F'=f(x), ovvero sotto queste condizioni di integrabilità e continuità di f la primitiva F è differenziabile e la sua derivata è la funzione reale continua f(x), da cui si vede anche perché F è detta una primitiva di f osservando che le infinite primitive F* differiscono tra loro solo per una costante additiva dovendo tutte avere derivata f; il teorema BT2 afferma che data la funzione f(x) di variabile reale x ed integrabile, definita nell'intervallo a-b chiuso sul campo R, che ammetta una funzione primitiva G(x) nell'intervallo a-b chiuso ossia G(x) tale che derivata di G=G'=f(x), allora si ha che integrale da a a b di f(x)dx=G(x) calcolato da a a b=G(b)-G(a); da BT1-BT2 si arriva alla più generale e corretta teoria dell'integrazione secondo Lebesgue per cui la continuità assoluta è condizione necessaria e sufficiente per la validità e dimostrazione del teorema fondamentale del calcolo infinitesimale-integrale BT (ovvero teorema fondamentale del calcolo integrale di Lebesgue) 


ma come detto la teoria dell'integrazione di Lebesgue è importante già di per sé in fisica-ingegneria; oltre alle dimostrazioni matematiche del teorema fondamentale BT sono molto espressive le rappresentazioni fisiche di BT1 (in cui F=s(t) è lo spazio percorso al tempo t e f=s'=v(t) è la velocità di percorrenza al tempo t, introdotta specialmente da Newton per lo sviluppo del calcolo delle flussioni), la rappresentazione approccio ed analogia algebrica di BT2 partendo da una successione di variabili Ao,A1,...,An, con ak=Ak-Ak-1 quale differenza tra due termini consecutivi, e formando la sommatoria di ak con k da 1 a n, estesa allora ad integrale, da a a b, di F'(t)dt=F(b)-F(a); si ottengono generalizzazione per funzioni sommabili nella teoria di Lebesgue (l'integrale di una funzione sommabile f è una funzione assolutamente continua F e dunque differenziabile quasi ovunque, la cui derivata debole è la funzione integranda f stessa e se questa è continua allora si ottiene il teorema fondamentale del calcolo BT generalizzato), poi generalizzando le definizioni di derivata in spazi euclidei a n-dimensioni verso le funzioni differenziabili e con derivate parziali e l'integrazione su varietà di forme differenziali si ottiene il teorema fondamentale del calcolo infinitesimale detto qui teorema di Ostrogradskij e teorema di Kelvin e la loro generalizzazione ossia il teorema di Stokes; se si danno definizioni più generali della teoria dell'integrazione si dimostrano BT più generali, ad esempio utilizzando il cosiddetto “integrale di gauge” del 1955-57 (definito da Arnaud Denjoy nel 1912, poi da Oskar Perron, Ralph Henstock, Jaroslaw Kurzweil in successione di miglior generalizzazione) e spesso detto integrale di Henstock-Kurzweil od integrale di Riemann generalizzato (perchè ottenibile dalla generalizzazione dell'integrale di Riemann), si può dimostrare con più generalità che BT2 vale sempre senza porre alcuna condizione-ipotesi sulla funzione primitiva derivata F'=f (f definite su intervalli compatti a valori reali) cui era ancora affetta nella teoria di Lebesgue (solo funzioni patologiche però come ad esempio una funzione che ha un asintoto verticale); se si passa agli spazi basati sul campo dei numeri complessi C introducendo dunque la derivazione-derivata e l'integrazione-integrale di funzioni di variabile complessa ovvero le funzioni analitiche o funzioni olomorfe-meromorfe con le relative nozioni di olomorfismo-meromorfismo (di grande interesse ed applicazioni in fisica-ingegneria come il lettore avrà visto) allora il teorema fondamentale del calcolo infinitesimale-integrale BT diviene il teorema fondamentale dell'integrale di Cauchy ed il teorema fondamentale dei residui Ri di una funzione analitica in campo olomorfo (di cui si calcolano gli zeri del numeratore e gli zeri-poli del denominatore))), lascerà Cavalieri poi la cattedra bolognese a Gian Domenico Cassini, ma dal suo insegnamento vennero Stefano Degli Angeli, M. Ricci, P. Mengoli (con fama di profondo matematico, scrisse Via regia ad mathematicas per arithmeticam, algebram speciosam et planimetriam ornata nel 1655), U. Davisio, alcuni dando notevoli contributi al nuovo calcolo nascente, morendo Cavalieri nel 1647 e venendo seppellito nella chiesa di Santa Maria Mascarella a Bologna, ed oggi un monumento posto nel cortile d'onore dell'Accademia di Brera a Milano lo ricorda)), e poi, proseguendo, nel 3° libro dei Principia intitolato Sul sistema del mondo Newton, applicando le leggi definite nei precedenti volumi e dopo aver derivato le leggi di Keplero, espone la legge di gravitazione universale agente in tutto l'Universo, e se generata da un corpo di massa M ed agente su un corpo di massa m è data da Fg=-(gmM/rquadro)(rversore/(modulo di r)), dove Fg è un vettore forza diretto tra i centri di massa M e m, e verso da M a m, laddove notoriamente il corpo m è attratto verso M, dove g è la nota costante gravitazionale di Newton (come detto misurata con precisione da Cavendish circa un secolo dopo) 


ma tale formula è nei trattati di meccanica ed astronomia successivi ad esempio in Eulero laddove nei Principia tale legge è invece descritta tramite i moti planetari, ed inoltre tratta delle irregolarità dell'orbita della Luna, del movimento delle lune di Giove (oggi sappiamo essere più di una sessantina e non solo i 4 pianetini medicei), delle comete e delle maree, e studia l'oscillatore armonico in 3 dimensioni xyz, aggiungendo che il Book III inizia con: "IN the preceding Books I have laid down the principles of philosophy, principles not philosophical, but mathematical: such, to wit, as we may build our reasonings upon in philosophical inquiries. These principles are the laws and conditions of certain motions, and powers or forces, which chiefly have respect to philosophy: but, lest they should have appeared of themselves dry and barren, I have illustrated them here and there with some philosophical scholiums, giving an account of such things as are of more general nature, and which philosophy seems chiefly to be founded on; such as the density and the resistance of bodies, spaces void of all bodies, and the motion of light and sounds. It remains that, from the same principles, I now demonstrate the frame of the System of the World. Upon this subject I had, indeed, composed the third Book in a popular method, that it might be read by many; but afterward, considering that such as had not sufficiently entered into the principles could not easily discern the strength of the consequences, nor lay aside the prejudices to which they had been many years accustomed, therefore, to prevent the disputes which might be raised upon such accounts, I chose to reduce the substance of this Book into the form of Propositions (in the mathematical way), which should be read by those only who had first made themselves masters of the principles established in the preceding Books: not that I would advise any one to the previous study of every


 Proposition of those Books; for they abound with such as might cost too much time, even to readers of good mathematical learning...”, poi elenca RULES OF REASONING IN PHILOSOPHY, RULE I. We are to admit no more causes of natural things than such as are both true and sufficient to explain their appearances. RULE II. Therefore to the same natural effects we must, as far as possible, assign the same causes. RULE III. The qualities of bodies, which admit neither intension nor remission of degrees, and which are found to belong to all bodies within the reach of our experiments, are to be esteemed the universal qualities of all bodies whatsoever. RULE IV. In experimental philosophy we are to look upon propositions collected by general induction from, phenomena as accurately or very nearly true, notwithstanding any contrary hypotheses that may be imagined, till such time as other phenomena occur, by which they may either be made more accurate, or liable to exceptions, poi espone i vari fenomeni noti ossia PHENOMENON I. That the circumjovial planets, by radii drawn to Jupiter's centre, describe areas proportional to the times of description; and that their periodic times, the fixed stars being at rest, are in the sesquiplicate proportion of their distances from its centre (ossia il raggio medio dell'orbita è proporzionale alla potenza 3/2=1.5 del periodo T di rivoluzione come in Keplero, e Newton dà i periodi T di Io, Europa, Callisto e Ganimede rispettivamente coi valori di 1d 18h 27m 34s (152854 secondi), 3d 13h 13m 42s (306822 sec), 7g 3h 42m 36s (618156 sec), 16g 16h 32m 9s (1441929 sec), confrontando i risultati di osservazione delle loro distanze dal centro di Giove in rapporto al semidiametro del pianeta effettuate da Borelli (5 e 2/3, 8 e 2/3, 14, 24 e 2/3 rispettivamente), da Townly col micrometro (5.52, 8.78, 13.47, 24.72 rispettivamente), da Cassini col telescopio (5, 8, 13, 23 rispettivamente) e da Cassini con le esclissi dei satelliti (5 e 2/3, 9, 14 e 2/6 e 3/0, 25 e 3/10), rispettivamente dal periodo T di 5.667, 9.017, 14.384, 25.299, ma provi il lettore a prelevare i dati reali-assoluti da un manuale e per ogni satellite dividere il cubo del raggio medio della sua orbita intorno a Giove per il quadrato del suo periodo T di rivoluzione (espressi ad esempio in metri e secondi) verificando la suddetta proporzionalità e trovando la costante di proporzionalità), PHENOMENON II. That the circumsaturnal planets, by radii drawn, to Saturn's centre, describe areas proportional to the times of description; and that their periodic times, the fixed stars being at rest, are in the sesquiplicata proportion of their distances from its centre. PHENOMENON III. That the five primary planets, Mercury, Venus, Mars, Jupiter, and Saturn, with their several orbits, encompass the sun. PHENOMENON IV. That the fixed stars being at rest, the periodic times of the five primary planets, and (whether of the suit about the earth, or) of the earth about the sun, are in the sesquiplicate proportion of their mean distances from the sun. 


PHENOMENON V. Then the primary planets, by radii drawn to the earth, describe areas no wise proportional to the times, but that the areas which they describe by radii drawn to the sun are proportional to the times of description (infatti il moto dei pianeti visto dalla Terra può essere diretto o retrogrado passando anche per la stazionarietà ma è sempre diretto visto dal sole). PHENOMENON VI. That the moon, by a radius drawn to the earth's centre, describes an area proportional to the time of description, seguono quindi le proposizioni-teoremi ossia PROPOSITION I. THEOREM I. That the forces by which the circumjovial planets are continually drawn off from rectilinear motions, and retained in their proper orbits, tend to Jupiter's centre, and are reciprocally as the squares of the distances of the places of those planets that centre, PROPOSITION II. THEOREM II. That the forces by which the primary planets are continually drawn off from rectilinear motions, and retained in their proper orbits, tend to the sun, and are reciprocally as the squares of the distances of the places of those planets from the sun's centre, PROPOSITION III. THEOREM III. That the force by which the moon is retained in its orbit tends to the earth, and is reciprocally as the square of the distance of its place from the earth's centre, PROPOSITION IV. THEOREM IV. That the moon gravitates towards the earth, and by the force of gravity is continually drawn off from a rectilinear motion, and retained in its orbit (altrove seguendo Newton abbiamo detto della forza che attira la Luna e la mela al centro della Terra e delle relative distanze di caduta radiali se entrambe fossero non orbitanti e qui riportiamo il brano di Newton (in cui calcola che la Luna sottratta a tutte le forze in 1 minuto cadrebbe dall'orbita verso il centro della Terra di 15.08 piedi parigini se essa compie la sua orbita in 27g 7h e 43s (ossia in 39301 minuti) rispetto alle stelle fisse laddove la circonferenza terrestre è di 123.249600 milioni di piedi parigini, mentre noi abbiamo riportato la distanza di ricaduta da tangente ad orbita di h=1.345 millimetri in 1 secondo dato che una mela cade di 0.5gt(elev 2)=4.9 metri in 1 secondo laddove la Luna cade di h=4.9/(384400/6367)(elev 2) nello stesso intervallo di tempo) 


ossia: The mean distance of the moon from the earth in the syzygies in semidiameters of the earth, is, according to Ptolemy and most astronomers, 59, according to Vendelin and Huygens, 60, to Copernicus, 60 e 1/3, to Street, 60 e 2/3, and to Tycho, 56 e 1/2. But Tycho, and all that follow his tables of refraction, making the refractions of the sun and moon (altogether against the nature of light) to exceed the refractions of the fixed stars, and that by four or five minutes near the horizon, did thereby increase the moon's horizontal parallax by a like number of minutes, that is, by a twelfth or fifteenth part of the whole parallax. Correct this error, and the distance will become about 60 e 1/2 semi-diameters of the earth, near to what others have assigned. Let us assume the mean distance of 60 diameters in the syzygies, and suppose one revolution of the moon, in respect of the fixed stars, to be completed in 27d. 7h. 43', as astronomers have determined; and the circumference of the earth to amount to 123249600 Paris feet, as the French have found by mensuration. And now if we imagine the moon, deprived of all motion, to be let go, so as to descend towards the earth with the impulse of all that force by which (by Cor. Prop. Ill) it is retained in its orbit will in the space of one minute of time, describe in its fall 15 e 1/12 Paris feet. This we gather by a calculus, founded either upon Prop. XXXVI, Book I, or (which comes to the same thing) upon Cor. 9, Prop. IV, of the same Book. For the versed sine of that are, which the moon, in the space of one minute of time, would by its mean motion describe at the distance of 60 semi-diameters of the earth, is nearly


15 e 1/2 Paris feet, or more accurately 15 feet, 1 inch, and 1 line e 4/9. Wherefore, since that force, in approaching to the earth, increases in the reciprocal duplicate proportion of the distance, and, upon that account, at the surface of the earth, is 60 x 60 times greater than at the moon, a body


in our regions, falling with that force, ought in the space of one minute of time, to describe 60 x 60 x 15 e 1/12 Paris feet (ossia 54300 piedi), and, in the space of one second of time, to describe 15 e 1/12 of those feet, or more accurately 15 feet, 1 inch, and 1 line 4/9. And with this very force we actually find that bodies here upon earth do really descend; for a pendulum oscillating seconds in


the latitude of Paris will be 3 Paris feet, and 8 lines 1/2 in length, as Mr. Huygens has observed. And the space which a heavy body describes by falling in one second of time is to half the length of this pendulum in the duplicate ratio of the circumference of a circle to its diameter (as Mr. Huygens has also shewn), and is therefore 15 Paris feet, 1 inch, 1 line 7/9. And therefore the force by which the moon is retained in its orbit becomes, at the very surface of the earth, equal to the force of gravity which we observe in heavy bodies there. And therefore (by Rule I and II) the force by which the moon is retained in its orbit is that very same force which we commonly call gravity; for, were gravity another force different from that, then bodies descending to the earth with the joint impulse of both forces would fall with a double velocity, and in the space of one second of time would describe 30 e 1/6 Paris feet; altogether against experience. This calculus is founded on the hypothesis of the earth's standing still; for if both earth and moon move about the sun, and at the same time about their common centre of gravity, the distance of the centres of the moon and


earth from one another will be 60 e 1/2  semi-diameters of the earth; as may be found by a computation from Prop. LX, Book I; SCHOLIUM. The demonstration of this Proposition may be more diffusely explained after the following manner. Suppose several moons to revolve about the earth, as in the system of Jupiter or Saturn; the periodic times of these moons (by the argument of induction) would observe the same law which Kepler found to obtain among the planets; and therefore their centripetal forces would be reciprocally as the squares of the distances from the centre of the earth, by Prop. I, of this Book...), 


PROPOSITION V. THEOREM V. That the circumjovial planets gravitate towards Jupiter, the circumsaturnal towards Saturn, the circumsolar towards the sun, and by the forces of their gravity are drawn off from rectilinear motions, and retained in curvilinear orbits, PROPOSITION VI. THEOREM VI. That all bodies gravitate towards every planet, and that the weights of


bodies towards any the same planet, at equal distances from the centre of the planet, are proportional to the quantities of matter which they severally contain, PROPOSITION VII. THEOREM VII. That there is a power of gravity tending to all bodies, proportional to the several quantities of matter which they contain, PROPOSITION VIII. THEOREM VIII. In two spheres mutually gravitating each towards the other, if the matter in places on all sides round about and equi-distant from the centres is similar, the weight of either sphere towards the other will be reciprocally as the square of the distance between their centres, PROPOSITION X. THEOREM X. That the motions of the planets in the heavens may subsist an exceedingly long time, HYPOTHESIS I. That the centre of the system of the world is immovable, PROPOSITION XI. THEOREM XI. That the common, centre of gravity of the earth, the sun, and all the planets, is immovable, PROPOSITION XII. THEOREM XII. That the sun is agitated by a perpetual motion, but never recedes far from the common centre of gravity of all the planets, PROPOSITION XIII. THEOREM XIII. The planets move in ellipses which have their common focus in the centre of the sun, and, by radii drawn to tJtat centre, they describe areas proportional to the times of description, PROPOSITION XV. PROBLEM I. To find the principal diameters of the orbits of the planets, PROPOSITION XVI. PROBLEM II. To find the eccentricities and aphelions of the planets, PROPOSITION XVII. THEOREM XV. That the diurnal motions of the planets are uniform, and that the libration of the moon arises from its diurnal motion, PROPOSITION XVIII. THEOREM XVI. That the axes of the planets are less than the diameters drawn perpendicular to the axes, PROPOSITION XIX. PROBLEM III To find the proportion of the axis of a planet to the diameters pendicular thereto, PROPOSITION XX. PROBLEM IV. To find and compare together the weights of bodies in the different regions of our earth, PROPOSITION XXI. THEOREM XVII. That the equinoctial points go backward, and that the axis of the earth, by a nutation in every annual revolution, twice vibrates towards the ecliptic, and as often returns to its former position, PROPOSITION XXII. THEOREM XVIII. That all the motions of the moon, and all the inequalities of those motions, follow from the principles which we have laid down, PROPOSITION XXIII. PROBLEM V. To derive the unequal motions of the satellites of Jupiter and Saturn from the motions of our moon, PROPOSITION XXIV. THEOREM XIX. That the flux and reflux of the sea arise from the actions of the sun and moon, PROPOSITION XXV. PROBLEM VI. To find the forces with which the sun disturbs the motions of the moon, PROPOSITION XXVI. PROBLEM VII. To find the horary increment of the area which the moon, by a radius drawn to the earth, describes in a circular orbit, PROPOSITION XXVII. PROBLEM VIII. From the horary motion of the moon to find its distance from the earth, PROPOSITION XXVIII. PROBLEM IX. To find the diameters of the orbit, in which, without eccentricity, the moon would move, PROPOSITION XXIX. PROBLEM X. To find the variation of the moon, PROPOSITION XXX. PROBLEM XI. To find the horary motion of the nodes of the moon in a circular orbit, PROPOSITION XXXI. PROBLEM XII. To find the horary motion of the nodes of the moon in an elliptic orbit, PROPOSITION XXXII. PROBLEM XIII. To find the mean motion of the nodes of the moon, PROPOSITION XXXIII. PROBLEM XIV. To find the true motion of the nodes of the moon (OF THE MOTION OF THE MOON S NODES., PROPOSITION I. The mean motion of the sun from the node is defined by a geometric mean proportional between the mean motion of the sun and that mean motion with which the sun recedes with the greatest swiftness from the node in the quadratures, PROPOSITION II. The rmean motion of the moon's nodes being given, to find their true motion), PROPOSITION XXXIV. PROBLEM XV. To find the horary variation of the inclination of the moon's orbit to the plane of the ecliptic, PROPOSITION XXXV. PROBLEM XVI. To a given time to find the inclination of the moon's orbit to the plane of the ecliptic, PROPOSITION XXXVI. PROBLEM XVII. To find the force of the sun to move the sea, PROPOSITION XXXVII. PROBLEM XVIII. To find the force of the moon to move the sea, PROPOSITION XXXVIII. PROBLEM XIX. To find the figure of the moon's body, PROPOSITION XXXIX. PROBLEM XX. To find the precession of the equinoxes, LEMMA IV That the comets are higher than tliau the moon, and in the regions of the planets, PROPOSITION XL. THEOREM XX. That the comets move in some of the conic sections, having their foci in the centre of the sun, and by radii drawn to the sun describe areas proportional to the times, PROPOSITION XLI PROBLEM XXI. From three observations given to determine the orbit of a comet moving in a parabola, PROPOSITION XLII. PROBLEM XXII. To correct a comet's trajectory found as above, con ampio studio della cometa apparsa di recente, 


e da tutta l'opera dei Principa il lettore può osservare come Newton in dimostrazioni, esempi e problemi ricorra per l'80 % alla trattazione geometrica con gran tracciamento di figure senza scrivere equazioni ed equazioni differenziali con le flussioni, com'era d'uso tra i fisici del tempo ed ovviamente come pure avviene nel Dialogo sopra i due massimi sistemi del mondo di Galileo uscito 55 anni avanti; ricordiamo il contributo di R. Hooke alla teoria gravitazionale in quanto Hooke elaborò il principio di attrazione gravitazionale nel 1665 nel volume Micrographia, nel 1666 collaborò alla stesura dell'articolo Sulla gravità per la Royal Society e nel 1674 pubblicò definitivamente le sue teorie in Sistema del Mondo ed in Tentativo di provare il moto osservabile della Terra, postulando la mutua attrazione tra Sole e pianeti con un'intensità crescente con la vicinanza fra i corpi insieme ad un principio di inerzia lineare-direzionale (ma mai affermò che le attrazioni hanno legge di proporzionalità con l'inverso del quadrato della distanza) ed inoltre la sua gravitazione non era universale ma specifica tra quel pianeta ed il Sole (non avendo ben definito la massa (quale coefficiente dei corpi tutti, seppure quantitativamente diverso da corpo a corpo, dato che secondo una filosofia non adatta qui il coefficiente massa si potrebbe pensare quale specifico attributo dei corpi (onde la massa della Luna è quasi sinonimo di Luna) invece che quale sostanza universale per cui se la Luna si frantumasse in più parti ogni parte della Luna avrebbe un'azione con le altre parti omologhe e non con la massa della Terra o del Sole anche avvicinandosi ad essi a breve distanza) e non espressa in forma matematica oltre a mancare di prove sperimentali, ma dal 1679 Hooke iniziò un rapporto epistolare con Newton dicendo di essere stato nominato responsabile della corrispondenza per la Reale Accademia e dunque chiedendo a Newton vari pareri su molti argomenti tra cui appunto la spiegazione del moto dei pianeti tramite un moto componente rettilineo lungo la tangente all'orbita ed un moto componente di attrazione diretta verso il centro di massa (oppure sulle sue ipotesi riguardo alle leggi ed alle cause dell'elasticità; notiamo come Galileo non arrivò alla legge di gravitazione e non vi sarebbe mai arrivato per un fatale errore annidatosi proprio in questo punto, quando cioè afferma che l'orbita del moto di rivoluzione della Terra intorno al Sole di circa 1 grado/giorno (e dunque di circa 360 gradi/anno, più correttamente di 0.9856 gradi/giorno medi=0.9856 gradi) è così poco curva che può ben essere considerata rettilinea (ossia, per ricollegarsi a Hooke, considerando il moto componente tangenziale ma trascurando il moto componente d'attrazione verso il centro dell'orbita), ma così facendo azzera d'un colpo la gravitazione rendendo tutti i moti planetari inerziali-rettilinei, poiché nonostante l'arco d'ellisse sia localmente (ad esempio sulla Terra) ben approssimabile con un segmento di tangente (al punto da ritenere più adatta la geometria euclidea di ogni altra e ben usabile il teorema pitagorico del triangolo rettangolo TP), nonostante ciò è proprio quella “piccola-trascurabile” differenza che fa gravitare-orbitare un pianeta intorno al Sole e fa sì che l'orbita completa-annuale sia un'ellisse invece di una indefinita retta (differenza astronomica delle orbite ben evidente dato che la prima è un'ellisse chiusa e l'altra è una retta illimitata aperta dal punto di vista matematico e retta illimitata aperta dal punto di vista fisico in ipotesi di universo aperto; ogni corpo dotato di massa-energia orbita attorno ad un altro corpo dotato di massa-energia poiché vi è attratto con una forza di gravitazione, e ciò accade non solo ai fermioni ma anche ai bosoni privi di massa a riposo come lo sono i fotoni appunto dotati di energia E=hf (e dunque dotati di massa equivalente m=E/cquadro), fatto provato, come riportato altrove, con verifiche astronomiche già durante l'eclissi solare totale del 1919 da Arthur Eddington e Dyson (così da osservare la luce proveniente da lontane stelle in posizione prospettica vicinissime al Sole) nelle città di Sobral in Brasile ed a Sao Tomé e Príncipe in Africa occidentale, test ripetuto nell'eclissi del 1922 da fisici del Lick Observatory, poi ancora nel 1973 dall'Università del Texas, quindi misure più precise vennero effettuate con la radiazione elettromagnetica di segnali RF (solo verso la fine anni '60 però si ottennero misure molto precise perfettamente concordanti con le previsioni della RG), e ciò dimostra che la radiazione RF e la luce vengono curvati-attirati da un corpo con massa-energia seguendo in ogni caso la geodetica dello spazio di conseguenza conformato da quelle masse-energie 


(geodetica che è un'ellisse, od una parabola, od un'iperbole, secondo l'energia cinetica T del corpo gravitante), ed il lettore può ben immaginare che se nell'Universo esistessero solo il Sole e 1 fotone allora il fotone orbiterebbe intorno all'astro in un'orbita ellittica con raggio di miliardi di anni luce, ma se il fotone ad esempio ipoteticamente possedesse energia E=Mcquadro=1.8986x10(elev 27)(cquadro)=1.7x10(elev 44) joule equivalentemente pari alla massa M=1.8986x10(elev 27) Kgr di Giove e sfiorasse il Sole lungo una tangente di un'ellisse-cerchio alla distanza di circa 1 miliardo di Km allora esso orbiterebbe attorno al Sole lungo la medesima traiettoria dell'orbita di Giove con periodo di 11.86 anni terrestri)... per cui incontestabilmente la legge di gravitazione è completamente di concezione newtoniana e non c'è ombra di Galileo qui e non c'è ombra di Cartesio qui), al che Newton rispose proponendo un esperimento rivelante il movimento della Terra e consistente in un corpo sospeso in aria e poi lasciato cadere (o spinto verso terra) per così misurarne la deviazione dalla verticale ipotizzando come sarebbe stata la sua traiettoria se la Terra non lo avesse fermato o la sua massa fosse stata tutta concentrata nel (bari)centro (una traiettoria a spirale verso il centro, oppure un'ellisse se avesse avuto sufficiente quantità di moto od un'iperbole se ne avesse avuta troppa o magari il semiasse di un'ellisse se la caduta fosse avvenuta lungo il filo a piombo o lungo la radiale (quasi un pendolo lineare)) e Hooke (nel 1679) rispose supponendo che l'attrazione tra due corpi raddoppiasse col dimezzarsi della distanza dei reciproci centri di massa (e sembra fosse al lettore che Hooke, ancora in questa data, fosse vicino alla legge di gravitazione?, anche se Hooke aveva presupposti ben migliori di Galileo, però aggiungiamo anche che Hooke nel 1681 in una lezione sulla luce sembra che avesse precisato che la forza doveva decrescere con il quadrato della distanza), ed è a questo punto che durante una conversazione tra Wren e Hooke, Halley sentì Hooke affermare di conoscere la legge che governava la caduta dei gravi ed anche il moto dei pianeti, ma Wren era scettico e Halley decise allora di affrontare da solo il problema ma non riuscendo chiese aiuto a Newton il quale rivelò di aver già risolto il problema ma di aver perso le carte con gli appunti offrendosi di riscriverle e nel 1684 Halley ricevette il trattato di circa nove pagine intitolato De motu corporum in gyrum (Sul moto dei corpi in orbita, dove Newton deriva le 3 leggi di Keplero presupponendo l'esistenza di una forza attrattiva che agisce proporzionalmente all'inverso del quadrato della distanza, 


con in aggiunta la soluzione al problema dinamico del movimento di un corpo in un mezzo con resistenza) comunicato anche a Flamsteed ed alla Royal Society, ma a seguito della revisione del manoscritto come detto nacque l'opera Philosophiae Naturalis Principia Mathematica in 3 volumi il cui primo volume fu presentato alla Royal Society ad apr1686 causando critiche di Hooke e ritardi con conseguente minaccia da parte di Newton di ritirare il trattato e non pubblicare il secondo volume (inizialmente erano 2 volumi complessivamente ma poi il 1° od il 2° fu suddiviso in due parti) ma ritrattando convinto da Halley (che versò pure la somma necessaria per la pubblicazione) laddove il 3° volume uscì nell'estate del 1687 (oggi coloro che volessero o che potessero consultare le copie originali del libro scientifico storicamente più famoso, o magari appassionati bibliofili, le possono reperire ad esempio al Trinity College di Cambridge (una 1° edizione dei Principia con annotazioni a mano originali di Newton stesso per la 2° edizione), al museo di Storia della Scienza a Cambridge (una 1° edizione appartenuta a Hooke), all'Università di Sidney (un'edizione originale con annotazioni anonime), a Magdalene College (una 3° edizione di S. Pepys), alla Martin Bodmer Library (una 1° edizione con annotazioni di Leibniz), al Georgia Institute of Technology (una 1°, 2° e 3° edizione)); quindi nel 1696 divenne segretario e poi direttore della Zecca reale a Londra (perseguendo l'obiettivo della coniazione delle nuove monete inglesi anticipando il gold standard (cambio fisso sterlina-oro) come successivamente avverrà in altre Nazioni e negli USA) ritirandosi poi dai suoi incarichi a Cambridge nel 1701; divenne membro poco influente del Parlamento nel 1689-90 e 1701; nel 1697 risolse rapidamente il problema della brachistocroma avanzato da Bernoulli; nel 1701 pubblicò anonimamente la legge di Newton del raffreddamento in termodinamica; nel 1703 divenne presidente della Royal Society ed associato di Acadèmie des Sciences; nel 1705 ottenne il titolo di cavaliere dalla Regina Anna; ed all'età di 84 anni morì a Kensington Londra il 31mar1727 (o 20mar1727 nel calendario giuliano ancora in vigore in Inghilterra) venendo sepolto nell'Abbazia di Westminster (con epitaffio “Sibi gratulentur mortales tale tantumque exstitisse humani generis decus” riguardo il grande onore ricevuto dai mortali da un simile uomo), mentre Alexander Pope scrisse un famoso poemetto con attacco “... nature's laws lay hid in night; God said: “Let Newton be!”, and all was light” (“Nature and Nature's Laws were hid in night, God said, "Let NEWTON be", and all was light”, ossia “Le leggi della natura erano deposte nascoste nella notte; Dio disse: “Che Newton sia!”, ed ovunque fu luce”, mentre sul pavimento della stanza di Woolsthorpe dove nacque e visse è stata posta una lastra di marmo recante l'iscrizione "Sir Isaac Newton, son of John Newton, Lord of the Manor of Woolsthorpe, was born in this room, on the 25th of December, 1642" (ricordando Alexander Pope, morto nel 1744, quale poeta inglese per la sua vena satirica e per le traduzioni dell'Iliade e dell'Odissea osannate-criticate per eleganza-neoclassica chiarezza (al 3° posto tra gli autori più citati nel Dizionario di Oxford delle citazioni dopo William Shakespeare ed Alfred Tennyson) e ripreso poi dai romantici inglesi, che soffrì molto per le limitazioni imposte ai cattolici dalla legge penale in vigore all'epoca sostenente la Chiesa d'Inghilterra e vietante ai cattolici l'accesso alle scuole ed all'insegnamento (la sua istruzione privata avvenne sui classici latini-inglesi-francesi-ecc. come Orazio, Giovenale, Omero, Virgilio, Chaucer, Shakespeare, Dryden, ecc.), abitando nei pressi di Windsor lontano da Londra e Westminster com'era d'uso per i cattolici del tempo, e soffrì pure per la sua cattiva salute come la forma di tubercolosi delle ossa che deformò il suo corpo crescendo egli solo fino a 1.37 metri), ed ora nel 2015 sono trascorsi 288 anni dalla morte di Newton e dall'inizio di questa illuminazione; 


aggiungiamo che Newton pubblicava poco ed in ritardo le sue invenzioni-scoperte e questa è pure una delle ragioni riguardo la disputa circa l'invenzione del calcolo infinitesimale; si interessò pure di alchimia (dopo la lettura del Chimico scettico di R. Boyle (dove si rifiuta la dottrina di Empedocle-Aristotele dei 4 elementi terra-aria-fuoco-acqua, si introduce la teoria dei corpuscoli-atomi, e si distingue tra acidi-basi-sali (in Sulla natura degli acidi pubblicò una teoria incompleta dell'affinità chimica od affinità elettronica quale quantità di energia scambiata nel processo di cattura di un elettrone da parte di un atomo (positiva-negativa secondo che il processo sia esoenergetico o endoenergetico) analoga all’energia di ionizzazione od energia necessaria per liberare-acquisire un elettrone e trasformare un atomo in uno ione positivo-negativo)) seppure costui fu piuttosto sostenitore della ricerca scientifica fatta di osservazioni oggettive unite a prove-verifiche sperimentali compiute in adatto laboratorio e che potremmo considerare quale fondatore della chimica moderna anticipando il lavoro più scientifico di Lavoisier, e dopo la lettura di Introitus-Secrets Reveal'd di G. Starkey) scrivendo nel 1693 il saggio Praxis (con 1° parte teorica sulla simbologia alchemica e con 2° parte dedicata all'attività pratica alchemica) pubblicato dopo la sua morte, indagando circa la natura delle sostanze in particolare “lavorando” col mercurio (secondo dottrine e tradizioni ermetiche, le quali esagerando si sostiene che abbiano contribuito a sviluppare le sue idee di gravità, di vuoto, di azione a distanza e di etere) e secondo J. M. Keynes egli non fu il primo scienziato dell'età della ragione ma piuttosto fu l'ultimo dei maghi; 


Newton si interessò molto anche di cronologia antica (Cronologia emendata dei regni antichi (uscita postuma nel 1728), Sistema del mondo (1728), Osservazioni sulle profezie di Daniele


 e dell'Apocalisse di Giovanni (uscita postuma nel 1733)), e di religione pubblicando saggi sull'interpretazione corretta della Bibbia (mettendo anche in discussione il dogma trinitario (Dio Unico in 3P... oggi magari diremmo come un Essere Assoluto personificato in 3 Persone o 3P, manifestantesi nel mondo sempre come una delle 3P (ossia come Padre o come Figlio o come Spirito Santo), seppure le 3P siano fuse insieme ma non confuse bensì comunque individuabili e separate, allo stesso modo che nel campo dell'Ottica elettromagnetica un punto luminoso e perfettamente bianco sia pensabile composto da 3 onde sinusoidali ognuna con frequenza rispettivamente del Rosso, del Verde e del Blu, miscelate insieme con opportuno livello di intensità e potenza, ossia sovrapposte spazio-temporalmente, fuse ma non confuse dato che comunque sono pure separabili in onde R-V-B tramite uno strumento ottico come un prisma ottico, ed in tal caso il concetto di Dio Uno e Trino sarebbe formalmente trattabile (!) come un sistema ottico ondulatorio di onde R-V-B (3 onde sinusoidali di frequenza R, V, B, sovrapposte spazio-temporalmente, fuse ma non confuse bensì separabili in R-V-B, composte a formare un'onda composta o punto Bianco)...


oppure con altro esempio si potrebbe pensare alla tecnica di videoediting digitale in campo cinematografico del morphing comportante la trasformazione continua e fluida senza soluzione di continuità (a parte la quantizzazione numerica) tra due immagini di forma diversa (ad esempio 2 volti) in questo caso tra 3 immagini composte tra loro tramite trasformazioni continue di forme ottenendo una forma neutra però contenente comunque le 3 immagini componenti a cui si arriverebbe ancora con le suddette trasformazioni, una tecnica questa digitale (grafica computerizzata) preceduta un tempo da una tecnica analogica che poteva essere quella delle dissolvenze incrociate comportanti le sovrapposizioni parziali progressive di immagini su altre immagini potendo riottenere agli estremi le singole immagini componenti, ed in tal senso il morphing non sarebbe altro che una dissolvenza incrociata composta insieme ad un effetto di deformazione chiamato warping (significante deformazione)), nonché Newton precursore del deismo con un Dio immobile-eterno-demiurgo-Orologiaio (ma non sappiamo se era Orologiaio più di Swatch, o più di Casio, o di Rolex, o di Patek Philippe, o di Richard Mille, o di Breguet Grande Complication, come l'Universo immobile-eterno da Lui creato (la cui complessità planetaria dimostrerebbe la sua stessa esistenza scrivendo a Bentley “Non credo che ciò (ossia l'Universo) si possa spiegare solo con cause naturali e sono costretto ad imputarlo alla saggezza ed all'ingegnosità di un essere intelligente” (dunque un Orologiaio Intelligente, differentemente ad esempio dall'Orologiaio Cieco di Dawkins cui abbiamo accennato altrove (quest'ultimo un Inno all'evoluzione darwiniana cieca, con un Dio ancora più a “misura d'uomo” dell'altro, ed infatti i biologi e gli evoluzionisti vi scoprono un Dio orbo od una lunghissima pazienza cieca (Giulio Barsanti), mentre coloro che sono più vicini alle teorie ed all'uso della matematica vi trovano un sistema matematico del mondo fisico-biologico); nel '600 e per Newton la Causa delle cause, la Causa Finale, il Motore di Tutto ed il Principio logico della Realtà sarebbe dunque da ricercare in un Essere Intelligente... più un Demiurgo-”Ingegnere” che non l'Uno Assoluto-ineffabile-inconcepibile-ecc. il quale per il suo ruolo di Principio del Tutto non può e non deve conoscere neppure la 4 operazioni aritmetiche almeno esplicitamente (e tanto meno le equazioni differenziali alle derivate parziali EDDP) secondo certe correnti filosofiche... ma ovviamente sbagliano sia Newton, sia Leibniz, sia Einstein, sia Dawkins e sia mille altri pensatori dato che il principio di Tutto non può in alcun modo essere un Orologiaio Intelligente, non può essere in alcun modo un Orologiaio Cieco, non può essere, togliendo la personificazione e la reificazione, neppure un Orologio (Cosmico) od un insieme “infinito” di Oscillatori armonici (“trionfo questo della meccanica ondulatoria”!, MO, quale teoria quantistica fondamentale della spiegazione del mondo), non può essere un Insieme di Quark-Leptoni-bosoni Higgs, ecc., ma può essere solo la Razionalità Intelligente=Razionalità Pura=LogicaMatematica completa=Razionalità=R, come leggiamo in questo stesso libro… ossia il principio è esattamente e solo R, niente altro che R, la quale R ha uno specifico ed unico rapporto col Nulla del Mondo e del Tutto; tutte le speculazioni filosofiche sui fondamenti ed i ragionamenti in ambito metafisico-filosofico che non partano dalla Logica-Matematica e non giungano alla Logica-Matematica (deducendo tutta quanta la Realtà) pure i più sottili postulati-proposizioni anche minimamente fuori dalla logica-matematica portano inevitabilmente a teorie affette dal ridicolo parossistico)), che inoltre per Newton, continuando, di secolo in secolo lo rimetta (l'Universo) a posto rimediando alla deriva-disgregazione del sistema solare, dato che come sappiamo il primo a togliere ogni ipotesi divina in fisica-meccanica celeste sarà Laplace (trovando egli, come abbiamo dimostrato altrove, che nello sviluppo in serie delle funzioni del moto celeste tutti i termini sono periodici anche se con periodi diversi e dunque tutte le traiettorie a tempo debito (al più nell'arco del periodo più lungo) “ritornano comunque su sé stesse” senza altro necessitare, senza alcuna necessità di aggiustamento, ciò ovviamente in una teoria laplaciana di meccanica classica MC... 


Napoleone Bonaparte (notoriamente “molto religioso”) chiese allo “gnostico” Laplace "Newton a parlé de Dieu dans son Livre. J'ai déjà parcouru le votre et je n'y ai pas trouvé ce nom une seule fois" (“Newton ha parlato di Dio nel suo Libro. Ho già sfogliato il vostro e non ho trovato questo nome una sola volta”) e Laplace rispose "Citoyen Premier Consul, je n'ai pas eu besoin de cette hypothèse" (Cittadino Primo Console (IQ=QI=145 stimato), non ho avuto bisogno di questa ipotesi), per cui se si trattasse di una teoria filosofico-teologica (come forse intendeva Napoleone) anzichè di una teoria scientifica si potrebbe sostenere che Laplace ha fatto uso del Rasoio di Ockham, senza “tagliarsi” molto)), e stimando Newton nel 1704 con un'analisi delle Sacre Scritture la fine del mondo nell'anno 2060 (1260+800 d.C., sostituito questo mondo da un Regno dei Cieli sulla Terra dalla durata millenaria ossia Regno di Cristo, seguendo le orme delle dottrine apocalittiche di Giovanni (Apocalisse o Rivelazione del II sec. in 404 versetti scritti ad Efeso, coi segni di bestia del mare, bestia della terra, agnello e vergini, tre angeli, figlio dell'uomo ed angeli delle 7 piaghe, coi cavalieri Morte, Carestia, Pestilenza e Guerra) ed altri apocalittici (mentre, aggiungiamo, il popolo ebraico avrebbe creato un regno fiorente ed eterno in Israele (da cui deduciamo pure che il regno di Netanyahu non durerà più di 35 anni ancora))... mentre aveva meglio stimato o “stimato” che la prima macchina costruita dall'uomo avrebbe raggiunto i confini del sistema solare entro 3-4 secoli circa); ma come detto altrove riguardo il lavoro di Leibniz, Newton divenne altrettanto noto per l'invenzione del calcolo delle flussioni, o calcolo infinitesimale nella forma inglese delle flussioni, contenuto in Philosophiae naturalis principia mathematica PNPM (oggi gli storici della scienza tendono a riconoscere a Newton la priorità nell'invenzione e nelle applicazioni fisico-meccaniche del calcolo ed a Leibniz la priorità nella pubblicazione ed una priorità logica-matematica-simbolica circa il calcolo differenziale-integrale, seppure entrambi i metodi newtoniano-leibniziano incorporano gravi errori logici (quali i concetti di flussione (temporale, dato che l'inglese intendeva solo derivate nel tempo) e di primi ed ultimi rapporti in Newton, ed i concetti di differenziale-infinitesimale in Leibniz, che ereditati dai matematici successivi comporteranno per 200 anni gravi problemi di fondazione-sistemazione del nuovo calcolo per il resto invece ottimamente funzionante), il cui terreno fu però preparato dai lavori di Barrow, degli Angeli, Fermat, Wallis, Gregory, Cotes, Cavalieri, Torricelli, Roberval, Hudde, ecc.), rammentando che da allora le teorie del calcolo differenziale e delle equazioni differenziali EDO e EDDP creano una poderosa macchina matematica, poi perfezionata da Eulero, Bernoulli, D'Alembert, Cauchy, Lagrange, ecc., e ben adatta a studiare-rappresentare-risolvere i fenomeni naturali e fisici in moltissimi ambiti meccanici-termodinamici-elettromagnetici-della materia (“macchina matematica” notoriamente ben adatta a rappresentare-risolvere i fenomeni-processi fisici-ingegneristici... detto ciò soprattutto da parte di coloro che ne parlano ma di questa “macchina” fanno poco uso poiché in tal caso la troverebbero poco manovrabile-maneggiabile al punto di cercare tutte le vie possibili per sostituirla con altri metodi e modelli come appunto ha voluto o dovuto fare Kirchhoff partendo dalle equazioni integrodifferenziali di Maxwell portando così ad una assai più manovrabile “macchina algebrico-circuitale” che ha percorso non poca strada (anche per via dei lavori di Heaviside ed altri ingegneri-matematici come abbiamo visto) e prodotto molta evoluzione-sviluppo consumando pure poca energia (energia elettrica, divenuta da decenni la vera forma di energia-potenza del nostro mondo del lavoro, dopo secoli di uso di energia-potenza meccanica e termica), come avranno notato i lettori, poiché con le sole equazioni di Maxwell saremmo qui a chiederci più o meno come collegare 2 bobine o 2 condensatori in serie od in parallelo, e la distanza tra questo complicato “sistema elettromagnetico” ed un computer Apple od un elaboratore Sequoia (nel 2019 si dovrebbe dire elaboratore Summit-IBM Power System AC922) apparirebbe analoga a quella che in biologia passa tra i primi replicatori od i primi batteri e le scimmie antropomorfe), ed aggiungendo ancora qualcosa sulla famosa disputa tra Newton-newtoniani e Leibniz-leibniziani (Commercium epistolicum) diciamo che nel 1677 Newton e Leibniz rivelarono reciprocamente in forma più o meno criptata i rispettivi lavori sul calcolo differenziale, ma tale disputa realmente si accese nel 1695 quando Wallis rivelò a Newton che in Europa il suo calcolo era considerato un'invenzione di Leibniz, accusato invece questi di averlo copiato quando era a Londra nel 1673, per il qual fatto Leibniz nel 1704 chiese giustizia alla Royal Society, mentre nel 1708 Keill difendeva Newton e la Royal Society (di cui era presidente lo stesso Newton) la quale diede ragione a Newton accusando di plagio Leibniz il quale si scagliò contro Newton mettendo in discussione la paternità della teoria della gravitazione universale oltre alla sua ortodossia religiosa cristiana e l'appartenenza alla setta Rosacroce (o Rosa Mistica (in quanto ruota e croce) nata presumibilmente nel XVII sec. in Germania testimoniato ciò dalle opere anonime del 1614-15 (Fama fraternitatis Rosa Crucis e Confessio fraternitatis) descriventi un viaggio in Oriente compiuto circa un secolo avanti dal leggendario cavaliere Christian Rosenkreuz per essere iniziato a segreti misterici ed alle scienze occulte di tradizione magico-alchemica neoplatonica e perseguente una riforma spirituale con un certo successo in Europa dove si era diffusa nel periodo rinascimentale, laddove alchimisticamente, aggiungiamo per curiosità, conosciamo il significato dell'unione della rosa (quale luce spirituale dell'Universo crescente sull'Albero della Vita (cresciuto nel giardino dell'Eden e da cui è stato pure ricavato il legno della croce) e dunque significante resurrezione(sappiamo che sul piano storico il primo dio che muore e risorge è il dio egiziano Osiris-Osiride)-rigenerazione) e della croce (quale mondo temporale di dolore e sacrificio) laddove ancora la rosa al centro della croce è il quaternario degli elementi e punto di unità), al che Newton rispose vigorosamente coinvolgendo la maggior parte dei matematici del tempo e rallentando la diffusione-scambio di teorie matematiche tra Gran Bretagna e continente europeo (è pure questa la ragione per cui le radici storiche del calcolo infinitesimale in Europa risalgono a Leibniz con la sua simbologia relegando in secondo piano il metodo delle flussioni e flussioni puntate ed il metodo inverso delle flussioni) ed eliminando dalle ristampe dei Principia ogni riferimento a Leibniz circa l'invenzione indipendente del calcolo inserito in precedenza; si occupò anche di ottica e le sue ricerche sulla luce sono esposte in 3 libri di Optiks e nelle Quaestiones quaedam philosophiae (Alcune questioni di filosofia) ed in New Theory about Light and Colours, ecc. (si sostiene che nello spazio è diffusa una sostanza materiale quale l'etere che la luce riscalda facendolo vibrare, che i corpuscoli della luce subiscono accelerazioni-decelerazioni al variare della densità dell'etere (mentre presumibilmente al variare delle pressioni e dello sforzo nell'etere Newton attribuiva la gravità stessa), contenenti le leggi dell'ottica geometrica (che avrà pure successo insieme alla teoria complementare di Huygens-Young-Fresnel-Fraunhofer dell'ottica ondulatoria), i fenomeni di riflessione-rifrazione ed anche interferenza, con l'indice di rifrazione per ciascun colore o componente monocromatica laddove la luce bianca del Sole può essere scomposta tramite prismi nei 7 colori base dello spettro bianco (sembra che il termine spettro sia stato introdotto in fisica da lui) o che si dispiegano nell'arcobaleno naturale, ma dagli esperimenti compatibili con la natura ondulatoria della luce (ad esempio eseguite da E. Mariotte) si seguirono maggiormente le teorie di Hooke e Huygens, laddove oggi in meccanica quantistica la teoria ed il dualismo onda-corpuscolo collegano le due “opposte” teorie storiche allora apparentemente inconciliabili); 


per ovviare alla dispersione cromatica dei telescopi rifrattori realizzò un telescopio riflettore utilizzante uno specchio concavo convergente insieme ad un piccolo specchio inclinato di 45° per portare i raggi all'oculare; riguardo il metodo filosofico-scientifico newtoniano diciamo che era costituito da un procedimento analitico (procedente dagli effetti a valle alle cause a monte dei fenomeni) e da un procedimento sintetico (che dalle cause generali deriva conclusioni circa i singoli fenomeni), secondo 4 regole fondamentali (ossia non dobbiamo ammettere spiegazioni superflue, ad uguali fenomeni corrispondono uguali cause (per cui qualità uguali di corpi diversi devono essere ritenute universali proprietà di tutti i corpi), proposizioni-conclusioni inferite per induzione in seguito ad esperimenti devono essere considerate vere fino a prova sperimentale contraria, rifiutando ogni spiegazione fisica prescindente da prove sperimentali e non fingendo ipotesi non strettamente necessitate dalle cause o dagli effetti e dunque pure tutte le ipotesi metafisiche (seppure anche Newton si diede delle regole del procedere scientifico tra ipotesi-fenomeni-fatti che egli stesso poi non rispettò completamente), ma tali regole scientifiche non furono e non sono ben accolte da tutti gli scienziati, ed in particolare potrebbero essere criticabili le molte proposizioni inferite vere per induzione empirica enumerativa di casi di numero finito (tale principio dell'induzione empirica per enumerazione è un principio fondamentale dell'empirismo tradizionale di filosofi quali Francesco Bacone, John Stuart Mill, Wiener Kreis, ed anche del Circolo di Vienna dei filosofi positivisti logici fondato da Moritz Schlick e con esponenti noti come Otto Neurath e Rudolf Carnap; non nei modelli matematici coerenti per induzione matematica, questa non criticabile), come anche Russell sosteneva con la metafora del suo tacchino induttivo, il quale sperimentando-misurando per alcuni anni che ogni giorno alle ore 9 gli veniva fornito del cibo concluse per induzione che tutti i giorni alle ore 9 viene dato il cibo, ma, siccome un numero comunque grande di osservazioni-misure empiriche induttive non fornirà mai la prova di una proposizione matematica o la dimostrazione di un teorema, esso stesso costatò che dopo alcuni anni alle ore 9 della vigilia di Natale venne sgozzato (tacchino induttivo inglese) ed un altro tacchino invece alle ore 10 della vigilia del Giorno del Ringraziamento o Thanksgiving Day (tacchino induttivo USA), ed un altro ancora alle ore 15 della vigilia della Festa Patronale (tacchino induttivo latino, seppure sia più nota la proposizione induttiva fisica-empirica “Tutti i corvi sono neri” poiché nessuno ha mai osservato-misurato empiricamente l'esistenza di un corvo bianco), sapendo come già scritto che Russell riteneva corretta la sola deduzione logico-matematica che non prova la tesi e non genera il risultato per via enumerativa dei casi di numero n comunque grande ma per applicazione di proposizioni-teoremi (i quali solo possono operare-implementare-calcolare con l'infinito) portando alla filosofia analitica, laddove l'epistemologo K. Popper sostituirà la pura enumerazione con la scelta di ragionevoli congetture scientifiche nella sistematica ricerca della loro falsificazione (in Logik der Forschung o La logica della ricerca scientifica del 1935, 


come abbiamo scritto, forse inizialmente colpito da Einstein che cercava ogni modo per trovare errori logico-matematico-fisici nella meccanica di Newton e nella teoria elettromagnetica-elettrodinamica di Maxwell) ritenendole storicamente vere fino a prova contraria portando da empirismo logico-neoempirismo-positivismo logico-neopositivismo al razionalismo critico; l'opera e la fisica di Newton si diffusero rapidamente nel favorevole ambiente inglese (ad esempio per merito di Halley, mentre egli ricevette molti riconoscimenti e William Blake (1757-1827, poeta, pittore, incisore, «Se le porte della percezione fossero purificate, tutto apparirebbe all'uomo come in effetti è, infinito» ovvero occorre superare i limiti imposti dai 5 sensi e l'umanità lo può) lo rappresentò in una pittura quale Divin geometra... mentre, aggiungiamo, Antonino Zichichi (conosciuto soprattutto per la scoperta dell'antideutone, per le numerose ricerche nella fisica nucleare e subnucleare, per lo studio delle interazioni elettrone-positrone, per la determinazione della costante d'accoppiamento delle interazioni deboli e per la struttura elettromagnetica del protone, oltre che per l'invenzione del Supermondo ossia il mondo ipotizzato e rappresentato dagli sviluppi recenti della fisica subnucleare e delle particelle elementari o meglio descritto dalla più comprensiva Teoria della Supersimmetria e dalla Teoria delle Stringhe, ossia un mondo supersimmetrico multidimensionale (magari a 11 dimensioni o meglio a 43 dimensioni di cui 4 osservabili su lunghe distanze e le altre solo entro 10(elev -20) metri circa)) ha dedicato un libro a Galileo quale Divin uomo circa nell'anno 1992 della sua riabilitazione (avvenuta esattamente il 31ott92, dopo 13 anni di dibattimento ma già nel 1968 Paolo VI aveva avviato la revisione del processo storico) da parte della Chiesa cattolica), ma Newton non così si diffusero nel continente europeo e specialmente in Francia dove tennero ancora banco per molti anni la filosofia e la fisica di Descartes, fisica dei vortici più comprensibile senza matematica di quella newtoniana nonostante la favorevole propaganda a favore di Newton di Voltaire in ambiente illuminista (si veda Elementi della filosofia di Newton, e Lettere filosofiche di Voltaire); come detto la prima prova migliore della teoria newtoniana fu ottenuta nel 1759 con il ritorno della più spettacolare cometa visibile ad occhio nudo possedendo periodo di 76 anni circa (della cometa di Halley sono noti storicamente almeno trenta passaggi differenti al perielio o periapside a partire dal 239 a. C. fino al 1986 d. C., ma l'apparizione più spettacolare fu probabilmente quella dell'837 d. C., avvicinandosi alla Terra fino ad una distanza inferiore a 6 milioni di Kmetri, ed un altro storico passaggio avvenne nel 1066 associato alla sconfitta nella battaglia di Hastings di Aroldo II ed invece alla vittoria del nuovo invasore normanno Guglielmo), e Halley sulla base di calcoli con la teoria della gravitazione newtoniana trovò che l'astro brillante apparso nel 1682 percorresse un'orbita ellittica che l'avrebbe riportato all'interno del sistema solare ad intervalli di tempo regolari (prima del '600 si riteneva che i cammini delle comete fossero linee rette o parabole od ellissi con grande eccentricità e per la maggior parte traiettorie paraboliche) ma nel caso di Halley per la prima volta si dedusse l'orbita ellittica compatibile col passaggio del 1682 (ipotesi avvalorata dalle apparizioni del 1456-1531-1607) interpretabili quali passaggi successivi dello stesso astro per cui considerando gli effetti dei campi gravitazionali di Giove e Saturno Halley previde con successo il passaggio del 1758 (ma le migliori informazioni sulla cometa di Halley sono state ottenute nel passaggio del 1986 da 5 sonde automatiche di ESA-Giappone-URSS avvicinatesi da 7 milioni di Kmetri a meno di 600 Kmetri dal nucleo allungato-scuro-craterizzato di circa 16x8x8 Kmetri); la meccanica di Newton verrà riformulata più sistematicamente-assiomaticamente-analiticamente da Eulero-D'Alambert-Lagrange-Laplace divenendo sinonima di scienza fisica classica (con altri successi astronomici quali quello del 23set1846 relativo alla scoperta di Nettuno (diametro di 49.4 mila Kmetri, periodo di 164.8 anni terrestri, e distanza dal Sole pari a 30 volte quella della Terra ossia in media di 4500 milioni di Kmetri, con 11 satelliti) fatta da Galle su calcoli teorici di Adams e Le Verrier (con errore minore di 1 grado sulla posizione rilevata) considerando le perturbazioni sull'orbita di Urano; e quello della scoperta nel 1930 di Plutone (distante dal Sole 39.32 volte la Terra ossia in media 5879 milioni di Kmetri, con diametro di 2390 Kmetri, e periodo di 247.9 anni, e con 1 satellite) da parte di Tombaugh, nono pianeta del sistema solare ed oggi invece il maggior asteroide della fascia di Kuiper, la cui esistenza venne ipotizzata da P. Lowell per giustificare le piccole perturbazioni osservate nel moto di Urano); 


riportando le opere di Newton elenchiamo: De Motu Corporum (1684), Philosophiae Naturalis Principia Mathematica (1687), Opticks (1704), Tractatus de quadratura curvarum (del 1665 e pubblicato nel 1704), Arithmetica Universalis (1707), De analysis (scritto nel 1669 ed uscito nel 1711), Praxis (scritto nel 1693), Optical Lectures (sono le sue lezioni universitarie di ottica 1669-1671, pubblicate nel 1728), The System of the World (uscito nel 1728), Universal Arithmetic (1728), Observation upon the Prophecies of Daniel and Apocalypse of St. John (uscito nel 1733), Method of Fluxions (scritto nel 1711 e pubblicato nel 1736), The Chronology of Ancient Kingdoms, Amended (1728), An Historical Account of Two Notable Corruptions of Scripture (1754), e Short Chronicle, e concludiamo questa breve biografia, in realtà piuttosto lunghetta per via dell'importanza storica del personaggio, ricordando che Newton è stato uno di quei pochi scienziati ad aver improntato la visione di un'epoca ben fuori anche dall'ambiente accademico-scientifico come sarebbe pure accaduto con diverse motivazioni ad Euclide (dal III sec. a. C. fino a buona parte del XVIII sec.), a Tolomeo (ovviamente per via del suo sistema geocentrico-geostatico profondamente integrato nel sistema aristotelico-tomistico, nonostante la non eccelsa qualità del matematico-astronomo greco), a Platone-Aristotele (entrambi nell'antichità, e Platone nel medioevo ed Aristotele fino al '600, per i loro sistemi filosofici improntanti l'intera cultura del tempo, nonostante non fossero matematici in senso stretto), a Cartesio (per l'avvento della nuova età del razionalismo), ed aggiungiamo ad Einstein (dagli anni '30 del '900 per il nome direttamente legato alla rivoluzione relativistica della fisica nonché vero successore di Newton-Laplace, laddove invece non potremmo ugualmente scegliere-indicare un nome veramente rappresentante la rivoluzione quantistica ma solo citare gli iniziatori Planck-Bohr-Einstein-Sommerfeld-Schrodinger-Heisenberg), proseguendo, la termodinamica classica, la meccanica statistica, la teoria della relatività ristretta o speciale di Einstein, la teoria della relatività generale di Einstein, la meccanica quantistica, corpuscolare-ondulatoria, la chimica di elementi e composti, eccetera, ognuna delle quali praticamente fa a “cazzotti” con tutte le altre, per cui, solo per semplice esempio, ottenuto un risultato col meccanicismo newtoniano e poi “affinatolo” con Einstein, si provi anche solo a scambiare la velocità c infinita-finita della luce tra le 2 teorie per “apprezzare meglio il raffinamento del risultato” (il cosmo e l’astrofisica rappresentano un solo medesimo teorico importante e grande problema, affrontato, ripreso, attaccato, riattaccato e via via perfezionato più e più volte negli anni e nei secoli da vari punti di vista su vari piani ed in vari spazi ed iperspazi), laddove al presente i fisici lamentano soprattutto una incompatibilità teorico-applicativa tra la meccanica quantistica e l’evoluzione della relatività generale (questa che potremmo chiamare modello relativistico Einstein-Lorentz-Riemann) riguardo alla quantizzazione ed alla teoria dello spazio-tempo... mentre sul piano pratico e nello spazio pratico-euclideo-”riemanniano” l'interesse del vasto pubblico per l'astrofisica potrebbe ad esempio concentrarsi e “collassare” sul calcolo della probabilità d'impatto sulla Terra di un asteroide nei prossimi 100 anni circa (ma ultimamente l'interesse si è spostato anche ai grossi meteoriti, sostenendo però alcuni scienziati e la NASA che la probabilità d'impatto della Terra con un tale oggetto almeno di 1 Km di diametro è minore di 1 su 10 mila corpi), per cui sebbene il lettore apprezzerà certamente la teoria newtoniana la relatività ristretta e generale la meccanica quantistica eccetera incluse in questo libro, 


certamente dovrebbe apprezzare od “apprezzare” che si parli pure del triodo ECC81 (ovviamente solo per interessanti ragioni storiche), del transistore 2N3055 (quale transistore Bjt npn di potenza in contenitore TO3, dato quale “single diffused hometaxial silicon NPN transistor” nonché potremmo sostenere quale “transistore simbolico-esemplare di tutti i transistori bipolari di potenza di questi decenni storici '60-70-80” (con tensione massima di collettore di 60 V, corrente massima di collettore di 15 A, corrente massima di base di 7 A, potenza di dissipazione totale al collettore di 117 W se ben dissipata (la resistenza termica giunzione-case purtroppo è di 1.5 °C/W ovvero troppo alta per permettere anche con dissipatori dalle dimensioni mastodontiche di ben sfruttare tutta la potenza disponibile-dissipabile), beta o guadagno statico da 20 a 250 a Ic=500 mA e Vce=4 V passando da 2N3055 Grado 4 a 2N3055 Grado 7 e considerando pure la dispersione del beta (ma beta tipico di 55 a Ic=1 A per cui nelle applicazioni confidare in un beta di circa 60 per generico 2N3055 se non previa misurazione), e frequenza di taglio di 800 KHz) dunque adatto ad applicazioni di potenza in BF e media-bassa tensione ovvero utilizzato nei circuiti di commutazione, switching e PWM (non certo ad esempio nei circuiti switching che generano onde rettangolari con tempi di 10-20 nsec e f=10-20 MHz!), in alimentatori-regolatori lineari serie-parallelo di media tensione (per i quali sembra sia stato appunto progettato da RCA ossia per la regolazione lineare serie-parallelo di potenza), nello stadio d'uscita di deflessione verticale dei vecchi tv BN, nei generici stadi di potenza lineari, in stadi d'uscita a simmetria complementare di amplificatori ed amplificatori musicali Hi-Fi di media potenza (insieme al suo preferito complementare MJ2955), aggiungendo che esso fu posto sul mercato da RCA nel lontano 1964 nel noto contenitore metallico TO3, ma poi Bjt npn costruito dalla gran parte delle Case produttrici di semiconduttori (equivalente a BD182 di Philips ed al professionale BDX10, ma Texas Instruments realizzò il Bjt npn TIP35 in contenitore plastico a montaggio verticale (per potenze massime dissipabili al collettore solo fino a 90 W ma con corrente massima di collettore di ben 25 A, quasi equivalente questo a BDX75) seppure è stato disponibile anche in contenitori TO126 e TO218, però tutti transistori questi oggi quasi irreperibili poiché vantaggiosamente sostituiti da Bjt con caratteristiche tecnologiche costruttive e con caratteristiche elettriche ben migliori)) e poi dell'integrato 8080 o magari dell'integrato 6800 circa le conseguenze pratiche che hanno determinato sulla Terra e poi determineranno nel sistema solare e potendo nel lontano futuro pure nel vicinissimo Universo (per valutare l'interesse generale del pubblico su tali argomenti basta fare il rapporto tra il numero degli spettatori televisivi di una trasmissione su sistema solare-via Lattea-galassie-quasar ed il numero di spettatori contemporaneamente sintonizzati sull'altro canale dove viene trasmessa la finale od anche la semifinale del campionato mondiale di calcio, 


oppure tra lo stand dove si può individuare la costellazione di Andromeda (laddove invece sarebbe minimo l'interesse per la compatibilità tra la meccanica quantistica e la relatività generale nelle nostra attuale astrofisica) e lo stand dove la Sony (tra le prime 10 Aziende giapponesi, e per anni prima nel reddito nazionale) o la Apple (tra le prime 10 Aziende USA... simbolicamente rappresentando le schede madri dei PC Apple la moderna elettronica come negli anni '20-50 i telai circuitali di una Radiomarelli ben rappresentavano quell'elettronica storica) presentano in anteprima le novità che saranno sul mercato negli anni successivi (laddove sarebbe minimo ma pure un poco maggiore l'interesse circa la possibilità di far funzionare circuitalmente-logicamente 1 milione di porte logiche insieme come nell'integrato di una moderna CPU)))), e non accenni neppure lontanamente alla chimica, alla biologia, alla medicina, alla psicologia ed alla sociologia. Naturalmente alla “scientificità” di Maxwell-Kirchhoff., poi subentra a livello operativo (persino all’interno degli studi e dei settori di quelle aziende multinazionali citate sul finire del libro, o nei centri di ricerca) la necessità dell’uso dei laboratori per modificare-correggere-migliorare-ottimizzare i progetti ed i calcoli circuitali teorici (nessun sistema ingegneristico in generale come pure nessun circuito elettrico-elettronico veramente complesso, infatti, potranno teoricamente-effettivamente-completamente essere calcolati solo sulla “carta” (con l'uso pure dei calcolatori, seppure esistano metodi molto sofisticati per tener in debito conto i numerosi effetti secondari, gli effetti parassiti nonché i vari attriti, la dispersione dei valori e dei parametri misurati letti o tabulati, le molte ed inevitabili tolleranze, ed anche le varie probabilità di guasto dei componenti, eccetera, laddove al riguardo il criterio di progetto più semplice (ma non necessariamente ottimale circa cifre di merito e di valutazioni tecniche ed  economiche), adottato normalmente dove ciò ovviamente sia possibile, è quello della condizione più sfavorevole della combinazione dei parametri in ogni sottosistema di un complesso sistema  unita alla peggior o più gravosa condizione di funzionamento (ad esempio fissando od opportunamente considerando soglie e valori limite, massima tensione in ingresso, massima corrente e potenza in uscita, massima temperatura ambiente, massima potenza dissipata, oppure minimo guadagno in corrente o tensione di un transistore, minima frequenza di taglio, massima capacità parassita, massima figura di rumore o cifra di rumore, minimo sforzo ammissibile, massimo sforzo di carico di trazione-compressione di taglio o massimo momento flettente, ecc., dove i suddetti valori min-max (seppure, come si comprende, non siano tutti reciprocamente indipendenti) sono fissati in termini deterministici o magari in termini probabilistici e per il 100 % dei casi possibili (ad esempio per temperature T da -25 a +125 ° C nella totalità dei casi) o nella gamma 10-90 % o 1-99 % degli utilizzatori 


(come nel citato sistema telefonico vocale per soddisfare le esigente dei parlatori compresi entro 1-99 % della potenza min-max del segnale), delle periferiche o dei carichi alle uscite) senza minimamente ricorrere alle numerose apparecchiature e strumenti di laboratorio per misure, modifiche (e magari collaudi) ed agli inevitabili tecnici specialisti di settore più o meno praticoni o "praticoni" o più o meno smanettoni o “smanettoni” (per semplice esempio, rimanendo nell'ambito dei circuiti elettrici mi si dica cosa c'è di più elementare del circuito di un alimentatore stabilizzato -Vout/0/+Vout, ad esempio -50/0/+50 volt e 10 ampere massimi (500+500 watt massimi, ricordando che un alimentatore di tensione “visto dal carico” deve fornire una tensione costante “come quella di una grossa batteria” ed in più maggiormente costante al variare di carico e linea, maggiormente stabile al variare della temperatura e protetto da extratensioni-extracorrenti e corrente massima d'uscita), con circuito di potenza lineare ed anello di reazione ad alto guadagno per un'alta precisione e stabilità della tensione d'uscita, ma provandolo con tutti i tipi di carico che poi andrà ad alimentare molto spesso si osservano inneschi di oscillazioni parassite sui 40-80 KHz di frequenza (molto pericolose per il circuito dell'alimentatore stesso e comunque non accettabili-tollerabili su alcuni tipi di carico ai quali arrivano tramite boccole-morsetti-boccole d'uscita (di molti tipi e varietà rosso-nero-rosso isolate o meno dal pannello con serrafilo o meno più o meno professionali)) che possono essere ben misurate da strumenti (ed attenuate o totalmente eliminate da prove di laboratorio, ad esempio aggiungendo filtri RC o RL o LC ai nodi opportuni) mentre sarebbero di ben difficile o svantaggioso calcolo matematico (naturalmente oggi tutte le apparecchiature di laboratorio, anche gli stessi alimentatori (di molte Case costruttrici e ad esempio quelli di Philips), adottano circuiti molto sofisticati pure con processori CPU per il loro controllo e gestione; in tal caso un alimentatore può possedere una risoluzione anche di 1-10 millivolt (ad esempio è possibile alimentare un carico scegliendo esattamente tensioni di 11.99 V o 11.999 V, oppure di 12.00 V o 12.000 V, oppure di 12.01 V o 12.001 V) e 1 mA, regolazione di linea migliore di 0.01 % e regolazione del carico migliore di 0.01 % (minore di 1 mV con uscita a 10 V), errore di tracking sulle 2 tensioni (+Vout e -Vout, notando che un perfetta simmetria si può ottenere con una configurazione utilizzante 2 op amp tipo 2 integrati TL080 o TL081 (o 1 integrato tipo TL082 che contiene 2 op amp del tipo TL081) o nel passato TAA861, con diodi zener di riferimento) minore di 0.5 %, tempo di recupero minore di 100 microsecondi, ripple in alternata minore di 1 mV, rumore di 1-2 mV da pochi Hz a qualche MHz, coefficiente di temperatura migliore di 100 ppM (meno di 5 mV su 50 V nell'intervallo 0-40 °C), deriva di tensione minore di 5 mV, isolamento di qualche decina di Mohm tra morsetti d'uscita e contenitore e terra, selezione digitale delle tensioni con tastierino numerico e risoluzione-precisione di almeno 10 mV, registri di memoria per varie configurazioni di utilizzo in tensione e corrente, ed interfaccia digitale per la connessione in linea (Usb od a loop (tipo quelle di HP) con altri strumenti di laboratorio) ad eventuali calcolatori; per la sola parte generatore di tensione (cioè non considerando qui tutte le protezioni e limitazioni correnti-tensioni-extratensioni in-out, filtri di stabilizzazione, ecc.), un ottimo circuito lineare di alimentatore (per potenze d'uscita di 100-1000 watt) dovrebbe essere preceduto da un circuito switching di preregolazione a tensione variabile (realizzato con diodi controllati SCR e commutazione a frequenze ultrasoniche di 30-100 KHz circa, così da alzare il rendimento elettrico di tutta l'apparecchiatura almeno fino al 65-80 % alle basse tensioni d'uscita Vout e ridurre conseguentemente la produzione associata di anidride carbonica dispersa nell'ambiente dato che negli alimentatori lineari a tensione d'uscita Vout variabile stabilizzata a parità di corrente d'uscita la potenza erogata dal trasformatore-ponte è costante e quella che non viene assorbita dal carico deve essere dissipata sui dispositivi di potenza posti in serie tra ingresso ed uscita (ossia per fare un sommario esempio chiarificatore se l'alimentatore lineare fornisce in uscita una tensione Vu=2-50 V fino a 6 A, allora,  per una corretta regolazione, all'uscita del ponte dovrà avere una tensione media di 63 V (fornita dal secondario di un trasformatore con tensione alternata efficace di 48.2 V considerando anche la caduta di tensione sui 2 diodi del ponte) con ripple di 6 V ottenibile con un condensatore di 10 mila microfarad (ovvero 50+10+3 V circa) per cui quando alimenta un carico a 50 V 6 A la potenza erogata dal trasformatore-ponte è circa 63x6=378 W, quella assorbita dal carico Pu=50x6=300 W ed i dispositivi di potenza-regolazione devono dissipare Pd=378-300=78 W (rendimento r=300/378=0.794), mentre quando alimenta un carico a 2 V 6 A la potenza erogata è sempre di 378 W, quella assorbita dal carico Pu=2x6=12 W per cui la potenza che devono dissipare i dispositivi di potenza è Pd=378-12=366 W (con un bassissimo rendimento r=12/378=0.032) 


cui si può ovviare col presente metodo dell'alimentatore switching a monte o con un trasformatore avente prese multiple al secondario alternativamente commutabili automaticamente in funzione della tensione Vout); tra le decine di formule per il dimensionamento della sezione switching ricorrendo per la commutazione ad un TR1 quale Bjt o Mos di potenza, ricordiamo solo che, per la legge d'induzione di avvolgimenti-induttori da e=Ldi/dt sostituendo i differenziali della corrente (di) e del tempo (dt) con i relativi incrementi finiti Δi e Δt ovvero meglio sostituendo la derivata col relativo rapporto incrementale (ossia e=LΔi/Δt, dato che nei modelli di circuiti elettrici e soprattutto elettronici non elementari non è affatto possibile usare le equazioni differenziali in forma analitica né nella sintesi né nell'analisi come altrove è scritto e dimostrato) abbiamo per un trasferimento completo di energia (E=Pt=Po/f) che la tensione d'ingresso Vin (da Vin-minmin a Vin-maxmax, in tal caso da circa 30 Vdcmin a 1.3x230x1.41 Vdcmax pulsante (30-423 V circa, e considerando una tensione di overshot di 350-400 V (tale tensione è inversamente proporzionale al tempo di conduzione-commutazione) sceglieremo TR1 con Vce o Vds massime di rottura anche di 800-1000 volt ponendo per sicurezza pure un diodo soppressore d'impulsi (con tensione 0.9Vce di rottura), collegando poi il diodo di recupero veloce (tipo la serie BYW o UF o MRB o MUR o VSK) sul suo collettore), per Pout di 500-1000 W ed un grande condensatore C di filtraggio sui 2200 microfarad 500-600 V per rialzare il valor medio d'ingresso (per un ΔV sui 20-40-50 volt), col raddrizzatore di tensione d'ingresso (composto di 2 diodi di potenza e 2 Scr per la parzializzazione dell'onda sinusoidale di rete)) dicevamo Vin è uguale a LpIcpf/δ dove Vin=e=E, Lp=L è l'induttanza del primario del trasformatore TA (facendolo lavorare ad esempio a f=30 KHz), Icp=Icpicco=ΔIc=Δi è la corrente di picco massima di collettore-drain di TR1, δ è il duty-cicle (da δmin a δmax), δt=δ/f=Δt è il periodo di conduzione di TR1 dato dagli impulsi di comando, Po=1/T per l'integrale (da 0 a 1/f) di P in dt è l'energia E immagazzinata in un ciclo di conduzione, T=1/f, Po=(1/2)LpfIcp(elev 2)=Vin(elev 2)δ(elev 2)/2fLp (ossia vediamo che Po è proporzionale al quadrato di Vin ed inversamente a Lp, oppure è proporzionale al quadrato di Icp ed a Lp) ponendo ragionevolmente e simmetricamente δ=0.5 circa da cui conoscendo Icp ricaviamo Lp (ossia Lp=2Po/fIcp(elev 2)=Vin(elev 2)δ(elev 2)/2fPo) con induttanza Lsp dispersa-primario intorno a 0.01Lp, δ=LpIcpf/Vin lo si otterrà da ton=Vinδt/Vt quale periodo di conduzione e ts=(1/f-ton-δt) quale periodo di rilassamento, mentre il pilotaggio della base si otterrà con un trasformatore per impulsi TI (rapporto spire ad esempio n=20-30 e rapporto d'impedenze mediamente 600) sapendo inizialmente che Ibfinale=Icp/beta dove il beta di Bjt TR1 sarà intorno a 20-40 circa (perchè poi Ib di TR1 si mantenga sufficientemente costante bisognerà che Lp/n(elev 2) risulti maggiore di Vconduzione ts/ΔIbfinale ossia maggiore di tensione di conduzione per periodo di rilassamento diviso variazione di corrente di base), 


il dimensionamento termico di TR1 (fissando Tjmax=160 °C o comunque l'80 % della Tj massima del transistore scelto, e temperatura ambiente Ta=50 °C) si farà considerando il periodo di commutazione on-off di TR1 ed approssimativamente con Vcemax/2 quando Ic=Icp circa, quindi si dimensionerà il circuito pilota, l'amplificatore differenziale d'errore, il circuito di misura-prelievo della tensione d'uscita (ricorrendo a fotoaccoppiatori diodo emettitore/transistore, utili in tutti i casi di isolamento elettrico-ohmico-galvanico (da 1 KV a 10 KV), ma solo con accoppiamento di segnale ad esempio come qui per via ottica-infrarossa, con tempi di risposta intorno a 1 microsecondo) col relativo circuito di controllo (in gran parte realizzato con op amp, il quale deve pure mantenere una tensione minima prefissata Vsp tra la tensione d'uscita +Vout dell'alimentatore e la tensione d'uscita dello switching) che comanderà il pilota, e tutto il sistema di protezione e gestione dello switching stesso (sul dimensionamento di tutti questi circuiti non scriviamo nulla poiché richiedono decine di pagine di lunghi calcoli seppure solitamente non comportanti alcuna difficoltà, richiedono come detto da parte del lettore la conoscenza della teoria circuitale e dell'elettronica (seppure notoriamente esistono certamente circuiti integrati IC (tra i primi ad esempio SN76549 di Texas Instruments, oppure TDA1060 o NE5560 di Signetics, e tanti altri tipo TL494, o TEA2018 di Thomson questo spesso utilizzato negli alimentatori switching di tv-monitor, o TDA4600-TDA4601D (adatto a switching con f=27-70 KHz, fino a 200 W o poco più in uscita (ad esempio con due uscite a 24 V 4 A e 12 V 8 A) e tensioni alternate d'ingresso da 85 V a 285 V circa), o TDA4605, o TDA4718 (per ottimi alimentatori switching con correnti d'uscita superiori a 6-8 A e circuito forward o fly-back semplici o push-pull), od i tanti IC TEAxxxx per switching ad esempio di NXP) che svolgono ed integrano già tutte le funzioni per il comando-controllo di un completo stadio switching) e richiedono necessariamente il disegno su carta o schermo elettronico degli schemi elettrici e dei circuiti equivalenti dato che la sola topologia delle connessioni nodi-lati è necessaria-sufficiente per l'analisi al calcolatore ma non per noi nella progettazione con metodi più o meno manuali); laddove TA si dimensionerà scegliendo un buon lamierino ad “E” a grani orientati a basse perdite (circa 500 microwatt/millimetro quadro di area superficiale esposta all'irraggiamento di perdita di potenza a circa Tnucleo di 100-120 °C, laddove comunque sarebbe opportuno non far superare i 60 °C magari conoscendo la resistenza termica di TA che sarà all'incirca di 10-30 °C/W) od un nucleo toroidale di area Sn (centimetri quadri) pari a circa 0.00024(f/50)P(elev 0.5) ad esempio selezionandolo dai cataloghi dei nuclei ferromagnetici ferriti-ferroxcube-ecc. di Philips o Mullard od altri marchi, con permeabilità magnetica relativa iniziale di circa 2500-2600 (circa 2000 volte la permeabilità assoluta del vuoto-aria), densità di flusso magnetico B pari a permeabilità per campo magnetico H da cui H (Aspire/centimetro o Aspire/metro), da cui B (weber/metro quadro) la quale densità di flusso (tesla) è pure data da (1/2)Vinδt/Snnp dove Vin è la tensione minima del primario, δt=0.5 è il tempo di funzionamento, t=1/f=33.3 microsecondi se abbiamo scelto f=30 KHz, np è il numero delle spire del primario, da cui deduciamo np (od anche np=LpIcp/BSn, e controlli il lettore che le dimensioni siano corrette ad esempio in quest'ultima formula np è adimensionale ed infatti il numeratore è volt secondo ampere/ampere ed il denominatore è volt secondo metro quadro/metro quadro ossia volt secondo/volt secondo), ma poichè Lp deve possedere il valore precedentemente determinato (infatti il valore di induttanza del primario di questo TA, data dal prodotto della permeabilità magnetica (assoluta per relativa) per il quadrato di np per la sezione del nucleo Sn diviso la lunghezza l del circuito magnetico, sarà più di 10 volte Lp) onde realizzare un ottimo trasferimento di energia al trasformatore TA occorrerà inserire nel circuito magnetico stesso un traferro di spessore 2lr dove lr è la lunghezza del traferro su ogni seminucleo “E”, in modo tale che Lp sia data dal prodotto di (permeabilità magnetica del vuoto per il quadrato di np per Sn) diviso l'espressione (2lr+(l-2lr)/permeabilità magnetica relativa), da cui ricaveremo lr che risulterà di qualche frazione di millimetro, mentre la tensione per spira Vr (volt/spira)=Vin/np ci servirà per il calcolo delle spire dei secondario-secondari ns1=Vs1/Vr, ns2=Vs2/Vr, ecc., moltiplicate poi per 1.05-1.08 onde tener in debito conto le cadute di tensione sui secondari a causa della resistenza ohmica e della reattanza induttiva dispersa, 


laddove ancora fissando una densità di corrente Is=2 A/millimetro quadro circa, si determineranno i diametri d dei conduttori di cui la sezione s del conduttore del primario sarà Icp/Is e d del primario sarà radice quadrata di 4s/π, e così analogamente per i secondario-secondari)) realizzando l'avvolgimento primario Np e gli avvolgimenti secondari Ns1, Ns2, ecc. isolati per almeno 6 Kvolt, in questo esempio però avendo magari un solo secondario Ns, dove qui Vp=15-211 Volt medi dal minimo al massimo), 


ciò per ognuno dei 2 rami dell'alimentatore duale, oppure più rapidamente, vantaggiosamente ed ancora accettabilmente ricorrendo ad un semplice circuito di commutazione realizzato con ponte raddrizzatore a 4 diodi di potenza seguito da filtro LC con grande induttore Lf e più modesto condensatore elettrolitico Cf quindi da un solo diodo Scr comandato da un impulso di ugual frequenza dell'onda entrante pulsante a 100 Hz di rete controllato però nel ritardo-fase d'accensione da un circuito di controllo (che preleva-misura la tensione d'uscita, con relativo amplificatore d'errore) e seguito poi da uno stadio regolatore serie realizzato ad esempio con Bjt di potenza (così da eliminare il pur sempre ingombrante trasformatore TA lavorante a f ultrasoniche, il ponte controllato ed il Bjt-Mos di commutazione di potenza, ma aggiungendo un più modesto induttore Lf, un diodo Scr ed un Bjt-Mos di medio-alta potenza per regolazione serie), il quale switching od altro circuito di commutazione qui rapidamente accennato fornisca una tensione di circa Vsp=10-15 volt maggiore di quella selezionata in uscita Vout (alimentante il carico ai morsetti) per far ben lavorare il successivo circuito lineare il quale andrà realizzato con un potenziometro elettronico (comprendente pure un diodo zener di tensione campione di circa 5.6-6.8 volt adeguatamente stabile in temperatura (con coefficiente di circa 1-10 ppM/°C, il quale coefficiente è appunto più basso a tensioni di 5-6 V, ma oggi troviamo tensioni campione o quasi anche a 0.8-1.2-1.25-1.5-1.8-1.85-2.5-2.7-ecc. V) il quale assieme al potenziometro(convertitore) determinerà principalmente la stabilità-deriva termica dell'apparecchiatura, ma è possibile utilizzare anche potenziometri digitali, a 64-128-256 punti ad esempio di Microchip o ricorrere ai molti potenziometri digitali di Analog Devices (tipo AD5160BRJZ5-ND siglato dal distributore Digi-Key quale potenziometro 5k a 256 posizioni dal costo di circa 1 euro nel 2013-14) od ai potenziometri digitali di Maxim (ad esempio da 128 posizione, 15 V, bassa deriva, o doppi potenziometri digitali lineari non volatili da 256 posizioni dal costo di circa 3.5 euro nel 2014)) pilotante un differenziale ad esempio con transistori Bjt npn (tipo i vecchi BFX 15-16-36, con generatore di corrente costante sugli emettitori) il quale dal collettore del secondo ramo pilota un amplificatore d'errore (realizzato con op amp o con 1-2 TR Bjt o Mos ad arricchimento) il cui collettore-drain preleva corrente dal collettore di un generatore a corrente costante pilotante la cascata darlington (subpilota)-prepilota-pilota dei transistori di potenza (in numero questi ultimi di 3-4 (ad esempio usando dei vecchi npn 2N3442 od equivalenti) tenendo conto che ad ognuno si potrà far dissipare in aria libera una potenza di 45 watt massimi (avendo essi resistenza termica giunzione-contenitore TO3 di 1.5 °C/W, temperatura di giunzione di lavoro massima di 200 °C (occorre comunque fissare questa mai superiore a 160-180 °C, ma spesso si preferisce non superare 0.75 di Tj max, ricordando anche che un semiconduttore fatto lavorare a Tj=110 °C potrebbe avere una probabilità di guasto di 1 su 10 mila in mille ore (42 giorni ininterrotti) di funzionamento mentre fatto lavorare a Tj=150 °C la medesima probabilità potrebbe  salire a 1 su 1000 in mille ore nonostante funzioni entro il suo campo di temperature od al limite di esso, poiché la curva della probabilità di guasto non è certo a gradino) e stabilendo una temperatura ambiente massima di 50 °C nel case ed intorno al case, per cui nei casi di apparecchiature costose od importanti tipo inverter di potenza (per curiosità si chiamano inverter-invertitori proprio perchè eseguono l'operazione opposta al raddrizzamento ossia gli inverter trasformano la tensione-corrente continua o raddrizzata-pulsante in tensione-corrente alternata) sarà necessario associare un vero sistema di controllo automatico della temperatura dei dispositivi di potenza Bjt-Mosfet e non accontentarsi semplicemente di protezioni parziali a diodi-termistori NTC-interruttori termici(tipo Microtherm o Honeywell che scattano a temperature fissate)-fusibili termici(con T da 50 °C a 250 °C circa)-ecc.) 


dato che con un carico massimo in uscita di 10 ampere la potenza da dissipare è di 100 watt (per tensione collettore-emettitore Vsp=10 volt, per cui porremo in parallelo 3 TR di potenza (per collegare in parallelo dei Bjt di potenza in BF è necessario porre sui loro emettitori un resistore Re che produca una vantaggiosa reazione negativa ed una caduta di tensione almeno pari a Vbe (0.6-0.8 volt, ossia Re=0.18 ohm 4 W per Icmax=4 A) od un resistore Rb sulle loro basi pari a beta volte Re ossia circa Rb=3.9-5.6 ohm 0.5 W, per ottenere un pilotaggio più lineare ed una distribuzione simmetrica delle correnti di collettore) ognuno montato sul suo dissipatore con resistenza termica non superiore a 2 °C/W), o di 150 watt (per tensione collettore-emettitore Vsp=15 volt, per cui porremo in parallelo 4 TR su dissipatori con resistenza termica non superiore a 1.8 °C/W); ma volendo realizzare alimentatori stabilizzati per alte tensioni tipo -500/0/+500 V da usarsi per particolari alimentazioni di circuiti sarà necessario ricorrere a transistori con alte tensioni di rottura Vce o Vds ponendone in parallelo 2-4 come detto secondo la corrente massima d'uscita oppure nei decenni passati usando valvole tipo 4-6 doppi triodi 6080 o ECC230 in parallelo con 100-220 ohm sulla griglia; ma esistono anche alimentatori stabilizzati di tensione o di corrente costante per altissime tensioni fino a centinaia di Kvolt tipo quelli di Gamma High Voltage Research da 2 KV a 100 KV fino a 300 W con l'uso di chopper sopra i 25 KHz; ma aggiungiamo che oggi per le usuali alimentazioni delle apparecchiature da 10 W o meno a qualche centinaia-migliaia di W o più è sempre vantaggioso realizzare o ricorrere ad alimentatori switching (si costruiscono con 1 solo IC, 1 trasformatorino-trasformatore per f=25-150 KHz (le Aziende, Philips-Siemens-Thomson-ecc., realizzano materiali ferriti-ferrinox-ecc. appositi per questo scopo), alcuni condensatori e resistori, a costi assai modesti) piuttosto che lineari perchè hanno ugualmente buone caratteristiche di precisione-regolazione e stabilità (certo con un alimentatore switching non si potrà ottenere una regolazione del carico di 0.01 % ossia di 10 millivolt su 100 volt come avviene per i migliori lineari da laboratorio e con ripple al di sotto di 1 mV) e hanno l'esclusivo vantaggio del piccolo ingombro (con f=300-500 KHz e più le dimensioni del circuito e componenti si riducono ulteriormente), hanno inoltre il vantaggio del facile controllo remoto, di possedere elevati valori MTBF (Mean Time Between Failures o Medium Time Before Failure) e quello di arrivare a rendimenti altissimi anche di 0.8-0.95 al punto che li troviamo ormai ovunque (sono stati introdotti inizialmente negli anni '60 per applicazioni militari-spaziali quando non esistevano ancora IC commerciali-professionali per il loro funzionamento per cui i relativi circuiti dovevano essere realizzati con componenti discreti occupando grandi basette CS) anche per caricare gli accumulatori dei dispositivi mobili e per alimentare PC-stampanti-modem ed apparecchiature fisse (oltre che in tutti i campi di alimentazione industriale-telecomunicazioni-strumentazione-militare), seppure hanno una maggiore emissione di campi elettromagnetici ed un ben più alto livello di interferenze EMI (Electro Magnetic Interference) verso il carico o la rete ed in aria a frequenze fino a qualche MHz o qualche decina di MHz per cui si sono utilizzati-utilizzano pure circuiti ad onde sinusoidali in luogo di onde quadre o generando ancora onde quadre o con sintesi a gradini-step digitale ma provvedendo subito (con adatto filtro LC risonante serie) a renderle sufficientemente sinusoidali quando vanno a pilotare i dispositivi Bjt-Mos-GTO di potenza riducendo così drasticamente le interferenze EMI ossia divenendo EMC (Electro Magnetic Compatibility, ossia con livelli minori di 50-60 dbmicrovolt circa) quali quelli inizialmente sviluppati da Philips, Hewlett Packard, KEC Electronics, Frako, Elind, Elco System, Secap 


(ad esempio il piccolo alimentatore da laboratorio 80-L000 con Vout da 2.5 V a 27.5 Vcc regolabile con potenziometro multigiri, corrente massima regolabile 0.3-6 A, residuo rumore a larga banda di 10 mV efficace massimo, e visualizzazione digitale a 3 cifre), Power Products Group, moduli di alimentazione cc-cc di Emerson Network Power e di Texas Instruments (ad esempio modulo PT4243A con tensione d'ingresso Vi=18-38 V, tensione d'uscita Vcc=5 V, Iumax=2 A, Pumax=10 W, dal costo di circa 40 euro) e di Linear Technology, micromoduli-moduli-power cc-cc-ca di Recom e di Murata e di TKD (ad esempio modulo PXF4048WS12 con tensione d'ingresso Vi=18-75 V, tensione d'uscita Vu=12 V, corrente d'uscita massima Iu=3.3 A, Pu=40 W, dal costo di 55 euro circa) e di Lineage Power e di Tamura, alimentatori switching esterni-indipendenti di Bel e di Power One e di SL Power Electronics (ad esempio alimentatore con Vu=12 V, Iumax=9 A, Pumax=110 W, dal costo di circa 75 euro) e di Elpac e di Panasonic e di Volgen e di V-Infiniti-CUI (ad esempio alimentatore con ingresso universale 85-264 Vca, Vu=5 V, Iu=1 A, rendimento 0.77, del costo di circa 15 euro, realizzato per applicazioni in campo medico), ecc.; ma il comune lettore avendo magari necessità di disporre di una tensione campione (ad esempio di 10 V precisa e stabile) potrà realizzare un semplice circuitino per esempio con LM385 (quale diodo stabilizzatore a 1.2 V, ma esistono altri diodi stabilizzatori di riferimento a bassa tensione tipo AD589 con tensione di 1.23 V stabile e precisa da 50 microampere a 5 milliampere) e con LM441 (quale amplificatore operazionale ad ingresso JFet ed a bassissimo consumo, od altro op amp qualsiasi purchè a bassissimo assorbimento) collegando il catodo del diodo all'ingresso non invertente (+) dell'op amp ed il suo anodo a massa (a -Vcc), collegando un Rd=1 Mohm tra il + dell'op amp e la tensione di alimentazione +Vcc, collegando tra il – dell'op amp e la sua uscita un C=100 pF ed anche un R=3.9 Mohm, e collegando un trimmer P resistivo di 1 Mohm tra il –  dell'op amp e la massa (il resistore R ed il potenziometro P devono essere a basso coefficiente di temperatura), alimentando il circuitino e LM441 con Vcc=15 V (assorbe mano di 250 microampere), e (disponendo di un multimetro di precisione o trovando il modo di eseguire la taratura in qualche laboratorio od azienda) regolando il trimmer P per ottenere esattamente Vu=10 V sull'uscita dell'op amp con precisione 0.1 % o migliore e con la stabilità dei resistori stessi e di LM385 (ma nel 2014 possiamo disporre di tensioni campione e di riferimento di 2.5-3.4.5-5-10-ecc. V o tensioni programmabili ricorrendo ai molti IC di Analog Devices (ad un costo da circa 4 a 27 euro e fino a 35 se di grande precisione) o magari a componenti REF... o TL405... (di precisione, basso coefficiente di temperatura e basso rumore) di Texas Instruments, od a componenti di ON Semiconductor o di Linear Tecnology o di Maxim), mentre per disporre di frequenze campione il lettore potrà realizzare qualche circuito che ricava i 50 Hz dalla tensione di rete o che genera una f di 1 Hz o di 1000 Hz o di 1 MHz tramite un quarzo da 10 MHz o ad esempio da 8.192 MHz o da 8 MHz, oppure potrà ricorrere ad un oscillatore a quarzo campione programmabile per frequenze utili ad esempio nel passato ad oscillatori della Statek (per generare 50-60 frequenze nella vasta gamma 2 milliHz-1.25 MHz programmando il rapporto di divisione (fino a 100 milioni) con 6 ingressi di controllo)); 


oppure, continuando, pensiamo ad un comune circuito come un oscillatore di riga (a frequenza di 625x25=15625 Hz (corrispondente a tempo di riga di 64 microsecondi (e tempo di ritorno del pennello elettronico di 11.5 microsecondi comportanti tempi di turn-off del transistore di deflessione TRdef ben minori per limitare l'eccessiva dissipazione con un ritardo della caduta della corrente di collettore Ic di 7-10 microsecondi, tempi di polarizzazione inversa Vbe=1.4 volt circa di 27 microsecondi circa, per cui occorrono TRdef con tensioni di picco di collettore fino a 1500-1700-2000 V e correnti di 2.5-3-6 A come appunto la serie BU per commutazione-deflessione (laddove il diodo di recupero (tra i primi AY101 di Sescosem (adatto insieme ad esempio a transistori B1181-MP939 per 160 V e 25 A circa) o AY102 di Ates (adatto insieme ad esempio a transistori AU106-AU112 per 300 V e 10 A circa) o MR2266 di Motorola (adatto insieme ad esempio a transistori BU113-BU115-MJ9000 per 700-800 V e 10 A)) dovrebbe condurre una corrente Ifpicco pari a metà o poco meno di quella picco-picco del deviatore-interruttore); il finale di riga lo possiamo approssimativamente rappresentare come un interruttore bidirezionale (fatto di TRdef e diodo di recupero il quale ultimo conduce la corrente inversa che dalla bobina caricata terminata la conduzione di TRdef va poi a caricare C) in serie ad un LC dove L è l'induttanza del primario del trasformatore EXT e del giogo di deflessione portata al primario e C la capacità del condensatore esterno e quella parassita con la più bassa R serie perchè la salita di Ic durante la fase di conduzione di TRdef sia il più possibile lineare invece che più o meno parabolica (un induttore con regolazione a nucleo magnetico permetterà comunque un'ottima linearità della rampa oppure l'adozione di un apposito circuito correttore tipo TDA4950), il tutto pilotato ad esempio con un vecchio TBA920 realizzante le funzioni di separazione sincronismi-oscillatore orizzontale-comparatore di fase-commutatore costante RC (necessario in Pal ma assente in Secam)), seppure oscillatore agganciato in fase al segnale di sincronismo di riga trasmesso insieme al segnale tv (di durata questo di circa 0.09tr=5.76 microsecondi sul totale del tempo di riga tr=64 microsecondi, tr composto di 0.64+5.76+5.12+52.48=64 microsecondi ossia rispettivamente ultranero prima del sincronismo riga, ultranero col sincronismo riga, ultranero dopo il sincronismo riga, e segnale di luminanza utile o luminanza+crominanza Y+C), come scritto, dato che tale frequenza di riga solo nominalmente uguale genererebbe un'immagine non ben centrata e non fissa ma scorrente destra-sinistra sinistra-destra, analogamente a quanto avviene per l'oscillatore di quadro verticale (a fv=50 Hz) agganciato in fase al segnale di sincronismo verticale (della durata di circa 0.42tr=26.88 microsecondi all'interno del segnale di campo o d'intervallo verticale ultranero di 1200 microsecondi tra due quadri successivi duranti questi 20 mila microsecondi dove l'intervallo verticale è frazionato in sottointervalli onde mantenere ininterrotto il sincronismo di riga durante il ritorno verticale del pennello) altrimenti immagine scorrente alto-basso basso-alto), nelle vecchie norme PAL, per generare le correnti a dente di sega di 1-3 ampere circa nelle bobine di deflessione magnetica di cinescopi da 22-28 pollici) quale finale della deflessione orizzontale tv, per notare quei 2-3 piccoli condensatori di qualche decina-centinaia di picofarad collegati in reazione sul transistore pilota di piccola-media potenza del TR finale di potenza così che la traccia-raster sullo schermo sia perfettamente lineare senza curvare di quel "millimetro" negli ultimi centimetri della corsa del fascio elettronico sul lato destro dello schermo realizzando così un'immagine geometricamente perfetta od almeno "perfetta" (molti espedienti si adottano e si sono adottati per migliorare la linearità della rampa a dente di sega (a deflessione magnetica od elettrica), specialmente poi se tale base dei tempi viene usata in precisi strumenti di misura nelle fabbriche in laboratorio o nelle applicazioni quali gli oscilloscopi (strumenti a più precisa deflessione elettrica, mentre oggi sappiamo sono in uso oscilloscopi digitali dotati di circuito di campionamento e dove i tubi CRT sono stati sostituiti da matrici CCD) oppure nei radar (nel passato ad esempio, ricorrendo al circuito Miller (per aumentare la frequenza utile dei segnali e circuito lineare che deve piuttosto diminuire gli effetti negativi dell'effetto Miller, scoperto ed inizialmente studiato dall'ingegnere USA John Milton Miller, laddove tale effetto Miller è presente nei sistemi reazionati negativamente uscita-ingresso tramite impedenze capacitive Zc (ossia dovute ad un condensatore Cio, usualmente una capacità  Cio parassita out-in), nel quale effetto la capacità Cio può essere posta in parallelo alla porta d'ingresso moltiplicata però per il fattore (1-Av) dove Av è l'amplificazione 


di tensione del circuito amplificatore (il valore di Av è negativo dato che l'amplificatore è invertente e dunque -Av è un valore positivo), mentre vista dalla porta d'uscita troveremmo una capacità Cio moltiplicata per il fattore (Av-1)/Av), od al circuito phantastron), oppure adottando più precisi circuiti per altre forme di deflessione tipo quella circolare su schermi a forma di cerchio usando allo scopo 2 tensioni sinusoidali sfasate o sen-cos alla medesima f, o magari quella a spirale, o tipo la deflessione radiale a raggio crescente dal punto centrale col fascio elettronico che ruota a n cicli/sec o n Hz seguendo ad esempio in sincronismo la rotazione di un'antenna che ruota a n giri/sec come in certi tipi di radar ad esplorazione circolare), ed allora il lettore ben capirà la differenza tra i vari circuiti di usuale applicazione riportati (quali Typical Application (differentemente dai noti Test Circuit per le sole misure e prove), per illustrare l'uso dei loro semiconduttori e dei loro transistori, in questo caso ad esempio di un transistore di deflessione della serie BU quale per esempio il BU826 per cinescopi da 24-26 pollici, o per esempio BU1508 per cinescopi da 28 e più pollici, o BU2527 od i vecchi BU207-209) nei Data Book delle note Case produttrici di Semiconduttori, 


ed invece gli stessi circuiti progettati e realizzati nei sistemi ed apparecchiature industriali e commerciali (in tal esempio i finali di riga dei numerosi modelli di televisori dai noti marchi tipo ITT (notoriamente di maggior complessità circuitale a parità di data d'uscita del modello, nella cui riparazione era sempre necessario uno sguardo ed anche uno studio del relativo schema elettrico anche da parte dei radioriparatori maggiormente esperti, e spesso era necessaria la procedura "2 Gibalgine e 4 caffè" procedura questa che ha maggiormente contribuito alla diffusione della Gibalgina o magari Aspro e naturalmente del caffè; da anni però i costruttori hanno sviluppato numerosi metodi (semi)automatici di ricerca dei guasti partendo dai sintomi audio-video-ingresso-uscita e seguendo opportunamente passi obbligati nei diagrammi-schemi, seppure nello specifico campo digitale-informatico l'inserimento di numerosi messaggi e codici d'errore e le procedure guidate od automatiche di ricerca e correzione di errori sono di notevole aiuto), Magneti Marelli, Telefunken (l'azienda tedesca fondata a Berlino nel 1903 da Slaby (con l'appoggio di Siemens e AEG) per lo sviluppo della telegrafia senza fili, fu tra i maggiori produttori di radio negli anni '20 e '30, quindi dominerà il mercato delle radiodiffusione-telecomunicazioni insieme ad AEG e Siemens, ed insieme alle giapponesi Sony, Matsushita, ecc., Telefunken contribuirà alla diffusione della televisione B-N ed a colori nella Cina tra la fine degli anni '70 e gli anni '80), Sony, 


Samsung (nota Azienda coreana Samsung (significante "Sam" Tre e "Sung" Stelle, ossia Tre Stelle) fondata a Daegu o Taegu nel 1938 da Lee Byung-Chull per la vendita di pesce essiccato verdura e frutta secca nei mercati dell'Est asiatico, dopo la guerra di Corea del 1950 Samsung entra nei campi di assicurazioni-tessile-commercio, a metà anni '60 entra nel mondo dell'elettronica con Samsung Electro-Mechanics, Samsung Electronics Devices, Samsung Semiconductor & Telecommunications producendo massicciamente tv B-N dal '69 (nel '74 viene prodotto il 1° milionesimo tv, e nel '78 Samsung ha già prodotto 4 milioni di tv), nel '77 viene acquisita Hankook Semiconductor, nel '80 Hanguk Jeonia Tongsin entrando così nel mondo della telefonia (con reti di centralini industriali-aziendali e telefoni fissi-fax) investendo poi massicciamente nel campo della tecnologia e telefonia fissa-mobile espandendosi ora a livello mondiale (con stabilimenti di produzione in Giappone, Portogallo, USA, ecc.), poi nel '87 dopo la morte di Lee Byung-Chull la società viene suddivisa in Shinsegae Group, CJ Group, Hansol Group, e Samsung (questa con tutti i settore dell'elettronica) che negli anni '90 ha una crescita mondiale in ingegneria-elettronica-chimica (nel 1992-93 Samsung è il 1° produttore di memorie elettroniche CMos e 2° produttore di microprocessori μP dopo Intel, oltre che tra i primi produttori di smartphone), intorno al 2005 Samsung è tra le prime Aziende mondiali di elettronica e la più grande produttrice di tv al mondo, nel 2012 la maggior produttrice di telefonia mobile e da allora sempre ai vertici del mondo di telecomunicazioni-telefoni-elettronica), Grundig (incidentalmente, molti modelli (ad iniziare da 5010 e 5011 e poi la serie Supercolor 6011-6031-ecc.) di tale azienda furono tra i primi seguiti poi da modelli di alcune altre aziende (Indesit, Telefunken ed altri produttori, ricordando che agli inizi anni '80 la statistica di vendita tv in Italia vedeva Indesit al 1° posto (15-20 % di mercato) seguita da Prandoni-Seimart-Zanussi-Emerson-Formenti-Radiovar-Mivar(MI Vichi Apparecchi Radio quale noto marchio italiano fondato nel 1945 prima produttore di radio VAR e poi di TV con sede a Milano e poi ad Abbiategrasso, Azienda che ha chiuso tale produzione nel 2013 schiacciata dalla produzione straniera di TV LCD)-Crezar-Ultravox-IRT-Philips-Sinudyne-Philco-Century-ecc., laddove nel 1981 nasceva la prima holding italiana dell'elettronica civile tra Indesit-Emerson-Voxon, ma nel 2014 Indesit (fondata nel 1953 come Indel, Indes, Indesit, e protagonista negli anni fine '50-primi '60 del boom economico italiano, produttrice di frigoriferi-lavatrici-radio-televisori nonché sviluppatrice pure di un sistema per tv a colori non abbastanza competitivo però col sistema Pal di Telefunken) inclusa nel gruppo Merloni è stata acquistata dalla statunitense Whirlpool già associata Philips), ad adottare l'uso di 2 costosi tiristori con tempo d'accensione molto basso e bassa dissipazione (per mezzo di 2 circuiti risonanti o di andata-traccia e ritorno-ritraccia della deflessione orizzontale che accendono e spengono a tempi esattamente definiti i tiristori, ad esempio tiristori di andata (tipo TA16090 di RCA, BStCC0143H con diodo integrato di Siemens, TD3F700H44 con diodo integrato di AEG/Telefunken, o BT129-750R di Philips-Valvo, ecc.) e diodo di andata in parallelo tipo TA16092, tiristori di ritorno (tipo TA16091 di RCA o BStCC0146R di Siemens con diodo integrato, o TD3F700R33 con diodo integrato di AEG/Telefunken, o BT128-800R di Philips-Valvo) e diodo in parallelo tipo TA16093 di RCA), 


in luogo del più comune transistore di potenza per deflessione orizzontale della serie BU (e precedentemente della serie AU al Ge tipo AU113, o nel passato più lontano del più vecchio line output pentode tipo PL500-504-505-508-509 o PL519 da 35 watt e 7 Kvolt massimi; uno degli autori ricorda ancora intorno al 1985 la riparazione del suo primo (ed unico) tv con deflessione a tiristori per TV quando, dopo aver controllato gli altri componenti dello stadio finale di riga credeva che il guasto fosse proprio in uno dei suddetti tiristori (stadio del resto “nuovo e piuttosto esotico in un televisore”) sentendosi al magazzino-negozio appioppare il prezzo di 21 mila lire per la coppia SCR abbassato con uno sconto a 17500 (ossia 10500 lire a tiristore (!) abbassato a 8750 lire (quando il suddetto autore pensava che i tiristori di 3 A ed un migliaio di volt (circa 700-800 V) avrebbero comportato una spesa massima di 2500+2500 lire... non aveva però preso in considerazione cosa voleva significare per un tiristore un tempo di accensione di 2 microsecondi, al punto da essere chiamato proprio tiristore per TV o tiristore per deflessione invece che semplicemente tiristore) quindi acquistati ugualmente trovando poi che il guasto era invece in un semplice condensatore (di 200 lire) che impediva il corretto pilotaggio... (i lettori sapranno che potendo sarebbe bene avere una partita Iva, magari da utilizzare solamente per l'acquisto di componenti passivi-attivi a prezzo più basso)... facendo qui un semplice “appunto” riguardo la ragione per introdurre una così costosa (l'usuale Bjt BUxxx di potenza ed alta tensione per deflessione allora costava qualcosa come 2500-3000 lire) ed inutile deflessione a tiristori (nessuno guardando lo schermo ed il raster si è mai accorto della differenza) con relativo salasso per il proprietario del tv Grundig od altro), azienda questa poi acquisita nel 1984 da Philips), quindi Panasonic, CGE, Philips, ecc.) ossia la differenza tra i progetti spesso soltanto teorici (o magari solo "illustrativi" delle applicazioni di TR e IC a vantaggio di fisici, ingegneri e tecnici elettronici circuitali) ed i numerosi progetti teorici-applicati i cui prototipi hanno subito adeguate e severe prove di laboratorio con l'uso pure di una sofisticata e costosa strumentazione per eliminare dai circuiti stessi quelle decine-centinaia di piccoli-piccolissimi difetti od "approssimazioni elettrico-matematiche" (molto difficili da considerare teoricamente a priori (specialmente quando le equazioni non sono lineari od i molti parametri variano in un'ampia gamma di valori), difficili da calcolare e da correggere nei progetti teorici, ma assai facilmente e vantaggiosamente individuabili e più facilmente risolvibili in laboratorio con adeguata strumentazione; ciò varrà, ovviamente, per i progetti di palazzi e grattacieli, di turboreattori, di motori endotermici, di profili d'ala, di macchine utensili automatiche o di molteplici macchine e sistemi di processo (dove incontriamo pure difficili problemi di risoluzione teorica tipo cavitazioni, lubrificazioni, vortici, aerodinamiche, ecc., ecc., con il ricorso anche all'impiego di modelli geometrici-fisici-meccanici-fluido-idrodinamici-eccetera (come ad esempio i semplici modelli idraulici in cui s=l/L è il rapporto di riduzione o di scala tra le lunghezze nel modello e nel sistema-fenomeno originale e con ugual fluido (acqua od altro), tipo il modello idraulico di Froude (adatto quando sono preponderanti le inerzie come negli efflussi) nel quale le velocità sono radice quadrata di s, tempi radice quadrata di s, portate s(elev 5/2), forze s cubo, pressioni s), o tipo il modello idraulico di Reynolds (adatto quando sono preponderanti le azioni viscose) nel quale analogamente per le stesse grandezze, 1/s, s quadro, s, 1, s(elev -2)), 


ma qui in ingegneria elettronica ciò è piuttosto la norma o "norma" (ho letto, quale semplice esempio, del circuito base di un elaboratore IBM degli anni '80, in cui la piastra di circuito stampato "incriminata" era stata rifatta e reincisa una decina di volte per eliminare un piccolo malfunzionamento di commutazione, infine accontentandosi od "accontentandosi" i tecnici di come era riuscita (del resto poi nessuno se ne sarà accorto o meglio avrà avuto occasione di accorgersene), seppure aggiungiamo che i laboratori di fisica-elettronica-misurazione sono certamente più utili o maggiormente necessari nel regno dell'elettronica analogica differentemente da quello dell'elettronica digitale; ma, ad esempio, pure rimanendo in tal ultimo campo, molti lettori nel vicino passato avranno notato il fenomeno dei semafori “intelligenti” impazzi (rosso-verde-giallo-verde-rosso-verde-giallo... nero... rosso-rosso-giallo...) a luglio con temperature ambientali di 36 °C (circostanza attribuita da molti generici automobilisti all'effetto dannoso che fa il caldo alle persone ed alle apparecchiature specialmente se elettroniche, laddove gli automobilisti con esperienza in campo elettronico sanno che il Comune probabilmente ha scelto l'Azienda sbagliata o meglio un'Azienda che solo di recente è passata dalla progettazione analogica a quella digitale; in campo industriale la “frase di rito” al momento dell'adozione di nuovi sistemi di controllo digitali (tra anni '60 e '70 ) in luogo di quelle precedenti è “Si accendono gli interruttori delle luci e scende anche la pressa o si ferma il montacarichi” nonostante l'accuratezza del filtraggio dei segnali dei sensori “remoti” ed agli ingressi delle porte logiche (ad esempio un soppressore di transitori per porte Usb nel 2010-14 è SN65220 (USB PORT TRANSIENT SUPPRESSORS;  The SN65220 device is a dual, and the SN65240 and SN75240 devices are quadruple, unidirectional transient voltage suppressors (TVS). These devices provide electrical noise transient protection to Universal Serial Bus (USB) low and full-speed ports. The input capacitance of 35 pF makes it unsuitable for high-speed USB 2.0 applications; Design to Protect Submicron 3-V or 5-V Circuits from Noise Transients, Port ESD Protection Capability Exceeds: 15-KV Human Body Model, 2-KV Machine Model) di Texas Instruments); ma in generale, ogni studente di elettronica sa, dopo aver teoricamente visto-analizzato-calcolato centinaia di circuiti alla lavagna o sulla carta ed anche sulle riviste (specialmente se funzionanti in AF), che le prime 10 volte che va in laboratorio non funziona un solo circuito, perchè ad esempio quel resistore di quasi 1 Mohm (nonostante i calcoli teorici sono sicuramente corretti secondo le formule normalmente usate e pure secondo i Data Book della Casa costruttrice) è di valore troppo alto, oppure perchè quella pista in rame di collegamento è troppo lunga, o perchè non ha aggiunto un condensatore di 10-100 nF a quel nodo (condensatore che coloro i quali hanno “girato” per tutti gli uffici ma non hanno mai “visitato” un laboratorio ostinatamente non aggiungono mai, ed anche a Spice o LTSpice spesso non “sembra interessare”) come pure qualche impedenza di blocco RFC (Radio Frequency Choke) tipo VK200 Philips e Philips-Elcoma (ad esempio VK200 09/3B che ha impedenza di 350 ohm a 120 MHz, circa 0.5 microhenry, ed è utile nel campo 10-300 MHz, o VK200 20/4B con impedenza di 850 ohm a 180 MHz ed utile nel campo 80-220 MHz, o VK200 21/4B con impedenza di 1 Kohm a 110 MHz e campo 80-220 MHz, dove 3B e 4B sono i tipi di ferrite, od impedenze-induttanze-chokes su piccolo nucleo toroidale (tipo la serie RN da 100 KHz a più di 20 MHz di Schaffner o le serie dell'inglese Aladdin, o le bobine di blocco Sumida), od impedenze per AF da 1 microhenry a 330 millihenry che si presentano di filo rigido avvolte in aria, avvolte a singolo strato, a nido d'ape, in contenitore plastico rettangolare (esternamente confondibili coi condensatori), in contenitore a goccia e punti di colore, su nuclei di ferrite (come le VK200), ecc.) specialmente sulle derivazioni delle alimentazioni (ad esempio nello specifico campo di utilizzo della famiglia logica TTL (per esempio serie SN74... o T74...) realizzata con integrati contenenti porte-blocchi logici funzionali per sistemi combinatori-sequenziali o tramite CPU microprogrammabili è certamente necessario fornire ai circuiti una tensione di alimentazione di 5 V (+/- 5 %, ossia tra 4.75 e 5.25 V, meglio se 4.9-5 V e comunque mai superiore a 5.25 V anche se per frazioni di secondo o per qualche secondo si potrà arrivare fino a 7 V circa) ben filtrata (collegare dunque un C di grande capacità anche di 470-2200 microfarad pure all'uscita dell'IC stabilizzatore tipo uA7805 od altro IC per maggiori correnti di carico, considerando potenze di circa 10 mW/gate e circa 2-3 mA/gate), eseguire collegamenti all'alimentazione generale dei 5 V il più possibile diretti e con piste larghe almeno 1 millimetro (anche se la priorità circa la miglior disposizione delle piste di rame sul CS e la minor lunghezza di percorso dei collegamenti deve ovviamente essere assegnata alle piste di segnale logico da gate a gate ossia da porta a porta) ma soprattutto collegare un C elettrolitico di 1-100 microfarad 15 V ed un C poliestere di 47-100 nF 50-100 V ad ogni piedino +Vcc di ogni IC TTL (C necessari, normalmente basta 1-4.7 microF, per fornire la corrente impulsiva alla commutazione veloce (i tempi di propagazione in-out sono di 8-15 nanosecondi), senza contare troppo sulle possibilità dell'integrato alimentatore-stabilizzatore di far fronte a molteplici commutazioni simultanee, 


ed a sopprimere l'impulso di tensione-corrente dovuto alla commutazione stessa) con a volte in serie a monte un'impedenza RF di blocco che meglio separi i gruppi di porte logiche tra loro per quanto riguarda l'alta frequenza, eseguire sui CS ampie aree di massa collegate al terminale ground degli IC TTL, possibilmente evitare che le piste od i fili conduttori di alimentazione corrano da basetta a basetta per lunghi tratti di decine di centimetri insieme alle piste ed ai conduttori di segnale e nelle piattine multiconduttori magari separarli tra loro tramite conduttori collegati a massa onde ridurre gli accoppiamenti elettromagnetici reciproci oppure usare trecciole e conduttori intrecciati e dove necessario ricorrere ai cavetti schermati con calza a massa, dove vengono impiegate commutazioni-deviazioni meccaniche con pulsanti-interruttori-deviatori-commutatori-contraves è assolutamente necessario filtrare i segnali onde eliminare gli impulsi spuri ed i rimbalzi di tensione tramite appositi circuiti squadratori-ritardatori, ricordarsi inoltre ed ovviamente che tutti gli ingressi delle porte logiche non utilizzati devono essere posti a potenziale costante (a 5 V, od a massa secondo il caso e la funzione della porta logica, ad esempio se si tratta di And in logica positiva vanno posti a tensione alta H (ossia V=1) così che l'uscita dell'And sia dovuta-decisa dai soli altri ingressi (U=1.A.B...=A.B...), se si tratta di Or in logica positiva vanno posti a tensione bassa L (ossia V=0) così che l'uscita dell'Or sia dovuta agli altri ingressi (U=0+A+B+...=A+B+...)) tramite un resistore (1-10 Kohm) e non lasciati appesi a vuoto soggetti al rumore captato, generalmente non è necessario schermare elettricamente le basette ospitanti IC TTL dato il livello piuttosto alto dei segnali di corrente e le impedenze piuttosto basse tranne quando a pochi centimetri sono collocati elementi di potenza in AF o componenti come i relè con contatti scintillanti alla commutazione, ma al massimo inserire la basetta in un usuale contenitore-armadietto metallico, ecc.), e molti circuitali con esperienza potrebbero scrivere un libro al riguardo riportante i 100-1000 “trucchi e trucchetti” (ovviamente mai riportati in alcun serio manuale) che invece ogni progettista ed ogni costruttore dovrebbe conoscere (oltre a riportare più correttamente e seriamente le “mille” soluzioni circuitali di circuiti realizzati con Bjt-Mos-Fet discreti e le “mille” soluzioni circuitali di circuiti poi integrati in IC soprattutto nell'elettronica analogica ma poi anche nell'elettronica numerica dato che questo è veramente il lavoro dei progettisti circuitali), ma anche così i primi 10 circuiti di una certa complessità non funzioneranno comunque mai se non dopo acquisita esperienza (ma, in tale campo elettronico, pure nel rapporto costruttori-utilizzatori possono verificarsi fatti curiosi, come ad esempio quello noto di un “transistore sbagliato al posto giusto”, costatato che quasi tutti i progettisti di varie aziende utilizzavano un transistore (che la Casa costruttrice aveva invece realizzato per commutazione veloce) al posto di uno espressamente realizzato quale pilota AF, e la ragione (nonostante i tecnici semplicemente sostenessero che il primo era meno costoso dell'altro) era invece dovuta ad una assai delicata-seccante-irritante-dannosa-rognosa criticità di quello consigliato (caso tipico questo degli oscillatori AF-UHF-SHF durante le prove (che a volte nei casi peggiori si accendono a volte no, che funzionano se il terminale di un resistore-condensatore è saldato a 5 millimetri dal collettore-emettitore ma a 30 millimetri no, che a 12-15 volt funzionano ma a 6-9 volt si spengono riprendendo poi ad oscillare se si stringono con la mano o semplicemente la si avvicina o si soffia aria calda di un convogliatore-erogatore-phon (il primo magari di Steinel da 2000 W e 500 litri/min e l'ultimo di Termozeta da 1500 W) oppure all'opposto un soffio di spray congelante, però magari oscillando su un'armonica superiore 2f-3f invece della loro frequenza f (i buoni oscillatori devono funzionare sempre sia più che dimezzando che più che raddoppiando la loro tensione nominale di alimentazione e variando la temperatura ambiente ben oltre quella dichiarata di funzionamento dell'apparecchiatura ad esempio questa nominalmente di 0-50 °C, 


dato che specialmente nei sistemi sequenziali se la CPU è la “mente” di un circuito elettronico l'oscillatore ne è il “cuore” che fa muovere ed avanzare tutte le operazioni, come pure diremmo nell'Universo osserviamo la massa-energia evolvere con costanti di tempo-intervalli temporali-frequenze stabilite da “oscillatori” fondamentali partendo dal livello delle particelle elementari agli “oscillatori atomici-molecolari” agli “oscillatori macroscopici” frequenze tutte in qualche modo fondamentalmente legate), per cui in tutti questi casi sarebbe opportuno “buttarli direttamente nel cesso” invece di prendere l'esaurimento nervoso in giorni di inutile lavoro, laddove è noto che nei circuiti AF (tipo stadi d'aereo od oscillatori) è particolarmente importante collegare a massa i componenti in pochi punti comuni sul CS (massa a stella) senza eccessivi giri di piste di segnale ma piuttosto con ampie superfici di massa schermante onde eliminare o limitare problemi di autoinneschi, di oscillazioni parassite e di instabilità (sappiamo che in bassa frequenza BF sotto circa 1 MHz i lunghi giri di piste o gli anelli-loop di percorso captano rumore indotto mentre nei circuiti oscillatori generano piuttosto (auto)oscillazione; per eliminare qui le autooscillazioni occorre disaccoppiare le alimentazioni ponendo in serie un resistore (usualmente da qualche ohm a qualche centinaio di ohm) seguito da un condensatore in parallelo (di 47-100 nF) od inibire alcuni percorsi di segnale con impedenze di blocco o collegare un piccolo condensatore (da qualche pF a qualche nF secondo le frequenze dei segnali) sul collettore C od emettitore E o tra C e E secondo le varie configurazioni circuitali o porre in serie un piccolo resistore ad un carico capacitivo od un induttore (tipo VK200) in serie ad E o C, od infilare direttamente una minuscola perlina di ferrite sul reoforo-gambetta del transistore Bjt-Mos o collegare in parallelo ai grossi condensatori elettrolitici troppo reattivi-induttivi in AF un condensatore poliestere di 47-220 nF ed altri vari accorgimenti), e non dimenticando in generale di collegare impedenze di blocco in serie alle varie alimentazioni di stadi e condensatori elettrolitici-poliestere in parallelo nonché condensatori di by-pass dove è necessario, di separare generalmente le piste di segnali deboli dalle grosse piste percorse da elevate correnti specialmente in alternata od AF, di effettuare schermature equipotenziali ed a massa tra stadi AF-MF-BF specialmente se elaborano segnali di livello assai diverso ad esempio da frazioni di mA a parecchi A, schermature elettriche e magnetiche contro rumori-ronzii di origine esterna, schermature lungo linee di segnale di bassa tensione-corrente-potenza dove è necessario, eliminando pure gli anelli-loop di massa che si formano quando stadi e circuiti su basette diverse vengono collegati a massa in più punti anzichè in uno solo (masse possibilmente a stella e centro stella di riferimento) con conduttori di grande sezione sia tramite il cablaggio circuitale interno al contenitore che tramite cavi-cavetti esterni la cui calza-schermo notoriamente dovrebbe invece essere collegata nel centro di massa o nel solo punto di massa dove il segnale è più debole tipicamente la vasta massa del circuito d'ingresso di preamplificatori-stadi d'ingresso in genere-stadi a basso segnale mentre con alcuni tipi di connessioni sia commerciali che di cablaggi individuali non sempre si rispettano queste regole come ad esempio coi connettori-spine RCA (rapidamente, stabilito che gli oscillatori sono amplificatori reazionati positivamente ossia introducenti una resistenza negativa maggiore di quella positiva nell'anello di reazione ossia in altre parole riportanti in ingresso un segnale in fase con guadagno complessivo maggiore di 1, gli oscillatori si suddividono in oscillatori sinusoidali per generare onde sinusoidali ed in oscillatori a rilassamento od a scatto per altre forme di tensione non sinusoidale, e quelli sinusoidali a loro volta si suddividono in oscillatori a reazione positiva (Colpitts CLC, Hartley LCL, Armstrong (uguale a Hartley dove però C è la capacità parassita interna tra CE, DG o AG), Clapp (simile a Colpitts ma con reattanze X1, X2 e X3 rispettivamente C3, L+C1, C2) ossia con impedenze tutte solo reattive o reattanze X1, X2, X3 tra CE, CB e BE, o tra DS, DG e GS, o nel passato tra AK, AG e GK rispettivamente, di segni +/-/+ o -/+/-, dove la frequenza f di risonanza-oscillazione si ottiene dalla condizione X1+X2+X3=0), e quelli a resistenza negativa (resistenza differenziale negativa di Bjt-Mosfet o diodi tunnel, e quindi ancora a reazione positiva, un tempo detti dynatron),  ed inoltre possono essere adatti a generare oscillazioni di bassa frequenza BF o più spesso d'alta frequenza AF 


(e questi ultimi sono oscillatori liberi (di Meissner od oscillatori a 3 punti YXZ ossia CBE o DGS o AGK) ed oscillatori a 3 punti controllati a cristallo di quarzo), dove in Colpitts C2-L-C1 la f è data dalla radice quadrata di (C1+C2)(LC1C2) diviso 2π, mentre in Hartley L2CL1 la f è dovuta sia alla capacità C che alle induttanze L1 e L2 e pure alla mutua induzione tra L1 e L2, od anche oscillatori a f di 100-1000 KHz di Pierce con JFet tramite LC e cristallo di quarzo molto efficiente, od oscillatori sintonizzati di drain (o d'anodo) o di gate (o di griglia) con JFet e cristallo di quarzo tutti questi da ben calcolare circa l'induttanza e l'ottimale corrente di drain), continuando, quando non si è scelto lo schema elettrico giusto o “giusto” od il transistore non è adatto o giusto per quello specifico schema elettrico), circostanza dovuta al fatto che i Costruttori di semiconduttori realizzano circuiti solo per prova ed i progettisti di circuiti invece non realizzano mai i semiconduttori da loro utilizzati; aggiungendo ancora qualcosa riguardo i circuiti oscillatori diciamo che molto spesso essi sono quarzati (con quarzi XTAL funzionanti in fondamentale (fino a f=10 MHz circa) od in overtone di 3°-5°-7°-9° armonica (salendo da 10-25 MHz fino a circa 400 MHz o più) ma sarebbe comunque meglio realizzare oscillatori con Xtal funzionanti in fondamentale od in overtone 3°-5° armonica e quindi per ricavare più alte frequenze applicare moltiplicatori di frequenza, costruiti con precisione-tolleranza di 2-5-20-30-40-60 ppM, usualmente per quarzi professionali (come nel caso di stazioni TX ed in telecomunicazioni) inferiore a 10 ppM (ad esempio un quarzo da 10 MHz 5 ppM a 25 °C oscilla nella strettissima banda 9999950-10000050 Hz) e di 20-30 ppM per quarzi standard ed applicazioni standard-commerciali (ad esempio con 40 ppM un quarzo di 10 MHz oscilla in 9999600-10000400 Hz), e con stabilità in temperatura di 5-70 ppM nell'intervallo di 90 °C tra -20 °C a +70 °C (ad esempio un ottimo quarzo di 10 MHz e stabilità termica 5 ppM varierà la f di 50 Hz per variazioni di T di 90 °C ossia di 0.55 Hz/°C, ma per volutamente variare di circa 100 Hz la f di oscillazione di un quarzo a scopo di precisa taratura basta inserire un induttore L (di 1-100 microhenry) in serie, od inserire un condensatore C (od un condensatore variabile o compensatore Cv di 10-60 pF) in serie (soluzione questa ben migliore potendo scegliere C o Cv professionali per VHF-UHF ed a basso coefficiente di temperatura cosa non possibile per gli induttori, il cui circuito equivalente è sempre LqCq serie con risonanza serie o LqCq parallelo con risonanza parallelo (negli oscillatori a quarzo da modulare FM è meglio però usare Xtal con risonanza parallelo)), ed il transistore Bjt per radiofrequenza RF dell'oscillatore ha Rb1 (circa 47 Kohm ma comunque scegliere il valore di Rb1 (usualmente di 33-56 Kohm) che dia la corretta polarizzazione al Bjt ossia per ottenere una corrente di collettore Ic=8-12 mA dopo aver tolto il quarzo dallo zoccolo o dal circuito, e scegliendo una tensione di alimentazione Vcc=12 V e comunque meglio se tra 9 V e 18 V, laddove per il significato di Rb1, Rb2, Rc, Re, Ce, ecc., andare ad altra parte del libro), Rb2 (circa 15 Kohm), Re (circa 100 ohm per ottenere una caduta di tensione di circa 0.8-1.5 V controllando che non sia troppo discosta da questa o che peggio il Bjt non sia quasi in saturazione con Vce prossima a circa 1 volt o meno, con in parallelo un condensatore Ce=2.2-10 nF di bypass necessario per cortocircuitare l'alta frequenza sul resistore Re), 


ed in luogo di Rc degli amplificatori di segnale collegato sul collettore C abbiamo invece qui il circuito risonante LC parallelo (con valori L e C scelti per ottenere la f di risonanza dell'oscillatore (notoriamente data dall'inverso di (2π per la radice quadrata di LC)), ad esempio per f=10 MHz con C=47 pF (meglio però un compensatore di 10-100 pF poi da tarare vicino a 47 pF) e L=5.39 microhenry (realizzata orientativamente ad esempio avvolgendo 20-24 spire su un nucleo ferromagnetico toroidale T44/1, oppure avvolgendo 30-34 spire su un supporto plastico di circa 5-7 millimetri di diametro con filo di rame smaltato di 0.35-0.7 millimetri di diametro), laddove il quarzo lo possiamo collegare tra base B e massa o tra B e collettore C (con in serie un condensatore Cx di qualche decina di pF) o tra B e C (con in serie un resistore Rx di 1-4.7 Kohm e tra il nodo centrale Xtal-Rx e massa un Cx di qualche decina di pF) o tra B ed una presa centrale di L cui è pure collegato C (con in serie a Xtal un Cx di 33-56 pF) o tra B ed il centrale di un partitore capacitivo Cx1-Cx2 collegato tra collettore C e massa (dove circa Cx1=2Cx2=100-33 pF, e Cx1 collegato al collettore C), o idem dove il partitore Cx1-Cx2 è in parallelo a L (e Cx1=Cx2=4.7-10 pF circa e senza Cx e Rx) o tra B e massa con in parallelo un partitore capacitivo Cx1-Cx2 col suo centrale collegato all'emettitore E (e Cx1=Cx2=33-220 pF) oppure tramite un C=33-100 pF si può collegare tra B e massa la serie Xtal-L (togliendo L dal collettore e ponendo Rc=100 ohm circa, con Re=470 ohm circa, con in parallelo a Xtal un Rx=330-1000 ohm circa, ed un partitore capacitivo Cx1-Cx2=33-100 pF circa col centrale su E), oppure ancora si può porre L tra B ed il centrale del partitore resistivo di base Rb1-Rb2 e Xtal in parallelo a Rb2 coi valori abbassati (e con un partitore Cx1-Cx2 tra B e massa col centrale su E), oppure abbiamo altre configurazioni specialmente per Xtal overtone 5° armonica, ed abbiamo altrettanti circuiti oscillatori sostituendo il Bjt con un Fet o con un Mos RF, inoltre il rapporto L/C deve essere equilibrato (anche se f ovviamente è sempre inversamente proporzionale al prodotto LC, non è possibile usare bobine con moltissime spire ed un piccolissimo condensatore oppure bobine di 1-2 spire ed una grande capacità, perchè non oscillerà mai o solo in rarissimi casi un oscillatore con una bobina di 100 spire e C di 3.3 pF od all'opposto una bobina di 2 spire e C di 1000 pF) ed allora occorre ricordare (qui riportando ciò orientativamente, e per bobine a 1 solo strato) che su un cilindretto plastico di 7-8 millimetri e nucleo ferromagnetico con filo di rame smaltato 0.4-0.7 millimetri occorre avvolgere 40-30 spire unite (per f=6-10 MHz) o 30-20 spire (per f=10-20 MHz) o 20-14 spire (per f=20-30 MHz) o 16-10 spire (per f=30-40 MHz) o 10-8 spire (per f=40-50 MHz) o 9-8 spire (per f=50-70 MHz), od ancora su cilindretto plastico di 7-8 millimetri ma senza nucleo ferromagnetico occorre avvolgere 7-6 spire (per f=70-90 MHz) o 6-5 spire (per f=90-100 MHz) o 4-3 spire (per f=100-150 MHz) laddove per f superiori converrebbe piuttosto vantaggiosamente usare moltiplicatori di frequenza, inoltre con quarzo overtone 3° armonica se a parità di C la bobina L ha un numero eccessivo di spire può capitare che l'oscillatore oscilli in fondamentale f/3 (ad esempio a 10 MHz se il quarzo overtone 3° armonica riporta scritto sull'involucro f=30 MHz) mentre se L ha un numero di spire ben minore del richiesto o di quello ottimale può capitare che oscilli su 5f/3 in tal caso su 50 MHz, collegare poi nel nodo dove sono collegati LC ed il positivo dell'alimentazione Vcc (o negativo -Vcc se abbiamo scelto un Bjt pnp invece di un Bjt npn) e molto vicino a LC un condensatore Ccc=4.7-47 nF con l'altro suo terminale a massa molto vicino all'emettitore E (per così disaccoppiare tale oscillatore dal resto dei circuiti sul CS eliminando la possibilità che possa non oscillare oppure che possa generare chissà quante frequenze spurie accoppiandosi ai vari altri elementi reattivi ivi presenti, e ciò quanto più f è alta), inoltre eseguire i più corti collegamenti (tra L, Cv, ed eventualmente i diodi varicap (tipo BB509 per OM (circa 25-600 pF di capacità variabile) e tipo BB911 per VHF (BB911 VHF variable capacitance diode, Philips; High linearity; Matched to 2, 5%; Hermetically sealed leaded glass SOD68 (DO-34) package; C28: 2; 7 pF ratio 25. APPLICATIONS: Electronic tuning in VHF television tuners, band A up to 160 Mhz; VCO. DESCRIPTI ON The BB911/A is a variable capacitance diode, fabricated in planar technology, and encapsulated in the her)) collegati in parallelo per effettuare la modulazione quale VCO, e col collettore C di Bjt), 


poi se L è collegata tra Vcc ed il collettore C (lato caldo) ed è dotata di nucleo ferromagnetico variabile-avvitabile inserire il nucleo iniziando dalla spira vicina a Vcc (lato freddo) mentre inserendolo dal lato caldo si otterrebbe un maggior assorbimento di Ic e Pcc ed una diminuzione del rendimento dell'oscillatore, per poi prelevare il segnale sinusoidale dal collettore ed inviarlo agli amplificatori-duplicatori RF usare il più piccolo condensatore necessario e sufficiente allo scopo (anche solo 100-220 pF, ossia prelievo con debole accoppiamento capacitivo) o meglio realizzando un trasformatore RF avvolgere sulla bobina dal lato freddo un avvolgimento secondario di poche spire (anche 2-3 spire soltanto da cui prelevare, con debole accoppiamento induttivo, la tensione-segnale RF dell'oscillatore (ma si potrebbe pure ben calcolare il rapporto N2/N1 conoscendo le impedente Z2/Z1 a primario-secondario come detto altrove onde meglio adattare le impedenze tra l'uscita dell'oscillatore e l'ingresso del duplicatore-amplificatore seppure in tal caso circuitale il massimo trasferimento di potenza non sia l'esigenza principale), così da caricare il meno possibile lo stadio oscillatore stesso per renderlo indipendente da tutto il resto del circuito oltre eventualmente a termostabilizzarlo (soprattutto il quarzo andrebbe stabilizzato mantenendolo ad una temperatura costante T=40-50 °C +/- 1-2 °C un poco maggiore cioè della temperatura massima raggiungibile internamente al case nei giorni a massima temperatura ambiente, altrimenti per la termostabilizzazione di XTal invece di un generatore di calore ci vorrebbe un refrigeratore-riscaldatore)), scegliere inoltre un transistore Bjt di segnale (di piccola potenza per RF, tipo BSX20-26-ecc. (“BSX26 HIGH-SPEED SATURATED SWITCH DESCRIPTION. The BSX26 is a silicon planar epitaxial NPN transistor in Jedec TO-18 metal case. It is designed for swi”) od anche il noto 2N2222 o magari BFR96 per alte frequenze, ma mai Bjt di media potenza che han bassissimo rendimento) con un guadagno minimo non inferiore a 50 a circa Ic=10-20 mA e con una frequenza di taglio ft almeno doppia di quella dell'oscillatore ma meglio se 4-5-10 volte f (ad esempio per frequenza di oscillazione f=10 MHz scegliere un Bjt con ft=20-100 MHz, e per f=50 MHz una ft=100-500 MHz), scegliere dunque Rb1 perchè Ic non superi i 15-20 mA senza quarzo ossia a riposo senza oscillazioni ed in ogni caso che non superi mai 40 mA a riposo, se la corrente Icc di alimentazione del circuito senza quarzo (ossia di Icc=10.20-10.25 mA circa, dovuta alla polarizzazione di Bjt) e Ic=10 mA inserendo Xtal ed accordando Cv deve bruscamente salire a 15-20 mA (secondo il Bjt utilizzato, ma in alcune configurazioni circuitali la corrente potrebbe aumentare anche solo di 1-2 mA) e togliendolo scendere subito a 10 mA, inoltre togliendo Xtal l'oscillatore deve cessare immediatamente di oscillare (se invece continua l'oscillazione su f od altra frequenza qualsiasi scegliere un altro Bjt con guadagno più basso o con ft più bassa, oppure scartare direttamente il circuito giudicandolo di configurazione troppo critica Modello e “Telaio” Rompicaxx) e reinserendolo deve immediatamente ricominciare ad oscillare su f senza incertezze, toccando la bobina con la mano l'oscillazione potrebbe anche cessare ma appena allontanata la mano dovrà immediatamente ritornare a frequenza f, poi deve sempre oscillare esattamente su f variando di almeno il 20 % in ogni modo tutti i parametri RLC del circuito esterni al Bjt ed anche moltiplicando Vcc per 1.5 e per 0.5 (altrimenti in tutti questi casi il circuito non è affidabile, al di là di quel che potrebbero stabilire alcune norme in merito, ed in particolari condizioni di utilizzo di sistemi ed apparecchiature pur sempre entro il campo di variabilità delle caratteristiche tecniche circa le temperature operative (ad esempio con l'apparecchiatura (strumentazione-misurazione-ricetrasmissione-ecc.) all'interno di una jeep in ambiente tropicale o di un mezzo di trasporto sulla calotta polare artica) o riguardo le relative norme, l'oscillatore potrebbe spegnersi provocando il blocco dei sistemi dipendenti dalla sua frequenza e se sistemi digitali dipendenti dal suo clock (farebbe un certo effetto veder bloccarsi un sistema di controllo, un robot industriale od umanoide od un sistema di trasmissione, a causa di un oscillatore calcolato entro campi di variabilità dei parametro un pò troppo ristretti), 


ma usualmente nei databook, negli schemari e negli archivi cartacei-digitali degli uffici tecnici sono già disponibili decine e decine di circuiti oscillatori ben collaudati e perfettamente funzionanti (col transistore TR Bjt-Fet-Mos npn-pnp o canaleN-canaleP usualmente già prescelto-associato al circuito, o con IC cui collegare i vari tipi di quarzo Xtal dato che oggi i quarzi sui CS si vedono collegati a due piedini dei relativi circuiti integrati, come pure Xtal direttamente collegati a due piedini di CPU già includenti l'oscillatore ad onda quadra generante il clock del sistema, ed in tutti questi casi di oscillatori integrati in IC la corrente Ic potrà essere anche 1/10 o meno di quella sopra riportata per gli oscillatori discreti a Bjt-Mos dati i minori valori dei parametri parassiti L-C sulla piastrina di semiconduttore, il minor livello di rumore generato e la minor potenza necessaria per il segnale d'uscita pilotante i circuiti a valle, potendo pure salire maggiormente in frequenza f)... e con questo “sistema di calcolo” al lettore l'oscillatore a quarzo funzionerà certamente laddove usando la tecnica del luogo delle radici, di Bode-Nyquist, di Barkausen, o di che ckhatzczho cos'altro farà se non solo degli esercizi didattici più o meno belli o magari neppure questi... dato che non si fa certo bella figura a calcolare un oscillatore... magari un po' di più un sistema ad aggancio di fase (aggiungendo pure al lettore che il Bode qui accennato non va certo confuso con Johann Elert Bode ossia con l'astronomo tedesco che nel 1772 pubblicò la regola-legge empirica (scoperta invece nel 1766 da Johann D. Titius) per calcolare matematicamente le distanze d dei pianeti dal Sole (d espresso in unità astronomiche UA dove 1 UA = distanza Terra-Sole di circa 149.5 milioni di Kmetri) ossia d = 0.4 + 0.3x2(elev n-1) con n=0,1,2,..., e tutti i pianeti conosciuti nella seconda metà del '700 rispettavano tale formula, poi nel 1781 fu scoperto Urano che si trovò ad una distanza prevista dalla sequenza, poi nel 1801 venne scoperto il pianetino-asteroide Cerere (con massa pari a circa 1/100 della Luna e circa 950 Km di diametro) che con successo andò ad occupare la distanza con n=3 (corrispondente a quella della fascia degli asteroidi ossia di un “pianeta non formatosi” con ogni probabilità a causa della perturbazione del vicino Giove), ma poi le distanze di Nettuno (scoperto nel 1846) e di Plutone (scoperto nel 1930) non hanno rispettato questa formula di Titius-Bode, però il lettore comprenderà che  le distanze a cui si distacca la parte esterna della nebulosa solare in rotazione devono comunque avere una base più scientifica ricavante una relazione che contiene la massa della nebulosa rimanente, la massa della corona distaccatasi ed entrata in orbita, le masse molecolari degli elementi componenti la corona, la velocità di rotazione angolare (generante la forza centrifuga controbilanciante quella gravitazionale opposta), bensì si tratta qui di Hendrik Wade Bode venuto dopo di lui e di cui abbiamo scritto, ecc.); la parte più “difficile” nella realizzazione del circuitino oscillatore sarebbe la costruzione della bobina (a 1 solo strato di spire serrate di filo smaltato non accavallate e per le usuali frequenze qui citate, che a volte “blocca” sia l'elettronico neofita che l'ingegnere progettista della Nasa o di AT&T) ed allora alternativamente e rapidamente aggiungiamo che dato C il valore di L=25330/Cf(elev 2), f=159.2/radice(LC), dove f è data in MHz, L in microH e C in pF (usualmente (circa metà di quella del compensatore capacitivo) + quella parassita + eventualmente quella del condensatore in parallelo), e trovato L il numero di spire N=(1/r)(radice((23r+25l)L)), dove L è in microH, r=raggio esterno del cilindretto (centimetro) e l=lunghezza avvolgimento (centimetro), e per bobine già avvolte il loro valore induttivo è L=(rN)(elev 2)/(23r+25l), …, 


aggiungendo qui una volta per tutte anche che in tale libro negli esempi realizzativi di circuiti elettronici si usano resistenze con valore ohmico dato dalle serie commerciale di resistori più diffusa ossia la serie E12 (così detta perchè comprende 12 valori base, ossia 1, 1.2, 1.5, 1.8, 2.2, 2.7, 3.3, 3.9, 4.7, 5.6, 6.8, 8.2), il cui valore (in ohm) è pure riportato sul corpo cilindrico del resistore col codice a colori a 4 fasce (le prime 3 fasce per le cifre ossia la 1° cifra significativa, la 2° cifra significativa, la terza fascia per il moltiplicatore ossia il numero di zeri seguenti, e la quarta fascia per la tolleranza, onde un resistore riportante partendo dall'estremo ad esempio le fasce rossa-rossa-arancione-oro avrà valore 2-2-000 ossia 22000 ohm=22 Kohm con tolleranza 5 %), laddove circa le altre meno utilizzate serie commerciali di resistori (ossia la serie E24 coi 24 valori base 1, 1.1, 1.2, 1.3, 1.5, 1.6, 1.8, 2.0, 2.2, 2.4, 2.7, 3.0, 3.3, 3.6, 3.9, 4.3, 4.7, 5.1, 5.6, 6.2, 6.8, 7.5, 8.2, 9.1, rappresentati con codice a colori a 5 bande (ossia 1° cifra significativa, 2° cifra, 3° cifra, moltiplicatore, e tolleranza usualmente da 2 % a 0.05 %), la serie E48 coi 48 valori base 1.00, 1.05, 1.10, 1.15, 1.21, 1.27, 1.33, 1.40, 1.47, 1.54, 1.62, 1.69, 1.78, 1.87, 1.96, 2.05, 2.15, 2.26, 2.37, 2.49, 2.61, 2.74, 2.87, 3.01, 3.16, 3.32, 3.48, 3.65, 3.83, 4.02, 4.22, 4.42, 4.64, 4.87, 5.11, 5.36, 5.62, 5.90, 6.19, 6.49, 6.81, 7.15, 7.50, 7.87, 8.25, 8.66, 9.09, 9.53 (rappresentati col codice a colori a 6 fasce), la serie E96 coi 96 valori base 1.00, 1.02, 1.05, 1.07, 1.10, 1.13, 1.15, 1.18, 1.21, 1.24, 1.27, 1.30, 1.33, 1.37, 1.40, 1.43, 1.47, 1.50, 1.54, 1.58, 1.62, 1.65, 1.69, 1.74, 1.78, 1.82, 1.87, 1.91, 1.96, 2.02, 2.05, 2.10, 2.15, 2.21, 2.26, 2.32, 2.37, 2.43, 2.49, 2.55, 2.61, 2.67, 2.74, 2.80, 2.87, 2.94, 3.01, 3.09, 3.16, 3.24, 3.32, 3.40, 3.48, 3.57, 3.65, 3.74, 3.83, 3.92, 4.02, 4.12, 4.22, 4.32, 4.42, 4.53, 4.64, 4.75, 4.87, 4.99, 5.11, 5.23, 5.36, 5.49, 5.62, 5.76, 5.90, 6.04, 6.19, 6.34, 6.49, 6.65, 6.81, 6.98, 7.15, 7.32, 7.50, 7.68, 7.87, 8.06, 8.25, 8.45, 8.66, 8.87, 9.09, 9.31, 9.53, 9.76, rappresentati col codice a colori a 6 fasce (per 1° cifra, 2° cifra, 3° cifra, moltiplicatore, tolleranza, coefficiente temperatura da 200 ppM/°C a 15 ppM/°C)), e la serie E192 coi 192 valori base 1.00, 1.01, 1.02, 1.04, 1.05, 1.06, 1.07, 1.09, 1.10, 1.11, 1.13, 1.14, 1.15, 1.17, 1.18, 1.20, 1.21, 1.23, 1.24, 1.26, 1.27, 1.29, 1.30, 1.32, 1.33, 1.35, 1.37, 1.38, 1.40, 1.42, 1.43, 1.45, 1.47, 1.49, 1.50, 1.52, 1.54, 1.56, 1.58, 1.60, 1.62, 1.64, 1.65, 1.67, 1.69, 1.72, 1.74, 1.76, 1.78, 1.80, 1.82, 1.84, 1.87, 1.89, 1.91, 1.93, 1.96, 1.98, 2.00, 2.02, 2.03, 2.05, 2.08, 2.10, 2.13, 2.15, 2.18, 2.21, 2.23, 2.26, 2.29, 2.32, 2.34, 2.37, 2.40, 2.43, 2.46, 2.49, 2.52, 2.55, 2.58, 2.61, 2.64, 2.67, 2.71, 2.74, 2.77, 2.80, 2.84, 2.87, 2.91, 2.94, 2.98, 3.01, 3.05, 3.09, 3.12, 3.16, 3.20, 3.24, 3.28, 3.32, 3.36, 3.40, 3.44, 3.48, 3.52, 3.57, 3.61, 3.65, 3.70, 3.74, 3.79, 3.83, 3.88, 3.92, 3.97, 4.02, 4.07, 4.12, 4.17, 4.22, 4.27, 4.32, 4.37, 4.42, 4.48, 4.53, 4.59, 4.64, 4.70, 4.75, 4.81, 4.87, 4.93, 4.99, 5.05, 5.11, 5.17, 5.23, 5.30, 5.36, 5.42, 5.49, 5.56, 5.62, 5.69, 5.76, 5.83, 5.90, 5.97, 6.04, 6.12, 6.19, 6.23, 6.34, 6.42, 6.49, 6.57, 6.65, 6.73, 6.81, 6.90, 6.98, 7.07, 7.15, 7.23, 7.32, 7.41, 7.50, 7.59, 7.68, 7.77, 7.87, 7.96, 8.06, 8.16, 8.25, 8.35, 8.45, 8.56, 8.66, 8.76, 8.87, 8.98, 9.09, 9.19, 9.31, 9.42, 9.53, 9.65, 9.76, 9.88 (dunque con grande numero di valori e ad altissima precisione), ed esisterebbe anche l'assai poco nota serie E6 con soltanto 6 valori base 1.0, 1.5, 2.2, 3.3, 4.7, 6.8 a bassa precisione e da tempo quasi abbandonata) abbiamo scritto altrove, sapendo che studenti-tecnici-industrie per la gran parte dei loro resistori utilizzano la serie di resistori E12 (è scontato che inserire invece resistori di grande precisione in genere nei circuiti elettronici o negli alimentatori o negli amplificatori, ecc., può solo generare ilarità, tranne in quei pochi lati dove piuttosto ciò sarebbe auspicabile o necessario) sia coi terminali sporgenti che SMD (ossia resistori a film spesso anche disponibili coi valori E96 negli standard industriali 0603, 0805, 1206, con codice di valori a 3 cifre EIA), e scegliendoli con potenza da 1/10 W a 1/8 W a 1/4 W a 1/2 W... a 1-2 W, o per potenze maggiori con codice BS1852 quando necessario; … concludendo questo discorso, riguardo “transistori sbagliati al posto giusto” alcuni lettori magari ricorderanno ad esempio i noti BFY56 od i noti e comuni 2N2222 (transistore npn a giunzione nato in Motorola nel 1962 dal formidabile successo e divenuto forse il più usato ed universale dispositivo (2N) a semiconduttore venduto negli ultimi 50 anni in miliardi di esemplari), od i...)), 


quando invece, proseguendo, in altri campi il primo motore-pala meccanica-ruota idraulica-edificio-ecc. pur non essendo ottimizzato sotto vari punti di vista tecnici-economici usualmente seppure relativamente non dà i medesimi problemi; normalmente l'approccio iniziale ad ogni problema teorico nel campo dell'elettronica analogico-digitale tra altri campi dell'ingegneria sembra più difficile e complesso di quanto poi appaia in seguito, diversamente da come invece avviene negli altri campi con approccio-rapporto parzialmente invertito))) che però fanno la differenza tra un buon sistema ingegneristico od un buon circuito ed un sistema o circuito di alta qualità e grandi prestazioni); ricordiamo, per esempio, anche la  famosa battuta per la quale il numero π per un matematico è una sezione nel corpo del razionali (corretta e bella definizione topologica ed infinitesimale, risalente nel tempo a Dedekind, ma il lettore vada pure a leggere le altre più corrette definizioni), per un fisico è il rapporto tra circonferenza e diametro (definizione più applicativa adatta alla geometria ed alla fisica) e per un ingegnere è semplicemente 3.14 (evidente e più pratica definizione applicabile in mille e mille progetti e sistemi “naturali”, “artificiali”, ed industriali; ovviamente alla massima correttezza matematica corrisponde in modo inversamente più che proporzionale la minima “inapplicabilità”-inefficacia nella pratica quotidiana)… spero che la teoria degli irrazionali riportata nel presente libro (che non è la più astratta e coerente che è possibile produrre) sia però sufficientemente coerente e corretta, assieme alla inevitabile necessità del razionale 3.14159 ossia 314159/100000 (più spesso 3.14 (ovvero 314/100), qualche volta nei semplici calcoli a mente anche solo il 3 magari aumentando poi il risultato di 1/10 del valore iniziale, mentre oggi si è arrivati a calcolare oltre la milionesima cifra significativa di questo irrazionale non periodico... una soddisfazione direi “irrazionale” talmente secca od asciutta che vale meno della successione binaria apparentemente casuale di milioni di 0-1 all'uscita campionata del segnale proveniente dal LEM-Eagle di Apollo 11 il 20 o 21lug69 dal mare della Tranquillità sulla Luna (il cui simbolo di missione ideato da Collins era un'aquila calva con un rametto d'ulivo tra gli artigli atterrante sulla superficie lunare)... (ma trasmetteva con sistema analogico vista la “potenza” del “calcolatore” che c'era a bordo, calcolatore entrato pure in allarme (allarme esecutivo) durante la fase di allunaggio con guida-controllo automatico della discesa a causa dell'esaurimento di tutta la sua modesta memoria necessaria pure per eseguire calcoli (anche perchè l'equipaggio del Lem aveva “inopportunamente” attivato “l'appuntamento-rendezvous radar” utile solo in caso d'annullamento dell'atterraggio rischiando di provocare proprio tale annullamento con conseguente risalita tramite il motore di spinta anche perchè l'autonomia normale del carburante era arrivata a solo 25 secondi))... perchè se alcune migliaia di 0-1 fossero state mutate invece di udire la frase storica “Un piccolo passo per un uomo, ma grande per l'umanità” avremmo potuto udire “E' con la conoscenza delle cifre dell'irrazionale pi-greco oltre la milionesima, anzi oltre la 5°, che si sono costruite le piramidi a Giza e si è raggiunta anche la Luna”; ma vogliamo qui scrivere qualcosa sul famoso numero pi-greco notoriamente e storicamente introdotto (e noto anche come costante (matematico-geometrica) di Archimede o costante di Ludolph) come rapporto irrazionale-trascendente non periodico tra la lunghezza della circonferenza C ed il suo diametro D (ossia π=C/D) oppure come rapporto tra l'area A del cerchio ed il quadrato del suo raggio R (ossia π=A/R(elev 2), tutto ciò naturalmente valendo in geometria euclidea piatta con curvatura K di Gauss nulla e tensore R di Riemann nullo (poichè in geometrie ellittiche-iperboliche sulle loro superfici-ipersuperfici i rapporti C/D e A/Rquadro sono maggiori-minori che in spazio euclideo piatto sul piano o piano tangente, come pure la somma degli angoli interni di un triangolo è rispettivamente maggiore-minore di 2 retti=π, ma diciamo anche che tale costante è una costante matematica e non ha alcuna speciale implicazione o speciale legame con la forma dell'Universo-Multiverso se non indirettamente tramite le leggi delle varie geometrie come pensiero matematico), oppure ancora come valore positivo dell'angolo in radianti che annulla la funzione trigonometrica circolare seno, o come frazione continua (3; 7, 15, 1, 292, 1, 1, 1, 2, 1, 3, …), il cui valore approssimato a razionale è 3.14 o 3.14159 o magari 3.14159265358979 usato negli esercizi o nei calcoli tecnici ma del quale oggi si conoscono milioni di cifre (grazie alla potenza dei moderni calcolatori e ad efficaci tecniche di calcolo numerico, cifre scrivibili su centinaia-migliaia di pagine) che in piccola parte qui riportiamo
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la conoscenza storica di tale costante matematica risale agli albori stessi della storia e lo scriba egizio di nome Ahmes è colui che per primo la menziona (il papiro egizio di Rhind mostra che intorno al 1800-2000 a. C. il valore di π era approssimato a 256/81=3.160493827...), Archimede diede un valore compreso tra 223/71 e 22/7 (ossia tra 3.14084507... e 3.142857143...) con valore medio di 3.141851107... (ossia 1.000082268 volte il nostro e dunque più che buono per tutti gli attuali calcoli tecnici ordinari, ovvero differente di meno 0.1 per mille dall'attuale valore), i matematici cinesi utilizzavano i valori di di 3.1547, radice quadrata di 10, 92/29, e 142/45, il matematico cinese Liu Hui nel III sec. diede il valore di 3.14 (usando un poligono regolare di 96 lati, differente di 0.5 per mille dal nostro) e di 3.14159 (usando un poligono regolare di 3072 lati, differente di 0.85 parti per milione o 0.85 ppM) mentre aveva pure utilizzato il valore 3.141014 (ossia 0.999816 volte il nostro, differente di 0.185 per mille), il matematico-astronomo cinese Tsu Ch'ung-chih nel V sec. ritenendo poco approssimato il valore archimedeo di 22/7 diede il valore razionale approssimato di 355/113 (ossia 3.14159292035.., integrando i calcoli di Archimede e di Tolomeo, il miglior valore fino al XV sec. e differente dal nostro per meno di 85 ppG) e poi calcolò un valore più accurato compreso tra 3.1415926 e 3.1415927 (con valor medio 3.14159265 differente di meno di 1.143 parti per miliardo dal nostro; 


aggiungiamo che pure i matematici cinesi furono interessati alla stima e calcolo di π (denominato così ovviamente solo in terra greca o riferendosi ad essa) nonostante la loro matematica antica non aveva le medesime pretese di astrazione ad assiomatizzazione della coeva matematica greca ed al riguardo riassumiamo rapidamente i valori da essi trovati, ossia: tradizione precedente i Nove capitoli dell'arte, sino al I sec a.C., π=3 circa, secondo la tradizione; Liú Xin, 46 a.C.-23 d.C., π=3.154 circa; Zhang Héng, 78-139 d.C., π=3.1724 (calcolo astronomici), π=radice quadrata di 10=3.162... (rapporto aree/volumi); Liú Hui, III sec., 3.141024 minore π minore 3.142074 (poligono regolare di 192 lati inscritto in cerchio), π=157/50=3.14 (poligoni inscritti di analoghi lati), π=3927/1250=3.1416 (poligono di 3072 lati inscritto in cerchio); Zu Chongzhi, 429-500 d.C., 335/113 minore π minore 22/7 (approssimazioni migliori-peggiori), 3.1415926 minore π minore 3.1415927 (poligono inscritto di 12288 lati)), poi il matematico-astronomo arabo Mas'ud al-Kashi nel XIV sec. calcolò le prime 9 cifre in base 60 di 2π=6;16,59,28,34,51,46,15,50 ovvero le 17 cifre decimali di 2π=6.2831853071795865 (valore differente di meno di 3.6725 ppGG), il matematico tedesco Ludolph van Caulen nel XVII sec. calcolò le prime 35 cifre decimali (incise poi sulla sua tomba come pure avvenne per il miglior risultato di Archimede), il matematico J. Vega nel 1789 migliorando la formula di Machin calcolò le prime 140 cifre decimali (miglior risultato fino alla metà dell'800, laddove la formula di Machin, usando Taylor ed arcotan(x), è adatta ai calcoli rapidi π/4=4arcotan(1/5)-arcotan(1/239)=3.141592654... (si può verificare ricorrendo alle coordinate polari dei numeri complessi con (5+i)(elev 4)(-239+i)=-114244-114244i, e formule di questo tipo sono dette formule di tipo Machin), poi il matematico W. Rutherford nel 1841 calcolò 208 cifre decimali (di cui le prime 152 corrette), ma altre approssimazioni di π ad esempio sono radice quadrata di 227/23 (ossia 3.141586417...), radice cubica di 31 (ossia 3.141380652...), radice quarta di 2143/22 (ossia 3.141592653...), radice quinta di 306 (ossia 3.141552236...), radice sesta di 17305/18 (ossia 3.141592488...), ecc., altre formule con espansioni decimali di π sono usualmente calcolate con l'algoritmo Gauss-Legendre o con l'algoritmo Borwein o col già vecchio algoritmo del 1976 di Salamin-Brent (permette il calcolo di N cifre significative in tempi proporzionali a Nlog(N)log(logN) molto più velocemente delle formule trigonometriche), ricordando che in tempi moderni nel 2002 si è arrivati a calcolare 1241.1 miliardi di cifre (sul supercalcolatore Hitachi dotato di 1 TB di memoria di lavoro e capace di 2 Gflop ricorrendo all'algoritmo con formule tipo Machin π/4=12arcota(1/49)+32arcotan(1/57)-5arcotan(1/239)+12arcotan(1/110443) e π/4=44arcotan(1/57)+7arcotan(1/239)-12arcotan(1/682)+24arcotan(1/12943), e con la soddisfazione intellettuale di cui abbiamo parlato (superando il precedente record di 206 miliardi di cifre) data l'inutile scopo pratico se non quello di provare il funzionamento dei calcolatori (o magari la frequenza delle 10 cifre nell'intera sequenza di mille miliardi di cifre di cui il lettore data la completa casualità già saprà essere molto vicina a 1/10 (ma in realtà tale normalità di π, ossia se la frequenza con cui è presente ogni cifra ed ogni sequenza di cifre (ad esempio la sequenza 0123456789) in ogni base b sia veramente la stessa che ci si aspetterebbe per la completa casualità non lo sappiamo ma sappiamo che almeno due cifre (ad esempio 2 o 5) dell'espansione decimale devono ricorrere infinite volte poiché in caso contrario π non potrebbe essere irrazionale, ma la formula Bailey-Borwein-Plouffe ed altre formule analoghe implicherebbero la normalità in base 2 di π tramite la teoria del caos (sarebbe però necessario che il numero π e tutto ciò che logicamente-geometricamente-probabilsticamente-matematicamente vi discende non venga implicato dalla teoria del caos e non saprei dire quante siano le teorie matematiche in ogni campo che non implichino la presenza di tale numero così fondamentale nella matematica), ed inoltre non si sa nemmeno se i due numeri trascendentali e e π siano algebricamente indipendenti laddove sembrano invece algebricamente indipendenti π ed e(elev π)), notando anche che tali calcolatori elaborando solo questi calcoli consumano circa 20 mila Kwattora/giorno di energia-potenza elettrica che al costo delle “comuni utenze domestiche” ammonta a circa 4-5 mila dollari/giorno ossia circa 100 mila dollari/mese (bolletta cara dice il comune utente che viaggia su 50-100 dollari/mese) ovvero circa 1 dollaro/5 milioni di cifre, mentre solo per esempio l'intero progetto Apollo sarà costato circa 100 dollari ad ogni statunitense ossia molto di più ma il futuro della specie umana sarà anche nel sistema solare ed oltre, seppure esistano alcuni progetti più economici di calcolo collettivo di π con centinaia di calcolatori in rete), mentre il primo milione di cifre di π o di 1/π si può trovare sul Progetto Gutenberg), ma una nuova formula del 1996 di Bailey-Borwein-Plouffe BBP dà π = sommatoria su k, da 0 ad infinito, di (1/16(elev k))((4/(8k+1))-(2/(8k+4))-(1/(8k+5))-(1/(8k+6))) interessante perchè permette di calcolare la k-esima cifra binaria od esadecimale (in base b=2 o b=16) di π senza dover calcolare tutte le cifre precedenti o di estrarre la cifra N (ma è troppo complicata per poter essere usata a memoria onde conoscere rapidamente la k-esima cifra), o la formula migliorata di Fabrice-Bellard per il calcolo in base b=64 ossia π = (1/2(elev 6)) moltiplicato per la sommatoria su n, da 0 a infinito, di (-1)(elev n)/2(elev 10n)(-2(elev 5)/(4n+1)-1/(4n+3)+2(elev 8)/(10n+1)-2(elev 6)/(10n+3)-2(elev 2)/(10n+5)-2(elev 2)/(10n+7)+1/(10n+9)), mentre altre formule usate sono π/2 = sommatoria su k, da 0 a infinito, di k!/(2k+1)!!=1+1/3+(1.2)/(3.5)+(1.2.3)/(3.5.7)+... da Newton, oppure 1/π = (2(radice quadrata di 2)/9801) moltiplicato per sommatoria su k, da 0 a infinito, di (4k)!(1103+26390k)/(k!)(elev 4)(396)(elev 4k) da Ramanujan, oppure 1/π = 12 moltiplicato per sommatoria su k, da 0 a infinito, di (-1)(elev k)(6k)!(13591409+545140134k)/(3k)!(k!)(elev 3)640320(elev 3k+3/2) da Chudnovsky, oppure π=20arcotan(1/7)+8arcotan(3/79) da Eulero, o la formula simmetrica π = produttoria su n, da 1 a infinito, di (1+1/(4n(elev 2)-1)/(sommatoria su n, da 1 a infinito, di (1/(4n(elev 2)-1))), oppure ricordando che sen(π/6)=1/2 otteniamo π = 3 moltiplicato per sommatoria su n, da 0 a infinito, di (2n)!/((n!)(elev 2)(2n+1)2(elev 4n))=3+1/8+9/640+15/7168+... , oppure π/8 = sommatoria su k, da 0 a infinito, di (-1)(elev k)((radice quadrata di 2)-1)(elev 2k+1)/(2k+1) da Chebyshev, oppure π/12 = sommatoria su k, da 0 a infinito, di (-1)(elev k)(2-(radice quadrata di 3))(elev 2k+1)/(2k+1) da Chebyshev, oppure ancora π = sommatoria su k, da 0 a infinito, di 2(-1)(elev k)3(elev (1/2)-k)/(2k+1), o calcolato con la funzione Zeta, oppure 1/π =sommatoria su n, da 0 a infinito, di ((2n)!)(elev 3)(42n+5)/((n!)(elev 6)16(elev 3n+1)), oppure 1/π = (1/3528) per sommatoria su n, da 0 a infinito, di (-1)(elev n)(4n)!(21460n+1123)/(n!)(elev 4)4(elev 4n)882(elev 2n); l'irrazionalità di π è stata dimostrata nel 1761 da J. F. Lambert e la sua trascendentalità nel 1882 da F. von Lindemann (ponendo dunque in tale data definitivamente fine ai millenari tentativi di quadratura-poligonatura del cerchio con l'uso geometrico di riga+compasso oppure algebricamente con l'uso di formule razionali od irrazionali algebriche finite dato che non vi sono polinomi a coefficienti razionali di cui π sia radice); 


molte sono le formule geometriche che lo includono come lunghezza della circonferenza C del cerchio, area A del cerchio, area A dell'ellisse (A=πab, dove a e b sono i semiassi da cui si vede che per a=b=r l'area è πr(elev 2)), volume V della sfera (V=(4/3)πr(elev 3)), area superficiale A della sfera (A=4πr(elev 2)), volume V del cilindro (V=πr(elev 2)h), area superficiale totale del cilindro (A=2πr(r+h)), volume del cono (V=πr(elev 2)h/3), e molte sono le formule algebriche ed analitiche che lo includono-richiedono come la formula di Viète  π=2ABC... (dove A=2/(radice quadrata di 2), B=2/(2+(radice di 2)), C=2/(radice di (2+(radice di (2+(radice di 2))))), ...), la formula di Madhava π=(radice di 12)(1-1/(3.3)+1(3(elev 2)5)-1/(3(elev 3)7)+...), la formula di Gregory-Leibniz π/4=1/1-1/3+1/5-1/7+1/9-1/11+...+(-1)(elev m)/(2m+1) che converge piuttosto lentamente, e pure π/8=1/(1.3)+1/(5.7)+1/(9.11)+1/(13.15)+1/(17.19)+1/(21.22)+..., dove il punto indica il prodotto), la formula di Nilakantha π=3+1/(1.2.3)-1/(2.3.5)+1/(3.4.7)-1/(4.5.9)+... dove il punto indica il prodotto, la formula prodotto di Wallis π/2=produttoria su n da 1 ad infinito di (2n)(2n)/(2n-1)(2n+1)=2/1.2/3.4/3.4/5.6/5.6/7.8/7.8/9... dove il punto indica il prodotto, il problema di Basilea ossia funzione Zeta di 2=π(elev 2)/6=1/1quadro+1/2quadro+1/3quadro+1/4quadro+..., formula con Zeta di Riemann di 4= π(elev 4)/90=1/1(elev 4)+1/2(elev 4)+1/3(elev 4)+1/4(elev 4)+..., formula prodotto di Eulero π(elev 2)/6=1/(1-1/2quadro).1/(1-1/3quadro).1/(1-1/5quadro).1/(1-1/7quadro).1/(1-1/11quadro)... con tutti i numeri primi, poi il π è presente nella formula della funzione degli errori (per cui la radice quadrata di π è uguale all'integrale da -infinito a +infinito di e(-x(elev 2)) in dx), nell'integrale di Eulero (come il precedente dove però -x(elev 2) è sostituito da -y(elev 2)/2 ed il risultato è radice quadrata di 2π), nell'integrale da 0 a +infinito di sen(x)/x in dx=π/2, nell'integrale da -infinito a +infinito cos(x(elev 2)) in dx = integrale da -infinito a +infinito sen(x(elev 2)) in dx = radice quadrata di (π=/2), nella funzione gamma (calcolata in 1/2, ed il cui valore è radice quadrata di π), in Stirling, poi nella funzione Φ di Eulero, 


nella famosa equazione od identità di Eulero e(elev iπ)+1=0 che molti ritengono simbolica della matematica, nella formula prodotto con numeri primi dispari π/4=3/4.5/4.7/8.11/12.13/12.17/16.19/20.23/24.29/28.31/32... (dove al numeratore vi sono tutti i numeri primi dispari ed al denominatore il multiplo di 4 più vicino al numeratore, ovvero espressione che collega π ai numeri primi, ma dalla convergenza molto lenta, e dove il punto indica il prodotto), nella formula di Eulero basata sulla serie armonica π=1+1/2+1/3+1/4-1/5+1/6+1/7+1/8+1/9-1/10+1/11+1/12-1/13+... (dove i segni si determinano in modo complicato ossia il numero 2 ha segno positivo, i numeri primi tipo (4m-1) hanno segno positivo, i numeri primi tipo (4m+1) hanno segno negativo, e per i numeri composti il segno è il prodotto dei segni dei singoli fattori, oltre al fatto che come la serie armonica è di convergenza lentissima per cui occorrono anche milioni di termini per ottenere 2-3 cifre decimali attendibili), compare poi nelle formule integrali del calcolo dei residui delle funzioni analitiche (proporzionali od inversamente proporzionali a 2πi), ma π può essere espresso anche da frazioni continue 4/π=1+1/(3+4/(5+9/(7+16/(9+25/(11+36/(...)))))) oppure 4/π=1+1/(2+3quadro/(2+5quadro/(2+7quadro/(2+9quadro/(2+11quadro/(...)))))), poi nella frazione continua di  S. Ramanujan contenente la costante del rapporto aureo-sezione aurea (radice quadrata di (Φ+2))-Φ=(e(elev -2π/5))/(1+(e(elev -2π))/(1+(e(elev -4π))/(1+(e(elev -6π))/(...))))=0.2840..., dove Φ=(1+(radice di 5))/2=1.618... è la sezione aurea), oppure sempre di Ramanujan la formula 1/π=2(radice quadrata di 2)/9801 moltiplicato per la sommatoria su n (da 0 a infinito) di (4n)!(1103+26390n)/(n!)(elev 4)396(elev 4n) collegata a e(elev π(radice quadrata di 58))=396(elev 4)-104.00000017..., ma il π è rintracciabile anche in molti altri campi tipo la frequenza in cui un dato n sia esprimibile come somma di 2 quadrati perfetti è π/4, la probabilità che 2 numeri n e m siano primi fra loro è 6/π(elev 2), e compare ovviamente in teoria della probabilità ed in statistica nei vari momenti statistici e nella densità di probabilità, poi la probabilità che lasciando cadere a caso un ago su una superficie quale un pavimento a linee parallele distanti come la lunghezza dell'ago questi cada toccando una delle linee è 2/π (ossia 0.6366... ovvero circa il 63.66 %), ma il π introdotto nelle prime nozioni della geometria elementare ovvero fin nelle fondamenta del pensiero matematico è poi presente nelle sue astrazioni avanzate ed in ogni disciplina e branca delle scienze matematiche ossia ad esempio nelle espansioni in serie di funzioni circolari armoniche, nelle trasformate, ed il periodo del pendolo è 2π(radice quadrata di l/g) dove l è la lunghezza dell'asta e g l'accelerazione di gravità, ed in fisica ed in elettronica ed in cinematica ed in meccanica la pulsazione è 2π volte la frequenza f, ed il rapporto tra il valore di picco ed il valor medio di una sinusoide-cosinusoide o di un segnale sinusoidale è 2/π, ma in questo libro sono molte le formule in cui compare in forma essenziale, e nel principio d'indeterminazione di Heisenberg il prodotto delle indeterminazioni di variabili coniugate (quali ad esempio posizione e quantità di moto) è circa 1 in realtà è h(tagliata)/2=h/4π (ad esempio ΔxΔp=h/4π oppure ΔxjΔpj con j=1,2,3=x,y,z, e ad esempio ΔωΔt=h/4π dove come abbiamo detto h(tagliata)=1.05449x10(elev -27) erg secondo=dine centimetro secondo), e compare in molte altre formule della fisica non razionalizzate o razionalizzate; aggiungiamo anche che oltre alla definizione ed al calcolo di π sia nell'antichità che nei secoli successivi fino al presente ci sono coloro che seguendo un'altra forma culturale o “forma culturale” hanno deciso di fissarlo per legge (così “si fa prima ed è pure legale”; come nello stato Indiana in USA nel 1897 con valore π=3.2 (corretto fino alla prima cifra significativa, in realtà fino a 9 diversi valori di tale costante nei diversi campi ossia 3.2 per la circonferenza, 4 per l'area, 3.23 tra arco di 90 gradi e corda, ecc.), dopo presentazione di un disegno di legge redatto da un matematico e fisico dilettante, quale nuova verità matematica (che aveva pure risolto disinvoltamente i problemi della trisezione dell'angolo della duplicazione del cubo e della quadratura del cerchio), ma la Commissione per le aree palustri cui fu assegnato si dichiarò incompetente in “aree geometriche” rinviandolo alla Commissione per l'educazione che dopo approvazione lo portò in aula dove venne approvato con 67 voti favorevoli e 0 contrari, mentre la Commissione per la Temperanza approvatolo in prima lettura lo portò in Senato dove alla seconda lettura cadde per l'intromissione di un professore di matematica della Pardue University, notando che è pure un'antica pratica quella di decidere per regole o dottrine ciò che invece si dovrebbe calcolare con adeguato modello e tecnica matematici), mentre una fonte antica più autorevole aveva fissato in un noto Progetto il valore di π=3 come leggiamo in un passo della Bibbia “Egli fece il mare come una grande vasca di bronzo fuso, dieci cubiti da una sponda all'altra (D), ed era perfettamente circolare; la sua altezza era cinque cubiti ed una linea di trenta cubiti misurava la sua circonferenza (C)”, per cui C/D=30/10=3 secondo l'approssimazione del Progettista (circa 4.5 % minore, magari eccessiva anche per il regolo calcolatore in uso fino agli anni '70), ma probabilmente la costante C/D non era π ed il progetto del mare non era in spazio euclideo bensì in spazio iperbolico con notevole curvatura (curvatura locale negativa per vicinanza a grandi distribuzioni di massa oppure curvatura costante negativa in tutto lo spazio cosmico), laddove altre grandezze lo stesso progettista le ha decretate-fissate con valori che saranno calcolati da futuribili calcolatori, ma per ricordare le sue cifre si sono inventate rime quali "Che n'ebbe d'utile Archimede, da ustori vetri, sua somma scoperta? Umanitade incerta, infantile, che ad ogni progenie vede negato il divin vero. Ma non combatte già la terrena fragilità" da cui contando le lettere di ogni parola si ottiene 3,1,4,1,5,9,2,6,5,3,5,8,9,7,9,3,2,4,8,4,6,2,5,4,2,3,8,3,2,7,9, con licenza di qualche arrotondamento per “eccesso o difetto di poesia (poetry)” dato che la sequenza corretta (prosa-prose) sarebbe  3.141592653589793238462643383279, 


ma il record ufficiale in Guinness Book of Records di recitazione a memoria o “memoria” di 67890 cifre esatte in 24 ore e 4 minuti di tempo appartiene al 24enne Lu Chao ottenuto a nov2005 (seppure un giapponese abbia ugualmente recitato 83431 cifre esatte nel 2002 a 59 anni d'età evidentemente dotato di una memoria leggermente maggiore sulla lunghezza di 15541 cifre in più, laddove il record precedente del 1995 apparteneva al giapponese H. Goto con 42192 cifre), aggiungendo che, come è avvenuto per altri numeri (tipo i numeri di Fibonacci) ed altre costanti pure π è stato utilizzato nel mondo dell'arte e dello spettacolo ad esempio dalla cantante Kate Bush (col brano musicale dal titolo π in un suo album musicale del 2005); ma avendo appreso che π è uno dei principali numeri trascendentali aggiungiamo rapidamente che essi sono irrazionali ma mai soluzione di un'equazione algebrica polinomiale di grado n maggiore di 1 a coefficienti razionali ovviamente non tutti nulli, e l'insieme-classe dei numeri irrazionali-trascendenti non è chiuso rispetto alle operazioni aritmetiche (ad esempio se il numero a è trascendente, anche -a lo è, ma a+(-a)=0 non è trascendente), ma ancor più importante è che mentre gli insiemi dei numeri naturali N, degli interi I=Z, dei razionali Q, e degli irrazionali algebrici (soluzioni di equazioni algebriche polinomiali) sono tutti infinito-numerabili ossia contabili-enumerabili in rapporto cioè 1:1 con gli interi, invece gli irrazionali trascendenti sono infinito-non numerabili (dimostrato da Cantor nel 1874) ossia continui e sono proprio i numeri trascendenti che danno all'insieme dei numeri reali R la loro specifica caratteristica di continuità (“infinita compattezza” così necessaria per le serie spaziali, temporale, e d'altre grandezze fisiche continue nello sviluppo della dinamica razionale e poi della fisica tutta), e diciamo che l'esistenza dei trascendenti fu dimostrata nel 1844 da J. Liouville (costruendo un'intera classe di numeri trascendenti detti numeri di Liouville, in particolare la costante di Liouville data da sommatoria su k, da 1 ad infinito, di 10(elev -k!)=0.11000100000000000000000100... dove l'n-esima cifra dopo la virgola è 1 se n è un fattoriale (ossia, 1, 2, 6, 24, 120, 720, …) oppure 0); il primo numero già conosciuto dimostrato nel 1873 essere trascendente da C. Hermite è stato e ossia la principale base dei logaritmi e dell'esponenziale, quindi nel 1882 von Lindemann dimostrò la trascendenza di π (e, come detto, mentre tutti i numeri costruibili con riga+compasso sono algebrici cioè soluzioni di equazioni algebriche (ossia sono razionali od irrazionali algebrici) π non lo è e dunque è stata pure dimostrata dopo millenni l'impossibilità della quadratura del cerchio), ma tra altri numeri trascendenti di un certo interesse elenchiamo e(elev a) con a algebrico diverso da 0 in particolare e(elev 1) secondo il teorema di Lindemann-Weierstrass, poi a(elev b) con a algebrico (razionale od irrazionale algebrico diverso da 0) e b irrazionale algebrico (tipo 2 e (radice di 2) elevati a (radice di 2)) detto teorema di Gelfond e risolvente il 7° problema di Hilbert, poi e(elev π) detta costante di Gelfond (notando che e(elev π)=1/e(elev -π)=1/(i(elev 2i) ed il numero i(elev 2i) è trascendente), poi a(elev (radice quadrata di 2)) tipo 2(elev (radice di 2)), poi tutte le funzioni trigonometriche circolari seno sen(α), coseno cos(α), tangente tan(α), cotangente cot(α), secante sec(α), cosecante cosec(α) con α algebrico (razionale od irrazionale algebrico) secondo il teorema di Lindemann-Weierstrass, poi ln(a) con a razionale positivo diverso da 1 e dove ln è il logaritmo naturale (Lindemann-Weierstrass), poi la funzione gamma Γ di Eulero in Γ(1/3), Γ(1/4), Γ(1/6), poi Ω o costante di Chaitin data da sommatoria su k, da 0 a infinito, di 10(elev modulo(-β(elev k))) per β maggiore di 0 e dove β va in modulo β quale funzione parte intera (e per esempio se β=2 allora questo numero è 0,11010001000000010000000000000001000...), poi la funzione Z(n) per n pari ed usualmente indicata con la corrispondente lettera greca (in quanto sono multipli di razionali del trascendente π), poi forse sono trascendenti anche Z(n) per n dispari e la costante di Eulero-Mascheroni γ (nuovamente ripetiamo che in letteratura matematica γ è posto pari al limite per n tendente ad infinito di (sommatoria su k da 1 a n di (1/k) - ln(n))=0.57721 56649 01532 86060 65120 90082 40243 10421 59335 93992 35988 05767 23488 48677 26777 66467 09369 47063 29174 67495..., quale costante usata in teoria dei numeri ed in analisi matematica, di cui è possibile fornire una rappresentazione integrale, oppure dare il suo sviluppo in serie di potenze (appena scritto), o definire γ con altre serie tipo la serie di Vacca (del 1010), e costante di Eulero-Mascheroni legata con molte funzioni matematiche tipo la funzione zeta di Riemann, la funzione gamma e la funzione digamma, per cui i lettori interessati possono andare su testi di analisi o su Internet a scoprirne le proprietà)); 


avendo qui nominato il progetto Apollo, aggiungiamo qualcosa al riguardo inquadrandolo nell'attività spaziale del tempo dicendo che in tale vicenda ha un certo peso il discorso del 25mag1961 dell'allora Presidente Kennedy ad una sessione speciale del Congresso USA in cui disse “Ritengo che questa nazione debba impegnarsi a conseguire, prima della fine di questo decennio, l’obiettivo di far atterrare un uomo sulla Luna e riportarlo sano e salvo sulla Terra...” (“… I believe that this nation should commit itself to achieving the goal, before this decade is out, of landing a man on the Moon and returning him safely to the Earth. No single space project in this period will be more impressive to mankind, or more important in the long-range exploration of space; and none will be so difficult or expensive to accomplish...”, e poi ancora a set62 in un altro discorso “We choose to go to the Moon...” (evidentemente non solo per l'ignoto ed arcano paesaggio lunare... ma pure perchè ciò avrebbe richiesto lo sviluppo tecnologico di razzi vettori più potenti capaci di maggiori azioni militari offensive-difensive ad esempio portare in orbita a 350 Km un'arma nucleare non intercettabile sganciabile poi su qualsiasi paese (indipendentemente dalla portata dei bombardieri USA-URSS di allora) con dei semplici retrorazzi di frenata ed un paracadute come già poteva fare l'URSS mentre gli USA fino alla fine del 1961 non saranno in grado di lanciare un'arma nucleare oltre l'Atlantico (o poco oltre le frontiere dell'URSS come pure i sovietici poco oltre le frontiere USA) e dunque per quasi un anno vulnerabili a questo potenziale e micidiale tipo di attacco militare preventivo dell'avversario, dato che il missile ICBM R-7 del gruppo di Korolev poteva sganciare un carico di 5 tonnellate sugli Stati Uniti)), infatti 43 giorni avanti, ossia il 12apr61, a bordo di Vostok 1 dell’URSS, capsula di quasi 5 tonnellate di peso messa in orbita con una spinta massima di 3.53 Mnewton=360 tonnellate, Yuri A. Gagarin aveva effettuato il primo volo orbitale umano compiendo 1 sola orbita circumterrestre ad un’altezza tra i 175 ed i 327 Km della durata complessiva di 1 ora e 48 minuti (avvenimento che colpì molto l'immaginazione di tutto il mondo), invece 23 giorni dopo quella storica data, ossia il 5mag accelerando un poco i tempi, nella missione Mercury Redstone 3 su capsula Freedom 7 degli USA del peso di quasi 2 tonnellate e lanciata con una spinta dei motori di quasi 314 Knewton=32 tonnellate (il razzo Redstone poteva mandare in orbita al massimo 1 tonnellata più o meno come i primi Atlas, ma qui venne utilizzato un razzo Redstone a 1 solo stadio di propulsione per tali missioni suborbitali), Alan  B. Shepard quale 1° astronauta statunitense aveva effettuato in 15 minuti un volo suborbitale continentale fino ad una quota di 186 Km (poi 20 anni dopo nel feb1971 Shepard sarà il comandante di Apollo 14 allunando insieme ad E. Mitchel nei pressi del cratere di Fra Mauro obiettivo questo mancato della sfortunata missione Apollo 13; ma ricordiamo rapidamente questa missione Mercury-Redstone 3 Freedom 7 passata alla storia come 2° volo umano, con lancio avvenuto alle ore 14:34:13 da Cape Canaveral dopo aver interrotto una quindicina di minuti prima del lancio il conto alla rovescia per circa 1 ora a causa di cattive condizioni meteorologiche onde ben seguire il volo anche otticamente, su una capsula di 1832.64 Kgrammi al lancio, 1170 Kgrammi al rientro e 1050 Kgrammi all'atterraggio, ed ammaraggio dopo 15 minuti e 22 secondi alle ore 14:49:35 con distanza percorsa di 487.26 Km, raggiungendo l'altezza di 187.42 Km, nel corso del quale volo Shepard racconta che 45 secondi dopo il lancio al raggiungimento di Mach 1 iniziarono delle vibrazioni, poi il moto si stabilizzò circa 88 secondi dopo, poi Redstone si staccò da Mercury-Freedom 7 dopo 2.5 minuti circa, quindi si azionarono i retrorazzi e 15.37 minuti dopo la capsula ammarò nell’oceano Atlantico recuperando con elicotteri Shepard e Freedom 7 e portandoli sulla portaerei USS Lake Champlain mentre l'astronauta veniva sottoposto a visita medica con ottimi risultati ed il presidente Kennedy dopo aver seguito come tutti gli americani in diretta tv il volo si congratulava telefonicamente con Shepard stesso ancora a bordo della portaerei); mentre, per quanto riguarda l’impresa lunare, la sonda Luna 3 dell’URSS (da taluni impropriamente denominata Lunik 3, forse nel ricordo del nome russo Sputnik ossia dall'indebita fusione del nome Luna col nome Sputnik) il 4ott59, ossia più di 19 mesi prima di quel discorso presidenziale statunitense, aveva trasmesso a stazioni televisive terrestri le prime fotografie dell’emisfero nascosto della Luna mostrandolo assai simile alla faccia conosciuta ma privo di mari e più ricco di crateri grandi e giganteschi e piccoli o microscopici; e Lunik 2, 22 giorni avanti ossia il 12sett, dopo alcuni rilievi sulla ionosfera lunare, radioguidata durante l’intera missione aveva realizzato il primo impatto violento sul suolo della Luna dopo 36 ore dal lancio, così che l’Unione Sovietica aveva dimostrato di saper raggiungere il nostro satellite terrestre naturale seppure senza ancora realizzare un atterraggio morbido (il luogo d'impatto di Lunik 2 costituirebbe dunque il sito archeologico extraterrestre più antico della storia umana con la 1° macchina e manufatto dell'uomo che toccò un altro pianeta-satellite scavando anche il 1° cratere “artificiale” sulla Luna in quella collisione micidiale); invece la sonda USA Pioneer 4, il cui missile pesava 5 tonnellate, il 3mar59, mancando il bersaglio era passata a 60 Km dalla Luna entrando in orbita nel sistema solare; mentre Luna-Lunik 1 dell’URSS, il 2gen dello stesso anno, realizzava il primo tentativo sovietico verso la Luna passando a 30500 Km ed entrando pure essa in orbita solare; diciamo che la serie Lunik-Luna, da Lunik 1 del 1959 a Lunik 24 del 1976 (meglio dire da Luna 1 a Luna 24), era stata progettata dall’URSS per realizzare missioni automatiche sulla Luna (forse doveva svolgere il medesimo ruolo dei programmi statunitensi Surveyor ed Orbiter) ed approderà ad alcuni notevoli successi, quali il trasporto sulla Terra, tramite i moduli di ascesa di Lunik 16, Lunik 20 e Lunik 24, di centinaia di grammi di materiale lunare, oltre allo sbarco di veicoli mobili telecomandati portati a bordo di Lunik 17 e Lunik 21 ossia il veicolo Lunakhod 1 (per una distanza di circa 10.5 Km sul suolo lunare, alimentato a batterie solari e dotato di telecamera) nel mare delle Piogge la prima sonda e Lunakhod 2 analogo al precedente la seconda sonda; ma ritornando indietro nella storia (e storia dell'astronautica, cui fino ad oggi sono necessari i motori a reazione) sappiamo che i primi esperimenti coi razzi sono databili al IV-III sec. a. C. in Cina realizzati con polvere pirica (75 % salnitro, 12 % zolfo, 13 % carbonella) utilizzati per scopi pirotecnici, laddove le cariche per la propulsione dei razzi erano realizzate con 60 % salnitro, 15 % zolfo, 25 % carbonella, e vennero utilizzati come arma forse dall'XI-XII sec. d. C. ed importati in Europa un secolo dopo, poi nel 1706 il francese A. Frézier scrisse la 1° opera sulla tecnica del razzo ossia Trattato sui fuochi d'artificio, nel XVIII sec. i razzi vennero utilizzati in India contro gli inglesi i quali poi li studiarono con William Congreve all'inizio dell'800 (i primi razzi, non ruotanti sull'asse e senza il giunto cardanico, viravano ossia mutavano continuamente direzione ed erano molto imprecisi sull'obiettivo, e Congreve ridusse il fenomeno di deriva introducendo un lungo bastoncino-stecco-asta-tondino di coda (il razzo Carcass di Congreve pesava 14.5 Kgr, conteneva circa 3 Kgr di materiale incendiario, ed era munito di un bastone di 4.6 metri percorrendo ben 3 Km di distanza); la rotazione attorno all'asse rese il razzo Hale del 1844 più stabile senza bastone alla base (ma dotato di una serie di fori per l'uscita dei getti) ed impiegato in Europa e nella guerra di secessione americana  del 1861-65, quindi E. Boxer aggiunse nel 1865 un 2° stadio onde aumentare la portata-gittata (semplicemente collocando 2 razzi uno in fila all'altro nello stesso tubo di lancio); il razzo fu usato nella 1° guerra mondiale da Y. le Prieur quale razzo incendiario lanciandolo dagli aerei contro gli aerostati-dirigibili avversari, però vennero poi introdotte le pallottole esplosive ed i cannoni d'artiglieria leggeri-pesanti e le mitragliatrici, e venne anche usato sulle navi, per la caccia alle balene, per le segnalazioni, ecc.; ma, come detto altrove, la missilistica moderna, il volo spaziale e la tecnica dei razzi nacquero all'inizio del secolo nel 1903 grazie a K. Tsiolkovsky o Tziolkovsky con l'opera Esplorazione dello spazio cosmico mediante motori a reazione, e poi nel 1917 con Robert Goddard il quale sviluppò razzi sonda per misurazioni in alta atmosfera e razzi militari USA nella 1° guerra mondiale (con polvere senza fumo), quindi collocò un ugello di de Laval dietro la camera di combustione di un motore di un razzo a propellente liquido nel 1926 (ottenendo un notevole miglioramento di efficienza e praticamente raddoppiando la spinta, notando che l'ugello deve avere una sezione convergente (verso la gola dove viene raggiunta la velocità del suono) e poi una sezione divergente (con un diametro finale di uscita pari a 4-5 volte il diametro della camera di combustione); il suo assistente Hickman inventò poi il bazooka (di 2.36 pollici e di 3.5 pollici, capace di perforare corazze di 30 centimetri); vennero sviluppati razzi per l'impiego in artiglieria od a mano, con lanciatori installati sui ponti delle navi e sugli aerei (il razzo aria-aria più noto è HVAR (ossia High Velocity Aircraft Rocket) con diametro di 5 pollici=127 millimetri trasportante una testata di circa 25 Kgr d'esplosivo a 400 metri/secondo=1450 Km/h),


 poi i tedeschi costruirono vari tipi di razzi d’artiglieria (con calibro da 15 a 32 centimetri), quindi in Germania negli anni '20 col fisico Hermann Oberth nacque l'astronautica (egli presentò una tesi sull'astronautica e sul razzo nello spazio planetario) ed anche il giovane W. von Braun fin dall'inizio degli anni '30 lavorò con Oberth, quindi sappiamo che le teorie e le tecniche sviluppate da Goddard e da Oberth portarono alla costruzione dei razzi V2 di von Braun e successivamente ai più moderni ed avanzati missili militari balistici (Atlas, Trident, ecc.) e missili spaziali (quando dopo la 2° guerra mondiale WWII entrambi andarono in USA), precisando che più propriamente il termine missile indica l'intera macchina volante (usualmente con sistema di controllo numerico-digitale di notevole sofisticazione) laddove il termine razzo è solamente il propulsore con la camera di combustione (dove le masse di combustibile-comburente (essendo un endoreattore e motore a reazione invece che un esoreattore) portate tramite pompe alla camera di combustione, per combustione sviluppano energia termica in condizione isoentropiche (l'efficienza è proporzionale alla radice quadrata della temperatura raggiunta), od entalpia, a seguito della quale trasformate in gas si espandono con grande accelerazione uscendo dall'unica apertura ossia dall'ugello e raggiungendo alte velocità (almeno Mach 15-20-25 (sapendo che la velocità di Mach 1=331.6 m/s=1193.76 Km/h a 15 °C in atmosfera standard, dunque in tal caso con velocità di 4974 m/s=17900 Km/h, 6632 m/s=23870 Km/h, 8290 m/s=29840 Km/h), mentre il modulo della spinta si regola mutando la velocità di afflusso di combustibile-comburente liquidi e la spinta vettoriale si regola mutando l'angolazione degli ugelli)), mentre in tale libro razzo e missile sono usati quasi quali sinonimi sia per designare il motore che tutto il veicolo; ogni lettore sa che la legge fondamentale del razzo è ottenuta dalla 2° legge e dalla 3° legge di Newton (ossia legge fondamentale della forza e legge di azione e reazione) laddove la velocità finale di un razzo si ricava dell'equazione dei razzi ossia dall'equazione Tsiolkovsky (la quale dà il rapporto tra la differenza di velocità e la velocità del gas di scarico e pure con la differenza tra massa iniziale e massa finale del razzo) e grossolanamente questo rapporto è circa 20 per i propellenti densi come ossigeno liquido con kerosene raffinato od alcool etilico (tipo in razzi V2, Redstone, Viking), è circa 25 per i monopropellenti densi quali perossido d'idrogeno (acqua ossigenata), è circa 10 per ossigeno ed idrogeno liquidi (tipo Centaur e Saturno V), ma dobbiamo aggiungere che molto dipende anche dal tipo di motore a razzo, laddove l'equazione del razzo di massa m=m(t) e velocità v=v(t) sarebbe data da massa m per derivata rispetto al tempo della velocità v = derivata rispetto al tempo di m per velocità di efflusso ue di propellente combusto ossia gas rispetto al razzo + le forze F applicate al razzo (ossia, più il peso del razzo dovuto alla forza gravitazionale se non è nello spazio aperto, le varie resistenze, ecc.), dove la spinta S (newton) è il primo termine a 2° membro ossia S=(dm/dt)ue, da cui è pure possibile ottenere l'impulso totale Itot integrando nel tempo la velocità con cui varia la massa m per emissione di massa combusta di gas (naturalmente se l'equazione dei razzi considerando anche le resistenze è sostanzialmente semplice la vera complessità sta nelle equazioni e nella progettazione dei sottosistemi missilistici quali gli iniettori, la forma ottima della camera di combustione e la teoria della combustione, i profili degli ugelli, i sistemi elettronici di controllo numerici ma anche di semplici sensori-trasduttori); 


e per quanto riguarda i razzi tutti sanno che si va dai petardi a razzo lanciati nei giochi o nei fuochi d'artificio, ai razzo-modelli amatoriali, ai razzi-sonda in meteorologia-fisica, ai razzi per uso militare (anche ICBM) e per uso spaziale fino a SaturnoV-Proton-Ariane5-Space Shuttle; i motori a reazione ossia i motori a razzo sono endoreattori in quanto hanno serbatoi individuali di carburante e comburente con combustibile a stato solido (usualmente detto rocket motor) od a stato liquido (usualmente detto rocket engine) oggi di tipo chimico ed a 2-3-4 stadi (usabili una sola volta ossia a perdere (come la gran parte dei missili), od usabili più volte (come i booster della navetta USA)), e sono vantaggiosi per il lancio a quota medio-alta, sono necessari per il lancio ad alta-altissima quota e naturalmente per il volo nello spazio privo di atmosfera (differentemente che sulla Terra quando il comburente è l'ossigeno), aggiungendo che l'energia primaria di partenza è di tipo chimico (dovuta al combustibile, cherosene, idrogeno, alcool, ecc.) o di tipo nucleare da decadimento radioattivo o da fissione (come nel progetto Nerva) o di tipo elettrico (ad arco, resistenza, a ioni, al plasma) o di tipo solare o radiante (pannelli solari, fotovoltaici, vele solari o laser, microonde), l'energia secondaria ottenuta è di tipo termico (i noti motori a razzo con produzione di gas espulsi con grande accelerazione e velocità attraverso un ugello de Laval) od elettrica (endoreattori elettrici), e l'energia cinetica così ricavata (per via termica accelerando gas o per via elettromagnetica accelerando particelle cariche), ed i parametri del motore a razzo sono dati dalla spinta (dedotta da dimensioni e tipo di lanciatore), rapporto spinta/peso (dedotto dalla necessità propulsiva), impulso specifico di peso o ponderale (determinante le prestazioni del propulsore), poi anche velocità equivalente di efflusso, velocità caratteristica, coefficiente caratteristico; la legge di moto del razzo può essere espressa in termini di quantità di moto (legge della forza, ossia risultante delle forze applicate a razzo+gas espulso uguale a derivata di quantità di moto complessiva), per cui nell'intervallo Δt iniziante da spento t=to (con razzo di massa Mo=M e velocità Vo=V) all'istante t1=to+Δt (con massa M1=M-Δm del razzo (detta Δm la massa espulsa come gas nell'intervallo Δt) e velocità V1=V+ΔV del razzo, e con un gas di massa mg=Δm che si muove con velocità vg=V-ue (dove ue è la velocità del getto di gas relativa al razzo, supposta costante), ed allora derivata rispetto al tempo della quantità di moto del nostro sistema (razzo+gas)=risultante delle forze Fe complessive agenti ossia m(dV/dt)=Fe+(dm/dt)ue=S la spinta (newton) del razzo (determinata da un ugello gasdinamico) e sapendo che la forza è pressione per area della superficie otteniamo S=(pe-pa)Ae+(dm/dt)ue=(pe-pa)Ae+fmue, dove pe è la pressione sulla sezione d'uscita di efflusso dell'ugello, pa è la pressione esterna sulla sezione dell'ugello (dipendente dalla quota z, per cui nello spazio senza gravità pa=0), Ae è l'area della sezione dell'ugello, dm/dt=fm è la portata=flusso di massa per unità di tempo (Kgr/secondo) passante dalla sezione dell'ugello, dicendo (pe-pa)Ae il termine statico della spinta S (al massimo 0.25S) e (dm/dt) è il termine dinamico di S, ma se pa=pe (ossia ugello in configurazione adattata) allora S=(dm/dt)ue (dimensionalmente Kgrmassa metro/secondo quadro=newton), per cui ad esempio se il flusso di gas è di 1000 Kgr/secondo=1 tonnellata/secondo e la sua velocità d'efflusso ue=5 mila metri/sec allora S=1000x5000=5 meganewton=509800 Kgr=509.8 tonnellate (quale motore di lancio di navi massive), mentre se il flusso è di 0.5 Kgr/sec e ue=3000 metri/sec allora S=0.5x3000=1500 newton=152.9 Kgr (quale motore di navigazione-controllo assetto, laddove per esempio il motore Sergeant ha una spinta di circa 680 Kgr per cui uno stadio con circa 10 di tali motori può già lanciare piccoli carichi), e se il flusso è 100 grammi/sec e ue=2000 metri/sec allora S=0.1x2000=200 newton=20.4 Kgr (quale piccolo motore a getto di correzione traiettoria); per quanto riguarda il consumo di combustibile ossia la diminuzione di massa m del missile troviamo mf/mi = e(elev (-ΔV/ue)) dove mf=massa finale, mi=massa iniziale del missile, da cui il lettore può osservare che la variazione di massa m va esponenzialmente con la variazione di velocità v, oppure che la variazione di velocità è proporzionale al logaritmo della variazione di massa, per cui occorre una via via più grande variazione (diminuzione) di massa per ottenere una via via maggior variazione (aumento) di velocità che ad esempio è il 90-99-99.9-99.99-ecc. % della massa totale del missile onde raggiungere le varie “velocità di fuga” verso lo spazio più lontano, ma pure nonostante l'andamento esponenziale quanto veramente sarebbe vantaggioso ottenere la più alta velocità d'uscita dei gas dall'ugello (passando ad esempio da 4 mila metri/sec a 10 mila o magari a 50 mila metri/secondo); il rapporto spinta/peso S/W è un parametro di efficienza del motore a razzo (per i motori di lancio ovviamente S/W è maggiore di 1 altrimenti il missile a decollo verticale neppure potrebbe salire dalla rampa dovendo S superare il suo peso W (e dato che la spinta S può essere mantenuta costante il rapporto S/W può arrivare anche a superare 30 verso la fase finale del lancio), mentre per i motori di navigazione può essere molto minore di 1 dato che lavorano in condizioni di imponderabilità o gravità nulla); l'impulso specifico riferito al peso od impulso specifico ponderale Isp è il rapporto tra l'impulso totale Itot ed il peso della massa di propellente consumato (po=mgo) ossia Isp=Itot/mgo, con go=accelerazione di gravità al suolo o meglio alla superficie del mare, ossia è una caratteristica cifra di merito dell'endoreattore, dove l'impulso totale Itot è (spinta moltiplicato per l'intervallo di tempo di durata della spinta stessa o tempo di combustione, 


dimensionalmente newton secondo) per spinte costanti, per cui l'impulso specifico Isp (secondo) è uguale alla spinta ottenuta dalla portata in peso di propellente consumato Isp=S/(dw/dt)=S/fp=S/((dm/dt)go)=S/fmgo dove dw/dt=fp è la portata in peso del propellente (fp=fmgo) con go=accelerazione di gravità a terra, ed allora dalle formule precedenti Isp=(fmue+(pe-pa)Ae)/fp=(1/go)(ue+((pe-pa)Ae/fm)), e nel caso di pe=pa otteniamo Isp=ue/go (metro secondo quadro/metro secondo=secondo), (e sommariamente i valori tipici di Isp sono (per motori chimici) propellenti liquidi 300-460 secondi, monopropellenti liquidi 250 secondi, propellenti stivabili-immagazzinabili 400 secondi, propellenti criogenici 500 secondi, propellenti solidi 180-260 secondi, propellenti ibridi 300-350 secondi, propellenti LOX-LH2 circa 435 secondi (da cui, con alcuni calcoli si potrebbe mostrare che tutti i propellenti chimici non sono molto adatti ossia sono via via sempre meno adatti per sonde che si devono allontanare via via sempre di più verso lo spazio esterno dove cioè occorrono grandi Δv per superare le velocità critiche (ad esempio lanciato dalla rampa il Δv per uscire dall'attrazione terrestre è di circa 11 mila metri/secondo (in tal caso un razzo con motore chimico dovrebbe essere realizzato con più del 98 % della sua massa composta da combustibile (si veda Saturno V+Apollo ossia (2950–50)/2950=0.983 dove 2950 tonnellate è la massa complessiva alla partenza e 50 tonnellate è la massa del carico)), partendo invece da un'orbita terrestre bassa il Δv per entrare in orbita lunare è di circa 4 mila metri/secondo (con motori chimici la massa di combustibile sarà circa il 60 % della massa complessiva del missile) ed invece sempre partendo da un'orbita bassa per entrare in orbita marziana il Δv è di circa 5-6 mila metri/secondo (con motori chimici la massa del combustibile sarà il 70-75 %), ma lanciando da Terra i missili per viaggi interplanetari verso i più lontani pianeti-stelle il Δv è di circa 35-80 mila metri/secondo (e sempre per motori chimici in tale sfavorevole caso il combustibile può essere il 99.98-99.99 % della massa totale del missile))); (per motori elettrici, sia in regime stazionario che pulsante) arcogetti circa 1000 secondi, resistogetti 300-400 secondi (più adatti per lunghi periodi di spinta), ionici (elettrici con accelerazione di ioni) 3000-5000 secondi (ma potendo anche fino a 50-100 mila secondi (ossia 14-27 ore), e dunque molto vantaggiosi per lunghi e lontani viaggi spaziali dove necessitano Δv anche di 70-90 mila metri/secondo che tali propulsori possono ben imprimere), al plasma 10 mila secondi; (per motori nucleari) a fissione circa 1000-1100 secondi, a fusione circa 3000 secondi (motori più adatti questi, non solo alla partenza, ma per lontani viaggi spaziali); (per motori ad energia radiante solare) circa 700 secondi; (per motori a gas freddo) gas a CO2 circa 70 secondi, gas elio He circa 200 secondi, gas idrogeno H circa 300 secondi), laddove l'impulso specifico riferito al volume od impulso specifico volumetrico Ispv (Kgrmassa secondo/metro cubo) è pari all'impulso specifico ponderale moltiplicato per la densità media ρ del propellente Ispv=Ispρ, per cui Ispv=(ρ/go)(ue+((pe-pa)Ae/fm)), e nel caso di ugello adattato (pe=pa) otteniamo Ispv=ρue/go; però potremmo pure definire l'impulso specifico riferito alla massa od impulso specifico massivo Ism (metro/secondo) quale spinta S (newton) per unità di portata massiva ossia Ism=Itot/m il quale Ism per ugello adattato non è altro che la velocità d'uscita del gas combusto rispetto al missile; l'impulso specifico di sistema di propulsione od impulso specifico di sistema Issp è dato da Issp=Itot/Msp ossia è il rapporto tra l'impulso totale Itot è la massa totale Msp dell'intero sistema propulsivo (missile=razzo+propellenti+sistema di navigazione) ovvero Issp è una cifra di merito dell'intero sistema-missile (da considerarsi in relazione ad una missione aerospaziale o spaziale per confrontarla con altre analoghe o tipiche missioni) da cui ricaviamo Issp=IspWp/Msp=Ispfpptb/Msp=Stb/Msp, dove Wp è il peso del propellente, dWp/dt=fpp è la portata del propellente, tb è il tempo di combustione, e S (newton) è la spinta del razzo, con valori tipici per propellenti liquidi di Isp=500 massimo; la velocità equivalente di efflusso (ugello gasdinamico) c=ue+(pe-pa)Ae/fm; la velocità caratteristica c* quale misura di efficienza della camera di combustione ossia cifra di merito di un propulsore a razzo c*=pcAt/fm (Kgmassa metro/metro quadro secondo quadro x metro quadro x secondo/kgrmassa=metro/secondo) dove pc è la pressione (newton/metro quadro) in camera di combustione e At è l'area della sezione della gola dell'ugello, laddove ce=1/c*=fm/pcAt è il coefficiente di efflusso (approssimativamente 0.00066-0.00033 secondo/metro essendo tipicamente c*=1500-3000 metro/secondo; il coefficiente di spinta cs è il rapporto tra la spinta S e pcA ossia cs=S/pcAt (un numero adimensionale che indica di quanto aumenta la spinta S per la divergenza dell'ugello supersonico rispetto al valore statico della spinta (pressione della camera per area gola ugello) con valori tipici di cs=1-2); tramite apposite pompe di alimentazione (spesso molto sfruttare e sollecitate ai limiti) il combustibile e l'ossidante giungono nella camera di combustione dove a 2000-3000 °C avviene la reazione di ossido-riduzione con produzione di gas combusto scaricato dall'ugello convergente-divergente di de Laval in configurazione isoentropica supersonica ottimizzando l'accelerazione e la velocità d'uscita e dunque la spinta S; i motori a razzo con combustibile solido sono semplicemente formati dal contenitore contenente sia il combustibile che il comburente con ugello conico collegato alla sezione d'uscita dei gas prodotti dalla combustione con difficile od impossibile regolazione di spinta S nonché con combustione non interrompibile (predeterminata dalla forma geometrica della camera e della superficie esposta alla combustione, dalla velocità di consumo di combustibile (il grano solido variando-degradando di qualche millimetro/secondo) e dalle caratteristiche del propellente) ma dai minimi transitori d'accensione e con notevoli problemi di raffreddamento ugelli (risolti con scambiatori di calore, con film liquidi, con raffreddamento radiativo, con raffreddamento ablativo, ecc.), 


laddove impulsi specifici di propulsori a combustibile solido sono di 280-300 secondi (esempi sono i booster o razzi d'accelerazione a combustibile solido collegati alla periferia dei grandi razzi come i 2 booster della vecchia navetta statunitense od i booster Vulcain di Ariane 5 (il progetto europeo Ariane era nato nel 1973 con contributo specifico di Francia ed Europa ) o di Vega (Vettore Europeo Generazione Avanzata sviluppato da ESA-Italia Francia-Belgio-Spagna-Olanda-Svizzera-Svezia per la satellizzazione di più carichi di 300-1200 Kgrammi complessivamente in orbite basse o polari (razzo con caratteristiche analoghe a Taurus di Orbital (1320 Kgr in orbita terrestre bassa), Falcon 1E di Space Exploratiom Technologies o SpaceX (1010 Kgr in orbita terrestre bassa), Lunga Marcia 2C (2400 Kgr in orbita terrestre bassa), Strela (1700 Kgr in orbita terrestre bassa), Rokot (1950 Kgr in orbita terrestre bassa o 1200 Kgr in orbita più alta semisincrona), PSLV (3250 Kgr in orbita terrestre bassa)); alto 30 metri, con diametro di 3 metri in gran parte realizzato in fibra di carbonio, massa di 137 tonnellate, a 4 stadi (il 1° stadio P80 a propellente solido con spinta di 3040 Knewton=310 tonnellate per 107 secondi, alto 11.20 metri, di 97 tonnellate, sostanzialmente francese di CNES ma il motore è di Avio (Italia), l'insieme di Europropulsion (Francia-Italia), il sistema di controllo automatico di SABCA (Belgio), l'ugello di Snecma (Francia), il sistema d'accensione di Stork B.V. (Olanda), il 2° stadio Zefiro 23 a propellente solido (ZEro FIrst stage ROcket di 23 tonnellate iniziali) costruiti da Avio-SABCA), il 3° stadio Zefino 9 a propellente solido (del peso di circa 9 tonnellate iniziali, di Avio-SABCA), il 4° stadio AVUM (Attitude and Vernier Upper Module, con spinta di 2.55 Knewton=260 Kgr per 667 secondi) a propellente liquido dimetilidrazina asimmetrica UDMH e comburente tetraossido di diazoto (lungo 1.72 metri con diametro di 1.9 metri, necessario per l'inserimento in orbita dei satelliti), stadi testati nel periodo 2005-08 in parte a Salto di Quirra in Sardegna presso il Poligono Sperimentale e di Addestramento Interforze), e sopra di essi il modulo di controllo-navigazione di Vega, con prova generale del razzo avvenuta il 5dic2007 presso il Centro spaziale di Kourou nella Guiana Francese, il 1° volo VV01 avvenuto il 13feb12 da Kourou (satellizzando 9 satelliti tra cui LARES (LAser RElativity Satellite progettato per misurare entro l'1 % l'effetto Lense-Thirring della relatività generale RG, ma aggiungiamo che Lares segue i predecessori LEGOES 1 e 2 (Laser GEOdynamics Satellite) del 1976 e 1992 quali satelliti totalmente passivi fatti di una sfera di alluminio di 60 centimetri di diametro ricoperta da 426 prismi riflettenti con diametro di 3.8 mm che riflettono a terra i raggi laser inviati da terra per il controllo geodesico della superficie con precisione millimetrica e misura della quota dell'orbita con precisione centimetrica... ed è per questo che il più evoluto Lares è ancora più adatto a misurare le correzioni relativistiche einsteiniane dovute alla variazione di curvatura spazio-tempo ed alla dilatazione dei tempi per effetto delle maggiori velocità in gioco), ed ALMASat-1; aggiungiamo che il razzo VV01 è visibile in mostra al Museo della Scienza e della Tecnologia a Milano), poi con altri lanci di ESA (portando in orbita Proba-V(per osservazione della Terra e rilievo globale della vegetazione), ADM-Aeolus (per lo studio dell'atmosfera), LISA Pathfinder (per lo studio delle onde gravitazionali), il satellite estone ESTCube-1, il satellite vietnamita VNREDSAT, l'Intermediate Experimental Vehicle IXV, ecc., oltre a piccoli-nanosatelliti (come Stella elettronica e-star)), 


col 1° lancio commerciale avvenuto il 30apr14 dalla piattaforma N° 1 di Kourou nella Guyana Francese (quella dalla quale decollarono pure i razzi Ariane 1) per portare in orbita un satellite di 900 Kgr rilevante immagini multispettrali ad alta risoluzione HD della Terra a scopo di mappatura-monitoraggio-gestione catastrofi naturali-sorveglianza del territorio); 


mentre il 1° satellite italiano (e modesto satellite sperimentale pre-operativo, costruito da industrie italiane adottante però anche tecnologia USA con l'acquisizione dei componenti elettronici più avanzati (sotto la supervisione di International Research Council), seppure satellite di telecomunicazioni ben innovativo nonché di concezione nazionale (operante infatti in banda Ku prima ancora del satellite sperimentale europeo OTS (Orbiting Test Satellite, destinato ad esperimenti su questa stessa banda di frequenze ma con lancio ritardato per un guasto occorso al vettore Delta) ossia quando in Europa tale spettro di frequenze non era ancora ben studiato ed ovviamente tale banda non era ancora utilizzata), pensato nel 1967-68 per rimediare al fallimento di ELDO-PAS (ELDO PANELIST) quando prima Sirio doveva essere solo un carico passivo da portare in orbita col lanciatore ELDO Europa II) progettato-costruito in Italia (tramite il Centro di Ricerca sulle Telecomunicazioni spaziali del Consiglio Nazionale delle Ricerche CNR (progettazione, stazioni di terra, gestione), Compagnia Industriale Aerospaziale CIA (formata da Aeritalia-Selenia(soprattutto per le antenne SHF)-Montedel-Montedison Sistemi-SNIA Viscosa-CGE-Fiar-Laben-OTO Melara(soprattutto per le propulsioni ausiliarie) e CIA poi acquisita da Selenia Spazio), Telespazio (acquisizione dei dati ed esperimenti di propagazione (stazione del Lario, in provincia di Como), ricezione dei segnali in banda VHF-SHF, telemetria, telecontrollo del satellite (stazione del Fucino, ubicata sull'altopiano della Marsica in provincia dell'Aquila in Abruzzo), e gestione delle stazioni di terra), in particolare sotto la guida della cattedra di Comunicazioni elettriche del Politecnico di Milano di Francesco Carassa (nato nel 1922, con studi al Politecnico di Torino e laurea in Ingegneria Industriale nel 1946 (con una tesi sperimentale sui filtri a quarzo (ceramici e XTal) svolta presso il Laboratorio del professor Boella all’Istituto Elettrotecnico Nazionale Galileo Ferraris IEN, 


dove incontra pure il professor Francesco Vecchiacchi allora direttore del Laboratorio Centrale Radio di Magneti Marelli e professore di Comunicazioni  elettriche e Direttore dell’Istituto di Radiotecnica al Politecnico di Milano), quindi attività presso il Laboratorio Centrale Radio di Magneti Marelli nel periodo 1947-62 (Magneti Marelli negli anni '30-40 era impegnata nello studio e sviluppo dei sistemi di commutazione e di trasmissione via cavo e via RF di segnali con multiplazione FDM e TDM), poi cattedra ordinaria al Politecnico di Milano dal 1962 (prima professore incaricato del corso di Radiotecnica tenuto da Vecchiacchi insieme al corso di Comunicazioni elettriche di Dadda, poi di Comunicazioni elettriche entro il corso di elettronica il tutto sotto la guida di Ercole Bottani e di Gino Cassinis, per cui in quegli anni gli insegnamenti di Comunicazioni elettriche, Controlli automatici e Calcolatori elettronici diedero vita al primo Corso di laurea italiano in Ingegneria Elettronica ossia “Ingegneria industriale elettrotecnica con indirizzo elettronico e delle Comunicazioni elettriche” entro l’Istituto di Elettrotecnica Generale in cui nel frattempo era confluito pure l’Istituto di Radiotecnica, sotto la direzione del professor Ercole Bottani (come detto noto studioso di teoria elettromagnetica e di elettrotecnica che si avviava a divenire pian piano teoria delle reti elettriche, nonché fondatore del CESI (Centro Elettrotecnico Sperimentale Italiano, con orientamento alla tecnologia elettrica di potenza) e presidente dell'Ente della Metropolitana Milanese), poi Carassa presidente del Consiglio di ESA nel periodo 1990-93, presidente del Centro di ricerca CSELT di Torino, ritiratosi dall'insegnamento nel 1994 e dall'Università nel '97, professore Emerito nel 1998, e morto nel 2006; autore inoltre di esperimenti e realizzazioni di primo piano quali quelli di trasmissione alle alte frequenze-microonde in modulazione angolare ed impulsiva (condotte presso la stazione sperimentale di Spino d'Adda ubicata a circa 20 Km da Milano in provincia di Cremona (realizzata appositamente per gli esperimenti di Sirio... al tempo in cui si credeva certamente nei gigahertz anche se si credeva meno nei gigabytes-terabytes.petabytes) ed in quelle più grandi di Gera Lario e del Fucino), quelli relativi alle stazioni terrestri per i primi esperimenti di telecomunicazioni via satellite col satellite Telstar 1 di AT&T Bell Labs messo in orbita il 10lug1962 e funzionante fino al guasto avvenuto a feb63 (di forma approssimativamente sferica con diametro di circa 88 centimetri, peso di circa 77 Kgr, esternamente ricoperto di 3600 celle fotovoltaiche (generanti una potenza elettrica utile di circa 14 W), operante in banda C, nonché 1° satellite attivo di upload-download di segnali ovvero con transponder per ritrasmettere un canale tv in B-N od equivalentemente 1200 singoli segnali telefonici (molti lettori ricorderanno le trasmissioni delle prime immagini televisive in mondovisione a gen63, ma Telstar era collocato in orbita ellittica, molto più bassa di quella geostazionaria, percorsa in 2 ore e 37 minuti onde le trasmissioni erano periodiche con periodo di circa 30 minuti ciascuna e dunque con la necessità dei grandi paraboloidi a terra di inseguimento nel cielo da occidente ad oriente 9 volte/24 h), se trascuriamo il pallone aerostatico Echo (metallizzato) lanciato in orbita quale ripetitore-specchio passivo senza controllo e senza TX-RX) e col satellite Relay Nasa, poi ai primi ponti radio della fine anni '50 a 2700 canali telefonici incrementando così quelli a 960 ed a 1800 canali ciò approvato da CCIR (con tecnica FDM ossia in multiplazione dei canali (modulati in AM-SSB con portanti distanziate di 4 KHz e banda complessiva di circa 10 MHz) a divisione di frequenza (utilizzati commercialmente prima in Giappone (ovvero Japan, Japanese, Nippon o Nihon, Nippon-koku o Nihon-koku, nazione notoriamente collocata ad est di China) e poi ovunque con successo) di Magneti Marelli e Marelli-Lenkurt (il cui laboratorio di radio-comunicazioni-telecomunicazioni F. Vecchiacchi l'ingegner Carassa ha diretto nel periodo '56-62 una volta entrato nell'Azienda milanese nel 1947) dopo la morte di Vecchiacchi nel '55 che lo aveva precedentemente diretto fin dal '32 provenendo egli dal gruppo di Livorno formatosi intorno a Giancarlo Vallauri il quale era nato con la radio di Marconi nonché nome storico della radiofonia di allora (erano gli anni della diffusione della radio, della televisione italiana sperimentale del '39, dei sistemi di ripresa da studio e di trasmissione TX radio-tv, dei radar costieri Folaga (di scarso successo industriale-commerciale in verità), ma pure dei popolari apparecchi radio commerciali Radiomarelli di cui s'è parlato e che tutti hanno conosciuto, ma nei primi 15 anni fino al '62 Carassa si occuperà prevalentemente di ponti radio prima con trasmissione impulsiva e poi con la favorevole tecnica FDM con modulazione FM), Vecchiacchi che aveva avuto l'idea pionieristica favorevole e carica di futuro dei collegamenti radio (Radio Relay System RRS o Rete di Ponti Radio RPP con onde metriche e poi decimetriche) già nel '37 (con l'implementazione allora dei sistemi FDM a 24 canali telefonici, laddove nel '39 realizzò il 1° ponte radio europeo operativo Milano-Cimone-Terminillo-Roma con due salti ripetitori a monte Cimone (Cimoncino alto 2165 m in provincia di Modena) ed al Terminillo (mons Tetricus alto fino a 2217 m in provincia di Rieti) con portante di 200 MHz in modulazione d'ampiezza AM, quindi nel '48 sulle medesime tratte un collegamento radio per 7 canali telefonici multiplati TDM e modulazione PPM (pulse position modulation)... 


idea dei ponti RF come sappiamo che si rivelerà determinante per la successiva diffusione del segnale televisivo (invece, alternativamente, di unire tutti i ripetitori di segnale locali tramite una rete di cavi coassiali)... F. Vecchiacchi e F. Carassa, notiamo, entrambi direttori del Laboratorio Centrale Radio Magneti Marelli ed entrambi professori di Comunicazioni elettriche al Politecnico di Milano laddove Valluari li aveva preceduti come direttore del Laboratorio Radio e dal '26 come professore al Politecnico di Torino per cui si era formato una specie di “legame scientifico-tecnico-ingegneristico-elettronico universitario-industriale” tra le città di Torino e di Milano), ad inizi anni '50 quando in Magneti Marelli Carassa era assistente di Vecchiacchi (e suoi coetanei giovani ingegneri erano Stracca, Catania, Quarta), alla prima rete nazionale di ponti radio tv a microonde per la distribuzione del segnale televisivo ai trasmettitori locali (in quel tempo '53-55 le autorità del Ministero erano piuttosto propense ad un lungo collegamento realizzato con cavo coassiale ma Vecchiacchi decise a favore del lungo ponte radio bidirezionale da nord a sud della penisola Milano-Palermo (nel '51 un analogo e più lungo ponte radio TD-2 (ossia TD2 microwave relay system) cost-to-cost realizzato dai Bell Laboratories, successore del sistema TDX, era entrato in funzione in USA (la sua storia americana è lunga ed inizia con gli studi di Reginald Fessenden e John Stone, coi contributi di Lee De Forest circa i tubi termoionici in cascata per amplificazione usati in AT&T nel 1913 ed in Western Electric Company col transcontinental telephone system nel 1915, oltre ai collegamenti TX-RX tra Virginia-Hawaii-Paris (carrier di 60 KHz), quindi segue il lungo studio della propagazione dei segnali e del comportamento della ionosfera (fino a frequenze di centinaia di MHz e fino a qualche GHz (carrier 3.7 GHz, 3.9, 4.2, 4.4, 5.925, 6.425 GHz, 10.7 GHz, 11.7 GHz)) con lo sviluppo di adeguati sistemi-apparati radio (fino ai microwave relay communication system, per cui occorrono adeguati klystron e VT), da parte delle maggiori industrie del tempo, e se il lettore vuole andare a leggere la storia USA della radio ad esempio dei Bell Labs, della radiotelegrafia, dei sistemi in ponte radio, delle centinaia di installazioni ed impianti sul territorio americano, ecc., noterà che il nome dell'italiano Guglielmo Marconi lo si intravede appena-appena (e dicono-diremmo giustamente))), 


poi approvato, assegnato a Magneti Marelli e realizzato con circa 20 stazioni-ripetitori sul territorio ed il problematico lungo collegamento di 238 Km con la Sardegna (da monte Argentario (promontorio alto fino a 635 m, in provincia di Grosseto) a monte Limbara (Olbia, 1360 m) in visibilità ottica quasi radente sul mare collocando ricevitori a diversa quota (… “oggi c'è il Tirreno molto agitato, rischiamo di non vedere Lascia o raddoppia?”, con Mike Bongiorno (Michael Nicholas Salvatore Bongiorno, in tv da nov55 quando lanciò il primo programma a quiz della televisione italiana appunto Lascia o raddoppia? (versione italiana del quiz di una televisione americana The $ 64,000 Question, o meglio del suo adattamento francese Quitte ou double?), contribuendo così, all'inizio della storia della televisione in Italia, a rendere di massa il nuovo mezzo di comunicazione sociale (il quale mezzo nel corso dei decenni favorirà lo sviluppo di una "cultura televisiva popolare" e di nuovi usi-costumi-abitudini-modi di esprimersi di cui si occuperà pure la sociologia e la psicologia)) e con l'eleganza-gusto-raffinatezza canonici del bon vivant-”viveur” dannunziano professor Gianluigi Marianini (tra i compilatori-estensori delle domande di Lascia o raddoppia? in onda fino a lug59 c'era anche l'allora giovane Umberto Eco il quale poi nel '63 scriverà una nota e dotta Fenomenologia di Mike Bongiorno (un poco cattivella in verità, indagando il comportamento fenomelogico del personaggio trovato molto simile a quello delle 88 annunciatrici tv nel periodo 1949-2016 (dette anche Signorine Buonasera (“Signore e signori, buonasera...”, da Olga Zonca... a  Nicoletta Orsomando (morta nel 2021), Anna Maria Gambineri, Rosanna Vaudetti, Beatrice Cori, Mariolina Cannuli, Maria Giovanna Elmi, Maria Brivio, Elisa Silvestrin... a Dalila Pasquariello... diremmo più simile verso il '49 che verso il 2016), un ruolo tipicamente femminile da “veline” ante litteram del tubo catodico, ma ruolo ritenuto non più necessario dalla RAI ridimensionandolo negli anni '90 e sospendendolo nel 2003, seppure ripresentantesi per un breve periodo in una curiosa e “pericolosa” versione digitale fino al 28mag2016 (ultima settimana con Elisa Silvestrin che chiuse dopo 67 anni lo storico Servizio di Annunci programmi tv) con giovani ragazze provenienti in parte dal concorso Miss Italia)... mentre in rapporto all'elettronica... si dice dìodo o diòdo?, e si possono ben spendere 5 minuti di trasmissione sul diodo quando si è spesa una settimana intera su fagotto e controfagotto (riguardo l'etimologia del nome al tempo della sua invenzione il diodo a vuoto era detto rettificatore (per via della sua principale proprietà di condurre la corrente nella direzione Anodo-Katodo mentre nella direzione opposta Katodo-Anodo la corrente inversa di perdita secondo vari tipi di diodi è solo di qualche micro-nano-picoA, con rapporto dei valori avanti-indietro anche maggiore di qualche milione o miliardo o decine di miliardi) quindi nel 1919 (anno dell'invenzione del tetrodo di Tellegen) William Henry Eccles inventò il termine diodo dalle radici greche di (delta i, significante due) e ode (oddes, significante percorso) ossia diodo=due percorsi(evidentemente percorsi di resistenza elettrica Ron=Rdiretta e Roff=Rinversa di valori ben diversi) ma percorso in greco si dice anche διαδρομη, comunque i nomi diodo-triodo-tetrodo-pentodo-ecc. erano già informalmente da tempo utilizzati in telegrafia multipla (multiplex telegraphy), per cui potremmo pure dire che diodo e diode derivino da di-elettr(odo) o da di-elettr(ode)), perchè Bongiorno sosteneva di conoscere un poco di elettronica e quando andava alla GBC invece di dìodi o diòdi e di trànsistor o transìstor portava a casa un ricetrasmettitore da 4 milioni di lire che gli altri invece guardavano solo esposto in vetrina), 


nel suo libro Diario minimo in cui si sostiene che lo spettatore medio si potè perfettamente identificare col popolarissimo fondatore artistico “italo-americano” delle trasmissioni RAI specialmente strutturate su quiz televisivi (quale re del telequiz, ossia Mike Bongiorno era un buon trasmettitore-TX di mediocrità sul piano qualitativo e l'intera nazione davanti allo schermo era un buon ricevitore-RX sintonizzata convinta contenta soddisfatta e diremmo guarita o “guarita” dai complessi di inferiorità... ma molti telespettatori lo ricorderanno soprattutto per il suo saluto di commiato “Allergia!, Allergia!” forse “sponsorizzato da produttori farmaceutici di farmaci antiallergici (in realtà il suo saluto di buon augurio era il noto “Allegria!, Allegria!”), e per il suo motto “Fiato alle tombe, Turchetti!” forse “ricollegandosi allo spettacolare evento della risurrezione di Lazzaro” (in realtà il suo motto era “Fiato alle trombe, Turchetti!”, le trombe intese come strumenti musicali a fiato)), laddove per Eco invece Corrado era l'Italia e perciò l'Italia lo amava (Bongiorno dunque era l'Italia media-(mediocre) e Corrado era l'Italia!, entrambi rassicuranti e comunque molto benvoluti dal pubblico)), e poi rischiare pure “di non veder Rischiatutto” con Mike Bongiorno e con la signorina Sabina Ciuffini (non facciamo commenti e battute, commenti di immagine di parola e di minigonna, ossia valletta (nel periodo '70-74) così diversa giovane brava spigliata e moderna rispetto alle precedenti vallette Maria Giovannini ed Edy Campagnoli (valletta questa muta portabuste ed accompagnatrice di concorrenti) che farà poi la valletta pure per Enzo Tortora a Telealtomilanese nel '75 e la giornalista per TV Sorrisi e Canzoni), e la signora Longari (non facciamo commenti e battute e gaffe, anche per l'alta gradazione alcolica della concorrente a rosolio 70°, cadendo magari su Diocleziano (è una “leggenda metropolitana” che cadde sul WWF o sulla Lipu mentre invece sappiamo che cadde su un Imperatore (si era presentata per la storia della Repubblica Romana a mag70))) e col carismatico professor Inardi (non facciamo... non facciamo granchè nelle nuove dimensioni sconosciute della parapsicologia), ricordando dunque anche questo popolarissimo programma degli anni '70 pure per la sua struttura classica di quiz tv, per il suo regolamento, per il giudice soprannominato Signor No, e pure per la sua sigla Il rischio dovuta al cantante egiziano-greco-italiano Giuseppe Mustacchi (Alessandria 1934 – Nizza 2013) naturalizzato francese col nome di Georges Moustaki e divenuto famoso nel 1969 in Francia per la canzone Le Meteque tradotta in italiano Lo Straniero da Bruno Lauzi e cantata da Moustaki stesso con altrettanto successo), 


e lo stesso Carassa (sostanzialmente e culturalmente un ingegnere) in una intervista aveva detto che quel ponte RF Milano-Palermo avrebbe contribuito secondo un vecchio “motto-adagio” di Massimo d'Azeglio a “fare gli italiani, dopo aver fatto l'Italia” (secondo conosciuti principi della Rivoluzione Francese su base storica-linguistica-religiosa... questo era il 1° tentativo all'alba dell'unità del Regno d'Italia (tutti ricorderanno ad esempio il libro Cuore di Edmondo De Amicis (narrante per voce di uno degli scolari protagonisti (Enrico Bottini dalle cui note il padre trasse poi lo scritto) gli avvenimenti di un anno scolastico in una 3° classe elementare a Torino dal 17ott1881 al 10lug1882 ossia dall'iscrizione fino agli esami finali dell'anno, dato che secondo gli intellettuali del tempo gli italiani si iniziavano a formare dalle scuole elementari-primarie, nonché De Amicis lo scrittore italiano per l'infanzia più noto dopo Carlo Collodi (Cuore è un libro di formazione interessante sotto molti aspetti storici-educativi-culturali ma è particolarmente interessante perché invita, se non costringe, ogni lettore ad identificarsi con uno degli scolari frequentanti quella classe del 1882 magari ritornando egli indietro negli anni, anche se per alcuni l'identificazione non andrà molto bene), ma ugualmente hanno fatto altri scrittori ed ovviamente i politici quali Cavour (al quale a volte viene attribuita proprio la presente frase “Abbiamo fatto l'Italia, adesso dobbiamo fare gli italiani”), ecc.))), laddove la televisione, ancor più della radio, avrebbe portato avanti il 2° tentativo di fare gli italiani (i cui nomi sarebbero Luigi Silori, Gianni Serra, Mike Bongiorno, Angelo Lombardi, Angelo Guglielmi, Enzo Tortora, Corrado Mantoni, Pippo Baudo, Nino Manfredi, Ugo Tognazzi, Furio Colombo, Raimondo Vianello, Maurizio Costanzo, Umberto Eco, Nanni Loy, Emilio Garroni, Paolo Villaggio, Mario Carpitella, Sabina Ciuffini, Raffaella Carrà, Renzo Arbore, Gianni Boncompagni, Mario Soldati, Ugo Gregoretti, Francesco Sabatini, Alberto Sordi, Elena Barolo, Elisabetta Canalis, Maddalena Corvaglia, Federica Nargi, Costanza Caracciolo, Martina Colombari, Anna Falchi, Daniela Ferolla, e centinaia e centinaia di altri nomi (tra cui i nuovi intellettuali ed opinionisti nati nel mondo televisivo stesso e giovani ragazze iconiche della nuova multimedialità) che in vari modi ed in vari campi hanno contribuito a formare il linguaggio ed il costume che dalla televisione ha poi improntato modi-categorie-usi-costumi-consuetudini-maniere-linguaggi-acquisti-divertimenti-vacanze-teorie varie-pratiche varie-ecc. dei nostri tempi, o magari diciamo il 3° tentativo se si considera pure il tentativo di “fare gli italiani” operato nel periodo fascista 1922-43; obiettivo fare gli italiani a tutto tondo, e non solo fare l'italiano nel senso di insegnare la lingua italiana o la nuova lingua italiana televisiva (dal 1954 e poi dal 1980) od italiano elettronico od italiano “spettacolare” od italiano trasmesso più che italiano scritto-parlato, con nuovi termini, con anglicizzazioni, sistemazione delle pronunce, semplificazione del parlato e delle frasi (con nessuna o poche subordinate)... di cui ha “beneficiato” anche il presente libro) 


mentre oggi piuttosto sarebbe un analogo problema e questione fare gli europei da francesi-inglesi(da giu2016 l'Europa unita è un poco più lontana per il “Leave” nel referendum popolare inglese onde far uscire la Gran Bretagna da CE-UE)-spagnoli-tedeschi-italiani-greci-svedesi-ecc. (dato che, se all'affermazione “Io sono di Roma o di Milano (qui Milano in Lombardia Italia e non Milan in Michigan USA (così denominata nel 1831 perché si produceva vino e grappa per cui sembrava appropriato il nome della lontana città italiana rinomata per il vino anche se magari Bassano o qualche altra città veneta andava meglio) e neppure Milan in Eire Country Ohio USA (piccola cittadina di 1350 abitanti nel 2015 nota piuttosto quale luogo di nascita di Thomas Alva Edison l'11feb1847 qui vissuto fino all'età di 7 anni per poi trasferirsi a Port Huron in Michigan)), o sono di Barcellona o di Lione” un giapponese od un africano usualmente risponderebbe “L'anno scorso anch'io sono stato a Berlino e Stoccolma ed Oslo”, in Europa invece non sembrerebbe ancora possibile parlare così viste le distanze geografiche e culturali (se l'Europa è ben lontana dall'essere una vera ed unica nazione sostanzialmente è per le grandi differenze socio-politico-economiche tra  Grecia-Portogallo-Italia-Spagna-Francia-Gran Bretagna-Germania-ecc. ma pure perché Francia-Germania-UK si sentono troppo Stato sovrano da rinunciare alla loro unicità-sovranità entrando come semplici stati entro una Nazione di circa 22 “stati regionali”), aggiungendo che i termini Europa ed europei quali abitanti dell'Europa si diffondono forse dal 1721, ma in verità per la prima volta entrano nel linguaggio della storia in una cronaca della battaglia di Poitiers del 732 d. C. vinta valorosamente da Carlo Martello contro l'esercito arabo (altrimenti 5 secoli dopo alla Sorbona di Parigi, invece di discutere le tesi di Tommaso d'Aquino si sarebbe discusso delle controversie tra sciiti e sunniti, e ad Oxford nel XIII-XIV sec. invece della filosofia scolastica si sarebbe discusso della suprema tradizione antica degli imam riguardo la mistica coranica, ed a Londra, dalla Torre dell'Orologio (dal 2012 Elizabeth Tower) di House of Parliament di Westminster (nella parte più antica iniziata nel 1097) “simile quindi ad un “improbabile” minareto” sulla riva del Tamigi, invece del suono del Big Ben o Great Bell (di Edmund Beckett Denison disegnato da Augustus Pugin, pesante circa 14 tonnellate, e suonante la prima volta nel 1859) 


udibile fino a circa 2 mila metri di distanza, si sarebbero udite le 5 preghiere (salat-salah) legali canoniche quotidiane quale secondo pilastro dell'Islam (5 salat al giorno con pronuncia e modulazione della voce corrette, della durata di 5-10 minuti ognuna, ad ore esatte e nella direzione geografica prestabilita della Ka'ba-Kabah entro La Mecca il che ha richiesto nel mondo islamico il calcolo del tempo ed il complicato studio della trigonometria sferica (nello spazio euclideo ovviamente) come già detto), ossia la preghiera all'alba (salat al-subh o al-fajr, composta di 2 rak'a ovvero 2 unità-cicli di preghiera, compiuta tra il momento del primo apparire della luce del giorno ed il momento del pieno disco solare), la preghiera a mezzogiorno (salat al-zuhr o al-dhuhr, composta di 4 rak'a, compiuta tra il momento in cui un oggetto o lo gnomone verticale non proietta a terra alcuna ombra ed il momento in cui la lunghezza dell'ombra è pari alla sua altezza), la preghiera al pomeriggio (salat al-'asr o al-'asr, composta di 4 rak'a, compiuta tra il momento finale precedente ed il termine del giorno quando la luce accenna a diminuire), la preghiera al tramonto-vespero (salat al-maghrib o al-maghrib, composta di 3 rak'a, compiuta tra il momento della scomparsa del disco solare all'orizzonte e la fine di ogni luminosità del giorno) e la preghiera di notte (salat al-'isha o al-'isha, con 4 rak'a, compiuta tra il momento della totale scomparsa della luminosità al termine del crepuscolo ed il principio della luce all'aurora del nuovo giorno; il Profeta Maometto avrebbe detto "Colui il quale ha adempiuto una salat al-ʿishaʾ in congregazione con altri fedeli, è come se fosse rimasto in preghiera fino a mezzanotte, e chi ha offerto una salat al-Fajr è come se fosse rimasto in preghiera tutta la notte"), annunziate dall'alto dei minareti col suo richiamo (adhan) dal muezzin (mu'adhdhin, anticamente detto talacimanno) con una formula (sintesi della stessa teologia islamica-coranica) che nel sunnismo è: Allahu Akbar (Allah è Sommo) (4 volte, 2 per il malikismo), Ashadu an la ilaha illa Allah (Attesto-Testimonio che non v'è Dio se non Iddio) (2 volte), Ashadu anna Muhammadan Rasul Allah (Attesto che Muhammad è l'Inviato di Allah) (2 volte), Ashadu anna 'Aliyan wali Allah (Testimonio che Alì è il vicario di Allah) (2 volte, solo nel rito sciita), Hayya 'ala al-salat (Orsù affrettatevi alla preghiera) (2 volte), Hayya 'alal-falah (Orsù affrettatevi alla salvezza) (2 volte), Hayya ala khayri l-amal (Affrettatevi a fare le azioni migliori) (2 volte, solo nel rito sciita), As-salatu khayru min al-nawm (Pregare è meglio di dormire) (2 volte, solo per le preghiere del mattino), Allahu Akbar (Iddio è Sommo) (2 volte), La ilaha illa Allah (Non v'è altro Dio all'infuori di Iddio) (1 volta)... invitante i musulmani come detto 5 volte al giorno a fare le salat di 5-10 minuti ognuna (la cui azione individuale-collettiva crea una rigida ossatura e la cornice in cui deve svolgersi ogni giornata dei credenti musulmani), mentre invece i cattolici lombardi per tradizione “fanno 4-5 in-salat a settimana di circa 15-30 minuti ognuna quasi sempre a mezzogiorno” e recitano il rosario ogni sera in orari usualmente di “seconda fascia televisiva” o poco oltre, da cui si notano pure le somiglianze e le differenze tra Cristianesimo (Buona Novella ed Avvento del Regno di salvezza) ed Islam (Legge coranica) in società compiutamente applicanti l'una o l'altra religione (dato che insieme non sembrano andare molto d'accordo seppure entrambe adorino uno ed un solo Dio, l'Unico sebbene “teologicamente diverso”) 


e pure oggi (12 Rabi I 1438 secondo il calendario arabo dell'Egira (notoriamente calendario lunare basato sui cicli della luna), ossia 11dic2016 d.C. secondo il calendario gregoriano occidentale (calendario solare basato sui cicli stagionali)) esattamente-empiricamente come sono applicate nei paesi con religione a maggioranza cristiana od a maggioranza musulmana quella differenza di date (di 578 anni solari=622 anni lunari circa, dato che il calendario islamico, canonizzato nel 638 d.C. dal califfo Omar, inizia il 622 d.C. od anno Hegirae 1) mostrerebbe e rappresenterebbe pure la “distanza cronologica-sociale-politica-culturale” tra i paesi occidentali (abitati da cittadini a maggioranza cristiana) e quelli africani-mediorientali-orientali (a maggioranza musulmana) se in quelli occidentali la religione cristiana assumesse sempre minor importanza individuale-collettiva come di fatto già avviene ed in quelli a maggioranza musulmana assumesse ancora la massima importanza, ed in più tra le tre religioni monoteistiche Ebraismo-Cristianesimo-Islam o religioni abramitiche (derivate dal comune progenitore Abramo, il “Padre di tutti”) complessivamente prese le differenze col Pensiero Matematico-Scientifico-Tecnico, sapendo però che il pericolo o “pericolo” di teocrazia è fondamentalmente più genetico nell'islam che nel cristianesimo (il Califfo è necessariamente un capo religioso-statale) dato che il progetto di religioso musulmano e di società musulmana sono quasi intrinseci alla vera religione islamica mentre nel vero cristianesimo la teocrazia è un progetto solamente e tipicamente medioevale (in cui il Re-Imperatore-Principe-Presidente della repubblica non sono necessariamente dei capi religiosi in occidente Europa-America; 


come sarebbe necessario leggere il testo biblico (onde comprendere la religione, l'arte, la letteratura, ecc., complessivamente composto di 72 Libri: Pentateuco (Genesi, Esodo, Levitico, Numeri, Deuteronomio), Libri storici (Giosuè, Giudici, Rut, Samuele 1, Samuele 2, Re 1, Re 2, Cronache 1, Cronache 2, Esdra, Neemia, Tobia, Giuditta, Ester, Maccabei 1, Maccabei 2), Libri poetici e sapienziali (Giobbe, Salmi, Proverbi, Qoèlet (Ecclesiaste), Cantico dei Cantici, Sapienza, Siracide), Profeti (Isaia, Geremia, Lamentazioni, Baruc, Ezechiele, Daniele, Osea, Gioele, Amos, Abdia, Giona, Michea, Naum, Abacuc, Sofonia, Aggeo, Zaccaria, Malachia), Vangeli e Atti (Matteo, Marco, Luca, Giovanni, Atti degli Apostoli), Lettere di Paolo (Romani, Corinzi 1, Corinzi 2, Galati, 


Efesini, Filippesi, Colossesi, Tessalonicesi 1, Tessalonicesi 2, Timoteo 1, Timoteo 2, Tito, Filemone, Ebrei), Lettere cattoliche e Apocalisse (Giacomo, Pietro 1, Pietro 2, Giovanni 1, Giovanni 2, Giovanni 3, Giuda, Apocalisse)) nei paesi a maggioranza cristiana o musulmana così sarebbe necessario leggere il testo coranico nei paesi a maggioranza musulmana o cristiana, ossia per noi occidentali leggere pure il testo fondamentale (e sacro) del mondo a religione musulmana od islamica (letteralmente dei sottomessi ad Allah), al-Qur'am (letteralmente “La lettura” o “La recitazione salmodiata”), onde capire meglio gli sviluppi della storia di questi paesi dal VII-VIII sec. in poi, del pensiero umanistico della civiltà islamica che sempre ha ruotato e ruota attorno al perno del Corano, della letteratura, della giurisdizione e diritto coi relativi manuali, degli usi e costumi, ovvero il Libro per eccellenza del mondo arabo(20%)-islamico(80% del complessivo miliardo di individui musulmani nel mondo), un testo complesso composito frammentario incorrelato ed asistematico composto di 114 capitoli-sure e di 6236 versetti, un capolavoro di eloquenza, un deposito di sapienza, la legge immutabile e imperitura, la Parola increata, eterna, definitiva dell’unico Dio rivelata tramite l'arcangelo Gabriele all’ultimo dei profeti Maometto (testo disceso dal Cielo secondo la tradizione in una sola notte, la "notte del destino" ossia 26-27 del mese di ramadan 610 d.C., scritto inizialmente in dialetto meccano o nel dialetto “medio” koinè delle varie tribù arabe, poi composto nella vulgata, ad iniziare dalla sura del Grumo di sangue "Grida, in nome del tuo Signore, che ha creato, ha creato l’uomo da un grumo di sangue! Grida! Ché il tuo Signore è il Generosissimo, Colui che ha insegnato l’uso del càlamo, ha insegnato all’uomo ciò che non sapeva" (96, 1-5)) e rivolta all’intero genere umano, come afferma Paolo Branca docente di Lingua e letteratura araba presso l’Università Cattolica Sacro Cuore di Milano; il Sacro Corano nel nome di Allah, il Compassionevole, il Misericordioso è così composto: 1. Al-Fatiha (L'Aprente), 2. Al-Baqara (La Giovenca), 3. Al-'Imran (La famiglia di Imran), 4. An-Nisa' (Le Donne), 5. Ma'ida (La tavola imbandita), 6. Al-An'am (Il bestiame), 7. Al-A'raf, 8. Al-'Anfal (Il bottino), 9. At-Tawba (Il pentimento o la disapprovazione), 10. Yunus (Giona), 11. Hud, 12. Yusuf (Giuseppe), 13. Ar-Ra'd (Il Tuono), 14. Ibrahim (Abramo), 15. Al-Hijr, 16. An-Nahl (Le api), 17. Al-Isra' (Il viaggio notturno), 18. Al-Kahf (La caverna), 19. Maryam (Maria), 20. Ta-Ha, 21. Al-Anbiy (I profeti), 22. Al-Hajj (Il pellegrinaggio), 23. Al Mu'minun (I credenti), 24. An-Nur (La luce), 25. Al-Furqan (Il discrimine), 26. Ash-Shu'ara (I poeti), 27. An-Naml (Le Formiche), 28. Al-Qasas (Il Racconto), 29. Al-'Ankabut (Il Ragno), 30. Ar-Rum (I Romani), 31. Luqman, 32. As-Sajda (La Prosternazione), 33. Al-Ahzab (I Coalizzati), 34. Saba', 35. Fatir (II Creatore), 36. Ya Sin, 37. As-Saffat (I Ranghi), 38. Sad, 39. Az-Zumar (I Gruppi), 40. Al-Ghafir (II Perdonatore), 41. Fussilat (Esposti chiaramente), 42. Ash-Shura (La Consultazione), 43. Az-Zukhruf (Gli Ornamenti d'Oro), 44. Ad-Dukhan (II Fumo), 45. Al-Jathiya (La Genuflessa), 46. Al-'Ahqaf, 47. Muhammad, 48. Al-Fath (La Vittoria), 49. Al Hujurat (Le Stanze Intime), 50. Qaf, 51. Adh-Dhariyat (Quelle che spargono), 52. At-Tur (II Monte), 53. An:Najm (La Stella), 54. Al-Qamar (La Luna), 55. Ar-Rahman (II Compassionevole), 56. Al-Waqi'a (L'Evento), 57. Al-Hadid (II Ferro), 58. Al-Mujadala (La Disputante), 59. AI-Hashr (L'Esodo), 60. Al-Mumtahana (L'Esaminata), 61. As-Saff (I Ranghi Serrati), 62. Al-Juma'a (II Venerdi), 63. Al-Munafiqun (Gli Ipocriti), 64. At-Taghabun (II Reciproco Inganno), 65. At-Talaq (II Divonio), 66. At-Tahrim (L'lnterdizione), 67. Al-Mulk (La Sovranità), 68. Al-Qalam (II Calamo), 69. Al-Haqqah (L'Inevitabile), 70. Al-Ma'arij (Le vie dell'Ascesa), 71. Nuh (Noè), 72. Al-Jinn (I Demoni), 73. Al-Muzzammil (L'Avvolto), 74. Al-Muddaththir (L'Avvolto nel Mantello), 75. Al-Qiyama (La Resurrezione), 76. Al-Insan (L'Uomo), 77. Al-Mursalat (Le Inviate), 78. An-Naba' (L'Annuncio), 79. An-Nazi'at (Le Strappanti Violente), 80. 'Abasa (Si Accigliò), 81. At-Takwir (L'Oscuramento), 82. Al-Infitar (Lo Squarciarsi), 83. Al-Mutaffifin (I Frodatori), 84. Al-Inshiqaq (La Fenditura), 85. Al-Buruj (Le Costellazioni), 86. At-Tariq (L'Astro Notturno), 87. Al-A'la (L'Altissimo), 88. Al-Ghashiya (L'Avvolgente), 89. Al-Fajr (L'Alba), 90. Al-Balad (La Contrada), 91. Ash-Shams (II Sole), 92. Al-Layl (La Notte), 93. Ad-Duha (La Luce del Mattino), 94. Ash-Sharh (L'Apertura), 95. At-Tin (II Fico), 96. Al-'Alaq (L'Aderenza), 97. Al-Qadr (Il Destino), 98. Al-Bayyina (La Prova), 99. Az-Zalzalah (Il Terremoto), 100. Al-'Adiyat (Le Scalpitanti), 101. Al-Qari'ah (La Percotente), 102. At-Takathur (Il Rivaleggiare), 103. Al-'Asr (Il Tempo), 104. Al-Humaza (Il Diffamatore), 105. AI-Fil (L'Elefante), 106. Quraysh (I Coreisciti), 107. Al-Ma'un (L'Utensile), 108. Al-Kawthar (L'abbondanza), 109. Al-Kafirun (I Miscredenti), 110. An-Nasr (L'Ausilio), 111. Al-Masad (Le Fibre di Palma), 112. Al-Ikhlas (Il Puro Monoteismo), 113. Al-Falaq (L'Alba Nascente), 114. An-Nas (Gli Uomini), di cui nella Sura I, Al-Fatiha (L'Aprente) leggiamo: "In nome di Allah, il Compassionevole, il Misericordioso. La lode [appartiene] ad Allah, Signore dei mondi, il Compassionevole, il Misericordioso, Re del Giorno del Giudizio. Te noi adoriamo e a Te chiediamo aiuto. Guidaci sulla retta via, la via di coloro che hai colmato di grazia, non di coloro che [sono incorsi] nella [Tua] ira, né degli sviati" (la cultura araba così legata al testo sacro coranico, ossia come detto la letteratura umanistica ma pure quella scientifica, ha raggiunto il vertice alto della sua parabola ascendente-discendente nel IX sec. d.C., 


grazie al volere del califfo abbaside di Baghdad ossia il califfo Abù Ja’far Abdullah al-Ma’mun (786-833) che fondò-ampliò il centro di studi allora più importante nel mondo Occidentale-Orientale, come già scritto, ossia la biblioteca califfale di Bayt al-Hikma, La Casa della Saggezza-Sapienza, nata inizialmente come biblioteca privata del califfo Harun al-Rashid (766-809, di cui ricordare la raccolta antologica o silloge favolistica de Le mille e una notte contenente molte storie ispirate alla sua vita ed al mito della favolosa e magnifica corte di Harun) ma a partire dall'anno 832 ben incrementata dal figlio successore al-Ma'mun (è questa l'epoca d'oro della scienza araba, epoca che il mondo arabo non aveva mai auto e che non ritornerà più almeno fino ad oggi), con i nomi di pensatori quali Abu Rayhan Muhammad ibn Ahmad al-Biruni (973-1048, filosofo, matematico, scienziato, storico persiano, tra i cui contributi in matematica citiamo teoria e pratica aritmetica, somme di serie numeriche, analisi combinatoria, regola del 3 semplice diretto o inverso (determinare una grandezza incognita x dopo aver uguagliato due rapporti dove le altre tre grandezze sono note, ossia con l'uso delle proporzioni (dirette ed inverse), del tipo x:a=b:c da cui x=ab/c, quale metodo ben noto nelle scuole medie inferiori) e del 3 composto (determinare x che dipende da più grandezze, ossia con due o tre o più proporzioni semplici, del tipo x:a=b:c=d:e), numeri irrazionali, teoria delle frazioni, definizioni algebriche, metodo per risolvere equazioni algebriche come fece anche al-Khwarizmi, geometria, teoremi trattati da Archimede, problema della trisezione dell'angolo), Ibn al-Shakir (i fratelli Ja'far Muhammad ibn Musa ibn Shakir e Ahmad ibn Musa ibn Shakir, del tempo del califfo Harun al-Rashid, matematici astronomi ed ingegneri, furono i primi a fare dei passi oltre la matematica-geometria greca, ricordando che il primo modello di sistema astronomico di Copernico riportato in Commentariolus (Piccolo commentario di circa 40 pagine) del 1514 ed in De Revolutionibus del 1543 è derivato direttamente da quello di Ibn al-Shakir (come detto contenuto questo nel trattato Kitab nihayat al-sul fi tashih al-usul (“La ricerca finale sulla rettifica dei principi”) in cui sono drasticamente riformati i modelli tolemaici di Sole-Luna-pianeti mantenendo però fermo il geocentrismo, eliminando l'eccentrico e l'equante ed introducendo altri epicicli, onde, nonostante fosse geocentrico con eliminazione di eccentrici tolemaici le caratteristiche matematiche del suo sistema sono sostanzialmente identiche a quelle copernicane seppure non sappiamo se Copernico veramente avesse conosciuto il Kitab nihayat di Ibn al-Shatir)), Abu Ja'far Muhammad ibn Musa al-Khwarizmi (ossia al-Khwarizmi, 780-850, visse a Baghdad presso la corte del califfo al-Ma'mun durante il periodo delle numerose traduzioni dal greco e dall'indiano, noto algebrista ben tradotto e conosciuto in occidente, autore della celeberrima opera al-Kitab al-mukhtasar fi hisab al-jabr wa al-muqabala (ossia al-jabr wa al-muqabala, “il collegamento, confronto e bilanciamento”) scritta intorno all'anno 820, sulla quale (Algebra di al-Khwarizmi) abbiamo sufficientemente scritto come pure sul relativo autore), Ibn al-Haytham (latinizzato Alhazen, 965-1039, medico, filosofo, teologo, fisico, astronomo, matematico arabo persiano nato nel 965 a Basra-Bassora in Iraq (nominato visir della provincia di Bassora), tra i più noti e geniali scienziati del mondo islamico, conosciuto nell'Europa medievale come Ptolemaeus secundus o semplicemente come Il fisico ed anche chiamato al-Basri (di Bassora) o al-Misri (l'egiziano) ma spesso più semplicemente noto come Alhazen; visitò la Spagna islamica e la Siria e creò una biblioteca personale per numero di volumi seconda solo a quella maggiore di Bayt al-Hikma, e ha tradotto molte opere dei greci in particolare gli Elementi di Euclide e la Sintassi matematica od Almagesto di Claudio Tolomeo oltre alle Coniche di Apollonio di Perga ricostruendo anche l'8° libro andato perso tramite deduzione dai libri precedenti; ha dato un notevole contributo rivoluzionario allo sviluppo di principi di ottica e di percezione visiva riguardo la formazioni delle immagini nell'occhio (partendo dall'ottica euclidea ed enunciando teorie su prospettiva, sul punto di vista, sulla parte visibile dell'oggetto e sulla luce ed illuminazione sul piano più oggettiva che soggettiva, riformulando i modelli geometrici della rappresentazione ottica, e tanti avranno appreso quanto l'ottica araba e la teoria degli specchi lineari-curvi e delle lenti fosse tenuta in considerazione in Europa e nei monasteri medioevali seppure qui in Europa la ricerca scientifica (anche in campo ottico, per non dire in campo astronomico riguardi i moti planetari) era piuttosto ostacolata dalla teologia e dottrina cristiana di cui veniva a compromettere alcuni dogmi) 


aprendo così la strada all'ottica fisica (in particolare in Kitab al-Manaẓir (Libro di Ottica del 1011-21, tradotto in latino alla fine del XII sec. col titolo Thesaurus Opticae: Alhazeni Arabis libri septem, nuncprimum editi; Eiusdem liber De Crepusculis et nubium ascensionibus), per primo sostenendo che la visione avviene quando la luce delle fonti luminose colpisce un oggetto e rimbalzando viene inviata agli occhi di qualcuno, mentre sappiamo che le due principali teorie della visione nell'antichità classica erano la teoria delle emissioni o dei raggi visivi-visuali (sostenuta da Euclide, Tolomeo, ed altri) secondo la quale la vista funzionasse con l'occhio che emetteva raggi di luce (ma dato che un cieco ricava informazioni di immagine visiva tramite l'uso di mani e bastone allora l'occhio dell'individuo normale sarebbe dotato di una sorta di “bastoni-bastoncini-bastoncelli” visuali coi quali percuotere gli oggetti visibili esterni onde ricavarne informazioni ottiche ma contraddittoriamente possibile questa anche di notte differentemente da come invece avviene, ed invece impossibile a toccare coi bastoncini visuali il Sole e la Luna), e la teoria dell'intromissione (sostenuta da Aristotele e dagli aristotelici) funzionante con forme fisiche o particelle (scorzettine, eidola (termine derivante da statue per il culto, visione di ciò che non si vede, da cui idolo), od ombre riproducenti forma-luminosità-colore) che staccandosi dall'oggetto entravano nell'occhio (ma non spiegava come le ombre-scorzettine-eidola delle grandi montagne potessero entrare nell'occhio come le ombre-scorzettine-eidola di un oggetto di dimensione comune davanti agli occhi), ed i predecessori arabi come al-Kindi avevano proceduto su teorie euclidee-galeniste-aristoteliche riguardo la geometria dei raggi matematici di Euclide, l'anatomia e la fisiologia della tradizione medica di Galeno e le teorie di intromissione di Aristotele, ma Alhazen (osservando la leggera persistenza delle immagini sulla retina (dato che in quel caso l'immagine deve immediatamente scomparire), e la sensazione di abbacinamento o addirittura dolorosa alla vista di fonti luminose di altissima intensità come il Sole (quando un organo di senso piuttosto eviterebbe di toccare il Sole, se agisse invece che patire nella visione) demolita la teoria dei raggi visuali seguì piuttosto al-Kindi affermando che “ogni punto di ogni corpo colorato, illuminato da ogni luce, emette luce e colore lungo ogni linea retta che può essere tirata da quel punto” (la luce si trasmette in linea retta seguendo la geometria euclidea degli Elementi, ottenuto ciò da vari esperimenti con lenti, specchi, rifrazioni e riflessioni; ovvero Alhazen passa alla teoria delle scorzettine supponendo che l'acquisizione delle informazioni luminose fosse sì dovuta ad un agente esterno il quale però non rilasciasse ombre viaggianti in forma di scorzetine proprio in direzione dell'occhio dell'osservatore bensì emettesse forme di ombre-scorzettine in tutte le direzioni spaziali), ma volendo evitare che ogni punto di un oggetto illuminato inviasse raggi in ogni direzione nell'occhio, onde creare un'immagine coerente 1:1 dell'oggetto e non una gran confusione ottica, sostenne che da ogni punto solo i raggi perpendicolari (più forti e non rifratti) raggiungono attraverso il cono geometrico-ottico il corrispondente punto nell'occhio (affrontando un problema di scomposizione di forme degli oggetti osservati (rudimentale emissione logica di particelle o rudimentale teoria corpuscolare ossia assai rudimentale teoria dei fotoni) in ogni direzione ossia ogni punto di un oggetto emette informazioni luminose come scorzettine, e poi di ricomposizione delle forme sul nervo ottico o sulla retina dato che tra tutte le scorzettine emesse in tutte le direzioni radiali solo quella viaggiante lungo la direzione retta normale alla cornea (scorzettina normale-regolare, una sola per ogni punto dell'oggetto) sarebbe entrata nell'occhio (mentre le scorzettine anormali-anomale-irregolari sarebbero state respinte da rifrazione-riflessione di cui aveva abbozzato una teoria con vari esperimenti su corpi cilindrici-sferici-ecc. ) riformando tutte la forma dell'oggetto esterno, 


e dunque per Alhazen l'immagine visiva non sarebbe altro che la somma di innumerevoli scorzettine-particelle normali-regolari emesse dagli oggetti colpiti dalla luce, seppure avendo studiato l'anatomia dell'occhio di Galeno (cornea, tuniche, umore, ecc.) insieme all'uso della geometria dei raggi di Euclide si rese anzitempo anche conto che le scorzettine attraversando rettilineamente il globo si sarebbero collocate sulla retina in ordine inverso ovvero avrebbero prodotto una “immagine invertita-rovesciata”, ma non disponendo di concetti sufficienti lasciò perdere, piuttosto andò alla ricerca del sensorio o nervo ottico che porta le informazioni al cervello nei punti della traiettoria delle scorzettine raggiunti dopo inversione rispetto al centro del globo oculare (trovando liquido-umore, il foro della pupilla ed il solido-trasparente-cristallino cristallino e fu nel cristallino che Alhazen identificò il sensorio della visione corretta, invece che più correttamente in coni-bastoncelli sulla retina), ossia diremmo una teoria ottica della visione con punti deboli ma comunque la migliore teoria del tempo (introducendo in ottica una primordiale teoria corpuscolare (che sarà detta newtoniana) ed il concetto che la visione è oltre che soggettiva (nell'elaborazione del cervello) ancor più oggettiva dipendendo da un agente esterno (il lumen attivo, e non più solo il vecchio lux passivo) supponendo che il lumen emettesse forme di ombre-scorzettine-particelle-(“fotoni”) verso l'occhio), che influenzerà tutti gli scienziati occidentali nel periodo XIII-XVII sec. e pure la successiva teoria di Keplero dell'immagine retinica (dopo aver recuperato Alhazen e Maurolico, che risolveva questo problema di corrispondenza 1:1 dei punti su un oggetto coi relativi punti nell'occhio, dopo le contraddizioni insite nella spiegazione di Witelo (Erazmus Ciolek Witelo conosciuto anche come Vitellione o Vitellio o Vitello nato nel 1230 circa nella Slesia allora polacca), elaborando anche altri concetti generalmente attribuiti ad altri occidentali quali la visione binoculare-bioculare, ma il contributo più originale di Alhazen fu la comprensione dell'anatomia funzionale dell'occhio come un sistema ottico con proiezione pinhole-stenografica (senza inversione dell'immagine) coi raggi che cadevano perpendicolarmente sulla lente (o sull'umore glaciale come lo chiamava) ulteriormente rifratti all'esterno mentre lasciavano l'umore così che l'immagine risultava dritta nel nervo ottico nella parte posteriore dell'occhio, seguendo Galeno sul fatto che l'obiettivo fosse l'organo attivo, anche se a volte sembra che Alhazen credesse che pure la retina svolgesse un ruolo nella visione, così che tale fisico-ottico-fisiologo arabo diede una descrizione completa di luce colore visione riflessione-rifrazione come anche le ricerche su catottrici e diottrici (sempre studio della riflessione e rifrazione della luce, e della prospettiva) sulla scia aristotelica; elaborò anche una teoria sull'illuminazione senza più dubbi attribuita all'effetto della luce del Sole (che emana forti scorzettine dolorose se osservato direttamente, e poi scorzettine regolari-normali verso l'occhio da oggetti da esso Sole illuminati) e arrivando a pensare che dal Sole promanasse qualcosa (non solo le scorzettine della visione, ma una primaria radiazione) capace di produrre le forme-scorzettine di luminosità da parte degli oggetti, intuendo una forza del Sole capace di produrre le informazioni visive del mondo (seppure senza alcuna elaborazione dato che siamo lontanissimi dalla teoria di un Gilbert e poi di un Newton) mentre il colore era dovuto ad un effetto di radiazione secondaria emessa dagli oggetti colorati colpiti dalla radiazione primaria del Sole (pensò anche che il Sole illumina la Luna e che questa emettesse “scorzettine” verso la Terra); nell'opera Catottrica nel Libro V è contenuta una discussione su ciò che è ora noto come il problema e teorema di Alhazen formulato per la prima volta da Tolomeo nel 150 d. C., il quale richiede di tracciare due rette da due punti nel piano di un cerchio che si incontrano in un punto della circonferenza e che formino angoli uguali con la normale in quel punto, e ciò sarebbe equivalente a trovare il punto sul bordo di un biliardo circolare al quale un giocatore di biliardo deve lanciare una biglia battente in un dato punto per farla rimbalzare dal bordo del tavolo e colpire un'altra biglia in un secondo dato punto (in campo ottico, significherebbe realizzare l'applicazione “Data una sorgente luminosa ed uno specchio sferico, trovare il punto sullo specchio dove il raggio di luce si rifletterà nell'occhio di un osservatore”, e questo problema porta ad un'equazione algebrica di 4° grado, portando Alhazen a ricavare una formula per la somma di quarte potenze, dove in precedenza erano state date solo le formule per le somme di quadrati e di cubi, ed il suo metodo può essere generalizzato con formule per la somma di potenze 4° ma anche di qualsiasi potenza intera superiore quasi una primitiva formula integrale di integrazione definita (che Alhazen non fece, dato che necessitava solo della formula per il volume del paraboloide con potenza 4), 


ed infine egli ha risolto il problema usando sezioni coniche e la relativa geometrica con uno svolgimento di calcoli lungo (che i traduttori medioevali in latino potrebbero aver tralasciato o non ben compreso), e problema poi risolto con la geometria analitica di Descartes (recentemente i ricercatori Amit Agrawal, Yuichi Taguchi e Srikumar Ramalingam di Mitsubishi Electric Research Laboratories MERL hanno risolto l'estensione del problema di Alhazen per specchi generici quadratici di rotazione simmetrica inclusi specchi iperbolici, parabolici ed ellittici mostrando nel caso più generale che il punto di riflessione dello specchio può essere calcolato risolvendo un'equazione di 8° grado, e se l'osservatore (occhio o camera) è posizionato sull'asse dello specchio allora il grado dell'equazione si riduce a 6, però se il problema di Alhazen viene esteso a rifrazioni multiple di una palla-bolla sferica, allora data una sorgente di luce ed una tale sfera con un dato indice di rifrazione, il punto più vicino sulla sfera in cui il raggio di luce viene rifratto verso l'occhio dell'osservatore può essere calcolato risolvendo un'equazione di 10° grado); nel Il Kitab al-Manazir Alhazen descrive diversi esperimenti di osservazione per spiegare alcuni fenomeni ottici usando analogie meccaniche (sparando proiettili contro superfici concluse che solo traiettorie di impatto perpendicolari erano migliori a farli penetrare, mentre traiettorie oblique deviavano i proiettili, in analogia coi raggi luminosi diretti su superfici di oggetti ed il fenomeno della rifrazione inviando raggi luminosi da un mezzo trasparente meno denso ad uno più denso, per cui con analogia meccanica di una palla lanciata su una sottile lastra di ardesia coprente un ampio foro in una lastra di metallo si ottiene che con un lancio perpendicolare si rompe l'ardesia passando dunque la palla, laddove con un ugual lancio ma obliquo la palla rimbalza secondo un certo angolo, come pure la luce diretta-perpendicolare del Sole ferisce l'occhio, associando egli luce forte con raggi perpendicolari e luce debole con raggi obliqui e solo il raggio perpendicolare più forte dalla superficie dell'oggetto poteva penetrare nell'occhio per riformare l'immagine); lo psicologo sudanese Omar Khaleefa ha sostenuto che Alhazen dovrebbe essere considerato il fondatore della psicologia sperimentale per il lavoro sulla psicologia della percezione visiva e le illusioni ottiche, ed il fondatore della psicofisica; riguardo l'illusione del disco apparente della Luna la quale appare più grande vicino all'orizzonte che non alta nel cielo, Alhazen argomentò contro la teoria della rifrazione di Tolomeo ipotizzando piuttosto l'illusione in termini di percezione d'immagine maggiore ma non reale (la Luna appare più piccola in cielo poiché non vi sono oggetti intermedi interposti, differentemente che all'orizzonte, dato che per stimare la distanza di un oggetto fa differenza il numero di oggetti in sequenza interposti e le immagini percepite di oggetti sono di conseguenza di dimensioni diverse), poi nell'Europa medioevale attraverso le opere di Roger Bacon, John Pecham e di Witelo basate su Alhazen anche l'illusione del disco apparente della Luna venne gradualmente spiegata come un fenomeno psicologico non reale rigettando la teoria della rifrazione, ma ragionamenti del genere circa distanza e percezione stimata si trovano anche in Cleomede nel II sec. (tra illusione di percezione e rifrazione), in Posidonio nel I sec. a. C., forse anche in Tolomeo; Alhazen ha argomentato anche sulla fisica del cielo sostenendo che i modelli di Tolomeo non erano solo ipotesi matematiche per calcolare matematicamente le orbite celesti ma dovevano essere considerati modelli fisici di oggetti fisici ossia in base ad essi si dovrebbero realizzare modelli fisici-meccanici-reali con i corpi astronomici nelle loro orbite il cui centro è nella Terra (però che non si intersechino in cielo e coi loro centri non centrati su altre orbite), e tale ipotesi di modelli fisici in luogo della sola ipotesi matematica deve aver pure contribuito a far ben accettare la cosmologia tolemaica in Europa fino alla critica di Copernico (abbiamo detto che gli scienziati arabi fino al XVI sec. erano certo riformatori in fisica dei cieli ma mai avrebbero criticato il sistema geocentrico per sostenerne uno ad esempio eliocentrico, e ciò continuò anche quando in Europa si passò al sistema copernicano); nei lavori di meccanica (come il Trattato sui luoghi) Alhazen ha discusso le teorie del moto in disaccordo con Aristotele riguardo il fatto che la natura aborrisce il vuoto ed usando la geometria euclidea ha tentato di dimostrare che il luogo (al-makan) è proprio il vuoto 3-dimensionale immaginato tra le superfici interne di un corpo; Alhazen ha descritto la Terra immobile come una sfera rotonda il cui centro fisso è il centro del mondo, in un libro che è una spiegazione non tecnica di Almagesto, tradotto in ebraico e latino nel XIII-XIV sec. influenzando ad esempio Georg von Peuerbach; nonostante il suo convincimento geocentrico, Alhazen in Al-Shukuk 'ala Batlamyus (tradotto nel 1025-28 come Dubbi riguardo Tolomeo od Aporie contro Tolomeo) criticò l'Almagesto, le ipotesi planetarie e l'Ottica di Tolomeo, specialmente le contraddizioni in astronomia quando la teoria non era in perfetto accordo con le configurazioni dei pianeti (Tolomeo aveva sostenuto che ciò era accettabile purché non si trovassero errori evidenti dato che egli aveva fondato solo un modello di ipotesi matematica), in particolare  il dispositivo matematico dell'equante introdotto da Tolomeo (nel V Libro dell'Almagesto per migliorare l'orbita lunare di Ipparco, ma forse dovuto ad un astronomo posteriore ad Ipparco sebbene precedente a Tolomeo) non soddisfaceva il requisito fisico di un moto circolare uniforme (nell'astronomia planetaria antica il moto di ogni pianeta (di centro P) in orbita intorno alla Terra è descritto da un punto geometrico-matematico centrale O detto eccentrico ossia fuori dal centro della Terra (in cui su un segmento di retta ad uguale distanza da esso (O) da una parte si trova il centro T della Terra e dall'altra parte il punto equante E (punctum aequans, significante a velocità eguale), poi il cerchio-orbita maggiore centrato su O è il deferente D di raggio Rd, il cerchio-orbita minore centrato sulla circonferenza del cerchio deferente D è l'epiciclo EP di raggio Re, ed il centro P del pianeta durante il moto sull'epiciclo EP varia la sua distanza d dall'eccentrico O tra d=Rd-Re e d=Rd+Re ossia varia distanza come il diametro 2Re dell'epiciclo necessario per la traiettoria ellittica e per i moti rispetto alla Terra, laddove l'equante E è l'ipotetico punto posto sulla linea degli apsidi (ossia direzione apoapside-periapside) di un pianeta caratterizzato dal fatto che la velocità angolare Ω del pianeta misurata dal punto equante E è costante nel tempo, ovvero con centro in E l'angolo α di rotazione del pianeta è α(t)=Ωt ossia proporzionale al tempo t, e la velocità angolare dα(t)/dt=Ω=cost, poichè nel moto progressivo-retrogrado e con velocità maggiore-minore di un pianeta (sia rispetto al Sole che al centro T della Terra a sua volta in moto attorno al Sole) rispetto al punto T è variabile, invece rispetto al punto E (simmetricamente opposto a T rispetto all'eccentrico O) la velocità Ω=cost dato che di tanto diminuisce la velocità angolare di quanto aumenta il moto verso il perielio e di tanto aumenta la velocità angolare di quanto diminuisce il moto verso l'afelio, osservando dal punto matematico E un moto geometricamente circolare ed uniforme nella velocità angolare), poiché Tolomeo assunse un accordo (hay'a) che non può esistere, una disposizione producente nella sua immaginazione i movimenti che appartengono realmente ai pianeti, ed Alhazan credeva che esistesse una vera configurazione planetaria che però Tolomeo (autorevole ma non immune da errore) non era riuscito a trovare, onde entro il modello tolemaico geocentrico-geostatico rappresentò i 7 pianeti utilizzando la geometria sferica, la “geometria infinitesimale” e la trigonometria, assumendo che i movimenti celesti fossero uniformemente circolari (il che richiedeva l'inclusione degli epicicli per spiegare il movimento osservato nel cielo) però eliminando l'equante E tolemaico, fornendo così non una spiegazione causale dei moti (mirava ad una descrizione geometrica di reali moti fisici non certo a soddisfare l'ipotesi fisica trovando le cause del moto come invece farà Newton con la sua teoria gravitazionale) ma solo una corretta descrizione geometrica completa che fosse in grado di spiegare i moti osservati; della camera oscura conosciuta dagli antichi cinesi e da Han Shen Kuo, Alhazen diede una chiara descrizione al di fuori della Cina col corretto meccanismo di inversione dell'immagine in cui la luce passa per un piccolo foro e colpisce lo sfondo, poiché era stato portato a considerare il capovolgimento dell'immagine all'interno del globo oculare dovuto al passaggio per lo stretto foro della pupilla, oltre ad occuparsi delle illusioni ottiche spesso ritenute errori dell'occhio e della mente ma per Alhazen soprattutto della mente umana; in campo matematico Alhazen ha trovato una formula di sommatoria dimostrata geometricamente, ha ricostruito le opere matematiche di Euclide e Thabit ibn Qurra e studiato il collegamento tra l'algebra e la geometria (che per primo in Europa darà buoni frutti solo con l'avvento di Fermat e Cartesio), ha trovato la formula per sommare i primi 100 numeri naturali dandone una dimostrazione geometrica (di cui sembra non avesse bisogno il giovanissimo Gauss!); in geometria affrontò la dimostrazione del postulato delle parallele ossia del discusso V postulato degli Elementi utilizzando una dimostrazione per assurdo (sul quale problema abbiamo scritto) introducendo il concetto (altrettanto, se non ancor più discutibile) di movimento in geometria (una contraddizione) con l'introduzione del famoso quadrilatero di Lambert introdotto da questi nel 1786 (che Boris Abramovich Rozenfeld chiama appunto “quadrilatero di Ibn al-Haytham-Lambert”, studi seguiti a quelli del quadrilatero di Gerolamo Saccheri pubblicati nel 1733 in Euclicles ab omni naevo vindicatus: sive conatus geometricus quo stabiliuntur prima ipsa universae Geometriae Principia); tentò pure di risolvere il vecchio problema della quadratura del cerchio (ossia trovare una formula dell'area del cerchio equivalente a quella di un quadrato, ma questo problema pure equivalente alla determinazione della razionalità od alla irrazionalità algebrica del pi-greco, ma sappiamo che tale costante è irrazionale trascendente) usando un curioso metodo inerente all'area di due lunule-lune (forme a mezzaluna note come Lune di Alhazen) costruite sui cateti di un triangolo rettangolo di area complessiva uguale a quella del triangolo, ma poi rinunciandovi; studiò la teoria dei numeri dando un contributo sui numeri perfetti (un numero n si dice perfetto se la somma dei suoi divisori escluso sé stesso è n, ossia quando σ(N)=2n dove σ è la funzione sigma ovvero è la somma dei divisori di n incluso n stesso), essendo il primo ad affermare che ogni numero pari perfetto è della forma 2(elev (n-1))(2(elev n)-1) senza però dimostrarlo e verrà dimostrato da Eulero intorno al 1745 circa, ossia che tutti i perfetti pari hanno quella forma, ma i numeri perfetti erano già stati studiati dai pitagorici e Pitagora aveva pure enunciato un teorema dimostrato poi da Euclide ossia se 2(elev n)-1 è primo allora 2(elev (n-1))(2(elev n)-1) è perfetto, ed inoltre abbiamo detto che i primi di forma 2(elev n)-1 sono detti numeri di Marsenne, poi se n non è primo allora anche 2(elev n)-1 non è primo, ed oggi si conoscono 49 numeri perfetti ad iniziare da 6, 28, 496, 8128, 33550336 (8 cifre), 8589869056 (10 cifre), 137438691328 (12 cifre) di cui il più grande ha 44677235 cifre ovvero più di 44 milioni di cifre decimali; Alhazen in Opuscula ha affrontato problemi riferentesi alle congruenze, sistemi di congruenze fornendo due metodi generali di cui il primo è il metodo canonico (usando quel teorema che oggi è detti il teorema di Wilson) ed il secondo riguarda una versione del teorema del resto cinese, e specificamente al teorema di Wilson (in teoria dei numeri ed in aritmetica modulare) diciamo che dato il numero naturale n maggiore di 1 allora esso è primo se e solo se (n-1)! congruo -1 (mod n), od equivalentemente se (n-2)! congruo 1 (mod n), per cui cosa importante il teorema di Wilson dà la condizione necessaria e sufficiente per stabilire se un numero naturale n maggiore di 2 è un numero primo; sostenne il suo metodo scientifico (“Il dovere dell'uomo che indaga sugli scritti degli scienziati, se l'apprendimento della verità è il suo obiettivo, è far sé stesso un nemico di tutto ciò che legge e ... attaccarlo da ogni parte. 


Dovrebbe anche sospettarsi mentre esegue il suo esame critico, in modo da evitare di cadere egli in pregiudizi o clemenza”), ossia che un'ipotesi doveva essere dimostrata in esperimenti di una tesi basati su procedure e prove confermabili o dimostrazioni matematiche (ciò circa 5 secoli avanti gli scienziati rinascimentali europei), ossia ad esempio in ottica Alhazen legava la teoria con la metodologica sperimentazione nelle prove (i'tibar) poggiando su integrazione di fisica classica (ilm tabi'i) con matematica (ta'alim, in particolare la geometria) come si vede in Kitab al-Manazir, variando le condizioni sperimentali in modo quantitativo costante ed uniforme (ad esempio l'intensità del punto luminoso formato dalla proiezione della luce della Luna attraverso due piccole aperture su uno schermo diminuisce costantemente quando una delle aperture viene via via chiusa), seppure secondo Toomer sia gli altri arabi che gli antichi (Tolomeo, Archimede, ecc.) non furono i veri fondatori del metodo scientifico della fisica-matematica moderna quanto piuttosto tale primato spetterebbe magari a Ibn al-Haytham; lavorò al Cairo nel quartiere della famosa Università di al-Azhar e sostenne di essere in grado di regolare le acque del Nilo per evitare i problemi delle periodiche inondazioni onde fu inviato dall'Imam-califfo Fatimid Caliph al-Hakim con una nutritissima squadra di tecnici ed operai per realizzare un progetto idraulico presso al-Janadil ad Aswan (nel luogo della diga di Assuan moderna), forse proprio una diga, non riuscendo però a causa di difficoltà tecniche o secondo altri per difficoltà finanziarie, tornando così nella capitale a subire una sprezzante umiliazione circa le sue capacità professionali; le opere e le ricerche di Ibn al-Haytham giunsero in Europa (che notoriamente ostacolava la scienza differentemente dalla società araba) solo in un compendio tradotte dal monaco polacco Vitellione nel 1270 col titolo integrale De Aspectibus (Prospettiva di Alhazen) insieme ad altre opere quali l'Epistola sulla luce ed il Libro dell'ottica, ponendo in discussione le vecchie teorie della visione (con occhio attivo o teoria dei raggi visuali, o con occhio passivo puramente ricettivo) con la teoria delle ombre-scorzettine e portando ad una mediazione tra vecchio e nuovo creando in occidente una teoria delle specie in cui le scorze divenivano specie emesse dall'oggetto per azione-effetto di un agente esterno raggiungendo l'occhio grazie ad alcuni raggi visuali che l'occhio stesso avrebbe emesso per catturarle (con occhio sia attivo che passivo), laddove gli studi su riflessione, rifrazione, prospettiva, inversione immagine nel globo oculare, furono piuttosto ignorati o scarsamente recepiti (Leonardo da Vinci infatti ipotizzò, differentemente dall'arabo, che sia nell'occhio che nella camera oscura avvenisse l'inversione dell'immagine), per cui dobbiamo giungere fino all'abate Francesco Maurolico da Messina (1494 Messina, 1575 Messina, matematico (insegnò la Sfera di Giovanni di Sacrobosco pur sempre risalente alla Sintassi matematica di Claudio Tolomeo e che egli in parte emendò (in Tractatus de Sphaera del 1230 il Sacrobosco con grande chiarezza e semplicità trattava della Terra e del suo posto nell'universo, divenendo questo un testo di lettura obbligatoria per gli studenti di tutte le università in Occidente con moltissime edizioni-traduzioni-commenti almeno fino alla fine del '500 (ma sembrerebbe anche dopo i Massimi Sistemi e fino all'avvento dei Principia newtoniani ossia fino a metà del '600) contribuendo alla diffusione europea medioevale del sistema astronomico tolemaico con epicicli e deferenti nei moti planetari, citando direttamente il greco Claudio Tolomeo e l'arabo al-Farghani, e ritenendo (come Aristarco di Samo riteneva dell'antichità già nel 250 a.C.) all'inizio del XIII sec la Terra certamente una sfera, senza scusanti per i sostenitori medioevali di idee opposte (dobbiamo dire che anche Ruggero Bacone, Giovanni Buridano, Tommaso d'Aquino, Brunetto Latini, Dante Alighieri, ecc. ritenevano la Terra di forma sferica), gran sostenitore della matematica araba come dimostrano il suo trattato Algorismus (sembra 1° trattato e manuale sui numeri arabi in Europa), e Algorismus de integris o Algorismus vulgaris (contenente le 4 operazioni aritmetiche, la media aritmetica, e l'estrazione di radici quadrate e cubiche), ma noto anche per lo studio dei calendari proponendo di togliere 1 giorno ogni 288 anni al calendario giuliano (che al tempo era avanti di 10 giorni sul Sole)), e gli Elementi di Euclide, nel convento dei carmelitani), astronomo, architetto, storico, più giovane di Leonardo di 42 anni, che intuì il principio dell'induzione matematica, studiò le supernove e metodi per la misurazione della Terra, e tra le curiosità che fornì le carte geografiche alla flotta cristiana (guidata da Don Giovanni d'Austria) in partenza dal porto di Messina utilizzate nella famosa Battaglia di Lepanto-Efpaktos o Battaglia delle Echinadi del 5ott1571 contro la flotta musulmana (guidata da Muezzinzade Alì Pascià), ovvero uno dei punti storici culminanti della contesa tra la Croce e la Mezzaluna, seguente la decisione, in particolare presa da papa Pio V, di aiutare la città veneziana di Famagosta a Cipro assediata dai turchi, 


battaglia vinta con vantaggio dall'Europa con conseguente forte eco in tutto il mondo cristiano, altrimenti questo libro sulla Storia del pensiero matematico non saprei dire quanto sarebbe diverso ed in quale lingua sarebbe stato scritto ed in “quali direzioni di attributi di diversità”, ma lo stesso varrebbe per la mancata conquista in occidente della Mela Rossa o Kizil Alma contemplante magari una moschea sul luogo della basilica di San Pietro e magari neppure una sindaca romana (inizialmente nell'antichità la Mela rossa era il globo d'oro sorretto nella mano della gigantesca statua bronzea di Giustiniano collocata davanti alla basilica di Santa Sofia a Bisanzio-Costantinopoli(la “vecchia città eterna”)-(Istanbul, la “nuova città eterna”) obiettivo della conquista ottomana (ossia dell'Impero romano della 2° Roma) avvenuta poi nel 1453 e successivamente spostata al nuovo obiettivo di conquista di Roma (ossia ex Impero romano della 1° Roma, ma da tempo obiettivo-non più obiettivo di conquista vista la scarsa convenienza “economica” se si deve anche rifare la copertura di tutte le strade di Roma e scavare nuove discariche per i rifiuti urbani (per i rifiuti liquidi domestici si potrebbe più convenientemente ricorrere ad esempio alle vasche di Imhoff (od anche fosse Imhoff o pozzi Imhoff), dal nome dell'inventore ingegnere tedesco Karl Imhoff (1876-1965), che sarebbero sistemi idro-biologici interrati utilizzati per il trattamento dei liquami urbani in piccoli-medi impianti di depurazione, onde tali vasche settiche (di materiale non puro ma infetto) offrono il vantaggio di avere in un unico contenitore i settori-compartimenti prefabbricati (generalmente in cemento armato c.a.) della sedimentazione primaria e della digestione anaerobica dei fanghi, utilizzabili specialmente in aree dove non è presente o non funziona efficacemente la rete di fognatura centrale, o magari per un pretrattamento o sgrassatura di tali liquami civili)); riguardo Costantinopoli da Wikipedia “Costantinopoli (in latino Constantinopolis, in greco Κωνσταντινονπολις (Konstantinoupolis), o Nuova Roma (in latino Nova Roma, in greco Νεα 'Pωμη (Nea Rhomi), od ancora la Città d'Oro, sono alcuni dei nomi e degli epiteti dell'odierna città di Istanbul, sulle rive del Bosforo, maggior centro urbano della Turchia. Il nome Costantinopoli fu in particolare tenuto dalla città nel periodo intercorrente tra la rifondazione ad opera dell'imperatore romano Costantino I e la conquista da parte del sultano ottomano Maometto II, vale a dire dal 330 al 1453. Durante tale periodo la città fu una delle capitali dell'impero romano (anni 330-395), capitale dell'impero romano d'Oriente (anni 395-1204 e 1261-1453) e dell'impero latino (anni 1204-1261). Il nome rimase comunque in uso anche durante l'Impero ottomano, quando era nota ufficialmente come Kostantiniyye e come Costantinopoli presso gli occidentali, sino al 1930, quando il nome Istanbul in lingua turca venne ufficializzato e reso esclusivo dalle autorità turche. Capitolò due volte: la prima durante il saccheggio dei crociati nel 1204 e la seconda quando fu definitivamente conquistata dagli ottomani nel 1453”)), onde recuperare gli studi di Alhazen (scrivendo Photismi de lumine et umbra del 1521 e Diaphana del 1523) in cui Maurolico perfezionò l'idea della moltitudine di punti-particelle emittenti segnali ottici definendoli raggi geometrici seppure bisognerà giungere fino a Keplero per recuperare pienamente e superare l'arabo Alhazen, ma secondo Hockney-Falco l'arabo coi suoi lavori di ottica influenzò anche gli artisti ed i pittori rinascimentali; la parte maggiore dei suoi studi è raccolta in 25 saggi di matematica ed in 45 ricerche di fisica (gli si deve anche la prima stima dello spessore dell'atmosfera terrestre) e di metafisica, oltre alla sua autobiografia del 1027; 


opere di Alhazen su argomenti geometrici per circa 18 manoscritti furono scoperti nel 1834 nella Bibliothèque Nationale di Parigi da E.A. Sedillot oggi in parte conservati alla Biblioteca Bodleiana di Oxford, nella biblioteca di Bruges ed in più di altri luoghi); Hunayn ibn Ishaq (808-873, nestoriano, fisico, scienziato e medico, originario del sud Iraq ma attivo a Baghdad, con molte traduzioni di opere greche (116 volumi, assai prolifico in traduzioni mediche e scientifiche greche noto come il padre delle traduzioni in arabo (conosceva le quattro lingue principali ossia arabo, siriaco, greco e persiano) e “sceicco dei traduttori”) tra cui il Timeo platonico, la Metafisica aristotelica, gli Elementi di Euclide, l'Almagesto di Tolomeo, l'Antico Testamento in siriaco ed arabo, e molte opere di medicina tra cui Galeno, produsse inoltre 36 sue opere originali, ma fu grande studioso di ottica, della visione e della luce andando ben oltre l'ottica di Euclide, di oftalmologia), Abu Bishr Matta ibn Yunus al-Qunna'i (870-940, filosofo cristiano, istruito nel monastero nestoriano di dayr Qunna fucina di ufficiali di alto rango del califfato abbaside, insegnando poi a Baghdad dove ebbe quali allievi il filosofo musulmano Al Farabi ed il filosofo siriaco cristiano Yahya ibn Adi, traduttore dal siriaco e dal greco all'arabo specialmente delle opere del corpus di Aristotele e suoi commentatori greci (fatte più dal siriaco all'arabo che dal greco; quali ad esempio di Aristotele Analitici secondi dalla versione siriaca di Hunayn ibn Ishaq, la Metafisica con il commento di Alessandro di Afrodisia e l'epitome di Temistio. Sulla generazione e corruzione con commenti di Alessandro di Afrodisia e di Olimpiodoro il Giovane, Sui sensi, la Poetica, una parte di De Caelo con commento di Alessandro di Afrodisia, i commenti di Alessandro di Afrodisia e di Olimpiodoro il Giovane sulla Meteorologia), opera di traduzione continuata dai suoi allievi quali Yahya ibn Adi ed utilizzate da filosofi arabi successivi come pure da Avicenna (Ibn Sina, ossia Abu 'Alì al-Husayn ibn 'Abd Allah ibn Sina o Pur-Sina più noto in occidente come Avicenna), nonché fondatore della scuola di Baghdad della filosofia aristotelica, oltre che commentatore di opere aristoteliche andate però tutte perse; sembra si fosse discusso tra teologi e grammatici musulmani nel 932 davanti al visir di Baghdad sul valore della logica e della grammatica con l'opinione favorevole ad al-Sirafi il quale attaccava la logica perchè applicabile solo alla lingua greca e dunque non utile per gli arabi (certo tradurre la logica sillogistica di Aristotele dalla lingua greca ad una lingua semitica consonantica avrà “richiesto degli sforzi”, come accadeva pure per enigmi grammaticali arabi)); Shaykh ′Abd al-Ghani al-Nabulusi (1641-1731, tardo musulmano sunnita e sufi del XVII sec. non molto pertinente in questo elenco, nato a Damasco, già prima dei 20 anni insegnava e dava pareri legali formali (fatwa), 


e contribuì alla letteratura araba scrivendo oltre 300 libri e monografie, con un pensiero orientato alla tolleranza religiosa nei confronti delle altre religioni sviluppato sotto l'ispirazione delle opere del maestro sufi andaluso Muhyi al-Din al-Maghribi “Arabness”, e dagli scritti del giurista Najm al-Din al-Ghazzi, ha visitato la Palestina, Gerusalemme, il Medio Oriente, e siti ebraici e cristiani e siti sacri islamici, ed i suoi scritti riguardando anche Sufismo, Rihla, agricoltura, poesia, etnografia; Muhammad ibn Muhammad ibn al-Hasan al-Tusi o Nasir al-Din al-Tusi (1201-1274, matematico, architetto, filosofo, medico, scienziato, astronomo (tra Tolomeo e Copernico, fu tra i più eminenti astronomi del mondo, al servizio di Hulegu Khan dopo l'invasione mongola e la caduta del potere politico ismailita, lasciando in successione famosi allievi ossia Shams ad-Din Al-Bukhari insegnante del bizantino Gregorio Chioniadis insegnante questo di Manuel Bryennios di Costantinopoli), e teologo persiano, il più grande scienziato del periodo tardo arabo, ritenuto nel mondo islamico l'inventore della nuova disciplina della trigonometria; Nasir al-Din Tusi nacque nel 1201 nella città di Tus nel Khorasan medievale (oggi in Iran nord-orientale), studiò Al-Quran, l'hadith, la giurisprudenza Ja'fari, la logica, la filosofia, la matematica, la medicina e l'astronomia, viaggiò molto e studiò filosofia sotto Farid al-Din Damad e matematica sotto Muhammad Hasib, incontrò il leggendario maestro sufi Attar of Nishapur, frequentò le lezioni di Qutb al-Din al-Misri, studiò astronomia a Mosul con Kamal al-Din Yunus, fu scrittore molto prolifico in materie religiose e materie secolari o scienze antiche e scrisse in arabo e persiano oltre 150 opere, con la traduzione araba definitiva delle opere di Euclide, Archimede, Tolomeo, Autolico e Teodosio di Bitinia; sotto la pressione di al-Tusi, Hulegu Khan nel 1259 costruì un osservatorio astronomico (ossia  l'osservatorio di Rasad Khaneh ad Azarbaijan a sud del fiume Aras e ad ovest di Maragheh capitale dell'Impero di Ilkhanate) per redigere più accurate tavole astronomiche dei moti planetari (come dimostra il suo libro Zij-i ilkhani o Tavole Ilkhanic) per ottenere migliori previsioni astrologiche, elaborante il nostro un'astronomia paragonabile solo a quella del cinese Shen Kuo vissuto nell'XI sec., ed il sistema cosmologico geocentrico di al-Tusi era il più avanzato del tempo fino alla sua sostituzione col modello eliocentrico copernicano; riguardo il suo sistema planetario inventò un meccanismo geometrico detto coppia Tusi capace di generare un moto lineare dalla combinazione di due movimenti rotatori circolari (come detto moto lungo il diametro di un cerchio maggiore C1 (raggio=2R) entro cui ruota un cerchio minore C2 (raggio=R), circonferenza rotolante internamente su circonferenza, ossia pensato in un piano, un punto fisso P sulla circonferenza C2 di una palla che ruota-rotola entro una sfera C1 di raggio doppio il quale punto P si muove lungo un diametro della circonferenza maggiore C1, ed usò questa tecnica per sostituire le equazioni problematiche di Tolomeo valide per molti pianeti ma inefficace per Mercurio, ma soluzione successivamente trovata da Ibn al-Shatir ed Ali Qushji, nonché modello coppia-Tusi C1-C2 impiegato nel sistema geocentrico di Ibn al-Shatir e nel modello eliocentrico di Nicolò Copernico (a volte tale configurazione di moto lineare prodotta da moto circolare combinato è detto teorema di Nasir al-Din o Nasir Eddin e teorema di Niccolò Copernico, ma non ha molto a che vedere col modello del meccanismo del manovellismo di spinta rotativa noto anche come meccanismo biella-manovella utilizzato per produrre moto rotatorio attorno ad un albero motore partendo da un moto lineare dovuto alla corsa avanti-indietro di pistoni tramite manovella, biella, testacroce o corsoio); criticò le prove di Tolomeo sostenenti l'immobilità della Terra ma al-Tusi non sosteneva la sua mobilità che comunque andava dimostrata da principi fisici della filosofia naturale (analoghe critiche a Tolomeo vennero avanzate da Copernico nel 1543 per sostenere la rotazione terrestre), e disse che la Via Lattea è composta da un numero molto grande di piccole stelle strettamente ravvicinate (solo con l'era del telescopio ciò sarà sperimentalmente provato); Nasir al-Din al-Tusi era un sostenitore della logica di Avicenna e delle sue proposizioni assolute e scrisse al riguardo un commento; in campo matematico al-Tusi fu il primo matematico che redasse un'opera di trigonometria (Kitab al-Shakl al-qatta) separandola dall'astronomia cui era stata indissolubilmente legata fin da prima di Tolomeo, mentre in Europa ciò lo si attribuisce alla metà del '400 a Georg Peurbach od a Johann Muller detto Regiomontano od a Georges Joachim detto Retico (che per primo definì le funzioni trigonometriche come rapporti tra lunghezze di lati-segmenti e non in termini di lunghezze di lati-segmenti), 


del resto gli arabi per le preghiere dovevano rivolgersi verso la Mecca la cui direzione era determinata risolvendo un problema sul triangolo sferico che ha come vertici il luogo di preghiera, la posizione della Mecca, ed il polo Nord, partendo dalla latitudine e dalla longitudine del luogo-preghiera e latitudine e longitudine Mecca, ed al-Tusi nel suo Trattato sui Quadrilateri diede un'ampia esposizione della trigonometria sferica separata dall'astronomia), fu il primo ad elencare i 6 casi distinti di un triangolo rettangolo in trigonometria sferica, seguendo anche precedenti lavori di matematici greci come Menelao d'Alessandria (Sphaerica) e di matematici musulmani come Abu al-Wafa 'al-Buzjani ed Al-Jayyani, e nel trattato sulle sezioni compare la famosa legge dei seni per i triangoli piani (ossia nel triangolo abc con angoli opposti rispettivamente ABC abbiamo a/senA=b/senB=c/senC ossia sono uguali i rapporti tra la lunghezza di un lato ed il seno del relativo angolo opposto al lato), dando anche la legge dei seni per i triangoli sferici, e la legge delle tangenti per i triangoli sferici con le relative dimostrazioni; ha scritto sulla biologia in Akasha-i Nasiri seguendo la scala naturae di Aristotele (sopra mise l'uomo seguito da animali, piante, minerali ed elementi) e tra le piante considerava la palma da dattero come la più sviluppata ossia la più prossima allo stadio di animale, in qualche modo sviluppando una precocissima teoria dell'evoluzione dei viventi e della natura; in chimica sembra aver sostenuto una primitiva legge di conservazione della materia (scrisse che un corpo è abile a cambiare ed a trasformarsi ma non a scomparire); Abu Yusuf  Ya'qub ibn 'Ishaq as-Sabbah al-Kindi o semplicemente al-Kindi noto in Europa come Alkindus (nato a Bassora nel 801 e morto nel 866 o 873, studente a Baghdad, filosofo musulmano, epistemologo, matematico, fisico, astronomo, chimico (non alchimista), medico, farmacologo, musicista, figura di primo piano nella Casa della Sapienza nonché sovrintendente alle traduzioni dal greco, introdusse la filosofia greca ed ellenistica nel mondo arabo 


(egli è stato soprattutto influenzato dal pensiero di Proclo, Plotino, Giovanni Filopono, e da scuole ellenistiche ma anche un poco da Aristotele leggermente platonizzante), considerato il padre della filosofia araba, primo filosofo peripatetico, scrisse vari trattati di metafisica, etica, logica, psicologia, medicina, farmacologia, matematica, astronomia, astrologia, ottica, e poi anche argomenti riguardanti profumi, spade, gioielli, vetro, specchi, coloranti, zoologia, maree, meteorologia, terremoti, iniziatore della crittografia-criptoanalisi (Manoscritto sulla decifrazione dei messaggi crittografici) con nuovi metodi per violare-rompere i cifrari; lo storico Ibn al-Nadim nel 955 disse “Il migliore del suo tempo, unico nella conoscenza di tutte le scienze antiche. È chiamato “il Filosofo degli Arabi”. I suoi libri riguardano scienze differenti come la logica, la filosofia, la geometria, l'aritmetica, l'astronomia, ecc. Lo collochiamo e colleghiamo ai filosofi naturali per la sua importanza nella scienza”, e per Girolamo Cardano era uno dei 12 migliori pensatori del medioevo (lo affermava Gerolamo Cardano (noto anche come Girolamo Cardano o col nome latino Hieronymus Cardanus) col quale non sappiamo cosa esattamente condivideva sul piano psicologico, osservando qui che Cardano, nato figlio illegittimo del nobile Fazio Cardano (esperto di matematica consultato anche da Leonardo da Vinci su problemi di geometria) nel 1501 a Pavia (“Dopo che mia madre (Chiara) aveva tentato senza risultato dei preparati per abortire, venni alla luce il 24 settembre 1501... Come morto, infatti, sono nato, anzi sono stato strappato al suo grembo, con i capelli neri e ricciuti”) e morto a Roma nel 1576, fu matematico, medico (come Andrea Vesalio, Cardano rifiutò la dottrina di Galeno ed invece seguì i precetti del rabbino-medico andaluso Maimonide ossia Mosè Maimonide), filosofo, astrologo, studente in matematica e medicina a Pavia-Mantova-Venezia e dottore in medicina a Venezia, giocatore d’azzardo che aveva una vera passione per tali giochi anche per tentare di rimediare ai rovesci di fortuna economica (“Così ho dilapidato contemporaneamente la mia reputazione, il mio tempo ed il mio denaro”) di cui scrisse nel 1560 pure un libro sulle probabilità di vincita nel gioco ossia Liber de ludo aleae sebbene pubblicato solo nel 1663 (contenente, avanti Huygens di ben 97 anni (il quale ultimo scrisse De ludo alee nel 1657), la prima trattazione teorica sistematica della teoria delle probabilità insieme a una sezione dedicata a metodi per barare efficacemente al gioco), venne invano invitato alle corti di Scozia, Francia e Danimarca, ecc., scampò più volte fortunosamente alla peste fin dalla prima infanzia a 3 anni, vivendo poi una vita molto avventurosa, ma pure dotta, geniale, assai blasfema, violenta, scapestrata, dissoluta, pure molto sfortunata (perse più volte tutti i suoi averi al gioco) ed anche fortunata, sia ricca che misera, nel 1529 aveva tentato invano l'iscrizione nel Collegio dei Nobili Fisici di Milano rifiutata però quale figlio illegittimo, ma nel 1534 con l'aiuto del senatore milanese Filippo Archinto ottenne la cattedra per l'insegnamento della matematica presso le scuole Piattine di Milano fondate nel 1501 (dove aveva insegnato anche il padre Fazio), la sua fama di esperto medico divenne nota per aver risanato alcuni membri della famiglia Borromeo, nel 1539 fu ammesso nel Collegio dei medici di Milano, nel 1543 ricoprì la cattedra di medicina all'Università di Pavia fino al 1551, rientrò a Milano nel 1553, dopo la tragica vicenda del figlio Giovanni andò alla cattedra di medicina di Bologna nel 1562, denunciò e fece espellere dal territorio bolognese lo scapestrato figlio Aldo che lo diffamava e derubava, intanto per via di un comportamento imprudente contro la Chiesa e contro Pio V si stava decidendo circa un'accusa di eresia al suo indirizzo tanto che il cardinale Giovanni Morone lo consigliò di lasciare l'insegnamento pubblico ma nonostante questo Girolamo venne arrestato nel 1570 insieme al discepolo Rodolfo Silvestri (per un oroscopo su Cristo, per uno scritto con l'encomio di Nerone persecutore dei cristiani, e per i suoi confidenziali rapporti con i circoli protestanti frequentati dall'allievo Silvestri, dal genero e dall'editore e tipografo dei suoi libri) poi posto agli arresti domiciliari fino al 1571 


(non molto agli arrosti domiciliari dato che sostanzialmente e gastronomicamente scrive “... Mi alzo alle due del giorno ed ogni qualvolta mi annoja la veglia; nel qual caso passeggio i dintorni del letto, pensando a calmarmi con qualche narcotico, e mi astengo dal cibo, almeno per più della metà del consueto. Fui però astinente anche dai medicamenti, avendo ricorso a pochi e ben di rado; se diffalchi l’unguento del pioppo, il grasso d’orso, e l’olio di ninfea, servendomi dell’uno o dell’altro per ungere il corpo in diciasette luoghi diversi. E sono questi le piante dei piedi, le coscie, l’uno e l’altro dei gomiti e dei carpi, le tempia, i tratti sovrapposti alle vene jugulari, le altre due regioni del collo, e quelle del fegato e del cuore. Forse perché m’illanguidisce di troppo il digiuno della mattina, fui sempre più scarso pranzando, e più liberale colla cena. Quando poi giunsi ad aver compiuto il decimo lustro, il mio pranzo consisteva di un pane in brodo, e sulle prime al pane schietto ed all’acqua non accoppiava se non di quell’uva di Candia che dal volgo si chiama zibibbo. Ne’ giorni magri al brodo usuale si sostituiva quello dei granchi o delle grancevole. Ho poi variato in seguito, senza però mai che il mio pasto meridiano esigesse al di là di un tuorlo d’uovo, e di un pajo d’once di pane, con modica dose di vino puro, ed anche senza. Dei vini antepongo, cenando, il nuovo e dolce, limitandomi allora berne la mezza libbra, innacquata del doppio ed anche di più. Del genere dei vegetabili sono frequenti più di tutti al mio desco le bietole, talvolta i risi, e d’ordinario l’insalata di cicoria; quantunque appetisca d’avvantaggia la cicerbita, come della cicoria ho più a caro le radici bianche. Purchè freschi e di buona qualità, preferisco i pesci alle carni, fra le quali amo le solide, massime arrosto, le trite in minuzzoli con lame sottilissime, lo spicchio di petto sì del cinghiale che del vitello, e la braciuola; essendo che mi piace il caldo. Non ho meno a grado le ali del pollo novello, il fegato delle galline o dei piccioni educati sulle torri, e generalmente le parti ove tutto è sangue...”, dalla traduzione di De propria vita liber) dicevamo posto agli arresti domiciliari quando la Sacra Congregazione tramite l'inquisitore di Bologna Antonio Baldinucci gli impose la professione dell'abiura prima in forma grave (de vehementi coram populo) e poi in forma lieve meno infamante (coram congregationem) cui obbediente si sottopose insieme alla rinuncia alla cattedra ed alla pubblicazione di altre opere, lasciò quindi Bologna nel 1571 per trasferirsi a Roma con assegnazione di una pensione solo nel 1573 da parte del successore papa Gregorio XIII (pure suo compagno di studi all'Università di Bologna), nel 1575 Cardano fu ammesso al Collegio dei medici romano seppure non si dedicò più alla professione medica quanto piuttosto si occupò della scrittura in lingua latina della sua autobiografia De vita propria pubblicata postuma nel 1643 (gli interessati potrebbero leggere Vita di Girolamo Cardano milanese filosofo medico e letterato celebratissimo scritta per lui medesimo in idioma latino e recata nel volgare italiano dal sig. dottore Vincenzo Mantovani cavaliere), dato che il 13set1576 Cardano moriva ed oggi non conosciamo il luogo della sua sepoltura (avrebbe voluto essere seppellito a Milano ma sappiamo che nel 1576-77 ciò non sarebbe stato possibile per le severe limitazioni di accesso alla città), ebbe purtroppo una cattiva salute, soffrì di impotenza sessuale che guarita gli permise la nascita di due figli, poi subì la morte della moglie, ottenne la guarigione nel 1552 dell'arcivescovo di Sant'Andrea di Edimburgo John Hamilton in Scozia malato d'asma (con successo, proibendogli l'uso di cuscini di piume e la prudenza contro altri “allergeni” e la polvere) e facendogli pure l'oroscopo (positivo ma maledettamente errato), 


il figlio Giovanni Battista venne arrestato per uxoricidio della moglie nel 1560 e decapitato, pubblicò inoltre l’oroscopo di Gesù Cristo (onde il destino di Cristo, la sua vita ed il progetto della salvezza sarebbero stati fissati dagli astri) che condusse all'accusa di eresia come detto, fu arrestato dall’Inquisizione e carcerato a Bologna, poi notoriamente ebbe una travagliata contesa decennale col matematico Niccolò Tartaglia per aver pubblicato su Ars Magna la formula di risoluzione delle equazioni algebriche di 3° grado trovata da Scipione del Ferro e da Tartaglia stesso e che dagli accordi presi doveva invece rimanere segreta, qualcuno gli accredita pure l’invenzione del calcolo combinatorio e della crittografia (la griglia cardanica del 1550), della teoria della probabilità (certamente tra gli iniziatori), dei numeri complessi, del coefficiente binomiale e teorema binomiale legato piuttosto al nome di Newton, ma molti inventori lo ricorderanno per la parziale invenzione della serratura meccanica ma soprattutto per la tecnica di sospensione cardanica e riscoperta del giunto cardanico o giunto di Cardano quale sistema a quadrilatero articolato (risalente almeno al III sec. a.C. da parte di greci forse risalente a Filone di Bisanzio (egli infatti nella sua opera Belopoiika descrive tale tecnica detta karkesion), ma già dal IV sec. era utilizzato per puntare nelle catapulte, quindi riscoperto nel 1545 appunto da Cardano (descrivendo tale sistema articolato in De subtilitate rerum tratto dalla bussola marina sospesa su un'articolazione fatta di 2 cerchi articolati uno dentro l'altro) il quale Cardano però ne attribuirebbe l'invenzione al matematico-orologiaio Joanello Torriani seppure poi eliminò tale nome nella terza edizione di De subtilitate rerum onde oggi si parla di giunto di Cardano invece che di giunto di Torriani 


(volendo scrivere qualcosa su Joanello Torriani (o Juanelo Turriano o Gianello Torriani o Torresani, nato a Cremona nel 1500 circa e morto a Toledo nel 1585) diciamo che fu abile maestro orologiaio, fabbro, matematico ed inventore italiano naturalizzato spagnolo al tempo di Carlo V-Filippo II, non un grande intellettuale dunque bensì uomo piuttosto rozzo, con non eccelsa preparazione teorica ma con grande abilità pratica (sarebbe certamente stato apprezzato ad esempio dal romano Vitruvio, e dal toscano Leonardo da Vinci (pure egli sostanzialmente “omo sanza lettere”) quale esempio di rivalutazione rinascimentale delle arti meccaniche contro il mondo dei dotti filosofi, sebbene Torriani si presentasse di aspetto incredibilmente trascurato ed “incivile”), fu cercato dall'imperatore Carlo V nel 1545 dopo essere questi entrato nel Ducato di Milano, per riparare il danneggiato astrario di Giovanni Dondi dell'Orologio (nato questi nel 1330 a Chioggia, professore a Padova e Pavia, morto ad Abbiategrasso MI nel 1388, noto soprattutto per il suo astrario od orologio astronomico planetario progettato a Padova (forse in ciò influenzato da opere di autori arabi come potrebbe dimostrare il contenuto della sua biblioteca) e costruito a Pavia, con base eptagonale alto circa 85 cm e largo circa 70 cm, il quale con una serie di ruote dentate riproduceva i moti di Sole, Luna e 5 pianeti, la durata delle ore di luce diurna alla latitudine di Padova (per ogni giorno l'ora di alba e tramonto), indicava le ore e (“novità”) pure i minuti (però a gruppi di 10), i giorni della settimana, i nomi dei Santi e le date delle feste religiose, ma oggi astrario andato perduto seppure esista una sua ricostruzione del 1963 conservata presso il Museo nazionale della Scienza e della Tecnologia Leonardo da Vinci di Milano (Sezione orologeria), però l'orologio astronomico che si può oggi ammirare sulla Torre dell'Orologio in Piazza dei Signori a Padova è una copia dell'orologio costruito nel 1344 dal padre Jacopo Dondi e non dell'astrario del figlio Giovanni), ma Torriani, invece di riparare l'astrario da donare all'imperatore, preferì costruire un nuovo orologio planetario detto Microcosmo o Cielo di Cesare o Reloj Grande del Emperador in ottone dorato (in 20 anni di studio-progettazione e solo 3 anni di costruzione per via di una sua macchina utensile fresatrice per taglio rapido, taglio miniaturizzato e preciso di ingranaggi, ossia un orologio-automa, quale meraviglia della meccanica medioevale (terminato circa nel 1547-50), su base ottagonale in cui ogni faccia mostrava la posizione nello zodiaco di Sole, Luna, Marte, Mercurio, Giove, Venere, Saturno, oltre al movimento delle stelle fisse, alla precessione degli equinozi autunno-primavera, alle variazioni della durata delle giornate nelle stagioni ed al calendario, coronato da una sfera celeste in cristallo di rocca (probabilmente intagliata da Jacopo da Trezzo) contenente una sfera terracquea in carta (opera di Gerhard Mercator, anche se non con la corretta suddivisione moderna di terra (29 %) ed acqua (71 %) in superficie), con complicato cinematismo composto di circa 1500-1800 ruote dentate azionate da molle (invece che da pesanti pesi ascendenti-discendenti com'era costume negli alti campanili medioevali) eppure con diametro di circa 60 cm solamente e dunque orologio trasportabile (se non proprio portatile), 


per il cui lavoro Janello andato a Bruxelles ottenne da Carlo V un vitalizio di 100 scudi d'oro portato a 200 scudi e reso ereditario dal figlio successore Filippo II di Spagna, ma per Carlo V malato di gotta (per via della sua dieta ricchissima di carne, dato che l'imperatore era sì devoto cattolico impegnato in messe e preghiere ma pure non disdegnava la buona tavola e le crapule, diremmo svanito ormai il suo sogno imperiale di un'Europa unita, e morto nel 1558) aveva anche progettato e costruito una lettiga a sospensione cardanica (sospensione ad armille di Janello ossia a “sospensione torrianica”), oltre ad aver realizzato tanti altri automi meccanici (ad esempio per il calcolo di ore astrologiche), poi un altro orologio planetario per Filippo II, detto il Cristallino con cassa in cristallo di rocca (tutti meccanismi cinematici questi ovviamente e correttamente progettati entro il sistema astronomico tolemaico), ed anche partecipando al progetto delle campane di El Escorial, vedendosi paragonato (quale “genio del rinascimento”) a grandi inventori dell'antichità come ad Archimede (chiamato infatti Nuovo Archimede) specialmente quale autore dell'Artificio di Toledo (1569) ossia “el Artificio de Juanelo” a Toledo quale complicato sistema meccanico di sollevamento d'acqua del fiume Tago fino alla fortezza imperiale di Alcázar situata nella parte più alta della città (si trattava di un sistema multistadio di 24 torri con numerose vasche d'acqua oscillanti (ognuna delle quali tramite movimento a leva la innalzava proporzionalmente fino alla vasca successiva, il tutto sempre alla pressione atmosferica), sistema multileva, canalizzazioni per il trasporto dell'acqua non in pressione e funi di tiro, azionato da una ruota motrice idraulica di notevole potenza, sistema che copriva una distanza di 300 metri su un notevole dislivello di quasi 100 m per trasportare circa 40000 litri/giorno=28 litri/min=0.5 litri/sec (forse anche solo 0.2 litri/sec ossia un rigoletto d'acqua di circa 1 litro ogni 5 secondi) di acqua dal Tago, ossia un sistema idraulico originale ma sembrerebbe inutilmente più complicato del necessario oltre che a rapido logoramento ed invecchiamento dato che ben prima della metà del '600 era completamente malandato, anche se meno complesso della macchina di Marly di circa un secolo dopo (costruita e terminata nel 1684 da Rennequin Sualem su progetto di Arnold de Ville, e dismessa per deterioramento nel 1817) quale sistema idraulico che portava 1500-1800 metri cubi d'acqua/giorno=1-1.25 metri cubi/min=17-20 litri/sec dalla Senna alla Reggia di Versaillies ed al castello di Marly distanti quasi 1000 metri fino al serbatoio-batteria di Marly, su un dislivello di 163 metri dalla superficie della Senna attraverso 3 condotte in pressione successive passando per 2 serbatoi intermedi ad altezze rispettive di 48 m e 99 m (rispetto alla Senna), azionato da 14 ruote idrauliche (D=12 m) e 221 pompe collocate lungo tutto il pendio fino alla pressione dell'acqua di 15 bar (altezza suddivisa in 3 tratti di circa 50 m ognuno per non richiedere una pressione non sopportabile dalle macchine e strutture del tempo), ma nel 1817 la macchina di Marly venne sostituita con una migliore macchina a vapore costruita da Cécile e Martin in funzione fino al 1859 quando si realizzò un terzo sistema idraulico rimasto in funzione fino al 1968 quando venne infine sostituito da pompe elettriche), poi Torriani venne consultato anche da papa Gregorio XIII per la riforma del calendario giuliano, onde introdurre il nuovo calendario (detto gregoriano) ancora oggi in uso, ma sappiamo che questo geniale inventore cremonese, spesso non pagato o pagato troppo in ritardo per le sue opere (come nel caso della macchina idraulica di Toledo per via dei contrasti seguiti), morì assai povero se è vero che realizzò anche l'automa Hombre de Palo in legno (“non dotato ancora di intelligenza artificiale AI ossia non somigliante a Tesla Bot”, ma azionato da un cinematismo meccanico con movimento di braccia e gambe) che ogni giorno si recava dalla casa di Janello al palazzo dell'Arcivescovado di Toledo per prendere il cibo in elemosina da portare a casa dal padrone (ancora oggi a Toledo c'è la Calle de El Hombre de Palo un tempo detta Asaderías de Toledo), ed aggiungiamo che di Torriani in Italia è stata persa ogni traccia (anche a Cremona non si sa quasi nulla di lui oltre alla via Janello Torriani vicino ai Giardini Pubblici Giovanni Paolo II) laddove qualcosa è rimasto nella lingua spagnola quando si pronuncia l'espressione “Eres un juanelo” che non significa essere coperto di fuliggine e cenere e con le mani piene di ruggine bensì essere un genio, un “piccolo genio” (lì non si dice "Eres un lionardo")), 


giunto cardanico appunto che permette il moto attorno a 2 assi collegati obliqui ma incidenti in un punto dove si pone la crociera, ad esempio utilizzato in bussole nautiche e nel giroscopio meccanico, ma soprattutto in ingegneria meccanica nelle macchine per la trasmissione del moto (il movimento però non sarà omocinetico tanto più quanto più l'angolo α degli assi è grande; “in meccanica applicata e nelle macchine il giunto cardanico (universal joint) è un organo di trasmissione del moto, ossia è un quadrilatero articolato spaziale il quale permette di trasmettere il moto tra 2 assi in rotazione i cui prolungamenti sono incidenti in un punto”) ad esempio per collegare l'albero motore rotante delle automobili all'asse delle ruote che oscilla sugli ammortizzatori e dunque non mantiene posizione relativamente fissa, od albero motore dei trattori agricoli alle macchine trainate tipo seminatrici-erpicirotanti-vangatrici-trebbiatrici-falciatrici-vendemmiatrici-ecc.), e pure citato anche per la blockchain “Cardano” (ADA) basata su una tecnica matematica derivata da Cardano (è noto che blockchain è la catena di blocchi necessaria per effettuare le transazioni monetarie BTC digitali, dove ogni transazione viene verificata con un algoritmo di calcolo e collegata ad un hash value ed ogni nuovo blocco di transazioni ha assegnato un nuovo hash value, aggiungendo pure che la tecnica di Blockchain è applicabile in tutte le applicazioni in cui si richiedono dei database distribuiti lungo una serie e crittografati ma disponibili per tutti, ad esempio in molti campi commerciali ed industriali (tipo in petrolchimica o dove ci sono riserve petrolifere per un ottimo monitoraggio governativo)), autore pure del rompicapo detto gli Anelli di Cardano descritto nel 1550 nel De subtilitate rerum (ma probabilmente sono gli Anelli cinesi), però i letterati ed artisti possono vedere una sua imitazione in un personaggio della Tempesta di Shakespeare il cui autore doveva conoscerlo il che si nota anche nella maggior opera di Shakespeare ossia Hamlet-Amleto (The Tragedy of Hamlet, Prince of Denmark, ossia “La tragedia di Amleto, Principe di Danimarca”, scritta nel 1600-1602 e tradotta in tutte le lingue e rappresentata in quasi tutto il mondo) poiché nel dramma (Atto III scena I) il libro che Amleto tiene in mano mentre pronuncia il monologo “To be or not to be...” (“Essere o non essere...”, ossia in inglese “... To be, or not to be, that is the question: / Whether 'tis nobler in the mind to suffer / The slings and arrows of outrageous fortune, / Or to take arms against a sea of troubles, / And by opposing end them? To die, to sleep... / No more; and by a sleep to say we end / The heart-ache and the thousand natural shocks / That flesh is heir to: 'tis a consummation / Devoutly to be wish'd. To die, to sleep. / To sleep: perchance to dream. Ay, there's the rub. / For in that sleep of death what dreams may come / When we have shuffled off this mortal coil, / Must give us pause: there's the respect / That makes calamity of so long life, / For who would bear the whips and scorns of time, / The oppressor's wrong, the proud man's contumely, / The pangs of despised love, the law's delay, / The insolence of office and the spurns / That patient merit of the unworthy takes, / When he himself might his quietus make / With a bare bodkin? Who would fardels bear, / To grunt and sweat under a weary life, / But that the dread of something after death, / The undiscovered country from whose bourn / No traveller returns, puzzles the will, / And makes us rather bear those ills we have / Than fly to others that we know not of? / ...”, 


in italiano “... Essere, o non essere, questo è il problema: / se sia più nobile nell'animo soffrire / colpi di fionda e dardi di una sorte atroce / o prender armi contro un mare di guai / e, opponendosi, por loro fine? Morire, dormire… / niente altro, e dire che col sonno poniamo fine / al dolore del cuore ed ai mille tumulti naturali / che quella carne ha ereditato: questa è una consumazione / da desiderarsi devotamente. Morire, dormire. / Dormire, forse sognare. Hai, qui è l'ostacolo, / perché in quel sonno di morte quali sogni possano venire / dopo che ci saremo staccati da questo groviglio mortale / deve farci riflettere. C'è il rispetto / che dà alla calamità una vita così lunga. / Altrimenti chi sopporterebbe le frustate e gli scherni del tempo, / i torti dell'oppressore, le ingiurie dell'uomo superbo, / le fitte dell'amore disprezzato, le lungaggini della legge, / l'arroganza dei burocrati ufficiali, e il disprezzo / che il merito paziente riceve dagli indegni, / quando egli stesso potrebbe far tornare il conto / con un semplice pugnale? Chi porterebbe fardelli, / grugnendo e sudando sotto il peso di una vita faticosa, / se non fosse che il terrore di qualcosa dopo la morte, / il paese inesplorato dal quale / nessun viaggiatore ritorna, frenasse la volontà / facendoci sopportare quei mali che abbiamo / piuttosto che correre verso altri a noi ignoti? / ...”), quel libro, stiam dicendo, che Amleto tiene in mano nel monologo è proprio Cardanus Comforte ossia l'opera De consolatione di Cardano tradotta in inglese nel 1576, poi lo scrittore Italo Calvino (in Perchè leggere i classici del 1991, dove parla di Cardano, dei giochi d'azzardo e della probabilità e riporta citazioni) sostiene che Amleto all'inizio del II atto entrando in scena leggendo tiene in mano l'opera De subtilitate rerum quando Polonius-Polonio, consigliere di Stato, gli chiede che caxxxo stia leggendo (esattamente “Che cosa leggete, signore?”) ed Amleto risponde “Parole, parole, parole!” (poi Polonio “Di che si tratta, signore?”, Amleto “Fra chi?” (invece magari di “Fatti un poco i caxxxi tuoi”), Polonio “Intendo di che si tratta in quello che leggete, signore”, Amleto “Calunnie, amico; perocchè questo vil satiro di scrittore, dice qui che i vecchi hanno la barba grigia”... ma non dice quale pagina stava leggendo di quest'opera monumentale cardaniana, forse quella sul giunto cardanico o qualcuna sui molti altri congegni e macchine ed esperimenti scientifici ivi descritti!, o circa vecchi dalla barba grigia o barba che ha mutato colore!; ricordiamo che De subtilitate (Sulle sottigliezze delle cose) di Cardano (HIERONYMI CARDANI MEDIOLANENSIS MEDICI, DE SVBTILITATE libri xxi, età 49 anni) è una delle opere più importanti di filosofia naturale del XVI sec italiano e di tutto il rinascimento europeo, opera di carattere enciclopedico (scritta in latino in 21 Libri di 1147 pp complessivamente, normalmente presentata in 2 tomi, più volte aggiornata nelle varie edizioni dallo stesso autore), molto articolata sugli enti naturali favorita dalle conoscenze del '500 in campo scientifico e geografico integrate nelle varie fonti della tradizione antica... un'opera, signori, sostanzialmente da non leggere, anche se non son affatto solo parole, parole, parole! (abbiamo scritto che Girolamo Cardano è molto noto ed apprezzato in campo astrologico-filosofico-magico-medico ma non altrettanto in campo scientifico, seppure, tra le oltre 200 opere da lui scritte, abbia pure scritto libri a carattere scientifico di matematica e fisica tra cui ricordiamo: Practica arithmetice et mensurandi singularis (1539, aritmetica), Artis magnae sive de regulis algebraicis liber unus ossia la nota Ars magna (1545, algebra con risoluzione dell'equazione cubica (ossia di 3° grado) e dell'equazione quartica (ossia di 4° grado)), Opus novum de proportionibus (meccanica), il citato De subtilitate rerum (Norimberga, editore Johann Petreius, 1550, fenomeni naturali), De restitutione temporum et motuum coelestium (trattato), De rerum varietate (1559, fenomeni naturali), Opus novum de proportionibus numerorum, motuum, ponderum, sonorum, aliarumque rerum mensurandarum. Item de aliza regula (1570, matematica), Liber de ludo aleae (postumo, probabilità), ecc., 


tutte opere raccolte e poi pubblicate a Lione nel 1661 da Naude' in 10 volumi in folio)), ovvero, concludiamo, Girolamo Cardano uno scienziato-”scienziato” ben apprezzato da Leibniz che scrisse “Cardano fu un grande uomo con tutti i suoi errori” (magari anche con qualche errore matematico, ma del suo apporto all'algebra ed alla matematica abbiamo già scritto altrove e non vi ritorniamo sopra), e per Michael Brooks Cardano sarebbe pure un “astrologo quantistico”... ma, nonostante le sottigliezze che scoprì esponendo la filosofia naturale (si noti la grande differenza tra il contenuto dei Dialoghi sopra i massimi sistemi ed il contenuto di De subtilitate rerum seppure Cardano sia pur sempre più vecchio di 62 anni rispetto a Galileo) noi preferiamo metterlo tra i maghi piuttosto che tra gli scienziati e non ci pensiamo più); in campo filosofico al-Kindi studiava in particolare la compatibilità tra la filosofia e le altre scienze islamiche ortodosse e la compatibilità con la teologia islamica (in teologia trattava la natura di Dio, l'anima, la conoscenza profetica, ecc.), seppure le opere filosofiche più importanti erano quelle di al-Farabi e del resto il suo nome venne oscurato dai successori al-Farabi, al-Ghazali ed Abu 'Ali al-Husayn ibn 'Abd Allah ibn Sina noto in occidente semplicemente col nome di Avicenna; in metafisica al-Kindi sosteneva scontatamente che il suo scopo è conoscere Dio non separando nettamente la filosofia dalla teologia  dato che hanno l'Oggetto in comune (insieme ad alcuni altri filosofi arabi, differentemente dalle scuole filosofiche e teologiche nel mondo cristiano, ma pure differentemente da filosofi più tardi come al-Farabi ed Avicenna i quali sostenevano che la metafisica studia l'Essere in quanto Essere onde la natura di Dio è puramente conseguente), dimostrando la sua esistenza partendo dall'ordinazione del mondo per giungere all'Ordinatore Supremo, trattando dell'unicità od assoluta unità di Dio (tawḥid) implicante una rigorosa teologia negativa (Dio non è tanto Essere quanto Unico, come l'Unicità assoluta di Allah), del suo essere Creatore dunque agente sia come causa efficiente (causalità) che come fine (finalità) e differentemente dai filosofi musulmani neoplatonici (che asseriscono l'esistenza dell'Universo essere dovuta all'esistenza di Dio agente passivo) al-Kindi concepisce Dio come agente attivo attraverso intermediari passivi quale catena di causa-effetto (semplici canali di “generazione e di incarnazione”) importante ciò per il concetto di Causa prima e di Mobile primo immobile della filosofia aristotelica in modo da essere compatibile col concetto di Dio-Allah secondo la rivelazione islamica di Maometto (Abu l-Qasim Muhammad ibn 'Abd Allah ibn 'Abd al-Muttalib al-Hashimi, nato a La Mecca nel 570 d.C. circa, morto a Medina 8giu632); in campo metafisico-epistemologico ossia nell'epistemologia Al-Kindī teorizzava l'esistenza di un intelletto separato (incorporeo, universale) quale Intelletto Primo e prima creazioni di Dio nonché intermediario per la creazione di ogni cosa-essere al mondo (da cui si nota l'influenza platonica-neoplatonica della prima emanazione, il Nous, ma nel cristianesimo identificabile nel Figlio), ogni essere materiale deriva dalle forme universali del mondo celeste delle idee o concetti astratti (Platone) non accessibili all'intelletto umano ma solo all'Intelletto Primo (che senza sosta pensa ogni universale) per cui l'essere umano non può pervenire agli universale con la sola percezione sensibile ma occorre un agente come l'Intelletto Primo (con una analogia, il legno è in potenza caldo, come un uomo è in potenza capace di pensare ogni idea-concetto universale, ma per attualizzare il suo potenziale, ossia per bruciare, al legno si richiede l'azione di un'idea universale (ossia la forma-idea del fuoco) che porti dalla potenza all'atto, così occorre il pensiero dell'Intelletto Primo perché un essere umano pensi un'idea universale) ed allora perché ogni oggetto ed ogni essere sensibile sia è necessario che l'Intelletto Primo pensi (senza sosta ogni idea universale (le quali realizzano ogni forma degli esseri, come nel platonismo); 


per al-Kindi la profezia e la filosofia sono due differenti modi per giungere alla verità, di cui la prima semplicemente concessa-rivelata da Dio è più perfetta, mentre la seconda richiede anni di studio e di esercizi, onde il profeta è più perfetto del filosofo perché possiede tramite l'immaginazione una conoscenza delle forme (passate, presenti, future, ossia della storia e della preveggenza) direttamente da Dio senza necessità di percezione sensibile (trasportato su un piano culturale occidentale allora ad esempio Nostradamus sarebbe più completo e credibile di Descartes); il sistema astronomico di al-Kindi deriva da quello geocentrico di Tolomeo, e dice che questi corpi sono entità razionali il cui moto circolare è in obbedienza di Dio per agire come strumenti della divina provvidenza, influenzando le configurazione dei pianeti, le stagioni sulla Terra, e di conseguenza le maniere e l'agire umano in corrispondenza con la posizione dei corpi celesti sul proprio luogo natale, ma resta ambiguo il modo in cui i corpi celesti influenzerebbero il mondo materiale (segue pure la teoria di Aristotele il quale ritiene che il moto dei corpi celesti causi un attrito nella regione sub-lunare (rimescolante gli elementi primari di terra, fuoco, aria e acqua) che produce ogni fenomeno nel mondo materiale, oppure alternativamente che i pianeti esercitino la loro influenza in linea retta (e discute di interazioni fisiche ovvero di azione da contatto e di azione a distanza); sia la teoria ottica di Euclide che la teoria ottica di Aristotele sono presenti nelle opere di al-Kindi, laddove sappiamo che nella teoria aristotelica di intromissione della visione occorre che oggetto ed occhio siano in contatto tramite un mezzo trasparente che permetta alla forma dell'oggetto di arrivare all'occhio (azione passiva a contatto), mentre nella teoria dell'ottica dei raggi euclidea la visione avviene con l'occhio che emette raggi visuali in linea retta verso l'oggetto poi ritornanti all'occhio (azione attiva a distanza), ora la teoria aristotelica non riesce a spiegare perché lo stesso oggetto ad esempio un cerchio materiale visto di fronte genera una percezione circolare mentre visto di sbieco genera una percezione ellittica e visto di costa genera una percezione di segmento rettilineo mentre la trasmissione all'occhio della forma è sempre uguale e completa, laddove la preferibile teoria euclidea ricorrendo maggiormente alla geometria degli Elementi spiega meglio la percezione del cerchio materiale come pure la lunghezza variabile delle ombre e la riflessione della luce negli specchi; in campo matematico al-Kindi ha introdotto i numeri indiani nel mondo islamico-arabo (4 volumi Sull'uso dei numerali indiani o Kitab fi isti'mal al-'adad al-hindi) e da qui giunti tramite Venezia al mondo cristiano, contribuì in modo determinante alla geometria (32 libri, trattando di teoria delle parallele, di geometria in ottica, e riguardo la confutazione dell'eternità del mondo come filosofo fece uso della matematica dimostrando che l'infinito attuale è un assurdo matematico e logico); si occupò di musica (15 trattati, dai quali si diffuse anche il termine arabo musiqa poi utilizzato in tutto il mondo islamico, dal greco μουσικη (musikè) od arte delle Muse) divenendo un teorico nel mondo islamico, proponendo l'aggiunta di una quinta corda nell''ud (liuto), e trattò le connotazioni ed analogie cosmologiche con la musica, superando le teorie greche nell'uso delle notazioni alfabetiche per un'ottava (forse la scrittura araba si prestava meglio); si occupò di medicina (più di 30 libri, sotto la principale influenza di Galeno, tra cui in De Gradibus applica la matematica alla medicina soprattutto alla farmacologia sviluppando una scala matematica per quantificare la forza dei farmaci, ed un sistema basato sulle fasi della Luna che permetta ad un medico di prevedere i giorni più critici per le malattie dei pazienti), di filosofia (22 libri), di logica (9 libri) e di fisica (12 libri), molti libri sopravvissuti nelle traduzioni in latino di Gerardo da Cremona, altri andati persi e 24 opere ritrovate a metà del XX sec. in una biblioteca turca; al-Kindi riguardo la legge di gravità terrestre scrisse “Tutti gli oggetti terrestri sono attratti verso il centro della Terra”, si potrebbe sostenere rielaborata nel XVII sec. da Robert Hooke per la legge dei moti celesti il quale scrisse “Ogni oggetto è attirato verso il Sole con una forza proporzionale alla propria massa e decrescente con la distanza dal Sole”, ed infatti nel 1670 Hooke propose di spiegare il moto dei pianeti e delle comete con una nuova meccanica celeste basata su 3 ipotesi (1: Tutti i corpi celesti si attraggano tra loro; 2: I corpi si muovano di moto rettilineo uniforme se non sono deviati da forze; 3: Le forze di attrazione decrescono con la distanza; e la funzione matematica con la quale la forza d'attrazione decresce con la distanza sarà da Hooke ulteriormente precisata negli anni successivi (iniziò i suoi studi sulla gravitazione nel 1666 e pubblicò i risultati nel 1674, in una lezione sulla luce nel 1681 precisò che la forza doveva decrescere con il quadrato della distanza) senza però formulare mai in termini matematici corretti la legge di gravitazione, seppure comprese che da questa legge si dovevano dedurre le leggi di Keplero senza comunque farlo, 


a cui seguì qualche anno dopo la legge newtoniana di gravitazione universale contenuta nei 3 volumi di Philosophiae Naturalis Principia Mathematica PNPM pubblicati dal 5lug1687; in chimica si oppose all'alchimia contestando pure che un metallo semplice possa trasformarsi in metallo prezioso come oro od argento, e scrivendo un saggio sulle spade e sulle qualità del ferro insieme ai metodi di fusione dell'acciaio); Abu l-Hasan Thabit ibn Qurra' ibn Marwan al-Sabi' al-Harrani (826-901, conosciuto in Europa semplicemente come Thebit o Tebizio, matematico, fondatore della meccanica statica araba, astronomo (che criticò il sistema di Tolomeo e fu tra i primi riformatori del sistema geocentrico-geostatico ben 650 anni prima di Copernico di cui abbiamo parlato) ed astrologo, conoscitore della lingua greca, inizialmente di professione cambiavalute la cui vita mutò con l'incontro del matematico Muhammad ibn Musa portandolo a Baghdad per essere addentrato nella matematica (hisab), nell'astronomia ('ilm al-falak) e nella filosofia (falsafa); tradusse molte opere dal greco tra cui citiamo Le sfere e il cilindro di Archimede, i Libri V-VII delle Coniche di Apollonio di Perga, le Introduzione all'aritmetica di Nicomaco di Gerasa, un compendio della Metafisica di Aristotele, ritradusse con maggior accuratezza gli Elementi di Euclide e l'Almagesto di Tolomeo, e sappiamo che la copia più antica degli Elementi di Euclide risale al IX sec. e Thabit ibn Qurra ne fece una nuova traduzione qualche decennio più tardi; divenne famoso per i suoi lavori di matematica pura, di geometria, di meccanica ed astronomia, fu pioniere dell'algebra geometrica (avanzò anche teorie che portano allo sviluppo della geometria non-euclidea, della trigonometria sferica, del calcolo integrale definito e della teoria dei numeri irrazionali-trascendenti o reali), studiò le sezioni coniche di parabola ed ellisse, algoritmi di calcolo per aree di superficie e volumi di solidi, e studiò la statica; Euclide non aveva trattato le coppie di numeri amicabili o numeri amici (sono due numeri dove ognuno è somma dei divisori propri dell'altro) seppure fossero già note a pitagorici cui attribuivano un valore speciale, ma il nostro stabilendo le condizioni che consentono d'individuare le coppie di amicabili dimostrò un teorema sull'argomento (ossia fissato un numero n intero positivo, se i numeri p=3x2(elev (n-1))-1, q=3x2(elev n)-1, r=9x2(elev (2n-1)-1) sono tre primi dispari allora la coppia (2(elev n)pq,2(elev n)r) è una coppia di numeri amicabili, ma formula che non dà tutti i numeri amicabili ad esempio da essa non si deduce la coppia 1184,1210), 


ricordando che i greci conoscevano la sola coppia 220,284 di numeri amicabili (infatti il numero 220 è divisibile per 1, 2, 4, 5, 10, 11, 20, 22, 44, 55, 110, e la loro somma 1+2+4+5+10+11+20+22+44+55+110=284, e 284 è divisibile per 1, 2, 4, 71, 142, la cui somma 1+2+4+71+142=220), i matematici arabi ne aggiunsero altre all'elenco tra cui 17296,18416 (riscoperta nel 1636 da Fermat e nota oggi col suo nome, ma già conosciuta da Ibn al-Banna de Marrakech e da Tahabit), e 9363584,9437056 (conosciuta invece come coppia di amicabili di Cartesio), alcune coppie di amicabili sono 1184,1210; 2620,2924; 5020,5564; 6232,6368; 17296,18416; tra le curiosità aggiungiamo che in tutti i casi noti i numeri di una coppia di amicabili sono od entrambi pari od entrambi dispari (non si sa se sia così per tutte le coppie, ignorandone le ragioni), poi ogni numero della coppia nota condivide almeno un fattore, poi non si sa se esistano coppie di numeri coprimi amicabili ma se esistono è dimostrato che il loro prodotto deve essere maggiore di 10(elev 67); Thabit studiò la teoria dei numeri e la usò per descrivere le proporzioni tra elementi geometrici; secondo quanto riportato da Copernico Thabit calcolò la lunghezza dell'anno sidereo o tempo relativo calcolato rispetto alle stelle trovando 365 giorni, 6 ore, 9 minuti, 12 secondi (il valore attuale è 365.2564 giorni solari medi ossia 365 giorni, 6 ore, 9 minuti, 10 secondi, sbagliando di 2 secondi circa), il quale anno sidereo a causa del moto di precessione dell'asse terrestre, è di 20 minuti e 24.6 secondi più lungo dell'anno tropico che ovviamente determina il tempo e le stagioni sulla Terra; Abu Bakr Muhammad ibn Zakariyya al-Razio od al-Ràzi (865-930, nato ad Al-Razi antica città nei pressi di Teheran, conosciuto in Europa come Rhazes filosofo o Rasis, scienziato persiano, filosofo, chimico-alchimista (uno dei più noti alchimisti al mondo del suo tempo), medico che per primo descrisse il vaiolo (“Il vaiolo compare quando il sangue è infetto e ribolle, per portare i vapori supplementari del sangue dell'infanzia - che assomiglia agli estratti umidi - in sangue della giovinezza, che assomiglia al vino maturo. Essenzialmente, il vaiolo assomiglia alle bollicine frizzanti del vino giovane... e questa malattia potrebbe pure essere presente anche in altri periodi. La cosa migliore da fare in questi casi è di evitarla, poiché, quando si vede la malattia, essa sta per diventare epidemica"), scoprì l'asma allergica e fu il primo a scrivere un trattato sull'allergia e l'immunologia, fu il primo a comprendere che la febbre è un meccanismo di difesa naturale del corpo umano, per primo impiegò l'alcool in medicina (il termine alcool o alchol verrebbe proprio dall’arabo al-ghul ossia “spirito” oppure da al-kuhll quale polvere di stibnite ottenuta per sublimazione dall'antimonio), e scoprì per primo l'acido solforico H2SO4; scrisse 184 libri tra cui Al-Hawi Kitab al-hawi fi tibb (Il libro che raccoglie le notizie sulla medicina, quale monumentale enciclopedia in 9 volumi), Man la yahduru tabib (Colui che non ha a disposizione un medico, ossia Consigli medici per il grande pubblico), Shukuk 'ala Jalinus (Dubbi su Galeno), al-Asrar (I Segreti, sui composti e sulle droghe), Sirr al-asrar (Il Segreto dei Segreti, sulle operazioni chimiche di base di grande importanza per la storia della farmacia, divenuto molto noto in occidente), ed il suo metodo è di seguire meno i dogmi ma maggiormente eseguire osservazioni (ad esempio nella metodologia medica riguardo il vaiolo leggiamo “La comparsa del vaiolo è preceduta da febbre continua, dolore al dorso, prurito nel naso e attacchi di paura durante il sonno. Questi sono i sintomi più particolari della sua comparsa, soprattutto dolore al dorso con febbre, assieme anche a bruciori che i pazienti sentono su tutto il corpo, gonfiore del viso che, con il tempo, va e viene; colore infiammato e un rossore intenso negli occhi, una pesantezza dell'intero corpo, forte spossatezza i cui sintomi sono lo sbadigliare e lo stirarsi, dolore alla gola e al petto, con una leggera difficoltà nel respirare, tosse, secchezza del respiro, saliva spessa, e voce rauca, dolori e pesantezza della testa, inquietudine, nausea e ansia (con la differenza che l'inquietudine, la nausea e l'ansia sono più frequenti con il morbillo che con il vaiolo), bruciori nel corpo intero, colon infiammato, e un rosso intenso e brillante delle gengive"); classificò le malattie in 3 classi ossia le malattie curabili, quelle potenzialmente curabili e quelle incurabili; Al-Razi contribuì allo sviluppo ed all'utilizzo di farmaci ricordando l'introduzione di unguenti a base di mercurio e la realizzazione di utensili (mortaio, spatole, fiasche ed ampolle in vetro); i suoi studi di alchimia partono da fonti greche ossia dal famoso Corpus Ermeticus (insieme di scritti papiri e testi filosofici ed iniziatici raccolti in epoca bizantina nel IV sec. a.C. (in parte contenuti anche tra i Codici di Nag Hammad), testo attribuito ad Ermete Trismegisto od Ermete Tre Volte Grandissimo, spesso addirittura identificato col dio egiziano Toth scriba di Osiride, inventore dell'al-kimia e dio della sapienza, od al dio greco Hermes messaggero di Zeus del Logos e della comunicazione, in latino Mercurius ter Maximus, ovvero gli arabi lo chiamano Idris dall'ebraico Hadores, i fenici Tauto, gli egizi Thot oppure anche Ptha, ma i greci lo chiamavano Ermete Trismegisto e così è noto nei secoli, quale personaggio leggendario di età pre-classica), 


ed in tali testi ad esempio troviamo incantesimi, procedure di iniziazione, nel dialogo Asclepio (dio greco della salute) è descritta l'arte della telestiké cioè l'arte di richiamare od imprigionare gli angeli od i demoni all'interno di statue tramite l'uso di erbe gemme e profumi, sono descritti i metodi per far parlare e profetizzare tali figure, o formule per costruire artefatti ed animarli, con scritti ermetici solitamente suddivisi in filosofici e tecnici, ed il Corpus termina con il lamento di Asclepio in cui si denuncia l'abbandono della religione egizia avendo perso il significato spirituale del tempo in cui i sacerdoti riuscivano a far parlare le statue cogliendo i messaggi divini, ed il Corpus Ermeticus fu conosciuto da vari filosofi ed alchimisti arabi spesso medici fin dal VII sec. d.C. portando a nuove invenzioni mediche-chimiche ereditate dalle future discipline, e nel caso di al-Razi egli (in circa 20 libri) studiava la possibilità di trasmutazione dei metalli leggeri nei metalli pesanti (in argento ed oro) scritti finiti nel testo di Ibn al-Nadim (Le pietre dei filosofi, Lapis Philosophorum, “segretamente” custodito anche nelle biblioteche medioevali cristiane); l'alchimia di al-Razi seguiva la corrente filosofica dell'ilomorfismo (tutti gli esseri sensibili sono composti di materia e di forma, come noi diremmo di materia formata dal modello della loro equazione matematica), rifiutò l'uso delle pozioni magiche poiché la magia non era razionale (accettava i miracoli solo come fenomeni naturali ancora da spiegare), nel suo laboratorio alchemico si trovavano sostanze di estrazione mineraria persiana ma ad esempio anche cloruro d'ammonio di origine cinese; le qualità alchemiche sviluppate dal progredito pensiero di al-Razi erano i concetti di salinità ed infiammabilità (ovvero carattere untuoso e carattere solforoso) non esattamente ortodossi nella concezione tradizionale dei 4 elementi (fuoco, acqua, terra e aria, quale teoria chimico-geometrica-stereometrica elaborata in terra greca) così universalmente accettati fino al tardo medioevo (siamo nel IX sec. e siamo ancora lontani dalle innovazioni di Paracelso che alcuni hanno posto tra i grandi scienziati rinascimentali europei); si credeva che avesse trovato la formula segreta per trasformare ferro e rame in oro ma egli dubitava che si potesse trasmutare il rame in oro, comunque al-Razi progettò strumenti per la dissoluzione e la fusione dei metalli (la fucina del fabbro, il soffietto, i crogioli, gli attizzatoi, il maceratore, l'essiccatore, le lime da ferro, le cesoie per il taglio, le smerigliatrici, gli stampi semicircolari a discesa per il ferro, poi utensili per i processi di trasmutazione ed apparecchi di distillazione (la storta, l'alambicco, il forno, i ventilatori da vasaio, il grande forno, la stufa cilindrica, le tazze di vetro, le boccette, le fiale, le coppe, l'imbuto di vetro, un mortaio, un calderone, il fornetto a sabbia, un setaccio, il mortaio di pietra piano ed un piatto scaldavivande, ecc.), migliorò i metodi di distillazione ed estrazione (con la scoperta dell'acido solforico distillando a secco vetriolo (al-zajj) ed alcool) che portarono altri alchimisti (come Abu Musa Jabir ibn Hayyan) alla scoperta di altri acidi, ma egli conosceva le sue 7 tecniche alchemiche quali sublimazione e condensazione del mercurio, precipitazione dello zolfo e dell'arsenico e calcinazione di minerali (oro, argento, rame, piombo, ferro), sali, vetro, talco, conchiglie di animali e cera, le miscele da aggiungere ed i solventi necessari, la quantità di calore (fuoco) usata, ed i corpi e le pietre che hanno o meno la possibilità di essere trasformati in altre sostanze (ovviamente siamo molto lontani da una chimica delle valenze sia qualitativa che stechiometrica quantitativa (stechiometria quale misura e calcolo degli elementi chimici ossia chimica quantitativa di combinazione di atomi e molecole secondo le loro corrette proporzioni)), l'uso di un mordente liquido che colora rapidamente e permanentemente alcuni metalli per una vendita più redditizia, ad esempio descrive i metodi di colorazione di un oggetto d'argento per imitare l'oro e le tecniche per la rimozione di questa colorazione onde riottenere nuovamente il colore dell'argento, descrive minuziosamente le tecniche alchemiche di doratura e d'argentatura di altri metalli (allume, sali di calcio, ferro, rame e tuzia o ossido di zinco) sia per ragioni pratiche che economiche (non per ingannare il popolo e gli acquirenti sembra), classifica i minerali in 6 divisioni (una lontanissima tavola dei minerali, ossia: Quattro Spiriti (al-arwaḥ, mercurio, cloruro d'ammonio, zolfo, e solfato d'arsenico (orpimento e realgar)), Sette Corpi (al-ajsad, argento, oro, rame, ferro, grafite, zinco (kharsind) e stagno), Tredici Pietre (al-aḥjar, piriti marcasite (marqashita), malachite, tuzia ossido di zinco (tutiya), talco, lapislazuli, gesso, azzurrite, magnesia, ematite (ossido di ferro), ossido di arsenico, mica ed amianto e vetro (allora identificato come fatto da sabbia e da alcali, di cui il cristallo trasparente damasceno è considerato il composto migliore), Sette Vetrioli (al-zajat, allume (al-shubub) e vetrioli di colore bianco (qalqadzs), nero, rosso, giallo (qulqutar) e verde (qalqand) (solfati impuri di ferro, di rame, ecc.), Sette Borati (tra cui il natron ed il borato di sodio impuro), Undici Sali (al-amlaḥ, compresa la salamoia, il sale comune, la cenere, la nafta, la calce viva, l'urina, la roccia ed i sali marini); 


diciamo che l'alchimia è un antico (ha almeno 4 mila anni di storia) ed ormai tramontato sistema filosofico esoterico integrante in epoca prescientifica la chimica, l'astrologia, la fisica, la metallurgia (fin dal Neolitico la metallurgia ha attinenza con l'alchimia, oltre a religione-medicina) e la medicina, ma generalmente il pensiero alchemico lo si ritiene il precursore pre-scientifico della chimica moderna (sviluppata questa dalla metà del '700 in poi) e gli scopi degli alchimisti erano l'onniscienza (o conoscenza universale) metafisica-mistica-filosofica, la panacea universale (o terapia per ogni tipo di malattia), il raggiungimento della vita eterna, la trasmutazione delle sostanze nelle sostanze più leggere e nelle sostanze più pesanti (come i metalli e l'oro, da piombo (negativo) all'oro (positivo)), ed infine la ricerca della pietra filosofale, ricordando che il termine alchimia deriva dall'arabo al-khimiyya (la kimiyya ossia la chimica derivato questo dal greco khymeia (significante fondere, saldare, colare insieme, allegare), oppure Al Kemi collegato all'arte egizia dato che l'Egitto per gli antichi egizi era denominato Kemi, ma la fondamentale operazione alchemica era proprio la trasmutazione dei metalli di base in oro (tramite la pietra filosofale o pietra dei filosofi o grande elisir o quintessenza o tintura rossa) onde giungere alla perfezione e compimento eterno rappresentato dalla sostanza meno corruttibile ossia l'oro ed in tal senso vincere pure ogni malattia dell'organismo umano (nonostante abbiamo sostenuto che la teoria fisica di Newton venisse applicata anche al mondo della materia e sue trasformazioni (principalmente da Antoine-Laurent de Lavoisier) è certamente vero che la chimica scientifica moderna iniziata alla fine del '700 affonda le sue radici nell'alchimia più della trasformazione delle sostanze (distillazione e condensazione) che del raggiungimento della perfezione dell'uomo, ossia inizia nel mondo dei soffiatori alchemici, passando per la iatrochimica, per la teoria-dottrina del flogisto (senza poter operare una netta separazione in questo magma di alchimisti-chimici-stoichiometri come invece sarebbe ben più netta la separazione in campo fisico tra kepleriani-galileani rispetto ai loro predecessori od agli oppositori), fino a giungere a Dalton, Boyle, ed infine a Lavoisier col quale possiamo far iniziare la chimica scientifica (col Traité Élémentaire de Chimie o Trattato di chimica elementare del 1789 e Méthode de nomenclature chimique (Method of Chemical Nomenclature) del 1787 (elencante circa 33 elementi o sostanze tra cui ossigeno, azoto, idrogeno, fosforo, mercurio, zinco, zolfo, ecc., includente pure luce e calorico (ossia materia di calore) che Lavoisier credeva pure essere sostanze materiali, utilizzante la sua specifica nomenclatura binomiale), 


nata proprio combattendo contro la teoria del flogisto dopo aver dimostrato che la combustione in generale avviene sempre dalla combinazione di una sostanza con l'ossigeno partendo dalla teoria di Priestley scienziato-filosofo inglese grande sostenitore del phlogiston) basata sull'atomismo, sulla conservazione della materia come massa espressa in pesi atomici (Rien ne se perd, rien ne se crée), e sulla determinazione quantitativa di elementi-composti tra reagenti e reagiti, la cui prova sperimentale cruciale nonché prima reazione chimica della storia della teoria della materia scientifica è la reazione che partendo dai reagenti gassosi ossigeno+idrogeno per condensazione produce acqua e partendo da acqua per evaporazione produce ossigeno+idrogeno (le parti identificate che compongono aria od aria fissa sono l'ossigeno (aria deflogistizzata, dal greco ossigeno “formatore d'acido” poiché Lavoisier credeva che ogni acido contenesse ossigeno), l'idrogeno (dal greco “formatore d'acqua”, od aria infiammabile di Henry Cavendish), e l'azoto (dal greco “senza vita”, o nitrogeno)) come ben riportato nelle relazioni di Lavoisier di cui abbiamo scritto altrove (prima del chimico francese molti ricercatori avevano osservato la produzione di acqua tutti interpretando però la reazione in modi diversi sempre entro la teoria del flogisto, ma Lavoisier insieme al matematico Pierre Simon de Laplace, sintetizzò l'acqua bruciando getti di idrogeno e di ossigeno in una campana sopra il mercurio, ottenendo risultati quantitativi sufficientemente buoni da poter sostenere la tesi che l'acqua non fosse un elemento (come sappiamo si credeva da circa 2200 anni nella dottrina dei 4 elementi-stoicheia ossia fuoco (simboleggiato da Δ, nella tetraktys pitagorica rappresentante il 1° livello, 1 punto, il punto superiore, unità fondamentale), aria (Δ con sopra il tratto –, 2° livello, 2 punti, dualità, gli opposti maschile-femminile), acqua (Δ rovesciato, 3° livello, 3 punti, misura dello spazio e del tempo, dinamica della vita), terra (Δ rovesciato col tratto –, 4° livello, 4 punti, materialità e struttura della Terra), ma oggi secondo P. Odifreddi potremmo simbolicamente associare fuoco, aria, acqua, terra, rispettivamente ad energia-calore, stato aeriforme, stato liquido, stato solido della materia), bensì che l'acqua fosse un composto di due gas, idrogeno ed ossigeno, e l'essere la sostanza acqua un tale composto spiegava bene l'aria infiammabile (idrogeno) generata dalla dissoluzione di metalli in acidi (infatti l'idrogeno era prodotto sia dalla decomposizione dell'acqua che dalla dissoluzione dei metalli) e dalla riduzione-redox di calcio per mezzo di aria infiammabile (combinazione di gas da calx (ossido metallico formato da un minerale riscaldato) con ossigeno per formare acqua, ma nonostante questi esperimenti  “antiflogistici” la nuova teoria di Lavoisier non è stata accolta subito bene da molti chimici, ed allora Lavoisier si sforzò di fornire una prova scientifica quantitativa definitiva della composizione dell'acqua in ossigeno+idrogeno al cui scopo lavorando insieme a Jean-Baptiste Meusnier fece passare acqua attraverso un cannone di ferro arroventato permettendo così all'ossigeno decomposto dall'acqua di formare un ossido col ferro ed all'idrogeno di uscire dall'estremità del tubo, presentando questo lavoro (cifre a 8 decimali) ad apr1784 all'Académie des Sciences (gli oppositori sostenitori della teoria del flogisto risposero che Lavoisier aveva tratto errate conclusioni in quanto il suo esperimento aveva solo dimostrato lo spostamento del flogisto dal ferro tramite la combinazione di acqua con metallo), al che Lavoisier allora sviluppò un nuovo apparecchio utilizzante una depressione pneumatica, una serie di bilance, un termometro ed un barometro tutti accuratamente tarati-calibrati, in cui trenta osservatori sono stati invitati a testimoniare la corretta decomposizione e la sintesi dell'acqua usando questo apparato, convincendo molti che l'acqua non è un elemento chimico ma è un composto di elementi (ossigeno ed idrogeno) con grande certezza e precisione di misure, con in aggiunta la pretesa di unificare la nuova scienza chimica alla scienza fisica newtoniana post-cartesiana al tempo trionfante))), 


e molti furono i personaggi e pure gli scienziati che si occuparono di alchimia (tra di essi Ruggero Bacone, Tommaso d'Aquino, il Parmigianino, poi il più grande rinascimentale alchimista Paracelso (che introdusse un metodo più sperimentale ed avviò la iatrochimica in cui il corpo umano è un miscuglio di elementi chimici insieme alle qualità-essenze di zolfo-mercurio-sale), lo stesso Isaac Newton, Thomas Browne, Arnaldo da Villanova, Raimondo Lullo (Ramon Llull (1232-1316) per la sua grande arte (soprattutto contenuta nei 4 grandi libri: Ars compendiosa inveniendi veritatem, Ars demostrativa, Ars generalis ed Ars breu) non sfigurerebbe troppo tra questi pensatori, ma dobbiamo ricordarlo anche per il suo metodo di ragionamento e di catalogazione della conoscenza universale-enciclopedica (che tende molto all'astrazione simbolica non matematica (ad esempio Lullo raggruppa gli astri (i 7 pianeti ed i 12 segni zodiacali) secondo le loro affinità elementari e li indica con A, B, C, D, calcola le influenze astrali astraendo le affinità semplici-elementari nei 12 segni e nei 7 pianeti espresse tramite lettere simboliche-astratte, e ad esempio le Dignità Divine vengono rappresentate come BCDEFGHIK e gli Elementi semidivini vanno da questi ad ABCD) con gran disegno e “gioco” di figure geometriche collegate da segni letterali), facente uso di diagrammi-elementi semplici-lettere alfabetiche-formule mnemoniche, nonché ruote combinatorie di tali elementi semplici (fino alle lettere dell'alfabeto) onde ottenere moltissime combinazioni, distinguere il vero dal falso e risolvere molti problemi in molti ambiti del sapere, metodo lulliano inglobante però anche principi della matematica che ha influenzato pure Cartesio nel suo Metodo (alcuni autori hanno notato che ne I discorsi sul metodo compaiono solo i nomi di Descartes, Dio e Llull), e che ha influenzato anche Leibniz nei sui studi sul linguaggio, sulla conoscenza enciclopedica, sulla logica, sul calcolo combinatorio e computazionale, ma di cui il pubblico generico tra le sue 260 opere (e 44 forse apocrife) conosce certamente l'arte della memoria o mnemotecnica o magari il Lullo astronomo poco astrologo o di astrologia degli elementi), Basilio Valentino, John Dee, notoriamente anche Cagliostro (Giuseppe Giovanni Battista Vincenzo Pietro Antonio Matteo Franco Balsamo, noto col nome di Alessandro conte di Cagliostro o più semplicemente Cagliostro nato nel 1743 a Palermo e morto prigioniero nel 1795 nella fortezza di San Leo, è stato, oltre che un avventuriero un incallito imbroglione ed esoterista, anche un grande alchimista italiano)); il processo alchemico od opus alchemicum per ottenere la pietra filosofale (le operazioni alchemiche erano sia materiali che spirituali ossia interessavano sia la materia che lo spirito


 dell'uomo) avveniva mediante 7 procedimenti suddivisi in 4 operazioni (Putrefazione, Calcinazione, Distillazione, Sublimazione) e 3 fasi (Soluzione, Coagulazione, Tintura), e per mezzo di queste 4 operazioni la materia primaria (mescolata con zolfo e mercurio e scaldata nella fornace-atanor) si trasformerebbe via via gradualmente attraverso un numero da 3 a 12 fasi, in cui i 3 stadi fondamentali sono lo stadio di Nigredo (al nero, in cui la materia si dissolve putrefacendosi), lo stadio Albedo (al bianco, in cui la materia si purifica sublimandosi), lo stadio Rubedo (al rosso, in cui la materia si ricompone fissandosi), e le 2 qualità-essenze primordiali sulphur (zolfo) e mercurius (mercurio) nei simboli dell'alchimia in varia mescolanza compongono ogni materiale (ovvero ogni materiale è un miscuglio di un elemento-essenza in combustione (zolfo) e di un elemento-essenza volatile (mercurio)) cui Paracelso aggiunse il terzo elemento tangibile sale (sal), onde nel processo di combustione (prima della teoria del flogisto-phlogiston del 1667 di Johann Joachim Becher e di Georg Ernst Stahl) un materiale combustibile quale il legno si accende per via dell'elemento-essenza sulphur mentre il mercurius va in evaporazione ed il sal resta come cenere del processo; ma la simbologia è ampia e l'oro e l'argento simboleggiano il Sole e la Luna (luce e tenebre, principio maschile e principio femminile, che si uniscono (sizigia) nella coniunctio oppositorum della Grande Opera o Rebis), i 7 metalli corrispondono ai 7 pianeti dell'astrologia; ricordiamo Il Rosarium philosophorum di Arnaldo da Villanova, il Commentarius di Raimondo Lullo e la Duodecim Claves philosophicæ di Basilio Valentino come le 3 opere importanti per l'iconografia alchemica; importante nell'alchimia è l'astrologia e l'analogia ermetica che lega gli elementi sublunari sulla Terra con gli elementi celesti, per cui il Sole è connesso all'Oro, la Luna all'Argento, Mercurio al Mercurio, Venere al Rame, Marte al Ferro, Giove allo Stagno, Saturno al Piombo (come il lettore può vedere la saldatura SnPb sui CS dovrebbe avvenire bene sotto il segno di Giove e di Saturno... è inevitabile qui scherzare un poco... 


ma mettiamoci nei panni di un “chimico” antico-medioevale-rinascimentale il quale osserva cosa succede a mischiare acido solforico con piombo e potrebbe credere che fondendo il rame col piombo insieme ad un principio qualitativo non si possa non ottenere oro), ma esistono pure i simboli animali; ogni civiltà ha sviluppato il suo specifico sistema alchemico ed abbiamo l'alchimia cinese, l'alchimia egiziana, l'alchimia indiana, l'alchimia greco-alessandrina, l'alchimia arabo-islamica, poi l'alchimia dell'Europa medioevale, e l'alchimia dell'Europa rinascimentale dei secoli fino al '700 per poi regredire drasticamente dopo Robert Boyle con lo sviluppo della fisica meccanicistica newtoniana e delle chimica scientifica quantitativa), ecc., dei quali autori arabi qui elencati abbiamo pure altrove scritto specialmente se hanno dato contributi scientifici in particolare matematici; e ritornando alla Casa del Sapere, insieme alla realizzazione di un osservatorio astronomico a Baghdad ben più progredito rispetto agli studi di età ellenistica, persiana sasanide ed indiana, con Tavole risalenti all'età sasanide note come Zij Sind Hind ossia “Tavole astronomiche del Sind e dell'Hind” (non sembrerà, ma usate anche da Cristoforo Colombo) quali tavole un notevole progresso rispetto alle tavole astronomiche antiche risalenti a Claudio Tolomeo, Centro della Sapienza sopravvissuto tra incendi-guerre-devastazioni fino al 1258 ossia fino all'invasione dei Mongoli di Hulegu con la presa di Baghdad (e dei circa 500 mila volumi (anche in più tomi e volumi multipli) non rimarrà molto, ossia numero di volumi paragonabili solo a quello dell'antica biblioteca di Alessandria in Egitto poichè le contemporanee biblioteche del mondo cristiano possedevano al massimo qualche migliaio di volumi o qualche decina di migliaia di volumi), 


però lo studioso statunitense Dimitri Gutas in Pensiero greco e cultura araba tende a ridimensionare non poco la reale portata di questa esperienza araba sostanzialmente con centro nella Casa della Sapienza rispetto a come è presentata dalla tradizione sunnita (abbiamo riportato questa modesta sezione per essere più obiettivi circa il contributo degli arabi antichi-medioevali-rinascimentali allo sviluppo della scienza moderna avvenuto sostanzialmente in Europa, ossia per parare le eventuali polemiche riguardo le invenzioni arabe e non solo le ammesse anticipazioni scientifiche in capo matematico e fisico attuate nel mondo arabo-musulmano, quando ereditato il pensiero filosofico-matematico-scientifico greco lo hanno poi restituito all'Europa medievale dal X-XIII sec. in uno stato certamente più avanzato di come lo avevano ricevuto e letto da traduzioni greche-siriache), ma poi è stato lo stesso testo coranico così centrale nel mondo arabo-musulmano che ha legato in catene forzate la società musulmana provocando una drammatica involuzione e caduta su sé stessa certamente dal XIV-XV sec. in poi facendo regredire od almeno arrestare lo sviluppo del mondo arabo in tutti i campi sociale-politico-economico-scientifico-matematico, ma nella corsa del tempo storico il “testimone” era già stato passato all'Europa nel XIII-XIV sec. in uscita dal medioevo ed in rapida ascesa); 


per curiosità, riguardo il computo del tempo nelle varie società storiche, all'anno 2016 del Calendario occidentale gregoriano corrisponde nel Calendario Ab Urbe condita l'anno 2769 (MMDCCLXIX, ossia 2016+753), nel Calendario armeno il 1464-1465, nel Calendario bengalese il 1422-1423, nel Calendario berbero il 2966, nel Calendario bizantino il 7524-7525 (forse “iniziante” questo col Big bang), nel Calendario buddhista il 2560, nel Calendario cinese il 4712-4713, nel Calendario copto il 1732-1733, nel Calendario ebraico il 5775-5776, nel Calendario etiopico il 2008-2009, nel Calendario induista Vikram Samvat il 2071-2072, nel Calendario induista Shaka Samvat il 1938-1939, nel Calendario induista Kali Yuga il 5117-5118, nel Calendario islamico il 1437-1438, nel Calendario persiano il 1394-1395, ecc., per cui se un commerciante turco (di tradizione bizantina) vi dovesse comunicare che invierà la fattura entro il 7526 non significa che sta scherzando (come pure non sembrerebbe uno scherzo se tale data di fine lavori, 7526 (ossia 7526 d.C.), si leggesse sul cartello dei lavori pubblici del nuovo stadio Olimpico di Roma in sostituzione del vecchio stadio Olimpico del 1927 (ossia lo Stadio dei Cipressi nato su progetto di Enrico Del Debbio, poi ripreso nel 1937 da Luigi Moretti e molto usato per gli eventi nel periodo fascista, abbandonato durante la guerra, utilizzato come autoparco e rimessa dalle truppe alleate, poi ripreso nel 1949 dal CONI a cura di Annibale Vitellozzi e terminato nel 1953, prendendo il nome di Stadio Olimpico nel 1960 in occasione dei giochi della XVI Olimpiade)... realizzato magari seguendo qualche lezione di economia politica di Sylos Labini a La Sapienza de Roma (la mitica città di Roma (nel mondo Rome), in cui un turista appena giuntovi si trova a respirare un'aria antica fatalmente densa di grandezza storica millenaria (a parte altri odori specialmente se giunge alla stazione Termini nei mesi estivi, o di primo autunno come è accaduto all'autore in servizio militare giuntovi la prima volta ad inizio nov), dopo aver nei secoli realizzato molte strade tra le città europee ex municipi romani, strade ben fondate che partono da chissà dove e giungono dopo centinaia di miglia chissà dove (oppure giungono a Roma), oggi più ancora che allo stadio di calcio sembrerebbe piuttosto avere problemi con le proprie strade urbane in condizioni quasi simili a quelle visibili nelle tavole pittoriche di Ettore Roesler Franz ed Achille Pinelli (al riguardo si vedano gli oltre 200 acquarelli del 1826-35 di Achille Pinelli (Roma 1809, Napoli 1841, pittore italiano) ed i 120 acquarelli di Ettore Roesler Franz (Roma 1845, Roma 1907, pittore italiano)); ma diciamo che Roma moderna, Roma Capitale, è piuttosto la conseguente evoluzione della Roma papale dello Stato pontificio che non della Roma dei Cesari (ossia di una società governata tramite i preti (2° Stato tra Aristocrazia-Clero-TerzoStato) e riguardo la società stessa con accentuazione dell'antico fenomeno del brigantaggio), e tra i romani di oggi di Catilina-Marcello-Scipione-Quintiliano-Cesare-Augusto-Tiberio-Marco Aurelio-Seneca-ecc.-ecc. non sembrerebbe trovarsi neppure un gene, vantando inoltre un primato quasi unico al mondo secondo il quale entro le sue 900-1000 chiese “i morti “santi” mantengono i vivi” (è questo sostanzialmente l'ufficio della Religione in tempi moderni) ma pure fuori le chiese per ogni luogo ancora “i morti “geni” o meglio i morti artisti o “artisti” mantengono i vivi” (è questo sostanzialmente l'ufficio riconosciuto della Grande Bellezza di Roma (!)) (ma una società non deve vivere sui morti del passato perchè sarebbe già destinata a morire per cui sarebbe necessario prendere in considerazione solo la sua parte viva mentre il passato (il quale ci ha già dato tutto quello che poteva dare) deve trovare posto solo nei libri di storia della società e nella “cultura umanistica”), notando che tra i romani moderni riguardo il primo caso i veri credenti sono pochi, i veri atei sono quasi nulli ma sono praticamente tutti miscredenti (nel senso di praticamente scettici riguardo la fede e la religione, non per profonde ragioni ideologiche che non possono possedere, ma solo perché “se se segue la dottrina cattolica non se po' fa' M.B.S., detto in sigla, di cui la prima lettera se ben ricordo credo sia “magnà”, la seconda dovrebbe essere “beve”, mentre la terza non me la ricordo proprio”, ossia diremmo per “profonde ragioni teologiche e logico-matematiche” differentemente da come innanzi tutto si sostiene nel presente libro), e riguardo il secondo caso i veri lavoratori sono pochi, i veri disoccupati sono quasi inesistenti ma quasi tutti “sanno come si vive” ossia “come se vive e come se magna” (so and so, non però cauchy et cauchy (anche se qui siamo più in campo matematico)); Roma gode anche di altri primati tra cui in particolare (secondo la rivista americana Time Out) un primato poco invidiabile e poco simpatico ovvero quello di città più sporca al mondo, in rapporto al grande ed irrisolto problema dell'emergenza raccolta rifiuti urbani nonché collegato problema sanitario, in seconda posizione si trova New York, quindi a seguire Glasgow, ecc., laddove la città più pulita al mondo risulta essere Stoccolma (non trovi neppure un granello di polvere per le strade, invece di quel che accade a Roma con cumuli di rifiuti uscenti da puzzolenti cassonetti e sparsi intorno e per le strade, da bidoni spargendosi poi sui marciapiedi, con la presenza di topi, ratti, insetti di ogni tipo ed anche di cinghiali); “Arrivederci, Roma... / Good bye... au revoir... / Si ritrova a pranzo a Squarciarelli / fettuccine e vino dei Castelli / come ai tempi belli che Pinelli immortalò! / Arrivederci, Roma... / Good bye... au revoir... / Si rivede a spasso in carozzella / e ripenza a quella "ciumachella" / ch'era tanto bella e che gli ha detto sempre "no!"...”, quale nota canzone di Renato Rascel del 1957 che poi ha generato anche il film The Seven Hills of Rome girato in esterni a Roma ed alla Titanus distribuito in Italia col titolo Arrivederci Roma), ma pare che la costruzione del nuovo stadio Olimpico nel 2021 sia già in difficoltà, seppure nel 2022 sembra spuntato (secondo quanto riferito da Il Messaggero) un nuovo progetto di uno stadio di 55-60 mila posti (con riferimento ad Emirates Stadium di Arsenal) nella zona e quartiere di Pietralata dietro la Stazione Tiburtina (fermata metrò B. Quintiliani) in ottima posizione per parcheggio ed afflusso-deflusso spettatori, depositando i primi progetti in Campidoglio; il 7lug22 sul sito Internet della Roma è apparso un “comunicato congiunto di Roma Capitale e AS Roma”, che si apre così: “All’esito di una serie di riunioni congiunte tra gli Uffici dell’Amministrazione capitolina e i tecnici di AS Roma Spa tenutesi negli scorsi mesi, Roma Capitale prende atto positivamente della volontà da parte della società giallorossa di presentare nelle prossime settimane al Campidoglio uno studio di fattibilità per la realizzazione di uno stadio su un’area comunale nella zona di Pietralata”, “L’iniziale esame urbanistico svolto sull’area individuata da AS Roma non ha infatti messo in evidenza elementi ostativi alla presentazione del suddetto progetto che sarà attentamente valutato da Roma Capitale secondo l’iter amministrativo disciplinato dalla cosiddetta legge stadi (art. 1, comma 304, L. 147/2013)”, “AS Roma esprime grande soddisfazione per il clima di collaborazione che ha caratterizzato gli incontri con gli uffici comunali. Roma Capitale e AS Roma condividono che il nuovo stadio dovrà rappresentare un volano per la riqualificazione sostenibile e senza aggravi urbanistici del quartiere Pietralata e, più in generale, per lo sviluppo della capitale”; mentre le società di Milan ed Inter hanno scelto il progetto del nuovo stadio di calcio San Siro di Milano ossia la Cattedrale che sostituirà lo storico stadio Giuseppe Meazza (lo studio di progettazione di architetti statunitensi Populous lo ha definito come "Il migliore stadio d'Europa, la vera casa per i leggendari club del Milan e dell'Inter". L'impianto, forse realizzato nell'area ex Falk di Sesto San Giovanni, dovrebbe essere pronto dopo le Olimpiadi Invernali di Milano-Cortina 2026 a partire dalla stagione 2027; avrà una capienza di 65000 spettatori laddove il precedente è di 75923 spettatori (ospiterà gare calcistiche ed eventi vari), gradinate più prossime all'area di gioco, e al suo esterno nascerà un parco di 50000 metri quadrati con parcheggi interrati; a set24 si intende realizzare il nuovo stadio di Milano in area San Siro vicino all'attuale vecchio stadio Meazza (conosciuto quest'ultimo anche come “La Scala del calcio”), dopo l'incontro a Palazzo Marino dei rappresentanti di Inter e Milan con analisi di fattibilità tecnica ed economica (alternativa alla ristrutturazione dell'attuale stadio ritenuta antieconomica), ovvero, scartate la possibilità di demolire il vecchio stadio e sulla stessa area edificare il nuovo, o la ristrutturazione dell'attuale o la realizzazione di due nuovi stadi separati per il Milan (a San Donato) e per l'Inter (a Rozzano), ora, tornando al punto di partenza del 2019 (con la perdita di molti mesi), prevale l'ipotesi di un nuovo stadio “gemello” edificato accanto al vecchio (eventualmente modificato per la nuova destinazione)), 


detto ciò, continuando, in omaggio al processo di globalizzazione in atto (ovvero gli ebrei devono passare al 2017 o gli europei devono passare al 5777?), 


però notiamo come il calendario gregoriano CGr basato sull'anno astronomico solare-stagionale introdotto per decreto con bolla papale Inter gravissimas da Gregorio XIII (e sviluppato dal medico Luigi Lilio (Aloysius Lilius, nato a  Psycron-Cirò 1510, morto a Roma 1574, è stato medico, astronomo e matematico italiano, il cui scritto coi calcoli riguardo il nuovo calendario è andato perso però è rimasto un riassunto in Compendium novae rationis restituendi kalendarium), dal gesuita-astronomo Cristoforo Clavio (Christophorus Clavius, nato a Bamberga 1538, morto a Roma 1612, è stato gesuita, matematico e astronomo tedesco), dal matematico-astronomo Giuseppe Scala (nato a Noto 1556, morto a Sabbioneta 1585, è stato medico, filosofo, matematico e astronomo italiano), dal matematico Ignazio Danti (Ignazio-Egnatio Danti al secolo Pellegrino Rainaldi Danti, nato a Perugia 1536, morto ad Alatri 1586, è stato matematico, astronomo, cosmografo e vescovo cattolico italiano), e con misure tratte dal De Revolutionibus orbium coelestium (Libri VI) ossia Sulla rivoluzione dei corpi celesti dell'astronomo Nicolai Copernici Torinensis o Niccolò Copernico del 1543 soprattutto per l'accuratezza dei sui calcoli di anno tropico AT e di anno siderale ASI, onde ritornare-recuperare i giorni perduti allineandosi nuovamente alle stagioni dell'anno 325 d. C del Concilio di Nicea e modificare la durata dell'anno perché non si ripresentasse in futuro il medesimo problema) il giorno 5ott1582 d. C. giuliano (un giovedì) divenuto il 15ott1582 d. C. gregoriano (fissato venerdì per mantenere la continuità settimanale, nonché primo giorno del nuovo calendario) sia il più preciso calendario (con ottimo accordo tra computo necessariamente discreto dei giorni e movimento astronomico della Terra intorno al Sole ossia anno tropico AT che non possiede un numero discreto di giorni terrestri, tenendo conto anche dell'anno siderale ASI (moto rispetto alle stelle fisse) della Terra di durata 365 giorni 6 ore 9 minuti 9.54 sec=31558149.54 sec=365.2563604 gg, più lungo di 1224.6 sec=20 min 24.6 sec rispetto all'anno tropico o solare AT di 31556924.94 sec=365.2421868 gg, ma dipende pure dal punto dell'orbita in cui lo si calcola variando ciclicamente per nutazione con periodo di circa 21 mila anni, anno AT che poi è quello che interessa per il calcolo delle stagioni ed il ripresentarsi puntuale dei fenomeni naturali ossia il periodo di tempo tra due passaggi del Sole al medesimo punto gamma, e per la costruzione dei calendari solari), CGr con errore di solo +26 sec/anno o +25 sec/anno solare ossia di +1 giorno ogni 3323.1 anni e di +1 giorno nel 4905 d. C. rispetto al Sole se non fosse per i fenomeni astronomici di interazione gravitazionale con altri pianeti dai vari periodi di rivoluzione, di diminuzione della velocità di rotazione della Terra per i fenomeni di marea, per la variazione dell'eccentricità e per la variazione del periodo dell'equinozio (alla data 1gen2000 ore 12.00 UTC tempo terrestre l'anno tropico AT medio era di 31556925.18 sec=365.242189670 giorni) per cui l'errore di +1 gg (togliere 1 giorno al calendario CGr per un miglior riallineamento col Sole) avverrà prima come già detto; il precedente era il calendario giuliano CG introdotto in tutto il mondo romano da Giulio Cesare il 46 a. C. con l'aggiunta di 85 giorni al precedente computo e col 45 a. C. quale primo anno bisestile, e più formalmente introdotto il 4 d. C. dopo il riordino voluto da Augusto circa gli anni da fissare come bisestili, sapendo che l'anno medio del calendario giuliano CG era composto di 365 giorni e 6 ore=365.25 giorni (ossia ottenuto con anno normale di 365 giorni, ed anno bisestile di 366 giorni ogni 4 anni ovvero per gli anni con numerazione divisibile esattamente per 4 ovvero multipla di 4), ma l'anno tropico AT è di 365 giorni 5 ore 48 minuti 46.98 secondi=31556926.98 sec=8765.81305 ore=365.2422104 giorni (nei nostri calcoli basati su fenomeni astronomici-solari-stagionali l'anno lo abbiamo dato approssimandolo a 365.25 gg=8766 ore) ovvero l'anno giuliano CG di 365.25 gg possiede 365.25-365.2422104=0.0077896 gg=0.1869 ore=673.02 sec=11 min 13.02 sec in meno rispetto ad AT (per il tempo in cui fu introdotto da Sosigene di Alessandria era molto preciso), circostanza nota al tempo di Dante (che nel canto XXVII del Paradiso nella Divina Commedia scrive "Ma prima che gennaio tutto si sverni / per la centesma ch'è là giù negletta", infatti ogni mese di ogni anno termina 0.00779 gg prima rispetto al medesimo mese dell'anno precedente (poiché il calendario perde 0.00779 gg/anno sul Sole ossia 1/100 circa, ovvero anche ritarda di 1 giorno ogni 128.4 anni), e nell'anno 1582 l'errore ammontava alla perdita di circa 10 giorni (essendo appunto più lungo contando più tempo rispetto AT quando nel 1582 esso segnava l'inizio della primavera ossia il 21mar in realtà l'equinozio di primavera astronomico era già passato da 10 giorni, ed il calendario avrebbe dovuto segnare l'11mar quando invece segnava il 21mar così che togliendo 10 gg il 21mar del calendario veniva ad allinearsi col “21mar astronomico” equinozio di primavera, riportando le stagioni, la data di Pasqua e le altre festività liturgiche da essa calcolate in armonia con le stagioni del tempo del Concilio di Nicea), 


onde per rimediare e ridurre il più possibile l'errore senza complicare troppo il calcolo del calendario (specialmente riguardo il problema della determinazione della data della Pasqua cristiana, motivo principale della riforma del papa, che doveva cadere la prima domenica dopo il plenilunio di primavera calcolata ora col metodo delle epatte di Lilio invece che col vecchio metodo risalente a Dionigi il Piccolo) si decise di fare nel nuovo calendario gregoriano CGr l'anno composto di 365 giorni normali ma di 366 giorni ogni anno con numerazione multipla di 4 tranne quelli con numerazione multipla di 100 che divengono bisestili solo se pure multipli di 400 (per cui sono bisestili gli anni centenari 1600, 2000, 2400, 2800, ecc., ma non i centenari 1700, 1800, 1900, 2100, 2200, ecc., ossia di introdurre 97 anni bisestili di 366 gg ogni 400 anni totali (97 mesi di febbraio con 29 gg invece dei soliti 28 gg, ovvero inserire 32 mesi bisestili in 128 anni circa), invece dei precedenti 100 anni bisestili ogni 400 anni (ovvero in CG 31 anni bisestili in 128 anni circa), togliendo così 3 gg/400 anni rispetto al giuliano, mentre per gli anni storici precedenti la riforma resta valido il metodo di calcolo del giuliano per cui ad esempio il 1500 è bisestile) dunque con anno gregoriano di durata media di 365+(97/400)=365.2425 gg confrontato alla durata media dell'anno giuliano pari a 365.25 gg (il gregoriano è più breve di 0.0075 gg=0.18 ore=648 sec=10 min 48 sec rispetto al giuliano), ovvero l'anno gregoriano CGr ha -648 sec rispetto all'anno giuliano e +26 sec rispetto all'anno AT laddove l'anno giuliano CG aveva +673 sec rispetto ad AT, e coloro che ancora oggi utilizzano il calendario giuliano hanno accumulato un ritardo di circa 13 gg sul Sole e AT come pure circa 13 gg rispetto al calendario gregoriano (CG perde un altro giorno ogni volta che CGr salta il bisestile centenario il che fino ad oggi è avvenuto 3 volte ossia nel 1700, 1800 e 1900 ma non nel 2000); per migliorare ulteriormente la precisione di CGr che come detto perde sul Sole ancora 26 sec/anno, Herschel ha proposto di usare lo stesso metodo di CGr ma di togliere dai bisestili gli anni multipli di 4000 (ovvero non sarebbero bisestili gli anni 4000 d. C., 8000 d. C, ecc.) con 969 anni bisestili ogni 4000 anni invece di 970 anni ogni 4000 ottenendo un anno medio di 365.24225 gg=365 gg 5 h, 48 min 50.4 sec con errore di +0.00095 h=+3.42 sec rispetto AT ovvero con errore di +1 giorno ogni 25263 anni se non ci fossero correzioni da apportare per variazioni di parametri orbitali e soprattutto per la diminuzione della velocità da effetto marea (come detto altrove si fa attualmente aggiungendo periodicamente 1 secondo ogni 2 anni circa alla fine del 31dic); la riforma del calendario in URSS prevedeva che gli anni centenari multipli di 100 fossero bisestili se il numero dei loro secoli diviso 9 dà resto 2 o 6 così che vi siano 218 anni bisestili in 900 anni complessivi con anno medio di 365+(218/900)=365.2422222 gg=365 gg 5 h 48 min 48 sec riducendo l'errore a +2 sec rispetto ad AT, ma ulteriori miglioramenti della precisione si possono ottenere togliendo dai bisestili gli anni multipli di 4000 e di 10000 con 4844 anni bisestili entro 20000 anni complessivi e durata dell'anno di 365+(4844/20000)=365.2422 gg, oppure anche considerando 1 anno bisestile ogni 500 anni invece che ogni 400 ed aggiungendo un ulteriore anno bisestile ogni 5000 anni con 1211 anni bisestili entro 5000 anni e durata dell'anno di 365+(1211/5000)=365.2422 gg, e così via, seppure invece di trovare una formula empirica più precisa per il calcolo del tempo maggiormente concordante col Sole e AT è meglio empiricamente aggiungere 1 secondo quando è necessario per riallineare il tempo calendariale-civile con AT; 


la periodicità del calendario giuliano rispetto alle date è di 4 anni=4x365+1=1461 gg e dato che la settimana ha 7 gg ma 1461 non è divisibile esattamente per 7 allora è periodico rispetto a date e giorni settimana di 1461x7=10227 gg=28 anni (questo vuol dire che ogni 28 anni il calendario giuliano ripresenta esattamente le stesse date nei medesimi giorni della settimana, ossia sono esattamente uguali ad esempio gli anni 1500, 1528, 1556, ecc., o 2017, 2045, 2073, ecc.); la periodicità di CGr riguardo le date è di 365x(400-97)+366x97=146097 gg pure perfettamente divisibile per 7 e dunque anche la periodicità di date e giorni della settimana è di 146097 gg=400 anni ripetendosi allora perfettamente identici ogni 400 anni (tutte le date coi loro giorni di settimana ad esempio del 2017 sono uguali a quelli del 1617 e lo saranno nel 2417); 


i mesi del calendario gregoriano, detto specialmente per coloro che non frequentano l'occidente, sono: gennaio (31 giorni), febbraio (28 giorni o 29 nell'anno bisestile), marzo (31 gg), aprile (30 gg), maggio (31 gg), giugno (30 gg), luglio (31 gg), agosto (31 gg), settembre (30 gg), ottobre (31 gg), novembre (30 gg), dicembre (31 gg), ricordandoli con la nota filastrocca “Trenta dì conta novembre, con april, giugno e settembre, di ventotto ce n'è uno, tutti gli altri ne han trentuno” o più modernamente “Trenta giorni ha novembre con april, giugno e settembre, di ventotto ce n'è uno, tutti gli altri ne han trentuno” scritto ancora per coloro vivono lontano dall'occidente, anche se quanto abbiamo qui riportato sui calendari CG e CGr è scritto in modo un poco caotico-ingarbugliato e sarà difficile seguirlo), ma per concludere questa breve parentesi sia nel mondo cristiano che in quello musulmano persino le in-salat sono più nutrienti (per il corpo... possibilmente non confondendo l'indivia con l'invidia... ma per curiosità  la più grande insalata di ben 19.05 Kgr è stata preparata il 23set12 non in Lombardia ma a Bucarest in Romania al Kaufland e Salve Club entrando in Guinness World Record) di quanto preghiere-orazioni-salat-rosari-litanie-confessioni sarebbero nutrienti (per lo spirito, qui invece possibilmente non confondendo salam con “salam” anche se di Dar es-Salam) ma solo necessari questi a sviluppare un più o meno rigido rituale da seguire per lodare Dio e mantenere la fede quando terminata la credenza nel mito allora solo la cieca fede nel rito tende a prolungare “illimitatamente” nel tempo la lunga agonia secolare-millenaria di una religione in cui non si può più ragionevolmente credere ed ancor meno ragionevolmente sperare; però dal 2001 nel difficile rapporto tra Medioriente (islamico) ed Occidente (cristiano)... mantenere la calma, mantenete la calma, anche con un coltello davanti a Westminster Palace, anche con un autocarro pieno di esplosivo contro un “pilone” di tour Eiffel (seppure la chiave inglese qui sarebbe very very well), o davanti ad un frequentato motel mirando “preciso” l'ingresso quasi come Guglielmo Tell, persino con moglie nuda con collana che come scimmia balla in place de la Concorde sebbene non proprio come una farfalla, occidentali calma, calma, con l'evoluzione che arranca (anno 2017 dopo Cristo=1439  Hijri year), con la comunicazione che inciampa, col torpedone che avvampa, magari qua e là spargendo qualche salma, occidentali calma, calma, mediorientali calma, calma, con Maumetto in fila indiana magari davanti alla dogana ogni settimana, con un'ottomana più che una veneziana, anche se non va a Cana a svuotar la damigiana e non fa regali della Befana e si mostra come Fata Morgana basta “stà in campana” (meglio se non in metropolitana e lontano dall'area della Martesana) per Diana, dopo anni di UUU cercasi pizzaiolo da continente nero con 4 mogli e niente maiale per incontinente bianco con 1 moglie e 4 amanti come un “maiale” (4 mogli!?, e 4 amanti?!), occidentali karma, karma, con Trump e Salvini che lanciano un mantra di dottrina tantra seguendo il loro dharma, occidentali karma, karma, e pure contro li centurioni per turisti davanti er Colosseo de gradiatori massimo appoggeo (li mortacci tua), magari solo per un serfi ma senza l'arma bianca, occidentali karma, occidentali karma karma (il Colosseo (Amphitheatrum Flavium, in funzione da 80 d.C (Vespasiano e Tito) a 523 d.C. (Giustino I), con assi dell'ellisse di 187.5 e 156.5 metri ed altezza massima di 52 metri (attuale di 48.5 m) capace di 50-85 mila posti dove si tenevano vari giochi), che oggi quasi “affonda” nel pattume e nella monnezza (parola de Ex Monnezza); “Taccia la barbara Menfi il prodigio delle piramidi, né il lavoro degli Assiri esalti più Babilonia; né siano celebrati gli effeminati Ioni per il tempio di Diana; l'altare dei molteplici corni faccia dimenticare Delo; né i Cari portino più alle stelle, con lodi sperticate, il Mausoleo proteso nel vuoto. Ogni opera cede dinanzi all'Anfiteatro dei Cesari, la fama parlerà ormai d'una sola opera al posto di tutte” (Marziale); “L’imperatore Cesare Vespasiano Augusto fece erigere il nuovo anfiteatro con i proventi del bottino” (bottino soprattutto proveniente da Gerusalemme, dedica ricostruita); “Finché esisterà il Colosseo, esisterà anche Roma; quando cadrà il Colosseo, cadrà anche Roma; quando cadrà Roma, cadrà anche il mondo” (il Venerabile Beda)), mentre Milano dovrebbe iniziare a costruire il proprio Colosseo Verde ecologico con siepi di mirto ed alloro sulle rovine dell'anfiteatro antico perduto i cui resti ritornarono alla luce in scavi degli anni '30 del '900 (grande poco meno del Colosseo romano) in via Circo nei pressi di via Torino; il Colosseo di Roma, oggi visitato da circa 7 milioni di turisti/anno, darebbe pure un contributo all'economia italiana (secondo un'analisi dello studio Deloitte, “The value of an Iconic Asset. The economic and social value of the Colosseum”) in quanto porta circa 1.4 miliardi di euro/anno ed a livello socio-economico comporta un valore di circa 77 miliardi di euro), precisando che abbiamo qui un poco scherzato poiché il gran numero di extracomunitari mediorientali e di arabi musulmani stabilitisi in occidente non è certo terrurista ma solo meccano (intendo della Mecca) o betonista o barista o elettricista esistenzialista cottimista un poco sudista forse marxista-leninista-salmista, non è certo dinamitardo (conoscesse pure le macchine da guerra di Leonardo), non mette nel kebab qualche petardo se non per fare scherzo da goliardo (lo dice anche Abelardo contro Bernardo, lo dice anche Eloisa contro Fulberto con in mano il referto e forse anche il reperto), non ha l'ordigno nucleare non omologato da sdoganare se non un poco da masturbare, vive tra pantegane non mangia melegrane e parmigiane (e neanche sarde-fiorentine-ascolane-romane-napoletane-francesi-tedesche-svedesi-inglesi-americane) ma preferisce le banane solo come un cane (cui tiran pure le banane) e non è pescecane non conosce filigrane e non vuol piantar grane; avendo inoltre citato il Karma o Karman diciamo brevemente cosa esso sia ovvero il proprio destino, la propria azione nella vita, il causa-effetto-fine del proprio agire, ed al Mahatma Gandhi un uomo raccontò che nel corso degli scontri tra musulmani ed indù egli aveva ucciso un uomo dell'altra religione per cui gli domandò cosa doveva fare per riparare quell'omicidio, al che Gandhi rispose “Vai fra quelle persone che appartengono all’altro gruppo religioso, da te odiato, cerca un orfano e adottalo, e crescilo come se fosse tuo figlio”), 


dove qui l'anonimo cronista scrive del popolo dei franchi ossia dei settentrionali ovvero della cristianità col nuovo termine di “europei” come di quegli abitanti della parte più settentrionale dell'ex Impero Romano conquistata dai goti ed ormai ampiamente cristianizzata, laddove il termine italiano si diffonde piuttosto nel XII sec. al tempo dell'imperatore Federico I Barbarossa del Sacro Romano Impero onde definire meglio gli abitanti dell'impero a matrice germanica stabiliti a sud delle Alpi, ma soprattutto si usa dalla seconda metà del XIII sec.))), attuato il ponte RF alla frequenza portante di circa 1 GHz (richiedendo grande capacità tecnica, circa il tracciato da seguire (di 1650 Km, e nodi-stazioni-ripetitori di Torino, Trivero, Milano, (M. Penice, M. Venda), M. Beigua, M. San Nicolao, M. Serra, M. Luco, (M. Argentario, M. Limbara), M. Peglia, Morlupo, Roccapriora, M. Favone, M. Faito, M. Vergine, M. Sambuco, M. Caccia, Pomarico, Roseto Capo Spulico, M. Scuro, Gambarie, M. Soro, M. Cammarata, Palermo, ed andata-ritorno di 3300 Km), poi il progetto dei sistemi e dei circuiti elettronici a triodi-pentodi del ponte, la successiva impegnativa costruzione e suo collaudo), realizzando così Carassa in Italia forse la 1° rete singola nazionale di radio relay system in Europa (preceduta solo da quella di AT&T in USA), mentre precedentemente i collegamenti avvenivano con reti indipendenti come quella del 1° ponte radio a microonde Torino-Milano per collegamenti televisivi realizzato da Vecchiacchi nel '50-52 seguito poi nel '53 dal collegamento Torino-Milano bidirezionale con portanti di 900 e 940 MHz in FM), quindi il 2° ponte radio a microonde a 2 GHz Milano-Palermo del '59-60 per il 2° canale televisivo RAI (realizzato con qualità del segnale sufficiente per la trasmissione di un futuro segnale tv a colori, e con misure lungo il tragitto per il mantenimento degli standard), poi lo studio di nuove tecniche di amplificazione a basso rumore con l'uso di reattanze non lineari (amplificatori e convertitori parametrici), lo sviluppo del demodulatore ad aggancio di fase (Phase-Lock Demodulator) quale demodulatore di frequenza con vantaggioso rapporto rumore/segnale N/S di grande successo nell'industria delle comunicazioni elettriche e dei circuiti radio, la sostituzione dei tubi termoionici VT coi transistori Bjt nei circuiti a frequenza intermedia MF (per gli stadi a supereterodina transistorizzati) e nei circuiti in banda base (dato che i primi transistori Bjt al Ge possedevano basse frequenze di taglio ft e quanto a buone caratteristiche non erano certo comparabili con triodi-pentodi di AF), 


lo studio dalla fine anni '50 della guida d'onda a sezione circolare con propagazione di modo TE01 (assai promettente per la grande capacità di trasmissione di numerosi canali e la bassa attenuazione dei campi elettromagnetici, ma poi abbandonata dalla fine anni '60 per l'avvento della maggiormente promettente tecnologia in fibra ottica), lo sviluppo dai primi anni '60 del sistema di trasmissione satellitare iniziando con i ricevitori terrestri per la Telespazio (dato che l'Italia non aveva la possibilità di portare in orbita propri satelliti di telecomunicazioni, al tempo in cui AT&T Bell System lanciava Telstar e la NASA lanciava Relay nel '62) tra cui un ottimo ed originale ricevitore a bassissimo rumore (con un amplificatore parametrico a 2 stadi raffreddato a 77 °K in azoto liquido e poi raffreddato a 20 °K, i cui contenitori allora si potevano vedere collocati subito dietro le grandi antenne nella zona convessa dei paraboloidi) della sezione di Stracca, mentre la sezione di Catania realizzava ottimizzati demodulatori FM con basso N/S incorporati nella 1° stazione italiana di ricezione satellitare nel '63, poi le tecniche di televisione numerica, la compressione dei segnali digitali ed in particolar modo le tecniche di compressione della banda video, il videotelefono, ecc., poi la ricerca su soliton optical fibers (in matematica e fisica un solitone è un'onda (autosostenuta) causata dalla contemporanea presenza di effetti non lineari e dispersivi di attenuazione nel mezzo (come la propagazione nel vetro di un fascio di luce non monocromatico ma a spettro più largo in cui il vetro provoca dispersioni differenti alle diverse frequenze ottiche), soluzioni di una vasta classe di equazioni differenziali alle derivate parziali (tipo l'equazione non lineare di Schrodinger, le equazioni di Korteweg-de Vries KdV, l'equazione di seno-Gordon (sine-Gordon equation), ecc.), quale fenomeno descritto per la 1° volta da John Scott Russell, osservato nel 1980 da A. R. Osborne, con uso nelle telecomunicazioni proposto nel 1973 da Akira Hasegawa di AT&T Bell Labs), ma diciamo che il primo sistema progettato da Carassa sotto la propria responsabilità sarebbe stato un circuito da installare nel ripetitore di Monte Cimone (sul collegamento radio Milano-Roma a 7 canali telefonici) per estrarre-inserire 3 canali nel segnale multiplo TDM (cercando evidentemente di minimizzare il numero delle valvole termoioniche utilizzate, magari in entrambe le direzioni con 8 triodi di uno shift register per leggere in parallelo i bit dei byte ed almeno altrettanti per una “memoria di transito” dato che non si potrà sperare in una sincronizzazione tra reti telefoniche indipendenti ossia sistema realizzato tutto per via circuitale cablata com'era costume mentre oggi si realizzerebbe più facilmente programmando un microprocessore; chi avrebbe detto che a cavallo tra anni '40 ed anni '50 si mise in opera un sistema TDM in un ponte radio ossia utilizzante una tecnica numerica con trasmissione impulsiva allora innovativa ma che godrà di grande diffusione solo 30 anni dopo?, ed anche a lezione Carassa nel '78 mi dava piuttosto l'impressione di aver iniziato a lavorare coi cavi urbani a coppie bifilari e coi segnali telefonici analogici sulle linee coassiali o via ponte radio RF piuttosto che con le trasmissioni numeriche PCM usando ponti radio RF TDM dato che nel rapporto tra elettronica analogica ed elettronica numerica e tra trasmissione analogica e trasmissione numerica la parte del leone allora la faceva la tecnica analogica... anche se questo docente di radiotecnica-comunicazioni elettriche-telecomunicazioni non dava l'impressione di essere ferratissimo in matematica dato che quando l'analisi matematica diveniva esorbitante e gli “integrali divenivano difficili” (erano però ancora “integrali diremmo didattici” almeno sembrerebbe così) si vedeva piuttosto un assistente alla lavagna... ho detto ferratissimo, non ferrato (sembra questo termine da ferro-acciaio(ricordando comunque ed in aggiunta che oggi abbiamo più di un migliaio di tipi di acciaio utilizzati nel mondo delle costruzioni industriali-civili), o forse da cavallo ferrato, insomma dava l'impressione di essere più ingegnere che matematico), ma pure riguardo il silicio non so se aveva mai usato un 2N3055 anche se chissà quanti push-pull e single-ended a triodi deve aver disegnato e progettato in un tempo in cui l'era del silicio era appena appena iniziata 


(...non si meraviglino troppo i lettori leggendo queste stupidaggini che gli scrittori ed i divulgatori professionisti certamente non riportano, anche se diciamo sono dei “luoghi comuni” 


(approfittiamone qui per ricordare il divulgatore scientifico italiano per eccellenza, ossia Piero Angela (Torino 1928, Roma 2022), che nel lungo corso di circa 60-70 anni ha accompagnato il vasto pubblico in tutti i territori delle scienze e della tecnologia in infinite scoperte, col suo caratteristico linguaggio così apprezzato ma che non è il nostro (è pure indubbio che occorra notevole capacità per inventare un metodo ed un linguaggio di divulgazione che ancora non c'erano), le cui orme sono poi state seguite dal figlio Alberto Angela; 


da Wikipedia “Piero Angela (Torino, 22 dicembre 1928 – Roma, 13 agosto 2022) è stato un divulgatore scientifico, giornalista, conduttore televisivo e saggista italiano. Noto soprattutto come ideatore e presentatore di trasmissioni di divulgazione in stile anglosassone, con cui ha dato vita a un filone documentaristico della televisione italiana, e per il suo giornalismo scientifico anche espresso in numerose pubblicazioni saggistiche, incominciò la carriera come cronista radiofonico, divenendo poi inviato e affermandosi successivamente come conduttore del telegiornale Rai. Biografia. «Il mio corpo è come una macchina: il motore avrà anche 80.000 chilometri, ma il guidatore ha solo 45 anni» (Piero Angela). Piero Angela ha scritto che la razionalità gli fu insegnata da suo padre, il medico antifascista Carlo Angela, insignito della medaglia dei Giusti tra le nazioni. Secondo il collega Gigi Marzullo «il suo perfetto autocontrollo e la sua compassata cordialità riflettono in parte la sua indole schiva e in parte sono iscritte nel codice genetico di questo piemontese educato alla razionalità e alla tolleranza». Lo stesso Angela ha dichiarato di aver ricevuto «un'educazione molto piemontese: molto rigida, con principi molto severi, tra cui quello di tenersi un passo indietro sempre, mai esibire». D'altro canto, con riferimento alla propria istruzione scolastica, egli ha scritto: «Personalmente, mi sono annoiato mortalmente a scuola e sono stato un pessimo studente. Tutti coloro che si occupano di insegnamento dovrebbero ricordare continuamente l'antico motto latino "ludendo docere", cioè "insegnare divertendo".» Ha frequentato il liceo classico a Torino. Piero Angela era agnostico. Musica. «Gli individui che incontrano il maggior successo (e non solo con le donne) solitamente sono forti dentro e cortesi fuori. È un po' come per il pianoforte. Ricordo sempre quello che mi diceva la mia vecchia insegnante di pianoforte: per avere un buon tocco occorrono dita di acciaio in guanti di velluto... Forse anche nella vita è così.» (Piero Angela). All'età di sette anni incominciò a prendere lezioni private di pianoforte, sviluppando in seguito il suo interesse per la musica jazz. A vent'anni, nel 1948, si produsse con il nome di Peter Angela in varie jam session nei jazz-club torinesi. Nello stesso anno fu notato dall'allora giovane impresario Sergio Bernardini che lo invitò a suonare nella serata inaugurale della Capannina di Viareggio. Nei primi anni cinquanta formò, insieme con il batterista Franco Mondini, un trio jazz in cui si alternarono vari contrabbassisti. Al trio si aggiunsero spesso solisti di richiamo, quali ad esempio Nini Rosso, Franco Pisano, Nunzio Rotondo e l'ex cornettista di Duke Ellington, Rex Stewart. Insieme con Mondini, Angela avrebbe poi fatto parte per qualche tempo del quartetto di Rotondo. Ha suonato anche con Franco Cerri (chitarrista ed '”uomo in bemolle”, ma i più lo conoscono come l'”uomo in ammollo”), di cui era amico e del quale ha raccontato che nel 1946, non potendo comprare il biglietto, andava a sentire i concerti da fuori, raggiungendo in bicicletta il retro del locale torinese in cui si esibiva con Gorni Kramer e il Quartetto Cetra. Nel frattempo assunto in Rai, nel 1952 cessò l'attività musicale professionistica per dedicarsi al giornalismo. Nonostante abbia abbandonato da allora l'attività musicale professionistica, Piero Angela è rimasto un cultore del jazz e solitamente, quando una trasmissione da lui condotta tocca argomenti in qualche modo connessi con la musica come per esempio i fenomeni acustici, coglie l'occasione per esibirsi al pianoforte e suonare insieme a noti jazzisti professionisti. «Nella nostra musica c'è la passione, una specie di virus che continua negli anni e non finisce mai. Allora, la cosa interessante è che i musicisti che amano il jazz magari fanno il loro lavoro [...], ma poi si ritrovano dopo, per suonare. [...] Questo perché la musica jazz è creativa; mentre la musica classica è esecutiva, cioè i musicisti eseguono la partitura, non scritta da loro, nel jazz si è autori, si è compositori e improvvisatori in tempo reale. E la musica che esce è sempre diversa, è questo che diverte, la creatività.» (Piero Angela). Giornalismo. Il primo incarico nell'ente radiotelevisivo di Stato è stato quello di cronista come collaboratore del Giornale Radio. Nel 1954, con l'avvento della televisione, Angela passò al Telegiornale, per il quale fu corrispondente, prima da Parigi, poi da Bruxelles, dal 1955 al 1968. Insieme con Andrea Barbato, nel 1968 fu il conduttore della prima edizione del Telegiornale Nazionale delle 13:30 e nel 1976 fu il primo conduttore del TG2. Fu diverse volte inviato di guerra. Nel 1967 si recò in Iraq durante la Guerra dei sei giorni, dove fu arrestato insieme ad altri giornalisti e successivamente rilasciato lo stesso giorno. Nel 1968 fu invece in Vietnam, dove intervistò soldati americani e contadini. Influenzato dalla lezione documentaristica di Roberto Rossellini, nel 1968 Piero Angela realizzò una serie di documentari dal titolo Il futuro nello spazio, sul tema del programma Apollo; durante le riprese effettuate negli Stati Uniti realizzò anche numerosi collegamenti in diretta per la RAI in occasione del lancio del vettore Saturn V che portò i primi astronauti sulla Luna. Incominciò quindi una lunga attività di divulgazione scientifica che negli anni successivi lo portò a produrre numerose trasmissioni di informazione tra cui Destinazione Uomo (dieci puntate), Da zero a tre anni (tre puntate), Dove va il mondo? (cinque puntate), Nel buio degli anni luce (otto puntate), Indagine sulla parapsicologia (cinque puntate), Nel cosmo alla ricerca della vita (cinque puntate). Piero Angela, durante la carriera in RAI, divenne molto amico di Enzo Tortora; sulla tragica vicenda giudiziaria di quest'ultimo disse: «quando fu protagonista di quella triste pagina, proprio perché lo conoscevo e sapevo che tipo di uomo per bene fosse, ho avuto paura che accadesse lo stesso a me. Da quel giorno ho iniziato a tenere un diario dettagliato di tutto quello che facevo durante il giorno, ora per ora, minuto per minuto. Così, se mi avessero arrestato, sarei stato in grado di dimostrare, nero su bianco, la mia giornata.» Nel febbraio 2006, alla vigilia delle elezioni politiche, il sito del Corriere della Sera chiese ai lettori con un sondaggio quale personalità del giornalismo avrebbero preferito per moderare l'imminente dibattito televisivo tra i due candidati premier, Romano Prodi e Silvio Berlusconi. Piero Angela, giornalista per lo più scientifico, venne indicato al primo posto davanti a una folta schiera di giornalisti politici. Intervistato dal Corriere, Angela si disse non interessato all'incarico. I due moderatori furono poi Clemente Mimun e Bruno Vespa. Divulgazione scientifica. Dall'inizio degli anni settanta Angela si è dedicato anche alla realizzazione di programmi di divulgazione: il primo è stato Destinazione uomo nel 1971, una delle prime trasmissioni televisive di tale genere rivolta a un pubblico generalista. A partire dal 1981 ha avuto inizio la serie Quark: «Il titolo Quark è un po' curioso e lo abbiamo preso a prestito dalla fisica, dove molti studi sono in corso su certe ipotetiche particelle subnucleari chiamate appunto quark, che sarebbero i più piccoli mattoni della materia finora conosciuti. È quindi un po' un andare dentro le cose.» (Piero Angela, presentando la prima puntata del programma nel 1981.) La formula di Quark era al tempo particolarmente innovativa: si misero in campo tutti i mezzi tecnologici a disposizione e le risorse della comunicazione televisiva per rendere familiari i temi trattati: i documentari della BBC e di David Attenborough, i cartoni animati di Bruno Bozzetto usati per spiegare i concetti più difficili, le interviste con gli esperti esposte nel linguaggio più chiaro possibile compatibilmente con la complessità degli argomenti, le spiegazioni in studio. Dal programma-base nacquero diversi spin-off, alcuni dei quali tuttora prodotti: documentari naturalistici (Quark speciale e Il mondo di Quark), finanziari (Quark Economia) e politici (Quark Europa). Del 1984 è il suo progetto Pillole di Quark, clip di trenta secondi su argomenti tecnici, scientifici, educativi, sociali, medici, in onda a orari variabili su Rai 1. Nello stesso anno Angela ha realizzato il primo talk show con finalità di intrattenimento misto a divulgazione scientifica: sei prime serate in diretta col pubblico dal Foro Italico, con personaggi del mondo della cultura, della scienza, dello spettacolo e dello sport sul palco a interagire con la platea. Nel 1986 e nel 1987 ha condotto dal Palazzetto dello Sport di Torino, davanti a ottomila spettatori, due prime serate su Rai 1 sui problemi del clima: atmosfera e oceani, cui fecero seguito tre serie televisive che sfruttavano le nuove tecnologie di rappresentazione grafica tramite computer: un viaggio dentro il corpo umano (La macchina meravigliosa, in otto puntate), nella preistoria (Il pianeta dei dinosauri, in quattro puntate), e nello spazio (Viaggio nel cosmo, in sette puntate). Queste serie, realizzate con la collaborazione di suo figlio Alberto, furono tradotte in inglese e vendute in oltre quaranta Paesi europei, americani e asiatici, paesi arabi e Cina inclusi. Del 1988 è anche Quark italiani, una serie di documentari di natura, ambiente, esplorazione, mondo animale prodotti e realizzati da autori italiani, tra cui lo stesso Alberto Angela, che realizzò alcuni documentari in Africa. Ha descritto nella sua autobiografia le circostanze che portarono a Superquark, quando per contrastare la concorrenza con Mediaset era necessario avere in prima serata un programma forte che arrivasse fino al Telegiornale della notte: «Alcuni programmi "pigliatutto" erano già cominciati da tempo, e Brando Giordani, allora direttore di Rai 1, mi telefonò chiedendomi di fare un "Quark" di due ore, anziché di una.» Nel 1995 è nato infatti Superquark, nel corso del quale, il 4 giugno 1999, sono state celebrate le duemila puntate del Progetto Quark e relative filiazioni. Di quello stesso anno sono anche gli Speciali di Superquark, serate monotematiche su argomenti di grande interesse sociale, psicologico e scientifico, e la collaborazione al programma televisivo Domenica in, nel quale Piero Angela è stato conduttore di uno spazio dedicato alla cultura. Nel 1997 da una costola di Quark nasce Quark atlante - Immagini dal pianeta. Infine, dal 2000 Piero e Alberto Angela sono autori di Ulisse, programma a puntate monografiche riguardanti scoperte storiche e scientifiche. Parallelamente all'attività divulgativa in televisione, Piero Angela ha svolto e svolge tuttora attività editoriale, sempre a contenuto informativo. Da lungo tempo è curatore della rubrica «Scienza e società» sul settimanale TV Sorrisi e Canzoni; inoltre è stato curatore e supervisore del mensile Quark, da lui stesso fondato nel 2001 e sciolto nel 2006 per mancanza di fondi. Il mensile, ispirandosi all'omonima trasmissione televisiva, trattava temi scientifici in maniera accessibile al pubblico. Piero Angela è anche autore di oltre trenta libri, molti dei quali tradotti in inglese, tedesco e spagnolo, con una tiratura complessiva di oltre tre milioni di copie. I 70 anni di carriera e la morte. Durante la prima puntata della stagione 2022 di Superquark annuncia di aver raggiunto il traguardo di 70 anni di carriera in Rai citando in tale occasione con ironia la regina Elisabetta la quale aveva da poco festeggiato i suoi 70 anni sul trono britannico. Tuttavia, durante tale stagione, dopo una lunga malattia viene a mancare nella sua casa di Roma all'età di 93 anni. A darne l'annuncio è stato il figlio Alberto con un tweet. Stile e ruolo della divulgazione. A proposito della sua attività di divulgatore, Piero Angela ha scritto: «Ho sempre cercato, nelle mie trasmissioni, di inserire elementi di "incontro" col pubblico, dal linguaggio alle "trovate", dagli esempi alle "battute", rifiutando quella finta "serietà" tanto cara all'ufficialità italiana in ogni campo. Io penso che la serietà debba essere nei contenuti, non nella forma.» Angela ha inoltre spiegato che: «quando un lettore (o ancor più un telespettatore) non capisce, la colpa non è sua: ma di chi non ha saputo comunicare. Cioè dell'autore. È stato lui a cacciarlo via. [...] quando sono in moviola, se ho dei dubbi sulla chiarezza di un passaggio o di una sequenza, chiamo il primo che passa nel corridoio (un montatore, una segretaria, un passafilm), mostro la sequenza e chiedo il loro parere. Se vedo un'ombra di dubbio nei loro occhi, rismonto e ricomincio da capo. Perché vuol dire che avevo sbagliato io.» Per comunicare, continua Angela, la divulgazione deve saper affrontare alcuni problemi: «da un lato comprendere nel modo giusto le cose, interpretandole adeguatamente per trasferirle in un diverso linguaggio: dall'altro essere non solo chiari ma anche non-noiosi, pur mantenendo integro il messaggio (anzi, non aver paura di esser divertenti: l'umorismo è uno dei compagni di strada dell'intelligenza). Per queste ragioni, paradossalmente, si può dire che è più difficile... essere facili. Tutti, infatti, sono capaci di parlare o di scrivere in modo oscuro e noioso [...] Non solo, ma alla chiarezza, solitamente, deve accompagnarsi un'ulteriore fatica: la concisione». «Curiosamente oggi si parla molto di partecipazione, intesa come uno strumento di sviluppo democratico, ma raramente si parla di divulgazione come condizione essenziale per capire e quindi per partecipare. La democrazia non può basarsi sull'ignoranza dei problemi, perché uno dei suoi grandi obiettivi è proprio quello di rendere i cittadini responsabili e consapevoli, in modo che possano esercitare i loro diritti utilizzando meglio la loro capacità di capire.» Il CICAP. Nel 1989 è stato tra i fondatori del CICAP, associazione per il controllo sulle pseudoscienze, nata per promuovere l'educazione scientifica e lo spirito critico, nonché per indagare sull'effettiva esistenza dei presunti fenomeni paranormali. Uno slogan dell'associazione, «Bisogna avere sempre una mente aperta, ma non così aperta che il cervello caschi per terra», è diventato una frase frequentemente attribuita a Piero Angela, sebbene si tratti in realtà di un modo di dire già attribuito ad altre personalità celebri. Socio effettivo dell'associazione, nel maggio 2016 ne viene nominato Presidente onorario. La citazione in giudizio per diffamazione. Nel 2000 Piero Angela fu citato in tribunale per diffamazione da due associazioni omeopatiche (la FIAMO e la SIMO in una causa civile e una penale), in seguito alla trasmissione di Superquark dell'11 luglio 2000 nella quale era stata accusata la medicina omeopatica di non avere fondamento scientifico certo. Angela, difeso dagli avvocati Giulia Bongiorno e Franco Coppi, fu assolto in entrambe le cause e il giudice riconobbe la non scientificità della disciplina. Altre attività. Piero Angela ha scritto il soggetto e ha partecipato alla sceneggiatura di un film avente per tema la minaccia della guerra atomica: Il giorno prima (1987) diretto da Giuliano Montaldo. Nel 2009 Angela ha annunciato di aver scoperto un nuovo autoritratto di Leonardo da Vinci presente nel libro Il Codice del volo degli uccelli. Ha coltivato l'hobby degli scacchi, pur non partecipando a tornei. È stato tra gli ospiti d'onore delle Olimpiadi degli scacchi del 2006, giocate nella sua città d'origine. Ha ispirato il personaggio di Piero Papera, conduttore della trasmissione SuperQuack, apparso nel 2002 sul settimanale Topolino. Nel 2021, durante una puntata di Superquark nella rubrica "Psicologia di una bufala", condivideva la posizione del Pentagono in merito l'esistenza degli UFO. Il congedo. Poco dopo il decesso, avvenuto all'età di 93 anni, la Rai ha pubblicato un messaggio di congedo di Piero Angela dai suoi telespettatori, vergato nei giorni precedenti e destinato a essere diffuso tramite i canali social del programma SuperQuark. «Cari amici, mi spiace non essere più con voi dopo 70 anni assieme. Ma anche la natura ha i suoi ritmi.» Nel messaggio il giornalista si riferisce alla sua esperienza professionale come a "un'avventura straordinaria, vissuta intensamente", di cui ringrazia la scienza, un metodo che consente un approccio ai problemi "razionale ma al tempo stesso umano", e il "grande gruppo di autori, collaboratori, tecnici e scienziati" con cui nel tempo ha collaborato. E contiene un messaggio: «Carissimi tutti, penso di aver fatto la mia parte. Cercate di fare anche voi la vostra per questo nostro difficile Paese». Riconoscimenti. Angela ha ricevuto dodici lauree honoris causa. Oltre a numerosi riconoscimenti in Italia e all'estero, nel 1993 ha ricevuto il Premio Kalinga per la divulgazione scientifica attribuitogli dall'UNESCO, nel 2002 la medaglia d'oro per la cultura della Repubblica Italiana e nel 2021 l’onorificenza di Cavaliere di gran croce dell'Ordine al Merito della Repubblica italiana. Ha ricevuto sette telegatti, di cui uno alla carriera il 22 gennaio 2008. Il 3 ottobre 2010 ha ricevuto il Premio Speciale della Giuria del Premio Letterario Giuseppe Dessì. Dagli astronomi scopritori Andrea Boattini e Maura Tombelli, gli è stato intitolato l'asteroide 7197 Pieroangela. Gli è stata dedicata la Babylonia pieroangelai, mollusco gasteropode del mar Cinese. Padova, città legata a Galileo Galilei, gli ha riconosciuto la cittadinanza onoraria per il suo "contributo di eccellenza dato alla divulgazione scientifica". Anche Torino, la sua stessa città natale, il 23 ottobre 2017, ha deciso di riconoscergli la cittadinanza onoraria per essere "la conferma vivente della tradizione scientifica della città" e per aver contribuito con la sua carriera professionale ad incrementare "la cultura e la conoscenza degli italiani anche mediante il mezzo televisivo". Nel 2018 riceve inoltre il premio Torinese dell'Anno 2017, assegnato dalla Camera di commercio di Torino, "Per aver rappresentato lo stile torinese dell’impegno e della passione per il lavoro". Il toccante discorso del figlio Alberto Angela durante il funerale in diretta sulla RAI: “Ho avuto la sensazione di avere Leonardo Da Vinci in casa, che dava la risposta giusta sempre con una capacità di sintesi e analisi in modo pacato. Lui amava ripetere un aforisma di Leonardo Da Vinci: 'Siccome una giornata ben spesa dà lieto dormire così una vita ben usata dà lieto morire'. Le persone che amiamo non vorrebbero mai lasciarci. Però accade. Mio padre è riuscito sempre a unire pur mantenendo le sue opinioni. In questi giorni ci hanno sorpreso messaggi, articoli, pieni non di dolore ma di amore, un sentimento che rimane e che si trasforma in valore. E i valori sono eterni. L'ultima cosa che fisicamente ha detto, il comunicato, con poche forze, l'abbiamo raccolta io e mia sorella e trascritta. Era come se parlasse agli amici, si è rivolto al suo pubblico, a chi lo ha amato. Ci ha insegnato tante cose, con libri e trasmissioni, ma anche con l'esempio... L’ultimo insegnamento me l’ha fatto non con le parole, ma con l’esempio: mi ha insegnato in questi ultimi giorni a non aver paura della morte. È la più grande paura dell’essere umano, ma lui l’ha attraversata con un’umanità, una serenità che mi ha davvero colpito. Non l’ho mai visto in preda alla tristezza o allo sconforto. Se ne è andato soddisfatto, come quando ci si alza dopo una cena con gli amici. Quando ha capito che era arrivata la fine ha concluso le trasmissioni e il disco jazz, discorso ai familiari e al pubblico, e poi se ne è andato... Ha attraversato quest’ultimo periodo con una grande razionalità... Io non avevo mai visto una cosa del genere… lo dico come figlio e come collega... Sembrava riservato, ma dentro aveva un fuoco. Continuerà a vivere attraverso libri, trasmissioni e dischi e in tutti quei ragazzi che con sacrificio cercano l'eccellenza, nei ricercatori, nelle persone che cercano di unire, che cercano la bellezza della natura e di assaporare la vita. L’eredità che lascia a tutti noi, e non solo a me, non è fisica, di lavoro, ma di atteggiamento nella vita... È la cosa più importante che ci ha lasciato. Ci ha detto di fare la nostra parte, e anche io ora cercherò di fare la mia”, seguito da un lunghissimo applauso.”, in particolare notiamo la citazione vinciana augurale di conclusione e destinazione della vita “Siccome una giornata ben spesa dà lieto dormire così una vita ben usata dà lieto morire” di chi ha vissuto consapevolmente la sua vita secondo Natura; il figlio Alberto, in particolare, prendendo l'eredità spirituale e lavorativa del padre, ha iniziato il 29giu23 la nuova trasmissione settimanale di divulgazione scientifica Noos: l'avventura della conoscenza, dove Noos-Nous in greco significa mente, intelletto, ragione, per Anassagora sarebbe la causa ordinatrice del mondo contro il caos), come, continuando, dico solo per esempio, quella di un notissimo fisico del Cern di Ginevra del quale ho letto ha progettato un circuito elettronico della madonna per svolgere nel laboratorio una qualche funzione che non ho capito bene (ma certamente unica) però è molto dubbio che sapesse fare l'amplificatore dell'impianto Hi-Fi di casa o magari l'oscillatore verticale di un tv sia prima che dopo aver progettato quel circuito (il lettore saprà che l'elettronica di un impianto Hi-Fi differisce grossolanamente per il 40-20 % dall'elettronica circuitale di un satellite di telecomunicazione quasi solo per qualche configurazione circuitale e per i transistori ed i circuiti integrati usati; forse nella Commissione del progetto c'erano 10 ingegneri, 3 Aziende multinazionali e 4 Università e lui era solo il Presidente del Tutto, ma si sa che i giornalisti non sanno parlare e scrivere bene (sono soprattutto quelli con “specializzazione alla Harvard University”) dato che da loro apprendiamo pure che Napoleone ha costruito ponti, palazzi, biblioteche, chiese, strade, monumenti, sbarramenti, opere difensive, archi di trionfo, ha fatto anche la  facciata del Duomo di Milano, ecc., tranne tende militari e mobili d'arredamento (se fosse stato un architetto avrebbe costruito un po' troppo), mentre avrebbero più seri dubbi che sapesse fare il generale ed il politico), ma in tutti i campi si possono riportare nozioni giornalistiche simili, tipo di grandi farmacologi che sanno tutto su tutti i farmaci ovviamente anche quelli non in commercio a parte l'euchessina e l'aspirina, o di grandi presidenti di Banche Centrali dalle conoscenze indubitabili riguardo tecniche bancarie ma non fategli fare il modello 730 (no problem), ecc., scrivo queste “stupidaggini” soprattutto per Nannarello e Nannarella i quali notando che l'autore di questo libro mostra diciamo delle deficienze, non solo in certi campi in cui sarebbe bene non avesse (tipo sui teoremi di Jackson e di Sobolev, o su qualche congettura (Goldbach, Riemann, Weil, Poincarè, Eulero, Birch, Hodge, Bieberbach, Hartshorne, Polignac, Bertrand, ecc., ma saranno 200-300 sbagliando per difetto), o sul rapporto di Geymonat con la logica la matematica dell'infinito e la fisica quantistica, oltre a non conoscere bene qualche aneddoto su Archimede o su Democrito (fondatore questo della teoria atomica... non della teoria nucleare! e degli ordigni nucleari!) o su Eulero od anche su Guglielmo Marconi e von Braun), ma pure in campi dove loro non sbaglierebbero mai, potrebbero avere ulteriori seri dubbi diciamo sulla qualità o “qualità” già piuttosto bassa di questo libro (no problem)...); 


oltre a notare anomalie tra il presente libro ed i classici libri di divulgazione nel campo delle scienze matematiche ed articoli su riviste dovuti a matematici giornalisti, matematici divulgatori di matematica quale insegnamento-diffusione-divulgazione-cultura-passione-missione-ecc., matematici di scuola primaria-secondaria-universitaria ossia insegnanti (questi i ruoli più importanti che può rivestire un matematico ovvero quello della formazione scientifica di base e professionale delle nuove generazioni), dovuti a matematici non solo chiusi in Istituti-Dipartimenti-Torri d'avorio scientifici intenti a sviluppare la matematica ma matematici membri di associazioni e circoli culturali vari, e scrittori di libri per avvicinare la matematica all'uomo comune con un linguaggio meno tecnico-simbolico e linguisticamente più accessibile sia riguardo la fondazione filosofica della matematica, sia riguardo il ragionare-indurre-dedurre-pensare correttamente che riguardo il suo vasto utilizzo nelle professioni e pure nella vita di ognuno, ma è pure “divertente” avvicinare il pubblico ad argomenti e concetti come i numeri interi, l'algebra classica-moderna, la probabilità, la statistica, i limiti ed i numeri reali, il differenziale, le equazioni differenziali, gli spazi astratti, le serie numeriche, la logica matematica, ecc., come puro gioco e sviluppo di ragionamenti e di teorie della mente che però dovrebbero incidere profondamente nell'interesse personale, nella formazione, nella pedagogia, nella linguistica, nella letteratura, nella sociologia, nella politica, nell'arte, nel mondo della cultura, nel livello di razionalità e nella vita delle masse (mentre indipendentemente e parallelamente il vasto mondo delle scienze matematiche (fisica, ingegneria, ma anche chimica, biologica, sociologia, ecc.) ne fanno largo uso nello sviluppo delle loro teorie e discipline scientifiche senza altri scopi che di mera necessità-utilità), ma poi la ragione per la quale la Matematica va comunque conosciuta dal vasto pubblico e da ognuno di noi non sembra troppo al centro dell'attenzione in tali propositi, ossia che il Mondo è solo ed esclusivamente Matematica dato che ogni suo aspetto è e funziona solo con regole matematiche e ciò non solo perché la macchina-rete neurale umana NN funziona essa stessa su base matematica qualunque sia la sua “equazione” ancora oggi difficile da comprendere; 


nei convegni di matematici di grande livello scientifico nonché veri intellettuali delle scienze matematiche (ai quali non appartengono ovviamente i presenti autori del libro), tra miglia e migliaia di argomenti trattatati e milioni e milioni di frasi pronunciate si possono udire discorsi del genere (scelti assolutamente a caso) “Una delle affermazioni più note di Lucio Lombardo-Radice si trova


nell’introduzione alle sue Istituzioni di Algebra Astratta (1963): “Se avessi pensato (se pensassi) che la matematica è solo tecnica e non anche cultura generale; solo calcolo e non anche filosofia, cioè pensiero valido per tutti, non avrei fatto il matematico (non continuerei a farlo). Sono uno dei non pochi intellettuali italiani che, in un succedersi di generazioni, hanno seguito i corsi di studi di matematica per una “infezione filosofica liceale”, come diceva di sé conversando con gli allievi uno dei grandi maestri che ho avuto la fortuna di avere nell’Ateneo romano tra il 1934 e il 1938: Federigo Enriques” (da Marta Menghini), oppure “Gli stessi matematici in fondo sono spesso rassegnati all’idea che la loro disciplina sia troppo formale e astratta per suscitare un vero entusiasmo, paragonabile a quello che possono suscitare la musica, la pittura, quel vero interesse per la vita e i problemi quotidiani degli individui, delle famiglie, dei popoli che è all’origine del lavoro di un economista o giurista o storico. Per questo cercherò di segnalare alcuni aspetti di quello che io chiamo il valore sapienziale della matematica, intendendo la parola sapienza nel suo significato più ampio che comprende scienza e arte, immaginazione e ragionamento, giustizia e misericordia, prudenza e generosità, desiderio di comunicare le proprie idee e di comprendere le idee altrui in un’atmosfera di fraterna fiducia. Da questo punto di vista mi sembra importante il fatto che i matematici siano riusciti a sviluppare un linguaggio e un sistema di idee facilmente comunicabili tra persone di diverse nazioni, religioni, culture, che i matematici - quasi senza accorgersene - siano riusciti a superare tante barriere che ancora dividono gli uomini” (da Ennio De Giorgi), oppure “Anche nella didattica l’unico lavoro di quegli ultimi anni (L’errore nelle matematiche), con la vivace apologia del ruolo positivo che l’errore svolge nella storia e nella didattica della matematica con la fervida difesa della libertà di sbagliare da parte dell’allievo, si pone nel solco dell’opera al servizio dell’insegnamento - iniziata nel 1900 con la prima edizione curata da Enriques delle Questioni riguardanti la geometria elementare (che ancora oggi nella loro forma più estesa figurano nella biblioteca di chiunque sia interessato alla didattica) e sviluppatasi soprattutto attraverso i testi scolastici scritti in collaborazione con Ugo Amaldi, la cui diffusione si prolungherà ben al di là della morte del Nostro”, oppure “I rapporti del matematico con l’Informatica sono certo più raffinati rispetto a quelli di un generico utente di computer, anche se talvolta traggono giovamento dai progressi generali. Conviene soffermarsi un istante su quello che dovrebbe essere il comportamento del computer auspicato dagli umani. Il paradigma è tutto e subito, come spesso si pretende da una macchina, sia essa un’automobile o un elettrodomestico. La differenza fondamentale fra un computer e un automobile o un elettrodomestico consiste nel tipo


d’informazione che noi dobbiamo dare alla macchina per la realizzazione dei nostri desideri. Nel secondo e terzo caso ci si può limitare ad azionare poche leve o manopole o pulsanti contrassegnati, mentre nel caso del computer non sarebbe sufficiente la pulsantiera di una cabina di pilotaggio aereo” (da Corrado Bohm, da non confondersi ovviamente con lo scienziato-filosofo David Bohm (“potenziale quantico” dalle particelle elementari agli esseri biologici nella fisica dell'infinito)), oppure “A differenza del ragazzo inclinato verso gli studi di fisica, ingegneria, biologia, economia, filosofia, lo studente portato per la matematica non trova nei giornali, nella televisione, nell’opinione pubblica molto incoraggiamento a proseguire nello studio della matematica, che sembra un po’ lontana dallo sviluppo della cultura e della vita contemporanea” (da Ennio De Giorgi), oppure “Accostare Infinito e Matematica può sembrare un collegamento azzardato. L’infinito, come pure il suo corrispondente temporale, l’Eterno, è tema adeguato per Religione, Filosofia o Letteratura, ma forse non per la scienza positiva. Meno che mai per la più positiva delle scienze e cioè la Matematica. Del resto, l’Infinito (in-definito, in-determinato) è, per sua stessa etimologia e natura, ed anche per la comune opinione, ciò che sfugge ad ogni possibile classificazione e misura, mentre la Matematica tende a (e pretende di) classificare e misurare ogni oggetto che esamina. Dunque, l’Infinito non è argomento da Matematica... Contare o confrontare? Dobbiamo subito parzialmente correggere quanto detto nell’introduzione. In effetti, se riflettiamo un attimo con maggiore profondità, dobbiamo riconoscere che l’Infinito non è tema completamente e costituzionalmente estraneo alla Matematica. Gli stessi numeri naturali 0, 1, 2, ... sono sì ciascuno singolarmente finito, ma costituiscono complessivamente un insieme infinito. La loro successione si snocciola senza limitazioni in una strada senza fine (è proprio anche di Ennio De Giorgi pensare studiare e dimostrare le leggi della matematica del finito immerso però nella matematica dell'infinito). Tuttavia, come già Aristotele osservava, bisogna esercitare un po’ di finezza quando si parla di infinito e distinguere la sua forma potenziale da quella attuale: la prima è umanamente accessibile, la seconda no. In altre parole, possiamo certamente convenire che ci sono successioni senza termine di oggetti matematici, quali i numeri naturali, ed abbracciarne con la nostra percezione porzioni comunque grandi (l’infinito potenziale di cui sopra... A tale proposito, il problema di Hilbert di una dimostrazione finitaria della coerenza dell’Aritmetica costituiva ancora un argomento stimolante e fascinoso. Godel vi si dedicò. Come egli stesso ebbe a rivelare molti anni dopo, la sua intenzione originaria era quella di contribuire alla realizzazione del programma hilbertiano. Ma, esaminando la questione della coerenza e sviluppando in particolare una delicata riflessione sui mezzi necessari per dimostrarla, giunse a risultati devastanti, di segno completamente opposto alle aspettative e tali da affondare le speranze di Hilbert” (da Stefano Leonesi, Carlo Toffalori e Samanta Tordini), oppure “L’origine dell’Analisi armonica può essere fatta risalire all’idea, avanzata a metà del ’700, di decomporre una funzione nella somma di funzioni trigonometriche semplici quali seno e coseno. Con il tempo, questa idea ha dato luogo a una teoria ampia e variegata - l’Analisi armonica, appunto - e ha avuto anche un ruolo trainante in diversi settori della Matematica quali il Calcolo infinitesimale, la Teoria delle equazioni alle derivate parziali, la Teoria dei numeri, l’Analisi funzionale e l’Analisi numerica. Nelle applicazioni ha avuto un grande successo, di certo imprevedibile a metà del Settecento. Verrà infatti via via scoperto che vaste classi di fenomeni fisici, tra cui le radiazioni dello spettro elettromagnetico e il suono, hanno un modello ondulatorio. Per dare un esempio concreto, arriviamo alla riproduzione di musica tramite i CD. Questa tecnica è resa possibile da un importante risultato dell’Analisi armonica noto come teorema di campionamento. Gli strumenti principali dell’Analisi armonica sono le serie di Fourier nel caso la funzione vada considerata su un intervallo quale [0, 1] o [-1, 1], oppure sia periodica, e l’integrale o trasformata di Fourier nel caso la funzione, non periodica, vada considerata su tutto l’asse reale. In quest’ultimo caso, si passa dalle funzioni date alle loro trasformate in quanto spesso le relazioni tra queste sono matematicamente più semplici di quelle sussistenti tra le funzioni originarie; una volta risolto il problema a livello di trasformate, si “torna indietro” esprimendo di nuovo la soluzione trovata in termini delle funzioni originarie” (da Elena Prestini), 


oppure “”Nell’estate del 1945, i colleghi ed amici, Abbagnano, Buzano, Frola, Geymonat, Nuvoli e Persico, cominciarono a riunirsi a Torino in una serie di privati convegni, il cui scopo era lo scambio delle idee rispettive intorno a questioni generali e particolari di metodo, riguardanti le scienze e le discipline che ognuno di essi coltivava, dall’analisi matematica, alla storia della filosofia, alla logica matematica e alla fisica teorica. Le riunioni non avevano nulla di accademico: i viali del Valentino, le abitazioni private di questi amici ed anche qualche pittoresca trattoria cittadina furono il luogo di questi primi convegni, ai quali ben presto cominciarono a partecipare giovani studenti, disposti entusiasticamente a lasciarsi inoculare, se così posso dire, il virus della metodologia, con reazioni molteplici ed interessanti”” (da Livia Giacardi e Clara Silvia Roero), oppure “I modelli matematici differenziali e la loro controparte discreta (i modelli numerici) stanno assumendo un ruolo sempre più importante in tutte le attività umane caratterizzate da alto contenuto tecnologico: sviluppo e controllo di processi industriali, analisi e previsione di fenomeni naturali e sociali, diagnostica medica, scienze economiche. L’importante sviluppo di strumenti teorici per l’analisi e la soluzione di problemi matematici caratterizzati da un’elevata complessità è stato accompagnato, negli ultimi decenni, da uno straordinario progresso delle tecnologie informatiche. Questi progressi hanno di fatto reso possibile affrontare problemi la cui complessità computazionale poteva risultare proibitiva solo alcuni anni fa” (da Nicola Parolini), oppure “Parlare di Geymonat in riferimento alla logica è compito semplice da un lato, ed estremamente complesso dall’altro. È semplice perché senza alcun dubbio a Geymonat si deve la “rinascita” della logica - nella sua forma di logica matematica - in Italia nel secondo dopoguerra; complesso perché dopo un intenso periodo di stimolo e partecipazione in prima persona alle iniziative e alle stesse ricerche che questa rinascita determinarono, egli se ne allontanò in modo definitivo, e in certo senso brusco, giungendo non di rado ad assumere atteggiamenti polemici contro quella che potrebbe chiamarsi, per quando detto sopra, una sua “creatura”. In questa seconda fase, paradossalmente, egli giunse a sollevare nei riguardi della logica (e dei logici, si potrebbe aggiungere) quelle riserve di eccessiva specializzazione o di scarsa rilevanza filosofica che precedentemente aveva rimproverato di nutrire senza ragione a matematici e filosofi italiani. Alla nuova logica, alla logica matematica” (da Corrado Mangione (di cui piuttosto si consiglia la lettura: Corrado Mangione e Silvio Bozzi, Storia della logica da Boole ai nostri giorni)), ecc., ossia discorsi accademici di interesse più per accademici e conventicole che per il pubblico quando cioè si parla di cattedre o di correnti di opinione o di insegnamento della matematica a vari livelli-gradi-scuole-corsi-ecc., differentemente invece da quando si discorre anche se non a livello tecnico di analisi matematica, di logica, di probabilità, di geometria euclidea o riemanniana, od anche del lavoro di un Archimede o di un Hilbert, ecc., ecc.), ottenendo Carassa riconoscimenti nazionali-internazionali quali nel 1983 il Marconi Fellowship (riconoscimento importante... lasciando da parte il nome Marconi... visto che magari un “Tesla Fellowship” suonerebbe-sintonizzerebbe meglio... ma ogni paese si sa ha le sue glorie nazionali... però non esageriamo su Marconi))), 


dicevamo, è il satellite Sirio 1 (Satellite Italiano di Ricerca Industriale ed Operativa o di Ricerca Industriale Orientata, di forma cilindrica con diametro di 143 centimetri, con massa al lancio di 398 Kgrammi e 224 Kgr in orbita, coperto di 8 mila celle solari su tutta la sua superficie laterale per captare sempre energia dal Sole sufficiente al suo funzionamento, controllo d'assetto per rotazione attorno al proprio asse a 90 giri/min=1.5 giri/sec, motorino d'antenna controrotante a 90 giri/min per il corretto puntamento fisso a Terra, motore d'apogeo di BPD a combustibile solido per il trasferimento in orbita geostazionaria GEO (imprimente un + delta-V di 1631 metri/sec per il corretto inserimento in orbita geostazionaria con grande precisione), testato al Centro Estec di ESA nei Paesi Bassi, satellite con analogo obiettivo TLC del satellite franco-tedesco Symphonie (nel periodo '70-72 e durante la crisi istituzionale-organizzativa del settore spaziale italiano CIA-CRS-CISPS-CIAS-CNS-SAS-CSTS-OTS del '71 i satelliti in corso di sviluppo e presi in considerazione erano appunto Sirio e Symphonie, crisi poi aggravata economicamente nel '73-74 dall'aumento del prezzo del petrolio ma risolta alla fine del '74 con gli stanziamenti per il programma spaziale a favore di Sirio (negli anni '70 il progetto Sirio assorbirà 42 dei 64 miliardi stanziati per tutte le attività spaziali italiane (il 65 % circa)) e meno per il progetto San Marco in corso dal '62


 (destinato questo a studi scientifici sull'atmosfera fino ad altezze di 400 Km ossia entro le quote adibite alle orbite dei satelliti artificiali), onde dotare l'Italia di un sistema satellitare di telecomunicazioni commerciali TLC), seppure Sirio inizialmente doveva servire pure per ricerche in astrofisica(tipo studio fasce di Van Allen proposto da Pizzella)-geofisica-meteorologia-rilevamento terrestre-ecc.), finalmente, dopo la mancata partenza programmata per il 18ago77, lanciato in orbita geostazionaria a 36 mila Kmetri il 26ago1977 da una base USA ETR di Cape Canaveral-Cape Kennedy tramite il razzo Thor-Delta con operazioni di immissione in orbita di trasferimento GTO e di accensione del motore di apogeo per il raggiungimento dell'orbita geostazionaria GEO operativa a 15° O eseguite da Multi-satellite Control Center MSOCC della NASA-GSFC 


(successo di satellizzazione festeggiato con spaghetti e vino Chianti... il Chianti come avrà osservato il lettore è il “combustibile” della prima reazione nucleare a catena (italiana e statunitense) ed il “propellente” del 1° lancio di un satellite di telecomunicazioni italiano) e controllo del satellite un mese dopo trasferito al Centro del Fucino (dopo l'accordo con la NASA che nel '74 aveva deciso di non fornire più assistenza a paesi stranieri riguardo le operazioni di lancio e messa in orbita onde diveniva necessario istruire proprie squadre di lanciatori con inevitabili aggravi di costi per il cui scopo ci si rivolse al Centro Nazionale Universitario per il Calcolo Elettronico CNUCE di Pisa onde sviluppare la tecnica ed il software necessario ed a cui poi competevano le operazioni orbitali (il programma software di dinamica del volo per il controllo dei parametri orbitali era su calcolatori CNUCE in collegamento diretto con Fucino), oltre alla sfavorevole circostanza per la quale l'incidente ad un satellite inglese causato da un missile Thor-Delta aveva portato la Nasa a porre a carico dei committenti stessi le spese di indagine e soluzione dei problemi di lancio comportando così un salasso di altri 3 miliardi di lire per la messa in orbita di Sirio, sapendo che l'intero progetto Sirio costerà circa 90 miliardi di lire assorbendo in quegli anni più della metà del bilancio italiano per tutte le attività spaziali), mentre il successivo lancio di Sirio 2 dalla piattaforma ELA-1 della base europea in Guyana francese il 10set82 (Sirio 1 cesserà infine l'attività  a mag85 almeno per gli esperimenti eseguiti dall'Italia) non riuscì a portare in orbita di trasferimento e poi geostazionaria il satellite (forse perché a differenza di Sirio 1... Sirio 2 non portava a bordo la medaglia raffigurante la Madonna) che invece affondò nell'Atlantico (insieme all'altro satellite Marecs-B di Inmarsat) per il fallimento del lanciatore Ariane 1 al suo primo uso commerciale (missile alto più di 47 metri, pesante 210 tonnellate, a 4 stadi, con 4 motori Viking il primo stadio, 1 motore Viking il secondo stadio, 1 motore Mage-1 il quarto stadio, e capace di portare un carico di 1850 Kgr compreso il 4° stadio in orbita di trasferimento GTO) dovuto ad un guasto alla turbopompa del 3° stadio (imprimente questo una spinta di circa 7 tonnellate=69 KN) dopo 7 minuti dal lancio laddove solo uno dei precedenti quattro lanci sperimentali non era riuscito per cattiva combustione di un motore Viking del primo stadio (satellite sperimentale Sirio destinato ad eseguire esperimenti ed accurate misure di propagazione delle onde elettromagnetiche nella banda delle microonde 10-12-14-18 GHz (con portante di 11-12 GHz per il collegamento satellite-Terra di download e di 17-18 GHz per il collegamento Terra-satellite di upload del tipo punto-punto, quale elaborazione dello studio a suo tempo già proposto dal professor Broglio il quale ultimo è da considerarsi il padre dell'astronautica italiana ossia il “von Braun italiano”; 


aggiungendo una breve sua biografia diciamo che Luigi Broglio è nato nel 1911 a Mestre benchè originario di Borgofranco d'Ivrea in provincia di Torino, ottenne la laurea in Ingegneria civile nel 1934 (in tale campo studiò un innovativo metodo di calcolo strutturale il quale aveva allora il vantaggio di semplificare molto i calcoli di strutture edili complesse variamente sollecitate da carichi (poi denominato Metodo delle forze bilanciate, successivamente utilizzato da Broglio stesso per la prima volta nell'aerodinamica tecnica per calcolare le sollecitazioni sulle strutture alari di ali a V od a freccia), ed è proprio per tali meriti in campo aeronautico che divenne noto nel mondo ingegneristico USA, nelle Università (ad esempio a Stepan Timoshenko (noto ingegnere americano di origine ucraina, studioso di meccanica in URSS al politecnico di San Pietroburgo e di Kiev e poi dal '22 in USA, di cui conosciamo la prima versione del Metodo degli elementi finiti nel calcolo elastico), E. F. Bruhn e Hugh Latimer Dryden (scienziato, fisico, matematico, aeronautico e direttore NASA, con una tesi a 20 anni a Johns Hopkins University sulle forze aerodinamiche agenti su cilindri circolari, nel 1939 membro del National Advisory Committee for Aeronautics NACA, e noto pure durante WWII per il programma militare Bat ovvero sistema radar di puntamento di bombe montato sui velivoli)), ed in particolare presso l'Ente spaziale americano NASA  col quale poi si troverà a collaborare quando passerà ai programmi astronautici ed alle attività spaziali italiane nello spazio prossimo alla Terra; Broglio ha fondato la Scuola di Ingegneria Aerospaziale dell'Università degli studi di Roma La Sapienza di cui fu professore, come già detto ha ideato il primo programma spaziale italiano nato ad ago1961 ma ufficialmente a set1962 ossia il Progetto San Marco in collaborazione USA (riguardo i razzi vettore di lancio Scout e la base di lancio di Wallops Island), e che porterà al lancio il 15dic1964 di San Marco 1 quale 1° satellite artificiale italiano non USA-URSS, preceduto solo ad apr62 dal 1° satellite inglese Ariel 1 (però non costruito in proprio bensì a Goddard Space Flight Center GSFC in USA, onde la Gran Bretagna fu la 3° nazione a lanciare un satellite artificiale dopo gli Sputnik sovietici (da Sputnik 1 lanciato con vettore Semerka dal cosmodromo di Baikonur il 4ott57 alle ore 19:28 UTC, a Sputnik 10 o Korabl-Sputnik 5 lanciato il 25mar61) e gli Explorer statunitensi (da Explorer 1 lanciato col razzo Jupiter-C il 1feb58, a Explorer 5 del 24ago58, a S-55a del 25ago61 quale 13° satellite del programma Explorer giunto fino al 94° satellite IRIS lanciato il 27giu2013), con Ariel 1 il quale però a lug62 fu danneggiato dal test nucleare Starfish Prime condotto da USA ad alta quota e disintegratori al rientro in atmosfera nel 1976), ed a set62 dal satellite canadese Alouette 1 (per lo studio della ionosfera, quale 1° satellite di terza nazione non USA-URSS lanciato dalla base californiana Vandenberg Air Force Base con vettore Thor-Agena, ancora in orbita ma spento); sempre Broglio si dedicò alle imprese spaziali, sia come progettista che come direttore dell'attuale Centro spaziale Luigi Broglio di Malindi in Kenya quale base di lancio in ottima posizione equatoriale costruita nel 1964 (con l'aiuto dell'Aeronautica Militare Italiana e mezzi di recupero USA) per il lancio di vari satelliti di medio-piccole dimensioni fino al 1988, ma ancora utilizzata per controllo-gestione dei satelliti dell'Agenzia Spaziale Europea ESA; è morto nel 2001 e gli è stato dedicato un asteroide ossia 18542 Broglio), 


poi, continuando, misurare gli effetti nuovi d'attenuazione dovuti alle condizioni atmosferiche-meteorologiche sulla propagazione dei campi elettromagnetici RF ad alta frequenza SHF (effetti più accentuati alle frequenze sopra i 10 GHz rispetto agli stessi effetti nelle bande più basse a 1-6 GHz specialmente in riferimento alla pioggia intensa ed alla nebbia assai fitta (le misure sperimentali principali con Sirio riguardarono l’attenuazione dei segnali radio alle frequenze intorno a 11.6 GHz, 17.1 GHz, e 17.8 GHz, oltre alla depolarizzazione ed al rumore di origine termica, esperimenti che proseguiranno col successivo satellite ITALSAT nel periodo 1991-2000 (in un certo senso pure concepito da Carassa) portando le misure di attenuazione e di propagazione alla gamma di frequenze fino a 50 GHz (ossia 18.7 GHz, 39.6 GHz e 40.5 GHz), onde stabilire i livelli di potenza del segnale in TX i rapporti N/S ed i parametri relativi all'interruzione di servizio, risolvendo il problema (onde rispettare i requisiti della qualità di trasmissione fissati dalle norme adottate) ad esempio con la diversità spaziale tra stazioni di terra (conoscendo statisticamente le dimensioni-ampiezze degli intensi scrosci di pioggia, più o meno sui 200 metri ma forse meglio di 1-2 Km) utilizzanti esse differenti frequenze in TX, o ricorrendo a metodi adattivi per contrastare l'attenuazione sulla tratta satellitare in atmosfera), poi eseguire esperimenti di comunicazioni elettriche telefoniche-televisive via satellite a frequenze non ancora studiate-utilizzate al tempo (usualmente i satelliti per telecomunicazioni degli anni '60 utilizzavano la banda di 4-6 GHz (ossia a terra con stazioni TX trasmettevano con portante di 6 GHz e ricevevano RX segnali trasmessi da bordo a 4 GHz) per trasmettere in multiplazione i canali telefonici e per la trasmissione dei canali tv; com'è noto, la banda intorno a 12 GHz verrà utilizzata dai primi anni '80 per la tv analogica pubblica-commerciale via satellite irradiando qui il segnale direttamente alle antenne paraboloidiche RX d'utente (oggi usata per telephony e broadcasting), ma i lettori italiani ricorderanno che una trasmissione televisiva dimostrativa su Rai 1 di un telegiornale di prima serata venne quella volta effettuata col satellite Sirio anziché tramite l'usuale rete dei ponti radio per i segnali tv diretti ai vari ripetitori locali, anche se le prime trasmissioni tv con l'uso di tale satellite furono quelle delle partite del campionato italiano di calcio ed infatti la possibilità di trasmissione del segnale tv interessava alla Rai specialmente di domenica quando erano molti gli eventi sportivi e necessitava un canale tv supplementare sulla tratta Milano-Roma, seppure Sirio era specialmente destinato alle sperimentazioni sulle alte frequenze SHF di 10-18 GHz poi notoriamente detta banda Ku-Ka), 


in particolare in RX per la demodulazione del segnale video venne utilizzato il demodulatore ad aggancio di fase di Carassa, poi nuovi esperimenti di trasmissione dati eseguiti dalla Marina italiana, fu usato anche dalla NASA per ristabilire il collegamento con le sonde Voyager ormai prossime ai limiti del sistema solare (permettendo così di valutare l'attenuazione del segnale e determinare meglio la potenza dei trasmettitori per comunicare con le sonde), poi vennero anche gli esperimenti di trasmissione numerica impulsiva (dopo i 2 anni di vita programmata di Sirio, dato che al Politecnico di Milano da anni si lavorava sulla televisione digitale e sul processamento-elaborazione di immagini-video digitali), poi esperimenti di compressione della banda video nella trasmissione di segnali numerici eseguiti da Tartara del Centro di Telecomunicazioni (si pensava soprattutto a video-teleconferenze e videotelefono quale futuro delle applicazioni video con risparmio di banda visti gli alti costi e le scarse possibilità tecnologiche di allora (oggi non è un problema così importante dato l'incremento di memoria dei calcolatori e la loro maggior velocità e lo sviluppo della rete universale Internet con la relativa possibilità di realizzare gratuitamente collegamenti multipli tra varie sedi-utenti anche con elevata-elevatissima qualità audio-video, ma allora era un ottimo campo di ricerca attinente a teoria dell'informazione codificazione della sorgente e trasmissione su linea o via RF)), con le relative analisi dei dati eseguite specialmente presso il Centro Studi in Telecomunicazioni Spaziali (presieduto da F. Carassa, e diretto da Guido Tartara con cattedra a Torino-Milano), e satellite con vita attiva di circa 2 anni (era stato costruito per operare fino a set79 con gli esperimenti programmati) protratti poi fino a 8 anni ossia fino al 1985 (ovviamente certi calcoli e cifre di merito (idrazina(abbondantemente utilizzata a metà del 1985)-batterie-ecc., soprattutto buona conservazione delle celle solari e sufficiente disponibilità di combustibile) saranno stati eseguiti per un periodo di vita ben superiore a 2 anni, ma il vero limite era il propellente ausiliario per orientamento-mantenimento posizione mentre i tubi e le celle solari per l'alimentazione in tutti quegli anni non diedero problemi), e con esperimenti eseguiti dall'Italia e da Regno Unito-Francia-Germania-Finlandia-Paesi Bassi-Stati Uniti e Canada(fino all'83)-Cina(per la ricetrasmissione di quotidiani italiani-cinesi e per la sincronizzazione di orologi atomici, dopo averlo nell'85 spostato di un grande intervallo di longitudine a quota orbitale su territorio asiatico invece di far venire gli scienziati cinesi in Italia ed a Milano)-Indonesia(fino all'87)-CNUCE(il professore Foni di Pisa lo utilizzò fino all'88 per ultimo sfruttando il gas di pressurizzazione dei contenitori di idrazina per l'orientamento)); il successivo Sirio 2 (quale modifica del satellite di riserva di Sirio 1, e che non giungerà mai in orbita) avrebbe dovuto eseguire esperimenti di ESA (trasmissione di dati meteorologici relativi ad Europa e Nord Africa, e sincronizzazione avanzata via satellite degli orologi atomici tramite l'uso di trasmissione laser LASSO (sincronizzazione laser via sat); 


dal tempo dei sistemi Unix la sincronizzazione degli orologi dei computer con gli orologi atomici (a loro volta in perfetto sincronismo utilizzando queste tecniche) viene effettuata tramite la rete di server NET i quali senza interruzione trasmettono l'ora ossia trasmettono i secondi contati esattamente partendo da ora 00:00:00 di 1gen1970 (notando che in 1 anno ci sono 31536000 secondi=31 milioni di secondi ed in 1 anno bisestile ci sono 31622400 secondi... e che un individuo di 80 anni ha vissuto per 701280 ore, per 2.525 miliardi di secondi, ed il suo cuore ha eseguito circa 2.9 miliardi di battiti... ed inoltre che da quella data convenzionale sono trascorsi circa 1.43 miliardi di secondi)... ma attenzione in alcuni sistemi (tipo iOS 8-9 di Apple) a non impostare la data a 00:00:00, 1 gennaio 1970, magari per non produrre crash, oppure ricorrendo ad una distribuzione Linux (tipo Kali Linux) e sfruttando server NTP capaci di inviare orari errati (al posto di quello usato da Apple) un ipotetico pirata potrebbe fornire a dispositivi Apple con iOS 8 o iOS 9 collegati direttamente via Wi-Fi (senza protezione con chiave crittografica WPA2) ad un hotspot, la data 1 jan 1970 00:00:00 provocando il loro blocco e prendendo così il loro controllo (ma il bug è stato corretto nel sistema operativo iOS 9.3 e successivi))); aggiungiamo che dall'esperienza del progetto Sirio comunque si avvantaggiarono anche le Aziende nazionali, visto che ad esempio Selenia ottenne poi la commessa per la realizzazione delle antenne per OTS e proponendo la costruzione di Italsat 1-2 per telefonia-tv, Aeritalia per la costruzione di scudi termici e strutture di molti satelliti ESA, Sicral per effettuare telecomunicazioni militari di segnali criptati, BPD per la propulsione satellitare ed il progetto del lanciatore Vega, Laben per sistemi in campo spaziale, le Officine Galileo per la fornitura di alcuni sensori di volo per ESA, ecc., seppure come detto i componenti-sistemi più sofisticati furono importati dall'estero; contemporaneo o poco precedente del progetto Sirio è pure il pionieristico progetto italiano San Marco ideato dal professor Luigi Broglio dell'Università La Sapienza di Roma (tramite il Centro di ricerche Aerospaziali CRA, col coinvolgimento del CNR e dell'Aeronautica Militare (Broglio era pure colonnello dell'Aeronautica), dato che l'inizio di scienze ed ingegneria aerospaziale in Italia avviene a Roma nel 1954 con la fondazione della 1° cattedra di Ingegneria Aerospaziale a La Sapienza e poi nel '56 con l'incarico conferito dall'Aeronautica Militare a Broglio circa lo studio sui razzi vettore onde dotare il paese di un buon sistema di lancio per satelliti (i primi esperimenti coi razzi a combustibile liquido-solido in Italia sono opera dell'Aeronautica militare con impiego nei razzi sonda nel corso degli stessi anni di Goddard-von Braun-ecc., ricordando ad esempio il lavoro del professore-tenente del Genio aeronautico Aurelio Robotti nonché fondatore di Te.Co tramite la quale sul finire degli anni '40 condusse numerosi esperimenti con razzi a propellente liquido (in tal caso acido nitrico ed anilina) col lancio del 1° razzo AR3 (targato Italia) avvenuto con successo il 9mag52 a Pian della Mussa (al termine della val d'Ala nelle valli di Lanzo a qualche decina di Km da Ivrea), fino al razzo AR15, studi e metodi questi poi recepiti da organizzazioni scientifiche-tecniche e dagli Istituti di ingegneria che porteranno alla nascita dell'industria Aerospaziale italiana, ma volendo citare i nomi dell'avventura scientifica italiana nello spazio elenchiamo Giulio Costanzi (primo italiano a dare un contributo nel 1914), Luigi Gussalli (pioniere dell'astronautica dagli anni '20 col suo motore a doppia reazione e razzi pluristadio, in corrispondenza con Oberth e Goddard), Gaetano Arturo  Crocco (quale inventore aeroastronautico con la prima camera di combustione di endoreattori in Italia ed associata teoria della combustione di gas e la teoria della fionda gravitazionale), Aurelio Robotti (di cui abbiamo detto quale pioniere della propulsione a combustibile liquido e costruttore del razzo AR3), Carlo Buongiorno (allievo di Broglio) e L. Broglio (il quale, tra l'altro, realizzò la 1° base di lancio equatoriale (a latitudine 2.9° S ed a 320 Km dall'equatore, in posizione ottimale altrettanto come la base francese in Guyana a 5° N ossia a circa 500 Km dall'equatore) dato che ciò facilita le operazioni di messa in orbita, ed aggiunge circa 450-500 metri/sec=1.6-1.8 Km/h alla velocità del vettore qui dove l'accelerazione di gravità è più bassa ossia intorno a 9.789 metri/sec quadro)), anche se inizialmente le operazioni vennero effettuate coi vettori USA Nike (diciamo che le personalità che diedero inizio all'attività spaziale italiana coinvolgendo Università-Aziende-Mondo politico-Mondo militare, seppure mantenendo una separazione scientifica-tecnica-industriale, furono l'ingegnere Luigi Broglio ed il fisico Edoardo Amaldi), 


cui seguì nel '61 con un governo Fanfani l'apertura ufficiale del programma spaziale italiano triennale (poi conosciuto come San Marco, stanziando 4.5 miliardi di lire) avente lo scopo di mettere in orbita satelliti di progettazione italiana da un poligono di lancio italiano, e la firma ufficiale dell'accordo Italia-USA a set62 tra Attilio Piccioni e Lyndon B. Johnson quali Ministro degli Esteri ITA e Vice Presidente USA), e collaborazione spaziale bilaterale Italia-USA a fini scientifici-tecnici (la NASA fornì gratuitamente i vettori di lancio Scout per i satelliti San Marco, con addestramento del personale italiano a Goddard Space Flight Center GSFC, Langley Research Center LRC e poligono Wallops Island, dove nel '62-64 circa 70 tecnici-ingegneri si specializzarono nella progettazione di satelliti, assemblaggio-montaggio, bilanciatura dei vettori di lancio e tecniche di lancio), programma San Marco divenuto operativo dal 1962, comprendente 5 satelliti, col 1° lancio di San Marco A o San Marco 1 il 15dic64 dal poligono di Wallops Island in Virginia (dato che tutte le operazione di lancio erano effettuate da tecnici italiani possiamo sostenere che l'Italia fu la 3° nazione al mondo (dopo USA-URSS) a realizzare un lancio orbitale seppure con mezzi USA, visto che la Francia (quale 3° potenza spaziale mondiale dopo USA-URSS, iniziando la realizzazione del Centro nazionale di studi spaziali CNES nel mar62) portò in orbita Asterix A-1 col proprio missile Diamant A il 26nov65; il satellite italiano San Marco era una sfera pesante 115 Kgr di 66 centimetri di diametro, con l'obiettivo di misurare la densità atmosferica tra 180 e 350 Km di quota (le prime misurazioni fornenti valori di densità dell'aria pari a circa 1 miliardesimo della densità al livello del mare vennero per la prima volta eseguite proprio dal progetto San Marco) ed eseguire esperimenti sulla ionosfera preparati al Centro Microonde di Firenze dal professor Carrara, ciò in fascia equatoriale dove USA-URSS erano abbastanza assenti), col 2° lancio di San Marco B o San Marco 2 nel '67 dal poligono italiano San Marco nell'oceano Indiano su piattaforma oceanica al largo delle coste del Kenya nella baia di Formosa circa 320 Km e circa 2 gradi a sud del parallelo equatoriale per il lancio di Scout (oggi Centro spaziale L. Broglio di Malindi Kenya, dato che il progetto iniziale prevedeva anche l'allestimento di una base missilistica (su piattaforma galleggiante a gambe retrattili per il riposizionamento in mare, dopo aver scartato le zone di Sardegna e Somalia) per i lanci dei previsti 8 satelliti italiani scesi poi a 5 per l'avvio di altri più proficui progetti come il progetto Sirio dal '68), e controllo delle operazione (radar e strumentazione) dalla piattaforma S. Rita derivata da una vecchia piattaforma petrolifera di ENI (così chiamata perché santa Rita ossia la santa della Spina e della Rosa, morta a Cascia nel 1457, è la protettrice dei casi e delle missioni più difficili o disperati o casi-missioni impossibili) posizionata a 600 metri dalla piattaforma San Marco, con San Marco C-1 o San Marco 3 ad apr71, San Marco C-2 o San Marco 4 a feb74, ed ultimo lancio di San Marco D-L a mar88; nel frattempo dal '63 il CRA aprì presso l'aeroporto dell'Urbe sulla via Salaria una struttura per simulazioni aerodinamiche-termiche nelle fasi di decollo e rientro in atmosfera, poi laboratori comprendenti un simulatore e galleria del vento per volo supersonico (composto da una camera di 3 metri di diametro, una sorgente di energia termica solare ed un sistema di vuoto fino a 10(elev -7) mmHg=1.32x10(elev -10) atm=13.3 microPascal, un “acceleratore”-shaker elettrodinamico (in grado di generare forze di accelerazione fino a 50 KN=5 tonnellate con oscillazioni di frequenza compresa in 10-1500 Hz), macchine dinamiche per bilanciamento statico-dinamico di satelliti e carichi e simulazioni di assetto in orbita di trasferimento GTO e geostazionaria GTE), 


intanto nel '56 la vecchia base di lancio terrestre di Furbara (frazione di Cerveteri vicino a Roma) della 1° guerra mondiale venne abbandonata a favore della nuova base in località Salto di Quirra in Sardegna (vicino alla base aerea di Perdas de Fogu) più adatta al lancio di missili di grande altezza-potenza (inaugurata col lancio di un bistadio sonda C-41 pesante 75 Kgr per esperimenti in alta atmosfera fino a 30 Km di quota, oltre che per ricerche in meteorologia-rilevamento, utilizzata dal '62 al '72 da ESRO per il lancio dei razzi francesi Centaure e dei razzi inglesi Skylark, ed usata quale base di lancio dei razzi italiani Alfa (quasi versione italiana dei Polaris USA per la Marina, lunghi 6.5 metri, diametro di 1.37 metri, a 2 stadi, portanti fino a 1 tonnellata di carico con gittata fino a 1600 Km e destinati a portare un ordigno nucleare, quando come detto altrove per via di un accordo URSS-USA tra Chruscev-Kennedy di ott62 al termine della crisi dei missili di Cuba (infatti l'8set62 i sovietici avevano portato a Cuba un missile SS-4 Sandal ed un altro MRBM il 16set (gli impianti e le rampe SS-4 vennero scoperti il 14ott da un aereo spia U-2 in località San Cristobal), laddove erano in costruzione 9 basi di lancio (6 per missili SS-4 con gittata di 1600 Km e 3 per missili SS-5 Skean con gittata di 3500-4500 Km interessanti gran parte del territorio USA, ma erano state programmate complessivamente circa 40 rampe di lancio, laddove sul territorio cubano erano già presenti 140 testate nucleari sovietiche di cui 90 armi nucleari tattiche da campo di battaglia oltre a 40 mila tecnici e militari sovietici (per cui una delle opzioni del governo Kennedy ossia quella dell'invasione di Cuba non avrebbe potuto avere grande successo, ma sappiamo che (in alternative all'invasione, alla distruzione delle rampe coi bombardieri, ed all'appello alle Nazioni Unite, seppure tali installazioni militari non siano di per sé illegali (esse erano presenti allora anche in Turchia-Italia(San Vito dei Normanni)-Gran Bretagna) bensì spostino il rapporto delle forze nucleari e dell'efficacia del primo colpo più vicino allora alla parità USA-URSS) si optò per un blocco navale a 800 miglia dalle coste camuffato da quarantena dato che il blocco navale nelle consuetudini del diritto internazionale è considerato (quasi) un atto di guerra e dunque prevederebbe risposte militari), ma la crisi si risolse il 28ott62 con l'accordo che prevedeva il ritiro dei missili MRBM da Cuba e da Turchia-Italia(Basilicata-Puglia) e con la promessa di non invasione dell'isola caraibica da parte USA; 


un poco più precisamente i primi missili balistici MRBM R-12 (SS4 Sandal a raggio medio fino a circa 1600 Km) furono sbarcati a Cuba la notte 8set62 ed altri missili R-14 (SS5 Skean, a raggio medio fino a circa 4500 Km) il 16set, poi erano in costruzione sul territorio cubano 6 siti per R-12 e 3 siti R-14 seppure fossero programmate 40 rampe di lancio (capaci di portare quasi alla parità le capacità USA-URSS di aggressione da “primo colpo”), mentre sul fronte opposto esistevano siti missilistici Jupiter NATO in Italia (con raggio d'azione di circa 2400 Km) e si stavano realizzando siti missilistici in Turchia più prossimi alla frontiera URSS; sappiamo che durante un'operazione di sorvolo di un aereo di ricognizione U-2 a fine ago62 venne fotografata una nuova serie di batterie missilistiche antimissile SAM (giustificabile ciò per la protezione di missili balistici da attacchi aerei), ma il 4set il presidente Kennedy disse al Congresso USA che non esistevano missili offensivi a Cuba, però un volo U-2 del 14ott dimostrò la costruzione di una postazione di lancio per SS-4 vicino a San Cristobal, ed il 19ott i voli U-2 mostrarono che 4 postazioni erano già operative, anche se la notizia venne tenuta riservata (ad esempio il governo di Gran Bretagna venne informato la sera del 21ott), quando il 22ott in una famosa diretta tv Kennedy rivelò pubblicamente la scoperta delle installazioni missilistiche a Cuba proclamando che ogni attacco di missili nucleari proveniente da Cuba sarebbe stato considerato come un attacco della stessa Unione Sovietica contro gli USA, e tra 4 diverse opzioni proposte scelse quella di un blocco navale fatto passare per quarantena a 800 miglia intorno a Cuba onde impedire altre forniture di missili (in quei giorni erano sull'isola cubana circa 40 mila soldati sovietici, circa 140 testate nucleari di cui 90 tattiche da campo di battaglia, e decenni dopo si apprenderà dal Segretario di Stato Robert McNamara che direttamente da Fidel Castro aveva saputo che Castro stesso aveva chiesto a Krushev di poter usare quelle armi nucleari per attaccare gli Stati Uniti), quindi il 23-24ott il capo di stato URSS scriveva lettere a Kennedy affermando la sola natura deterrente e difensiva dei missili a Cuba, poi la notizia verrà provata il 25ott in una sessione d'emergenza dell'ONU quando l'ambasciatore USA Adlai Stevenson mostrerà le fotografie delle installazioni missilistiche realizzate a Cuba dall'URSS; riguardo il ruolo non del tutto chiaro svolto dall'Italia, diciamo che il 24ott Papa Giovanni XXIII inviò un messaggio all'ambasciata sovietica a Roma diretto al Cremlino riguardo la preoccupazione per la pace, forse sostenuto anche da azioni della diplomazia vaticana insieme al governo italiano allora del presidente Amintore Fanfani quale concerto Vaticano-Palazzo Chigi (ciò potrebbe essere avvalorato dalle due successive proposte dell'URSS fatte giungere al governo USA, in quanto il 26ott i sovietici offrirono di ritirare i missili da Cuba in cambio della garanzia che gli USA non avrebbero invaso Cuba né appoggiato un'invasione dell'isola, ed il 27ott via radio affermarono di chiedere il ritiro delle armi nucleari USA dalla Turchia e dall'Italia (qui in dotazione alla 36° Brigata Aerea Interdizione Strategica) notando che la mattina del 27ott a Washington era presente Ettore Bernabei portavoce di Fanfani con l'incarico di consegnare al presidente Kennedy una nota del governo italiano con la quale si accettava preventivamente il ritiro dei missili dalle basi italiane); ma lo stesso giorno 27ott un ricognitore U-2 venne abbattuto sui cieli di Cuba (per iniziativa di un comandante di campo) ed un altro U-2 (quasi)attaccato nei cieli russi, al che il generale del Comando Aereo Strategico USA (SAC) Thomas S. Power mise le sue unità in stato di allerta DEFCON 2 in vista di una possibile rappresaglia (senza consultare la Casa Bianca) mentre le navi sovietiche che trasportavano anche le armi nucleari si approssimavano alla linea-limite di quarantena scortate da sottomarini URSS portanti testate nucleari (raggiungendo il punto massimo di pericolosità circa un potenziale conflitto tra USA ed URSS), ma Kennedy rispose alle proposte URSS accettando pubblicamente la prima ed inviando Robert Kennedy all'ambasciata sovietica per accettare riservatamente la seconda (sarà questa la ragione per la quale dei missili nucleari Jupiter soprattutto presenti in Italia e poi ritirati non si parlò in quel mese (ricordiamo che la 36° Brigata Aerea Interdizione Strategica era una grande unità dell'Aeronautica Militare Italiana di stanza più o meno a Gioia del Colle dotata di missili IRBM SM-78 Jupiter a testata nucleare, attiva dal 1960 al 1963 anno in cui venne sciolta, seppure la storia dei missili balistici Jupiter italiani iniziò a set1958 per volere del presidente statunitense Eisenhower che desiderava l'installazione di rampe di missili balistici nucleari IRBM capaci di raggiungere i paesi meridionali del Patto di Varsavia stilando l'accordo col governo italiano il 26mar1959 per un dislocamento di 30 missili SM-78 Jupiter portanti una testata W-49 di 1.44 Mton, osservando che W49 era utilizzata sui missili balistici Thor, Atlas, Jupiter, e Titan I, nonchè derivata dall'ordigno nucleare per B 28 ed attiva fino al 1963 ma alcuni esemplari anche fino al 1975)), quindi il giorno 28ott Krushev annunciava la rimozione dei missili sovietici da Cuba ed il 20nov62 Kennedy ordinava la fine del blocco-quarantena intorno a Cuba; anni dopo si apprenderà che a Cuba esistevano missili nucleari tattici disponibili, ed al riguardo il generale sovietico Anatolii Gribkov dichiarò che al locale comandante sovietico generale Issa Pliyev era personalmente proibito ricorrere a tali armi nucleari anche nel caso di invasione USA dell'isola 


(coloro che volessero vedere film al riguardo troveranno il film Topaz del 1969 di Alfred Hitchcock, ma pure troveranno qualcosa in Matinee del 1993 di Joe Dante, oppure possono vedere il film Thirteen Days del 2000 di Roger Donaldson con Kevin Costner)), continuando, i missili balistici Polaris destinati all'incrociatore Garibaldi non verranno mai consegnati (“Obbedisco” disse Garibaldi il 9ago1866 allora capo del corpo volontari Cacciatori delle Alpi avanzanti nel Trentino dopo la vittoriosa battaglia di Bezzecca, in risposta al Generale Alfonso La Marmora dato che era stato stabilito di chiedere l'armistizio agli Austriaci, o più verosimilmente disse “Ho ricevuto dispaccio 1072: obbedisco” (Giuseppe Garibaldi, conosciuto anche come Eroe dei due Mondi (Europeo ed Americano) per via delle sue guerre in entrambi i continenti seppure Marie-Joseph Paul Yves Roch Gilbert du Motier Marquis de La FayetteMotier come Eroe dei due Mondi (avendo combattuto in Francia e nei futuri USA insieme a Jefferson e Washington) lo precedette di circa 80 anni), e così avvenne anche nei confronti degli USA riguardo la questione missili nucleari), ed anche il programma Alfa terminò nel 1975 con l'adesione dell'Italia al Trattato di non proliferazione nucleare)), quindi si approntarono satelliti prototipi lanciati in voli suborbitali ad apr-ago63 tramite razzi sonda da Wallops Flight Facility (ottenendo dati sulla densità atmosferica a 100-130 Km di quota), 


a dic63 si iniziò la costruzione della base di lancio San Marco modificando una preesistente piattaforma da sbarco dell'esercito USA ossia una chiatta metallica rettangolare ubicata nell'oceano Indiano, poi la realizzazione della piattaforma di lancio Santa Rita derivata da una piattaforma ENI, l'uso della nave appoggio Pegasus (ospitante i sistemi di gestione dei lanci e la telemetria) con gli impianti collaudati ad apr64 tramite razzi vettore Nike Apache (includente anche il programma Nube-Polvere di sodio di Broglio in campo già dal '56 per studiare il comportamento del sodio rilasciato da Nike-Cajun ad alta quota (primo lancio a gen61)), quindi il 15dic64 alle ore 20:24 UTC con vettore Scout venne lanciato con successo San Marco 1 (così che l'Italia divenne la 3° nazione ad effettuare un lancio orbitale (con mezzi USA) e la 4° nazione (dopo USA-URSS-Canada) ad avere un proprio satellite nazionale, ottenendo un notevole riconoscimento internazionale; volendo aggiungere qualcosa circa il missile Scout che portò in orbita i satelliti San Marco diciamo che esso appartiene alla famiglia di vettori USA Scout a 4 stadi tutti alimentati a propellente solido progettati per il lancio orbitale di piccoli satelliti artificiali (da 80 a 210 Kgr secondo le versioni) sia satelliti USA che di molte altre nazioni, derivato da un progetto militare di US Air Force per la costruzione delle versioni Blue Scout e da cui la NASA sviluppò (esattamente da Blue Scout D-8) il lanciatore Scout X-1 (poi perfezionato con X-2 nel '62 (che installò il nuovo motore Antares-2), X-3 nel '63 (col nuovo motore Algol-2), A-1 nel '65 (col nuovo motore Castor-2), B-1 nel '65 (col nuovo motore Altair-3), D-1 nel '72 (col nuovo motore Algol-3), G-1 nel '79 (col nuovo motore Antares-3)), e vettore in uso nel periodo '61-94 col 1° lancio di successo effettuato il 16feb61 col satellite Explorer 9 e l'ultimo con un satellite della serie MSTI il 9mag94 (Scout A è lungo 25 metri, con diametro alla base di 1.01 metri, massa al lancio di 17.8 tonnellate, possiede una spinta di sollevamento di 513.4 KN=52.3 tonnellate, col 1° stadio Algol derivato dal missile Polaris per la marina (lunghezza di 9.09 m, diametro di 1.01 m, massa di 11.6 ton, spinta di 564 KN=57.5 ton, durata di combustione di 47 sec), col 2° stadio Castor derivato dal vecchio razzo Sergeant (lunghezza di 6.04 m, diametro 0.79 m, massa di 4.4 ton, spinta di 258.9 KN, durata di 37 sec), col 3° stadio Antares derivato dal razzo Vanguard (lunghezza di 2.9 m, diametro 0.78 m, massa di 1.4 ton, spinta di 93.1 KN, durata di spinta di 36 sec), col 4° stadio Altair derivato da Vanguard (lunghezza di 2.53 m, diametro di 0.64 m, massa di 275 Kgr, spinta di 22 KN, durata di 28 sec)); 


sappiamo che il vettore Scout venne utilizzato nel programma Mercury in quanto il 5mag61 la Nasa decise di ricorrere a tale lanciatore per la messa in orbita di piccoli satelliti artificiali (i primi fungenti da finte capsule Mercury per le prove a favore poi di quelle equipaggiate dato l'elevato costo delle Mercury stesse) onde gestire il nuovo sistema di collegamento radio RF con le capsule Mercury (denominato Mercury Tracking Network a copertura globale con le relative stazione a terra e su navi nell'oceano per realizzare ponti RF, trasmettendo in banda HF-VHF-UHF, ed i radar in bande C e S, laddove le varie stazioni terrestri, sistemate prevalentemente a latitudini prossime all'equatore, erano collegate tra loro via cavo coassiale (su terra od in acqua) e via ponte RF HF (a quel tempo non esisteva neppure il satellite di telecomunicazioni Telstar quale 1° satellite di telecomunicazioni upload-download), a scopo di comunicazione, telemetria e correzione automatica di parametri di volo) su tutta l'orbita terrestre dal momento di passaggio dell'astronautica USA dai voli suborbitali a quelli orbitali (in particolare dalla missione Mercury-Atlas-5 MA-5 e poi con la prima missione con l'astronauta Glenn in orbita) effettuando il 1° lancio il 1nov61 dalla piattaforma 18B della base di Cape Canaveral (già usata dall'Aeronautica militare) come detto col lancio di Mercury-Scout 1 MS-1 (satellite con massa di 67.5 Kgr tenuto collegato al 4° stadio contenente strumenti, fatto esplodere dopo 44 secondi di volo per errore del primo stadio avvenuto dopo 28 secondi dal lancio; aveva la forma di un parallelepipedo contenente 2 ricevitori RX principali, 2 trasmettitori TX di piccola potenza, apparecchi ricetrasmettitori in banda C-S, 2 TX per telemetria, alimentati tutti per 18.5 ore tramite una batteria fornente circa 1.5 KWh (se tale batteria fosse stata di 12 V avrebbe fornito poco più di 6 A per poco più di 18 ore (ossia una batteria di 125 Ah)), ma dopo questo fallimento la Nasa cancellò tutto il programma Mercury-Scout per far testare la rete Mercury Tracking Network direttamente dalla missione Mercury-Atlas-5 MA-5 lanciata il successivo 19nov61 ed effettuante 3 ore e 21 min di volo orbitale col primate Enos))), però a causa di difficoltà create in European Space Research Organisation ESRO (ente promuovente-organizzante le attività spaziali) ed in European Launcher Development Organisation ELDO (per la costruzione di lanciatori e per le operazioni tecniche di lancio), e per il negativo andamento dell'economia nazionale di quegli anni il progetto San Marco si arenò (anche perchè Aziende quali Fiat ed altre associate a CIA lavoravano già allo sviluppo di razzi vettore Europa 1-2 dell'ELDO piuttosto che a San Marco) il che portò i responsabili ad allargare il progetto nazionale ad altre Aziende aerospaziali non di ELDO e CIA oltre a completare la piattaforma San Marco (già usata dall'esercito USA) aggiunta ai sistemi di lancio in Kenya (nonché ancora utilizzata da NASA per il lancio di satelliti scientifici USA; ed a stipulare un accordo CRA-NASA per la fornitura di un razzo vettore Scout Mark II in vista della missione San Marco 2), quindi il 26apr67 alle ore 10:40 venne lanciato San Marco 2 dai tecnici CRA assistiti dai membri LRC di Wallops e GSFC-LTV (entrando in orbita equatoriale ellittica di 218-749 Km di altitudine, per eseguire analoghe e più raffinate misurazioni sull'atmosfera, fino al suo rientro avvenuto il 14-19ott67 dopo 2680 orbite e 171 giorni nello spazio esterno), il successo di tale missione favorì un accordo CRA-NASA del '69 per una serie di lanci eseguiti dal '70 dalla piattaforma San Marco di satelliti USA (come SAS-1 (Small Astronomy Satellite) adibito alla ricerca sulle sorgenti di raggi X tramite contatori proporzionali come rivelatori, 


derivata dagli studi del fisico Riccardo Giacconi (premio Nobel nel 2002 insieme a Davis-Koshiba per gli studi pionieristici sulle sorgenti cosmiche di raggi X, ricordando che Giacconi si laurea in Fisica all'Università Statale di Milano con Giuseppe Occhialini specializzandosi sui raggi cosmici e trasferendosi poi nel '56 negli USA, collabora con Princeton e con Bruno Rossi ad American Science and Engineering AS&E per lo studio dei raggi X extraterrestri-extrasolari, nel '62 scopre Sco X-1 quale 1° sorgente cosmica di raggi X, e come accennato si occupa, assieme al fisico Bruno Rossi, del lancio di SAS-1 (Uhuru) avvenuto il 12dic70 per l'esplorazione dello spazio profondo alla ricerca di sorgenti X (oggi si conoscono 339 stelle emittenti raggi X, tra cui Cygnus X-1 scoperta appunto da SAS-1 e rivelatasi con un buco nero), nel '73 diviene direttore di Harvard Smithsonian Center for Astrophysics che perseguì il progetto HEAO-2 del telescopio a raggi X orbitale (poi denominato Osservatorio Einstein), ha lavorato a Johns Hopkins University ed a Chandra X-ray Observatory della NASA (questo Chandra non sembra essere il Chandra Bose che diede pure un contributo all'invenzione della radio conducendo esperimenti di propagazione elettromagnetica nel periodo 1894-1900 con rivelatore a solfuro di piombo ossia a galena), quindi nel 2002 ottiene il Nobel per i suoi studi pionieristici in astrofisica dello spettro elettromagnetico non visibile, oltre al premio Wolf nel 1987 ed alla medaglia Nazionale della Scienza nel 2003)), ma gli eccessivi costi del progetto San Marco portarono alla sua lunga paralisi ed agonia col dirottamento dei fondi verso altri utilizzi spaziali (ovvero riguardanti progetti più moderni rispetto all'ormai antiquato programma di piccoli satelliti scientifici, e del resto la stessa NASA dalla metà degli anni '70 aveva in progetto lo Space Shuttle adibito alla più economica messa in orbita di satelliti piccoli-medi-grandi), onde si ricorse all'utilizzo della base di lancio per la messa in orbita di satelliti USA-Gran Bretagna e razzi sonda italiani, comunque il 24apr71 venne lanciato San Marco 3 (ancora per lo studio della densità atmosferica ad alta quota utilizzando una più perfezionata bilancia di Broglio, con l'integrazione di esperimenti USA dovuti a GSFC ed all'Università del Michigan onde misurare anche temperatura e distribuzione delle molecole di azoto fino a 400 Km, essendo in orbita tra 213 e 718 Km), il 18feb74 venne lanciato San Marco 4 (quale versione aggiornata di San Marco 3), poi dalla base il 15ott74 la Gran Bretagna lanciò UK-5 ossia Ariel 5 (adibito allo studio dei raggi X) e gli USA lanciarono SAS-2 (con lo scopo della prima mappatura galattica della radiazione gamma) e l'8mag75 SAS-3 di GSFC (entrambi per le ricerche sui raggi X cosmici), quindi con la crisi economica in atto i fondi vennero ampiamente destinati ad altri progetti tra i quali quello di telecomunicazioni satellitari, dopo anni di agonia nel '78 il progetto San Marco venne in parte resuscitato portando con collaborazione ITA-USA a San Marco D (con la decisione della costruzione di due satelliti ossia San Marco D/L (per studio di termosfera-ionosfera in orbita bassa-low) e San Marco D/M (ad “orbite multistazionarie”)) ma venne realizzato solo San Marco D/L Spacecraft lanciato il 25mar88 con vettore Scout (collocato in orbita ellittica tra 263 Km di perigeo e 615 Km di apogeo e rientrato dopo 255 giorni di volo), quindi tutto il patrimonio e l'esperienza del progetto San Marco confluirono nel nuovo Centro Ricerca Progetto San Marco dell'Università La Sapienza di Roma ubicato in via Salaria 851 (mentre il poligono di lancio San Marco in Kenya ammodernato è ora inserito nelle rete di stazioni di nazioni ESA per la telemetria, il tracciamento-telecomando dei satelliti prima e durante il lancio, il telerilevamento ed archiviazione dati del territorio (centro-orientale dell'Africa CEASMO), 


il lancio di palloni sonda fino all'ozonosfera in zone tropicali, lo sviluppo di software per elaborazione immagini, per rischio incendi, ecc.), progetto San Marco ideato per misurare la composizione (tramite spettrometro di massa) e la densità dell'aria ad alta quota (San Marco 1 era in orbita con perigeo di 198 Km ed apogeo 856 Km, ed utilizzava uno strumento di precisione detto bilancia Broglio che misurava la pressione sull'involucro della sonda causata dalla resistenza incontrata per la presenza di atmosfera esterna), la temperatura e la pressione dell'atmosfera, la densità elettronica della ionosfera e la sua irregolare distribuzione, la temperatura degli elettroni, l'analisi delle particelle ionizzate, il monitoraggio della radiazione solare ad alta quota, ecc. (dati utili non solo per l'Italia ma pure per la realizzazione delle future stazioni spaziali); laddove poi all'inizio degli anni '80 l'Italia iniziò la progettazione del satellite di telecomunicazioni Italsat con Aziende in gran parte del Gruppo STET (onde coprire in banda Ka tutto il territorio nazionale, quale evoluzione del progetto Sirio, col 1° lancio effettuato il 16gen1991), cui seguì una temporanea collaborazione italiana(Italsat)-tedesca(TV-Sat) nonostante i notevoli successi italiani (dei satelliti Sirio 1, Olympus 1 (realizzato da Selenia Spazio del Gruppo Iri-Stet e da Aeritalia per ESA, lanciato il 12lug89, del peso di 2400 Kgr, è il 1° satellite italiano per telecomunicazione (analogica-digitale) di potenza irradiante pure 2 canali tv (multistandard, HD, multilingua, RaiSat per il canale gestito dalla Rai, laddove vanno diffondendosi dal '90 le trasmissioni di canali tv digitali specialmente le Pay-tv (Tele+, Stream, Sky Italia), le tv Free to Air specialmente commerciali-televendite), direttamente ad antenne paraboloidiche RX di terra con diametro di circa 0.65-1 metro (ossia per realizzare trasmissioni radiofoniche di qualità, servizi televideo-telematici), costato circa 270 miliardi di lire, operativo nel periodo 89-94 ed andato fuori servizio appunto nel '94 dopo una serie di malfunzionamenti-incidenti orbitali tra cui il cattivo controllo dei pannelli solari e la perdita di stabilizzazione dell'assetto), poi Italsat F1 e F2 (satelliti in maggior parte italiani di Alenia Spazio o Thales Alenia Space per ESA (con la presenza anche di Laben), lanciati dalla base Kourou in Guyana il 16gen91 e l'8ago96 col vettore Ariane 4 per realizzare comunicazioni digitali ad accesso multiplo e multiplazione a divisione di tempo TDMA telefoniche(per 12 mila canali, integrando la rete pubblica interdistrettuale Sip-Telecom specialmente in situazioni di grande traffico o di emergenze)-dati-calcolatori, con mod-demod e rigenerazione a bordo, sistema di commutazione dei canali telefonici a bordo (fino a poco tempo prima la commutazione e l'instradamento erano sempre stati realizzati da impianti installati a terra), utilizzo di portanti in banda Ka (ossia 20 GHz satellite-terra in download e 30 GHz terra-satellite in upload, e sperimentazioni poi attuate anche a 40-50 GHz sull'unità di volo F1 sostituiti su F2 con TX in banda L e Ku), stazione principale al Centro Telecomunicazioni Spaziali Telespazio Fucino (società costituita nel '61 da Italcable e partecipazione Rai) ed un'altra decina di stazioni secondarie di terra, irraggiando su tutto il territorio italiano con 6 fasci d'irradiazione altamente direttivi (potenza di circa 5-25 W (per la ricezione circolare d'utente questa sarebbe una potenza troppo bassa e richiederebbe antenne RX con diametro non attuabile superiore a 2 metri, avendo detto che a pari fp, Gt, Fr e N/S, la potenza Pt è inversamente proporzionale ad Ar ossia a Gr), puntamento con errore minore di 0.03 gradi ossia circa di 18 Km a terra) ed un fascio ellittico preciso (1.06°x1.55°) a copertura nazionale, nonché permettente ad ESA tramite Telespazio di collaudare il nuovo sistema EMS (European Mobile System) per comunicazioni tra stazioni fisse e basi-veicoli mobili, la telenavigazione, la telemedicina, e sperimentare sistemi satellitari a banda larga), 


e poi il satellite Artemis lanciato con Ariane 5 nel 2002 e funzionante fino al 2012 (destinato al ruolo di ripetitore del segnale di altri satelliti (cui è collegato con trasmettitore a laser ottico su 840 nanometri) onde migliorare la qualità, la velocità di trasmissione, ricevere i dati raccolti dai satelliti a memoria limitata oppure collocati in orbita molto bassa (tipo Envisat (Environmental satellite ovvero satellite ambientale di ESA, di 25x7x10 metri in orbita polare a 790 Km di quota, per l'osservazione della superficie terrestre con 9 tipi di strumenti), e quelli per il monitoraggio in tempo reale di parametri di regioni della Terra ad esempio durante terremoti od alluvioni in corso) che vedono per intervalli di tempo minori le stazioni RX cui trasmettere senza ritardo (ovviamente in RF); Artemis era dotato di innovativo propulsore ionico che si rivelò utile per portare il satellite da quota 17 mila Km a quota geostazionaria di 36 mila Km (dovuto ciò ad un malfunzionamento di uno stadio di Ariane 5))), e poi nel 1988 venne fondata l'Agenzia Spaziale Italiana ASI (onde perseguire lo studio scientifico dell'Universo e della Terra da alta quota (in proprio od in collaborazione con ESA (ad esempio lo sviluppo del sistema di navigazione satellitare Galileo) ed altri), della meteorologia, lo sviluppo delle telecomunicazioni, lo sviluppo di mezzi per accedere allo spazio esterno e la sua utilizzabilità (tipo con ESA alla progettazione dei lanciatori Ariane 5 e Vega)); 


sono proseguiti gli studi sulle propagazioni elettromagnetiche nella banda delle radioonde SHF a 22 GHz (progetto David Resource Sharing Experiment onde misurare simultaneamente attenuazioni e depolarizzazioni (a frequenze di 19701 e 39402 MHz) in varie zone europee e conseguenti tecniche di limitazione di attenuazione-fading tipo tecniche basate su correlazione spaziale-temporale dell'attenuazione troposferica e da pioggia-nuvole (in genere board reconfigurable antenna pattern, up-down link power control, site-frequency diversity, smart gateway configuration, ecc.)), e nelle bande Q-V a 40-50 GHz (progetto satellite Alphasat (progettato e costruito da Astrium con ESA-CNES-Alenia-Inmarsat) lanciato con Ariane 5 ECA a lug13 da Kourou, quale più grande (6.6 ton) e più complesso (col miglior processore CPU per la gestione del traffico commerciale) satellite TLC europeo onde implementare la rete mobile globale a larga banda Inmarsat (coprendo Europa-Africa-Medio Oriente) e far da supporto alla piattaforma multifunzione TLC europea di potenza Alphabus di Astrium-Alenia per i grandi carichi commerciali (fino circa a 22 KW) e 2 tonnellate, per sperimentazione in bande di iperfrequenze (sopra Ka questa solo di 20-30 GHz) promettenti per il futuro delle comunicazioni satellitari (onde realizzare telecomunicazioni più veloci in Europa) nonostante i noti problemi delle attenuazioni di segnale dovuti a fenomeni meteorologici-fading-movimento apparente satelliti (ricevendo i segnali alle stazioni di terra di Spino d'Adda-Tito Scalo-Graz-Budapest), studiate-sviluppate anche al Politecnico di Milano da Aldo Paraboni (partecipando egli già ai progetti Sirio, Olympus e Italsat, con responsabilità scientifica presso la stazione di Spino d'Adda), da Emilio Matricciani (che ha partecipato ai progetti di Carassa e Paraboni riguardo Sirio e Italsat, e poi alle comunicazioni satellitari con terminali fissi-mobili e dallo spazio profondo) citando anche alcuni carichi utili di Alphasat quali un sensore di test ambientali e radiazione di Efacec (Portogallo), un esperimento di Jena-Optronik (Germania), un terminale laser di Tesat del Centro Aerospaziale tedesco DLR (Germania) e l'esperimento in banda Q-V di Paraboni di Thales Alenia Space-Space Engineerin (Italia), ecc.); il 29gen16 dal poligono di Bajkonur piattaforma L200 tramite il razzo Proton o UR-500 a 4 stadi (missile russo come detto ben collaudato dal 1965 dopo i suoi numerosi primi problemi, e sviluppato invece quale missile balistico intercontinentale ICBM per trasportare una testata nucleare di 10 Mton fino a 12 mila Km dal progetto di Celomei quale evoluzione del razzo N1 di Sergei Pavlovic Korolev (ideato questo per la missione lunare nel progetto Luna con circumnavigazione abitata della Luna e con discesa di un cosmonauta sovietico sulla superficie lunare poi non attuata per le ragione altrove riportate) ma oggi il terzo più pesante sollevatore (con più di 400 lanci all'attivo e solo una cinquantina di insuccessi), dopo i missili Saturno V ed Energia, dotato il 1° stadio K-1 di 6 motori RD 253-11D48 per una spinta massima di 10470 KN=1060 ton), è stato lanciato (insieme ad Eutelsat 9B), 


il più complesso al momento satellite di telecomunicazioni TLC di ESA (onde sviluppare ulteriormente il mercato delle telecomunicazioni satellitari) costruito da Airbus Defence and Space, quale primo sottosistema (EDRS-A) del sistema EDRS (European Data Relay System ossia Sistema europeo di trasmissione dati) soprannominato SpaceDataHighway (via “autostradale” privilegiata per comunicazioni con satelliti (ad iniziare coi satelliti Sentinel-1 e Sentinel-2 di ESA-Commissione europea Copernicus) e coi droni) utilizzante pure avanzata tecnologia laser per comunicazioni in tempo (quasi)reale a minimo ritardo e veloce accesso ai dati specialmente di satelliti collocati in orbita bassa e polare (scambiando fino a 50 TB/dati gg ossia 600 MB/sec in media se a tempo pieno) per servizi che lo richiedono (radionavigazione, sorveglianza, emergenza, ecc.); riportare qualcosa sulle comunicazioni elettriche e telecomunicazioni in Italia richiederebbe pure di scrivere circa i rapporti tra Magneti Marelli e GTE (General Telephone and Electronics, fondata ad Irving in Texas nel 1918, quindi acquistata da Bell Atlantic fondendosi con essa per trasformarsi in Verizon Communications, ossia GTE ben conosciuta in USA nel corso di 70 anni per la telefonia locale, e nota in Itala dagli anni '50 dopo l'acquisizione di Automatic Electric operante qui tramite Autelco e rinominandola in GTE Telecomunicazioni (con stabilimenti a Cassina dè Pecchi, Cologno Monzese, Milano, Roma, Marcianise) e che cessò le sue attività nel 1985 venduta a Siemens Italia (divisione italiana della nota multinazionale tedesca Siemens AG) divenendo Siemens Telecomunicazioni), ma vogliamo prima riassumere assai brevemente la storia di questo mondo affascinante su un piano più strettamente tecnologico costruttivo-impiantistico riguardo in particolare le infrastrutture dei collegamenti, destinato a trasportare i segnali telefonici-radio-televisivi-dati per realizzare la comunicazione a distanza tramite reti nazionali-internazionali, nell'arco di tempo che va dall'ultimo ventennio dell'800 (diciamo dal 1880 circa; Antonio Meucci era morto nel 1889 e Alexander Graham Bell morirà nel 1922) al nostro tempo con l'installazione di reti in fibre ottiche, dicendo che in Italia fino all'avvento della 1° guerra mondiale esistevano 37 società private di telefonia (operanti per concessione statale sulle reti urbane) mentre lo Stato sviluppava direttamente le infrastrutture interurbane (gli abbonati italiani al servizio telefonico nel 1910-15  erano circa 43 mila), e proprio nel 1881 a Milano-Torino-Genova veniva attivata la 1° rete telefonica urbana (con linee aeree sostenute da isolatori fissati a pali di legno od a mura di edifici od a ganci ai sottotetti, a 1 solo filo conduttore in rame o bronzo fosforoso od acciaio zincato di 3 mm di diametro ricorrendo alla terra per il 2° filo di chiusura del circuito) e dopo la guerra si estese la rete telefonica urbana a tutte le altre città italiane, coi primi collegamenti interurbani dal 1898 (dalla fine del '900 si poteva dunque comunicare anche con abbonati telefonici di città diverse) realizzati su palificazione aerea (sfruttando in parte anche i pali delle esistenti linee telegrafiche queste con conduttori in ferro, installate particolarmente lungo le linee ferroviarie) generalmente in rame-bronzo fosforoso fino a 5 mm (raggiungendo così distanze anche di centinaia di Km, generalmente evitando la vicinanza con le nascenti linee aeree di trasporto di energia-potenza elettrica ad alta tensione onde ridurre i fastidiosi disturbi da tensioni indotte), ma dopo la fine della 1° guerra mondiale i collegamenti su lunghe distanze vennero meglio realizzati ricorrendo alla linea bifilare (aerea o con posa sotterranea) con l'introduzione in serie ai conduttori della bobina di pupinizzazione (che manteneva bassa l'attenuazione fino a circa 3 KHz dati i tempi “storici” e dato che le linee locali usavano solo la banda base estendentesi appunto fino a 3500-4000 Hz), oppure in rari casi con la krarupizzazione (solo per i cavi sottomarini tra Calabria e Sicilia od a Piombino, od il cavo lungo 22 Km composto di 10 bicoppie lungo la galleria del Sempione, dato che in tali casi non potendo interrompere i conduttori per l'inserzione degli induttori era necessario ricorrere alla tecnica di Krarup avvolgendo invece nastri ad alta permeabilità magnetica attorno ad essi sempre con lo scopo di aumentare l'induttanza distribuita, diminuire la distorsione spettrale (per il modesto appiattimento a centro banda della curva di risposta del doppio-bipolo-cavo ossia bassa distorsione di Heaviside (ovvero RC di poco maggiore di LC, notando entrambi queste con le dimensioni di tempo (sec))), 


e diminuire l'attenuazione entro la banda di frequenze utili seppure aumentando un poco la resistenza di linea la quale contribuisce pure all'aumento dell'attenuazione di linea, come dimostrano i pochi calcoli che abbiamo effettuato altrove) e con l'utilizzo dell'amplificazione a triodo (valvola termoionica allora chiamata lampada di De Forest a 3 filamenti-elettrodi A-G-K, notando ancora che la lampada elettrica ad incandescenza è stata brevettata nel 1878 da Joseph Wilson Swan e migliorata da T. A. Edison (praticamente assimilabile per i nostri scopi al solo catodo K riscaldato ovvero dallo stesso filamento alimentato ai due elettrodi f1-f2 cui è indifferentemente collegato K, ossia lampada K), il diodo termoelettronico-termoionico è stato inventato nel 1904 da John Ambrose Fleming di Marconi Wireless Telegraph Company introducendo un secondo elettrodo A nella lampada elettrica K (tubo di Fleming) per la rivelazione dei segnali radiofonici AM in sostituzione dei coherer ed altri inefficienti demodulatori-rivelatori (come abbiamo visto per eliminare le semionde negative ossia raddrizzando il segnale modulato AF, filtrando poi tale segnale con un filtro RC per estrarre la bassa frequenza s(t) eliminando la portante AF), quindi nel 1906 De Forest brevetta l'audion-triodo introducendo un terzo elettrodo di controllo G tra i precedenti elettrodi K-A (con catodo a riscaldamento diretto formato dal filamento incandescente, la griglia di controllo da un filamento intermedio avvolto ad elica e l'anodo da una placchetta metallica fuori dalla griglia (dal bulbo di vetro di tale triodo a riscaldamento diretto escono allora 4 elettrodi ossia 2 elettrodi f1-f2 per il riscaldamento del filamento (di cui uno f indifferentemente fa da catodo K=f), poi 1 elettrodo collegato alla griglia G a spirale e 1 elettrodo collegato alla placca dell'anodo A) così che opportunamente polarizzando la griglia G rispetto al catodo K è possibile modulare il flusso di elettroni tra catodo K ed anodo A praticamente da corrente nulla (0 A) alla massima corrente consentita dall'emissione di elettroni (100 mA ed anche molto di più nei triodi di potenza) ed allora applicando un segnale di tensione v(t)=vgk(t) tra G e K è possibile ottenere grazie alla corrente A-K, iak(t), un segnale ben maggiore vak(t)=μv(t) tra A e K (dove μ è il parametro di amplificazione in tensione del triodo) ossia pure ai capi di un resistore-carico R=Ra collegato fuori sull'anodo A (con vr(t)=Riak(t)), ed è appunto con l'invenzione del 1° dispositivo elettrico attivo che nel 1906 nasce l'elettronica)), onde installare amplificatori fonici a distanze periodiche, mentre lo Stato privatizzando riassegnava a Stipel (proprietà di SIP (Società Idroelettrica Piemonte)) le zone di Piemonte-Lombardia, a Telve le zone di Veneto-Friuli-Venezia Giulia-Trentino Alto Adige-Zara, a Timo le zone di Emilia-Marche-Umbria-Abruzzo-Molise, a Teti le zone di Liguria-Toscana-Lazio-Sardegna, a SET (Società Esercizi Telefonici di proprietà FATME (Fabbrica Apparati Telefonici e Materiale Elettrico entrata poi nella società svedese LM Ericsson creando SEI (Società Ericsson Italiana))) le zone di Campania-Basilicata-Puglia-Calabria-Sicilia, e creando la società pubblica ASST (Azienda di Stato per i servizi Telefonici) per la gestione della telefonia su lunga distanza ed internazionale, laddove nel 1927 veniva creata la grande società Setemer (Società Elettro Telefonica Meridionale), e SEI diveniva SIELTE (Società Impianti Elettrici e Telefonici Sistema Ericsson), ed ai 100 mila Km di linee del 1922 si aggiunsero altri 10 mila Km nazionali-internazionali (ad esempio la rete di Venezia ed isole (cui entrò Kellog di Chicago) di circa 2400 utenti (dimensionata però per 6 mila) venne incrementata con cavi urbani da 300 coppie con conduttori di 0.7 mm di Pirelli-Tedeschi-Sice giungenti fino alle colonne locali od armadi ripartiliea suddivisi in cavi più piccoli da 5 a 120 coppie fino alle “cassette di distribuzione” (protetti con fusibili di 3 A e scaricatori di tensione a carbone) da cui uscivano i cavi di 5-25 coppie giungenti agli apparecchi d'utente, e così avvenne negli anni '20-30 in tutte le città italiane specialmente interrando i cavi periodicamente interrotti per l'inserzione delle bobine e degli amplificatori di linea); 


per l'ingegneria delle reti interurbane si fondò SIRTI (Società Italiana Reti Telefoniche Interurbane, dalla confluenza di Pirelli-Tedeschi-Western Electric Company) realizzando il 1° cavo sotterraneo di circa 40 bicoppie pupinizzato con segnale amplificato Torino-Milano-Genova TMG di 310 Km (previsto per il traffico telefonico con crescita del 7 %/anno e 100 chiamate/utente giorno, fino agli anni '40 ma in realtà sottostimando le necessità), poi recuperando-ripristinando i collegamenti a ponte RF (come il ponte Torino-Milano-Laghi) ed a cavo a coppie (come Bologna-Pesaro-Ancona, passando in parte a sistemi di multiplazione a 12 canali e passo di 18 Km col segnale amplificato a valvole VT), nel '52 realizzando il ponte radio Milano-Torino (il radio relay system a microonde con portanti di 4 GHz in costruzione alla metà degli anni '50 per segnale telefonico e tv era lungo circa 4500 Km con tratte medie di circa 50 Km e fino a 380 Km), la posa nel '51 del cavo sottomarino Napoli-Ischia-Procida di Pirelli, poi il cavo di Piombino-isola d'Elba e Trapani-Egadi-Favignana; intanto nel '57 veniva varato il nuovo Piano Regolatore Telefonico Nazionale (interessante ASST e le società concessionarie delle reti) per la gestione del servizio telefonico suddividendo l'intero territorio in 21 compartimenti, 231 distretti e 1400 settori, stabilendo il metodo di numerazione delle utenze, il tipo di instradamento dei segnali, ecc. (onde più rapidamente passare da reti ancora troppo locali a reti più integrate interurbane-interdistrettuali promuovendo la teleselezione prima da operatore di centrale e poi automatica da utente), quindi nel '64 con la nazionalizzazione nasceva la nuova SIP (Società Italiana per l'esercizio Telefonico, dalla fusione delle controllate elettriche e delle concessionarie) al tempo in cui le Aziende del settore erano SIT Siemens, Face Standard di ITT, FATME di LM Ericsson, Telettra (Telefonia-Elettronica-Radio, fondata nel '46 dall'ingegner Floriani raggiungendo negli anni una notevole importanza nazionale-internazionale, realizzando nel '49 uno dei primi ponti RF italiani per segnali telefonici multiplati FDM con portante di 150 MHz, fondando nel '57 insieme ad Olivetti pure la Società Generale Semiconduttori SGS (onde realizzare i transistori per i primi calcolatori a transistori Olivetti tipo la serie Elea) assai conosciuta poi per la produzione italiana di semiconduttori (diodi, transistori Bjt-Mos, circuiti integrati IC analogici-digitali, di cui s'è più volte scritto insieme alle altre Case straniere produttrici di semiconduttori) ed oggi nota col nome di STMicroelectronics), GTE di GTE USA, Marconi italiana, CSELT (Centro Studi e Laboratori Telecomunicazioni, appena fondata e che avrà una grande importanza nella ricerca (per progetti di grandi dimensioni nazionali-internazionali con tecniche PCM e multiplazione TDMA)), 


insieme a Pirelli-Ceat-Incet per materiali-cavi-ecc.; all'inizio degli anni '60 si estese la rete dei ponti radio a 4 GHz di 960-1800 canali e si iniziò la rete a 6 GHz di 2700 canali ma poi anche a 11 GHz (sarebbe ovvio il grande vantaggio di costruire ponti radio bidirezionali andata-ritorno (almeno per i segnali telefonici e poi più in generale per collegamenti TX-RX) utilizzando le medesime infrastrutture-strutture ed i medesimi paraboloidi A e B (ad esempio ad ogni ripetitore con un'antenna A che trasmette TX a 6 GHz e riceve RX a 4 GHz in una direzione e l'altra antenna B che trasmette TX a 6 GHz e riceve RX a 4 GHz nell'altra direzione (la diversità spaziale di circa 180° tra A e B permette di ben separare il segnale RX dell'una dal segnale RX dell'altra), e col ripetitore consecutivo con un'antenna A che trasmette TX a 4 GHz e riceve RX a 6 GHz in una direzione e l'altra antenna B che trasmette TX a 4 GHz e riceve RX a 6 GHz nell'altra direzione, ossia ad ogni ripetitore utilizzando la medesima frequenza portante in TX (6 o 4 GHz che sia) e la medesima frequenza portante in RX (4 o 6 GHz), adottando adeguati filtri di canale, scambiandole poi al ripetitore successivo-consecutivo (ossia 4 o 6 GHz in TX, e 6 o 4 GHz in RX, ed al consecutivo con 6 o 4 GHz in TX e 4 o 6 GHz in RX) così che ad ogni ripetitore non ci siano inevitabili ritorni di segnale tra l'antenna A e la vicina antenna B (infatti in un ripetitore se A utilizzasse 6 GHz in TX e B utilizzasse 6 GHz in RX non sarebbe praticamente possibile ricevere i segnali ma soltanto trasmettere entrando però in oscillazione))), poi si posarono i cavi interurbani a 8 cavi coassiali (a 4 MHz con passo di ripetizione 9.3 Km, a 12 MHz con passo di 4.65 Km ed a 60 MHz con passo di 1.55 Km (quest'ultimo per circa 10 mila canali telefonici per cavo), con amplificatori questa volta realizzati a transistori e studiando la protezione contro le interferenze da elettrodotti di potenza spesso soltanto schermando i cavi con nastri d'acciaio) lungo strade provinciali-statali-autostrade-viadotti; nel '69 iniziarono a diffondersi le telecomunicazioni satellitari gestite da STS (ossia SIRTI-Siemens-GTE) progettando le stazioni terrestri e le antenne paraboloidiche (come la seconda grande antenna al Fucino (in provincia dell'Aquila, oggi il Centro spaziale del Fucino ha 170 antenne (di cui la prima grande antenna del '67 e la seconda del '70, laddove la storica antenna C con diametro D=29 metri (area geometrica Ag=841 metri quadri ed area effettiva Af=500-560 metri quadri) era quella alzata di 22 gradi sull'orizzonte per la ricezione dal satellite collocato in orbita sull'oceano Indiano) su un'area di 370 mila metri quadri, per il controllo dei satelliti usualmente dal distacco dall'ultimo stadio del lanciatore fino alla fine della vita attiva, e sarà uno dei centri per la gestione dei 30 satelliti del sistema di navigazione satellitare Galileo, ma alcuni lettori ad esempio ricorderanno le Olimpiadi di Monaco del '72 viste tramite gli impianti del Fucino, 


seppure ritornando indietro nel tempo storico e ricordando lo storico latino Gaio Svetonio Tranquillo (69-130 d. C.) qui si sarà spesso udito il saluto “Ave, Caesar, morituri te salutant” che i gladiatori rivolgevano al giudice-arbitro-imperatore che sedeva in tribuna in gare come la gara navale naumachia con navi triremi (dal tempo di Claudio successore di Caligola) in cui era imperatorio vincere o morire, sul lago del Fucino di 145 Km quadri prima del suo prosciugamento, inizialmente nel 41 d. C. col parziale prosciugamento attuato da Claudio tramite un canale emissario artificiale a galleria lungo più di 5 Km scavato da 30 mila schiavi a 100 metri sotto il piano di campagna, onde evitare le esondazioni, poi migliorato ma abbandonato dopo la caduta dell'impero col recupero della vecchia area superficiale d'acqua, finchè dei finanziatori con in testa Alessandro Torlonia ed eminenti ingegneri idraulici francesi-svizzeri ripresero nel periodo 1856-69 i lavori di prosciugamento recuperando le opere romane con 3 mila operai e 120 cavalli aumentando di tre volte la sezione del canale romano di 6 Km di lunghezza, così che l'importanza di quest'opera segue di poco quelle maggiori del canale di Suez e del canale di Panama), usata da Telespazio, le stazioni del progetto Sirio, le stazioni di Gera Lario, ed altre in Argentina-Svezia-Thailandia-Fiji-ecc.), mentre veniva avviato lo studio della razionalizzazione-ottimizzazione dell'intera rete in ponti radio; nel '76 CSELT realizzò il 1° cavo ottico sotterraneo sperimentale di circa 1 Km (composto di 6 fibre ottiche) e l'anno successivo un analogo cavo di 3 fibre lungo 4 Km venne installato tra due centrali telefoniche urbane a Torino, mentre nel '79-81 entrava in servizio il cavo COS3 sulla rete Sip a Roma lungo 288 Km, poi nel 1982 Sirti posava un cavo Pirelli in fibra ottica di 35 Km tra Padova e Mestre lungo l'autostrada A4 (da allora non si progetteranno più lunghi collegamenti interurbani con cavi coassiali ed anche la rete di ponti radio iniziata alla fine degli anni '40 verrà ridimensionata, mentre le vecchie linee bifilari di cavi a coppie (isolate con carta-aria) venivano revisionate-ammodernate con cavi (in PVC pressurizzando con aria secca o tamponando con gel)); l'anno 1994 è importante anche per il riassesto del settore industriale telefonico pubblico in quanto Telespazio-Italcable-Iritel-Sirm entravano in SIP dalla cui fusione nasceva Telecom Italia allora unico gestore del sistema telefonico di rete cablata, mentre veniva fondata TIM (Telecom Italia Mobile) laddove esse poi sarebbero state privatizzate nel '97; nel '95 la rete (coassiale(secondaria)-fibra(primaria ad alta velocità) con conversione da segnale ottico a segnale elettrico, ma infine le linee in fibra furono portate fino agli ingressi delle centrali locali ed ai nodi di quartiere) venne potenziata con non poco sforzo progettuale-realizzativo (da Sirti-Alcatel-Italtel-Ericsson-Sielte-Marconi-Siette-Pirelli-ecc.) per poter sostenere un notevole incremento di traffico telefonico-Internet destinato alle comunicazioni con tecnica numerica (verso la fine degli anni '90 si diffondeva a macchia d'olio la connessione con tecnica ADSL), con tecniche a banda larga, ed ai nascenti servizi televisivi in Internet; in questo mondo dell'elettronica e delle telecomunicazioni italiano opera Magneti Marelli (come tutte le maggiori Aziende nazionali-internazionali dotata di vari laboratori, qui col Laboratorio Centrale Radio (sezione Propagazione ed Antenne, sezione Elettronica, sezione Modulazione e Trasmissione, sezione Microonde, sezione Officina Meccanica, ecc.) e con il laboratorio Direzione Progettazione Radio), 


nota in campo internazionale soprattutto per la tecnica (approvata da CCIR nel '63) di collegamento in ponte radio di 2700 canali telefonici (multiplati FDM con modulazione in AM-SSB) del '61 ossia con capacità-banda compatibile con quelle su cavi coassiali (con relativo standard internazionale di assegnazione di bande e canali radio sulle reti di telecomunicazione), e per gli esperimenti di trasmissione satellitare tramite il satellite Sirio con portanti ad alta frequenza in banda SHF (una vera novità nel '67-68 quando partì il programma seppure meno nel '77-79-85 quando poi venne realizzato), ma la collaborazione con GTE avviene nel '63 quando Magneti Marelli (società Fiat-Marelli) cede il ramo radio-professionale alla nuova società Marelli-GTE (dato che GTE, oltre ad essere in quegli anni il 2° operatore telefonico in USA agente tramite società operatrici e costruttore di apparati elettronici, ha un ruolo importante nelle reti di commutazione telefonica in Canada, Europa ed Italia) per cui nasce la joint venture Marelli Lenkurt (la cui sede da Sesto San Giovanni si trasferisce a Cassina dè Pecchi posta a 16 Km da Milano) poiché anche la californiana Lenkurt Electric entra nel gruppo GTE portando così in un'azienda tutta italiana uno stile di gestione-decisione manageriale più americano (ad esempio più attento a costi e redditività dei programmi di ricerca e probabilmente decidendo riguardo i progetti di punta un poco di più di quanto si era abituati in precedenza), e Carassa, nonostante tutti auspichino una lunga collaborazione con l'Azienda, già incaricato di Radiotecnica dal '56 al Politecnico di Milano, seguendo forse una sua vocazione si trasferisce definitivamente nel '62 al Politecnico milanese vincendo la cattedra di Comunicazioni Elettriche seppure rimanendo in Magneti Marelli quale consulente dei programmi di ricerca fino all'avvio del progetto Siro, ma già nel '65 Magneti Marelli col nuovo nome di Società Generale di Telefonia ed Elettronica era divenuta un'Azienda tutta americana da cui nascerà GTE Telecomunicazioni dall'acquisizione pure di Autelco, quindi venduta a Siemens Italia da cui nascerà Siemens Telecomunicazioni (oggi, 2015-16, a Cassina dè Pecchi anche Nokia Siemens, ex Siemens Telecomunicazioni, ex GTE Telecomunicazioni, ha chiuso i battenti, e la Sirti ha dismesso i suoi uffici, e ciò dà un'idea di quale sia la situazione industriale in quella zona ad est di Milano ossia Sesto San Giovanni, Cologno Monzese, Monza, Cernusco Sul Naviglio, Arese-ecc. (nei territori più o meno di Martesana o Martesana-Brianza) in cui in tempi forse più gloriosi od almeno “gloriosi” sono nate e fiorite la siderurgia, la metalmeccanica, l'elettronica, le telecomunicazioni, sono state costruite le ferrovie, e poi dagli anni '70-80 si è inevitabilmente sviluppato il settore terziario...; per dare un'idea della crisi anche nel settore dell'elettronica commerciale di consumo assai più vicina agli interessi del pubblico potremmo citare il caso tutto italiano di un'Azienda quale Mivar di Carlo Vichi & C. S.a.s. fondata nel 1945 da Vichi (il quale individualmente ed artigianalmente, sostanzialmente autodidatta ma perito elettrotecnico, negli anni '40 lavorava per CGE e Minerva) a Milano in via Tommei col nome VAR (Vichi Apparecchi Radio) per la produzione di piccoli apparecchi radio valvolari, quindi producendo direttamente componenti radio, ossia un'Azienda impegnata nell'elettronica di consumo (ed oggi con sede ad Abbiategrasso, operante anche nell'arredamento), 


poi nel 1955 assume il nome MIVAR (MIlano Vichi Apparecchi Radio), nel '56 commercializza il suo primo radioricevitore a modulazione di frequenza FM, col successo garantito dalle vendite nel '58 lavora con 400 dipendenti nel nuovo stabilimento di via Giordani a Milano, sviluppa apparecchi radio fissi da tavolo e portatili, sistemi radio con giradischi incorporato (di Mivar e Lesa), quindi inizia la produzione di televisori CRT in B-N, nel 1963 inaugura ad Abbiategrasso in via Dante il secondo stabilimento di produzione (che dal '68 accentra tutta l'attività occupando circa 800 lavoratori, mentre aggiungiamo anche che il cantante-attore Domenico Modugno “aiuta nella pubblicità” a far vendere i relativi prodotti radio-tv divenuti questi prodotti italiani economici ed affidabili), ma negli anni '70 il calo della domanda specialmente di radioricevitori (con forte concorrenza straniera e di Brionvega) costringe l'Azienda a concentrarsi soprattutto nella produzione di apparecchi televisivi che incrementano le vendite nel settore tvc (ad esempio nel 1988 Mivar commercializza 300 mila televisori a colori e 60 mila tv B-N, con fatturato di 176 miliardi di lire e quota di mercato nazionale circa del 12 % subito dopo i televisori Philips, ed era quello il tempo in cui si invitavano i potenziali acquirenti italiani ad acquistare i prodotti nazionali), nel 1990 inizia la costruzione di un nuovo stabilimento al Parco del Ticino su un'area di 120 mila metri quadri (di cui 30 mila area coperta) per la produzione di circa 2 milioni di tvc/anno, terminato nel 2000 (quando Mivar deteneva un'alta quota nazionale di vendite di tv pari a circa il 35 %) ma rimasto inoperante per l'avvento prima dei televisori al plasma, poi LCD e quindi LED, causando un notevole calo delle vendite e cassintegrando 400 dipendenti, quindi nel 2004 produce il suo primo tv LCD (modello 20 LCD1, coi display forniti da AUO, LG e Samsung), dal 2005 la crisi si aggrava (nonostante in quell'anno si producano ancora circa 700 mila tv/anno con l'8 % di quota di mercato), nel 2008 termina la produzione di tv CRT a favore di tv LCD (con sintonizzatore per trasmissioni in digitale terrestre DTT), nel 2011 Mivar produce il suo primo tv LED (modello 32 LED1 con f di quadro di 100 Hz) e nel 2013 il primo Smart TV, ma a causa della notevole flessione delle vendite, con preoccupante accumulo di invenduti nei magazzini, nel 2013 viene sospesa la produzione di tv coi conseguenti notevoli licenziamenti ad Abbiategrasso (dove rimangono attivi circa 20 dipendenti per vendite ed assistenza tecnica, oltre che per la realizzazione di originali-esclusivi-ergonomici tavoli con comode sedie scorrevoli per arredamento quali evoluzione di ciò che già era utilizzato nelle linee di assemblaggio in fabbrica), rimandando al futuro una eventuale ripresa della produzione elettronica (senza ottenere aiuti dal mondo finanziario-bancario e pure dal mondo governativo-politico, forse anche per le idee socio-politiche estremamente di destra del personaggio Vichi il quale parlava bene di Mussolini e di Hitler (sembra che in un'intervista abbia affermato: “Non si stava poi così male nei campi di concentramento e Hitler è un eroe. Il mio eroe” (proviamo magari a chiedere informazioni e quei pochi che dai campi di concentramento nazisti sono riusciti a tornare, ad esempio a Primo Levi, campi dove si lavorava abbastanza, si guadagnava poco, non si facevano mai le ferie, non si ritornava mai a casa a trovare i parenti, ma i lavori dovevano essere di tanti generi dato che lì c'era molta carne al fuoco)), aveva un atteggiamento antisindacale, sosteneva che l'unico metodo contro la crisi era lavorare di più e guadagnare di meno, ma era amato dalle maestranze in quanto concedeva orari flessibili alle operaie per ragioni familiari e pagava le rate dei mutui agli operai in difficoltà), ma all'inizio del 2017 sul sito Internet aziendale il titolare di Mivar annuncia la concessione e l'uso gratuito del nuovo complesso industriale (salvo spese di ordinaria gestione-amministrazione) ai produttori specialmente asiatici di tv (ed apparecchiature elettroniche High-Tech, ed elettrodomestici) rivolgendosi in particolare al presidente di Samsung per costruire 2-3 milioni di tv/anno o strumentazione elettronica nell'area milanese, osservando come questa sia la storia italiana di una grande azienda (un poco anomala) di elettronica di consumo produttrice in particolare di radioricevitori AM-FM e televisori BN-Colore iniziata dal nulla, divenuta uno dei simboli del boom economico italiano anni '60 (chissà in quante cucine e soggiorni ci sarà stata una radio od un televisore Mivar... 


oggi simbolo d'altri tempi in cui di un tv si progettava e costruiva tutto pezzo per pezzo rifornendosi solo di cinescopio, altoparlante e poco altro), e posta dopo quasi 70 anni nella necessità di essere venduta o ceduta gratuitamente o “gratuitamente” alle maggiori multinazionali dell'elettronica), precisando, in conclusione, che qui abbiamo riportato un brevissimo (e certamente lacunoso) riassunto della storia dell'attività spaziale italiana nello spazio esterno prossimo (e soprattutto del suo inizio con le date significative del 15dic64 (lancio di San Marco 1 eseguito con successo) e del 25ago77 (lancio di Sirio 1 eseguito con successo)) dalla quale appare che, seppure attività spaziale interessante ed importante, non può però paragonarsi al lavoro svolto nello spazio da nazioni quali USA-URSS e dagli altri maggiori Stati europei insieme al lavoro delle industrie e di astronauti-cosmonauti-tecnonauti che nel futuro sempre più diverranno appunto tecnonauti e poi s'immagina diverranno pure comuni cittadini che frequenteranno lo spazio prossimo per lavoro o per altre attività); 


da tempo alle comunicazioni elettriche si sono aggiunte le comunicazioni ottiche (da quando sono diventati economicamente vantaggiosi i Trasmettitori-Amplificatori-Rigeneratori-Ricevitori ottici (meglio se con amplificatori direttamente ottici senza conversione elettro-ottica e senza rigenerazione del segnale) ed i trasduttori di segnale Ottico-Elettrico ed Elettrico-Ottico (dispositivi optoelettronici e dispositivi laser ossia gli usuali diodi LED a luce incoerente con potenza di qualche decina di W oppure i laser a luce coerente capaci di generare potenze più di 10 volte maggiori) dato che il costo delle fibre (monomodo o multimodo) non è molto superiore a quello delle linee di trasmissione in rame, sistemi di trasmissione ottica il cui dimensionamento in soldoni richiederebbe conoscenza ed uso di grandezze-parametri quali la qualità del segnale N/S, le ampiezze di lunghezze d'onda o bande delle fibre scelte, velocità o banda complessiva di trasmissione (in funzione del segnale e del tipo di servizio da garantire), attenuazione di linea, dispersione ottica, lunghezza di tratta e numero di amplificatori di adeguata potenza oltre al dimensionamento od all'adozione di componenti optoelettronici in TX (Led fotoemittenti o laser), modulatori e sistema di modulazione, amplificatori ottici, rigeneratori di segnale, componenti optoelettronici in RX (diodi Led riceventi), ed accoppiatori ottici delle varie unità ottiche per il loro necessario collegamento (le giunzioni passive necessarie ogni 1-2 Km comportano perdite di circa 0.05 db=1 % circa in potenza ed i connettori anche di 0.5 db=12 %)), ed alle portanti a frequenze di MHz-GHz si sono aggiunte le frequenze ottiche, per cui vogliamo scrivere qualcosa in merito a ciò soprattutto riguardo il mezzo trasmissivo ovvero le fibre ottiche ed in particolare il loro uso più vicino agli interessi dell'utente medio nonché utente domestico (dato che oggi (2015-2020) sulle linee d'utente, e non solo sulle linee ad alta velocità portanti migliaia di segnali, devono pur essere trasferiti flussi di informazioni a velocità di decine-centinaia di MB/sec necessari per soddisfare le esigenze di alcuni servizi, per cui sono state preparate le infrastrutture, e gestori telefonici come Fastweb dal 2012-14 hanno offerto collegamenti a maggior velocità con la maggior diffusione delle linee in fibra ottica (linee FTTC (Fiber to the cabinet) e FTTS (Fiber to the street) comprendenti il tratto finale di 100-500-1000 metri di linea prossimo all'utente realizzato in conduttori di rame (ossia dalla centrale locale o dall'armadio locale di quartiere un tempo detto cassetta di ripartizione di linea fino all'utenza, con tecnica VDSL (Very ultra-high-speed Digital Subscriber Line) che permetterebbe di raggiungere velocità di 50 Mbit/sec=6.25 MB/sec), laddove le linee FTTH (Fiber to the home) giungono fino alla presa-connettore d'utente (permettendo velocità di almeno 100 Mbit/sec=12.5 MB/sec ma si potrebbe raggiungere pure la velocità di 1 Gbit/sec=125 MB/sec); negli anni 2018-2020 troviamo anche la connessione FTTA (Fiber To The Antenna) o FWA (Fixed Wireless Access) richiedente invece che gli ultimi 100-1000 metri verso l'utente siano realizzati con collegamento wireless (per 1-più utenti), 


ricordando ancora i tipi di collegamenti finali in questi anni, ossia ADSL (la fibra ottica porta i segnali fino alla centrale di zona-quartiere, ed il resto è realizzato in linea bifilare in rame-bronzo, velocità massima 30 Mbit/sec), FTTC (la fibra ottica arriva fino al cabinet-armadio locale, e gli ultimi 100-300 metri sono in linea bifilare, velocità massima fino a 300 Mbit/sec), FTTH (Fiber To The Home) o FWA (la fibra ottica arriva fino al connettore ottico domestico, velocità massima 1 Gbit/sec), FTTA (Fiber To The Antenna) con analoghe velocità), quando nel 2016 la velocità massima riguardo la media delle linee locali d'utente realizzate con cavo bifilare in rame è intorno a 20 Mbit/sec in download e circa 1 Mbit/sec in upload (nota ADSL 20 Mbit/sec, ossia con usuale codificazione di cifra significa 20 MHz di banda passante) ottenuta con una pesante equalizzazione della linea come abbiamo visto altrove, ed oltre non è conveniente o possibile andare (ossia pesante equalizzazione oppure l'adozione del protocollo G-Fast su xDSL utile per grandi velocità (fino al limite di 150 Mbit/sec in upload e 1 Gbit/sec in download, ma la banda non sarà maggiore di 200 MHz con lunghezze maggiori di 200-250 metri di linea, e con modulazione OFDM (come in VDSL2) tale da essere poco disturbata dalle portanti e segnali della banda radio FM musicale, e con sistema duplex a divisione di tempo) su linee bifilari con conduttori di rame o bronzo fosforoso ma non più lunghe di 200 metri circa come detto; nel 2016 circa l'80-85 % della popolazione europea gode di una velocità massima di circa 30 Mbit/sec su fibra-rame laddove in Italia il valore è di circa 50-60 %)); per conoscere se nella nostra città e zona è disponibile un collegamento Internet in fibra ottica andiamo su www.tim.it/verifica-copertura (per gli abbonati TIM), su www.fastweb.it/AVT/?gaep=adsl (per Fastweb), su http://gea.dsl.vodafone.it/all (per Vodafone), ecc., oppure andando sul sito di Infratel (www.infratelitalia.it) società del Ministero dello Sviluppo Economico è possibile verificare lo stato di copertura con ADSL e con collegamenti in fibra ottica nelle varie regioni e città italiane, ed in caso positivo se decidessimo di usufruire di una connessione a maggior velocità in fibra ottica FTTC dovremo sostituire il precedente modem ADSL con un modem fibra VDSL seppure all'ingresso per la linea telefonica collegheremo ancora la linea d'utente in rame col filtro DSL inserito prima di entrare nel modem (ma sarà comunque dotato di porta PSTN-ADSL-VSDL e di porta ottica ETH-WAN ed in uscita di porte Ethernet e Usb; in cascata al modem VDSL fornito dal gestore telefonico (integrante pure la tecnica VoIP) potremo pure collegare un router ad alte prestazioni col quale realizzare un'efficiente rete wireless domestica anche se pure il modem fibra VDSL integrerà già un buon router), 


da configurare come d'usuale collegandosi all'indirizzo 192.168.1.1 per accedere al relativo pannello di gestione, ma per ottenere le velocità prossime al limite teorico contrattuale tutto il resto hardware-software dovrà essere adeguato (ossia utilizzare DNS veloci, evitare interferenze RF sui collegamenti Wi-Fi, ecc., laddove i processori di PC-router saranno più che adeguati allo scopo), e riguardo i modelli di modem-router il mercato nel 2015-16 ad esempio offre Fritz!Box 7490 (il più performante tra i più diffusi con tutte le principali funzioni, sul cui retro troviamo 1 connettore DSL-VDSL-Tel (presa telefonica per segnale analogico-ISDN con protocollo ADSL2+ e VDSL), 2 connettori telefonici analogici Fon RJ11 (per telefono-fax-segreteria telefonica analogici), 1 connettore Fon S0 RJ45 (per impianto-centralino-telefono ISDN), 4 connettori di rete Ethernet Lan (Gigabit Ethernet 10-100-1000 Base-T, per computer, box videogiochi, apparecchi ETH collegabili in rete, fino a 1 Gbit/sec), collegamento wireless Wi-Fi con portanti a 2.4 GHz e 5 GHz (compatibile coi protocolli IEEE 802.11a (fino a 54 Mbit/sec), 802.11b (11 Mbit/sec), 802.11g (54 Mbit/sec), 802.11n (450 Mbit/sec), 802.11ac (1300 Mbit/sec), 2 connettori USB 3.0 (per periferiche Usb tipo stampanti e dischi fissi esterni), 2 connettori Usb 3.0 e 2.0 (idem), stazione Dect integrata (per collegamento di 6 telefoni cordless), inoltre tasto WLan (per attivazione-disattivazione della rete wireless), tasto WPS (comoda tecnica Wi-Fi Protected Setup, per rapida-automatica configurazione di connessione Wi-Fi di dispositivi supportanti Wi-Fi WPS con l'invio automatico della chiave al dispositivo), ma il lettore consideri pure quanto potrebbe risultare vantaggioso uno sfruttamento dinamico automatico dello spettro RF disponibile ad esempio ricorrendo a condensatori variabili per spostare le portanti in TX-RX in funzione dell'analisi dello stato del campo elettromagnetico RF nelle varie zone locali-geografiche onde ridurre interferenze e miglioare il rapporto N/S), il quale assorbe dalla rete elettrica una potenza di circa 10 W in media, al prezzo di circa 200 euro), ed il TP-LINK Archer VR200 (con velocità massima di 750 Mbit/sec=94 MB/sec, al prezzo più modesto di circa 72 euro), mentre sul PC per un miglior uso del grande traffico dati il lettore potrà magari installare DNS Jumper (per ricercare i DNS più veloci in alternativa a quelli del proprio provider ed impostarli nella scheda di rete), TCP Optimizer (per configurare i parametri TCP-IP ottimali), Acrylic WiFi Home (per ricercare ed impostare il miglior canale radio disponibile onde facilitare le comunicazioni Wi-Fi), Netspot (per trovare la miglior collocazione spaziale del router mappando la nostra casa e zona), JDownloader (per i download dalla rete torrent di file sharing), qBittorrent (ottimo client bittorrent alternativo al più noto uTorrent e valido per uso di reti protette VPN), TorrentRover (per la ricerca dei file torrent da far poi scaricare col client), Free Download Manager (per i download diretti non da rete torrent), Anvi Browser Repair Tool (per eventualmente risolvere un migliaio di problemi attinenti ai browser e configurarne i parametri), MPC Cleaner (per qualche riparazione automatica del sistema operativo in caso di malfunzionamenti), CCleaner (per la pulizia di alcune aree del sistema e dei file di programmi); abbiamo visto i tipi di modulazioni del segnale elettrico da inviare su linee in opportune bande allocate ottenuto ciò modulando portanti ad alta frequenza, ed anche i segnali ottici vengono trasmessi modulando portanti (generalmente si tratta di modulazioni di ampiezza magari effettuata pure direttamente nel dispositivo TX tramite la variazione della sua corrente d'alimentazione) laddove per formare segnali multipli si ricorre all'equivalente in campo ottico della multiplazione FDM ossia a WDM (Wavelength Division Multiplexing o multiplazione  divisione di lunghezza d'onda) per cui in usuali applicazioni commerciali su ogni fibra si possono inviare 100-200 canali ottici e raggiungere anche velocità totali di 1 Tbit/sec (ed un fascio di una decina di fibre ottiche qualche Tbit/sec), velocità (bit/sec o banda Hz) che è legata alla distanza (Km) della tratta (ciò dovuto alla dispersione dei modi che aumenta in funzione della lunghezza del percorso) per cui uno dei parametri caratterizzanti un sistema ottico di trasmissione è il prodotto velocità-distanza (MHz-Km) onde approssimativamente un sistema di trasmissione ottico multimodo (50-62.5 micrometri il diametro del core, e 125 micrometri quello del cladding) di 1000 MHz-Km potrebbe funzionare in una banda di 1 GHz su distanze di 1 Km o con una banda di 500 MHz su distanze di 2 Km (è abbastanza comune un valore approssimato di 1 GHz-Km, laddove il numero dei modi Nm di una fibra con indice di rifrazione n a gradino (costante entro il core ed a rapida variazione all'interfaccia core-cladding) con radiazione di lunghezza d'onda λ è dato da Nm=(πdNA/λ)(elev 2) dove d è il diametro, e NA è l'apertura numerica (ossia il numero indicante il massimo angolo utile in un sistema ottico per emettere-ricevere la luce, NA=nsen(α/2) correlato con la risoluzione dello strumento, di valore tanto più alto alto quanto migliore è la sua ottica, laddove nei sistemi ottici quali telescopi viene invece usata l'apertura relativa o rapporto focale, in cui α/2=θ è l'apertura angolare della lente ossia il semiangolo del cono di luce entrante)), 


ed un altro parametro è l'attenuazione di linea (circa 0.1-0.25 db/Km, ma con tecniche fotoniche si può scendere di un ordine di grandezza anche a meno di 0.1 db/Km (la 1° fibra a cristalli fotonici è del 1996)); sulle lunghe tratte nazionali-internazionali (che formano le dorsali del sistema di comunicazione telefonico-tv-dati-Internet trattato pure da tecnologie dell'informazione e comunicazione Information and Communications Technology ICT) ad alto-altissimo traffico ossia sulle reti di trasporto dell'informazione la bilancia del vantaggio economico pende certamente a favore del sistema di trasmissione ottico (ad esempio una velocità complessiva di qualche Tbit/sec potrebbe essere improbabilmente raggiunta solo con migliaia di cavi coassiali, ed i passi di ripetizione a cui inserire gli amplificatori ottici sono anche più di 10 volte maggiori rispetto ai sistemi elettrici in rame, oltre al fatto che le fibre di un fascio sono per loro natura spazialmente separate o “schermate” reciprocamente mentre in campo elettrico ciò avviene solo per i cavi coassiali o le guide d'onda ed in generale per le linee a conduttori schermati eliminanti il grave problema della diafonia (paradiafonia e telediafonia come abbiamo scritto, od interferenza elettrica dovuta ad induzione elettromagnetica) magari detto crosstalk che contribuisce al peggioramento del rapporto N/S), mentre sulle tratte più brevi e con banda assai più limitata sono tecnicamente-economicamente preferibili i sistemi di trasmissione elettrica (via cavo o RF) onde in ambito domestico ed in zone circoscritte per altri numerosi anni si installeranno e si vedranno linee elettriche in rame non schermate-schermate per realizzare sistemi di comunicazione (oltre s'intende ai cavi elettrici in rame per il trasporto dell'energia-potenza elettrica) seppure alcune caratteristiche (quali totale immunità ai disturbi elettromagnetici da accoppiamento-induzione, nessuna emissione elettromagnetica RF, alto isolamento elettrico, maggior leggerezza, maggior facilità di posa se non anche di collegamento-accoppiamento, ecc.) farebbero preferire la fibra ottica ai cavi in rame anche in ambito locale-domestico (facendo rilevare che comunque sia riguardo la memorizzazione delle informazioni che riguardo le elaborazioni dei segnali è inevitabile l'uso di hardware elettrico-elettronico e dunque di materiali conduttori quali rame-silicio-gallio oltre ad isolanti-dielettrici quali poliesteri-vetro-ecc. poiché l'elaborazione e la memorizzazione elettroottica non ha ancora vantaggi pratici); tra i sistemi-reti-linee in fibra ottica che sono divenuti noti citiamo il lungo cavo transatlantico TAT-8 del 1988, Metrocore del CNR (WDM, fino a 1 Gbit/sec) in Italia, ed Internet 2 in USA, ecc.; 


ma, proseguendo, esistono anche motori ibridi ossia razzi a litergolo a combustibili misti liquido-solido (ad esempio con comburente solido e combustibile liquido, oppure con comburente liquido e combustibile solido) col vantaggio dell’agevole manipolazione dei solidi e la possibilità di regolare il flusso dei liquidi ottenendo motori di facile manovrabilità in accelerazione-decelerazione, caratterizzati da impulsi specifici fino a 350 secondi circa; ma dobbiamo dire che la storia dei razzi militari-spaziali operativi inizia con il programma tedesco Aggregat A, con A4 o V2 del 1942-45, e poi coi primi razzi balistici statunitensi Redstone a breve-medio raggio d'azione basati sull'evoluzione di V2 sviluppati come detto al Redstone Arsenal di Huntsville in Alabama da Walter Dornberger e Wernher von Braun (con lunghezza di 21 metri circa, diametro di 1.78 metri, gittata fino a 401 Kmetri, velocità massima di 5.440 Kmetri/h=1510 metri/sec, dotati di motore A-6 di North American Aviation-Rocketdyne, con turbopompa per ossigeno ed alcool, producenti una spinta S=34 mila Kg=34 tonnellate=333.4 Knewton, capaci di portare una testata di 2994 Kgr=3 tonnellate circa (ossia equivalentemente una carica esplosiva nucleare massima di circa 3.75 Mton fino a 320 Kmetri di distanza), dotati di guida inerziale realizzata da Sperry Rand, razzi costruiti da Chrysler Redstone, in attività dal 1953 al 1965, e dislocati (Redstone-Jupiter) soprattutto vicino alle frontiere URSS in Germania e Turchia (in Turchia del tipo Jupiter) ma ritirati dopo la crisi missilistica cubana di ott62 a seguito e come contropartita della non installazione dei missili URSS a Cuba) col 1° lancio avvenuto il 20ago1953, un totale di 56 lanci Redstone (di cui 28 falliti) laddove l'ultima volta in cui si vide lanciare un razzo Redstone era il 30nov65, ma è da tale tecnologia Redstone Arsenal-North American Aviation-Rocketdyne-Chrysler-ecc. che si svilupparono i razzi vettore per satellizzazione di satelliti USA e per i primi voli suborbitali-orbitali del programma Mercury, ed infatti con l'evoluzione Jupiter-C (razzo ottenuto da un razzo Redstone con ulteriori 2 stadi derivati dal razzo Sergeant alimentati a combustibile solido) vennero effettuati 3 lanci nel 1956-57, con la variante Juno I (composto da razzo Redstone + 3 stadi a combustibile solido ossia da un razzo Jupiter-C + 1 ulteriore stadio, con 6 lanci nel 1958 di cui 3 falliti) venne portato in orbita il 1° satellite statunitense Explorer I, laddove le prime 2 missioni suborbitali Mercury utilizzarono un razzo Redstone a 1 solo stadio, e con la modifica Redstone Sparta si effettuarono voli da Woomera a scopo di collaudo, per cui in astronautica il razzo Redstone sostanzialmente si presenta come Redstone o Jupiter o Jupiter-C o Redstone-Mercury o Juno I (ma volendo rapidamente scrivere qualcosa circa il razzo Jupiter-C (e Jupiter) col quale iniziarono i voli suborbitali statunitensi anche con esseri viventi nel '56-57 da Cape Canaveral diciamo che esso venne realizzato da Army Ballistic Missile Agency ABMA (tutti i 3 voli con modifica Redstone ossia coi primi stadi incrementati in lunghezza di circa 2.5 metri, gli ultimi 2 stadi a combustibile solido, il 2° stadio costituito da modifiche di 11 razzi Sergeant (il quale si distaccava dal 1° stadio tramite cariche esplosive, ed i cui motori dopo 247 secondi dal lancio venivano accesi da terra), il 3° stadio con 3 razzi Sergeant assemblati insieme (ognuno con spinta di circa 680 Kgr=6.67 Knewton, necessario al carico utile per raggiungere l'apogeo), con strumentazione di bordo indipendente per il controllo di ogni stadio e più leggera (il sistema di controllo automatico del 1° stadio con giroscopio pilotava le alette di stabilizzazione e la spinta vettoriale dell'ugello il cui motore funzionava per 157 secondi=2.6 minuti) sistema questo inventato nel '56 da von Braun per ovviare ad un sistema di controllo del volo collocato in cima al lanciatore; 


aggiungendo che Jupiter-C era alto 21.2 metri, aveva un diametro di 1.78 metri, una massa di 28.5 tonnellate, col 1° stadio avente impulso specifico Isp=235 secondi, una durata di combustione di 155 secondi, una spinta S=42.44 tonnellate=416.18 Knewton, col 2° stadio avente impulso Isp=214 secondi, spinta S=7480 Kgrammi=7.48 tonnellate=73.35 Knewton, durata di circa 6 secondi, col 3° stadio avente Isp=214 secondi, spinta di 2040 Kgrammi=2 tonnellate=20 Knewton, durata di 6 secondi, ricordando che il 20set56 viene portato un carico utile di 39.2 Kgr a 1.100 Km di altezza con velocità finale di circa 7 mila metri/sec=25200 Km/h fino a 5300 Km di distanza, il 15mag57 viene portato un carico utile di 140 Kgr costituito da un cono fatto di materiale ablativo fino a 560 Kmetri d'altezza e fino a 1100 Kmetri da Cape Canaveral a scopo di prova di materiali, l'8ago57 viene portato il cono di Jupiter fatto di materiale ablativo a 560 Kmetri d'altezza e fino alla distanza di 2140 Kmetri); continuando la storia dell'esplorazione spaziale e lunare, e ritornando al 1958-59, la sonda statunitense Pioneer 3, il cui missile pesava 5 tonnellate, il 6dic1958 arrivava solo a 100 mila Km di altezza dalla superficie terrestre, mentre Pioneer 1, prima macchina della serie Pioneer, il giorno 11ott precedente, era salita fino a 113 mila Km e costituiva il primo tentativo statunitense fallito verso la Luna; dunque nel periodo 1958-60 gli USA invieranno 4 sonde leggere verso il nostro satellite naturale; la serie Pioneer, operativa dal 1958 con Pioneer 1 al 1978 con Pioneer Venus 1 e Pioneer Venus 2, era stata progettata dagli USA per realizzare l’esplorazione dello spazio con sonde leggere e poco costose, stabilizzate per rotazione attorno al loro asse, ed era divisa in tre sezioni, ossia missioni e studi negli spazi interplanetari, missioni e studi sui pianeti e missioni dirette verso la Luna, ma i maggiori successi furono ottenuti da Pioneer 10 lanciata a mar1972 e funzionante fino al 1997, e da Pioneer 11 del peso di 260 Kgr lanciata ad apr1973, che sorvolarono Giove-Saturno-Nettuno, assolvendo pure il compito di battistrada-esploratori per le più sofisticate sonde Voyager, mentre oggi Pioneer 10, prima macchina costruita dall’uomo ad uscire dal sistema solare, è in silenzioso e solitario viaggio verso Aldebaran… che potrebbe persino raggiungere in 80 mila anni se non verrà prima distrutta!; gli USA avevano avviato la loro corsa alla conquista della Luna fin dal 17ago1958, quando il razzo Thor-Able 1 venne distrutto da un’esplosione dopo 77 secondi dal lancio; “Nessun altro singolo progetto spaziale in questo periodo”, aveva detto ancora l’allora Presidente Kennedy, “sarà più emozionante, più sensazionale o più importante per la futura esplorazione dello spazio. Nessun altro sarà di altrettanto difficile e costosa realizzazione”; ovviamente si scelse l'obiettivo della Luna perchè è il corpo celeste più vicino alla Terra, ha un’origine cosmologica e geologica simile, la sua evoluzione-interazione con Terra-sistema solare ci interessa particolarmente, ma anche per le sue apprezzabili risorse naturali e minerarie, nonchè per motivi al tempo importanti di sicurezza militare senza far passare in secondo piano le ragioni di prestigio nazionale e sociale; nel frattempo però l’uomo imparò a vivere ed a convivere con lo spazio esterno prossimo, per poter poi proporsi l’obiettivo più ambizioso dello sbarco lunare, poi della conquista di Marte che probabilmente avverrà entro il 2030 e quindi degli altri pianeti del sistema solare tra cui molto promettenti-invitanti solo alcuni satelliti di Giove, ed il satellite Titano di Saturno; l’inizio dell’era spaziale e dell’astronautica, però come tutti sanno, risale al 4ott1957 quando il satellite Sputnik 1 dell’URSS il cui nome russo significa Compagno di viaggio od in senso astronomico Satellite (lanciato dalla RKA dal cosmodromo di Baikonur con un razzo vettore modificato derivato da R-7 Semerka classificato SS6 Sapwood dalla Nato (gli statunitensi portarono in USA W. von Braun e molti tecnici tedeschi alla fine della 2° guerra mondiale WWII ma i sovietici entrarono in possesso di missili A4 (V2) per cui il programma Sputnik iniziò subito nel 1948 con lanciatori ottenuti modificando razzi militari ossia coi primi efficienti e funzionanti endoreattori 


(col primo razzo R-1 messo a punto nei primi anni del dopoguerra dall'esperienza accumulata sui V2 cui partecipò P. Misin collaboratore anche nel progetto R-7 Semyorka che dal '67 invece si occuperà del grande missile N1 o Super ICBM e poi come sappiamo sfortunato lanciatore lunare del Programma sovietico Luna), in questo caso con R-7 a 2 stadi modificato alla sua vetta capace di portare in orbita un carico utile fino a 500 Kgr col primo lancio riuscito il 21ago57); Sputnik 1 era un satellite molto semplice costituito da una sfera pressurizzata di alluminio del diametro di 58 centimetri e di 83.3 Kgrammi, con una serie di batterie Ag-Zn, con 1 termometro, con 2 trasmettitori, 4 antenne fuoriuscenti di 2.5 metri di lunghezza trasmittenti un semplice segnale TX e misurazioni su raggi cosmici-meteoriti per 21 giorni fino al 25ott57) entrò in orbita terrestre tra i 227 ed i 947 Km di altezza con periodo orbitale di 96 minuti circa divenendo così il 1° satellite artificiale terrestre della storia (l'annuncio del lancio riuscito venne dato da Radio Mosca nella notte tra il 4 ed il 5ott57) e restando in orbita fino al 4gen58 compiendo 1380 orbite e percorrendo attorno alla Terra approssimativamente 5 milioni di Km fino alla sua disintegrazione avvenuta nell’atmosfera (oggi in alcuni film e ad esempio in Star Trek è ancora visibile lo storico Sputnik 1 in orbita terrestre); il successivo 3nov veniva lanciato con razzo Semyorka il satellite Sputnik 2 del peso di 508.3 Kgr, 1° satellite orbitante abitato della storia con a bordo la cagnetta di nome Kudrjavka di razza Laika pesante circa 6 Kgr, e restando in orbita ellittica MEO tra 350 e 1660 Km con periodo orbitale di circa 104 minuti, per 160 giorni complessivamente ossia fino al 12apr58 poi rientrando in atmosfera sopra Mosca (ma la cagnetta era già morta dopo solo 5 ore dal lancio lo stesso 3nov per problemi di condizionamento ambientale), e trasmettendo dati per i primi 7 giorni fino all'esaurimento della carica della batteria di bordo; l’inizio dell’attività spaziale statunitense avviene, invece, il 31gen58 quando con vettore Jupiter modificato ossia Jupiter-C venne lanciato il satellite Explorer 1, primo satellite USA nonché 3° satellite della storia dell'astronautica (costituito da un cilindro lungo 2 metri con diametro di 15 centimetri, e pesante quasi 14 Kgr, che trasmise per 112 giorni e scoprì la famosa 1° fascia interna della radiazione di Van Allen; le fasce di Van Allen sono fasce di radiazioni che circondano la Terra intorno all’equatore a partire dagli 800 Km); Explorer è il nome di una serie di 56 satelliti statunitensi destinata all’esplorazione scientifica dello spazio prossimo, operante tra il 1958 ed il 1975 (cui seguirà una seconda serie Explorer in collaborazione con altre nazioni per un totale di più di 90 satelliti lanciato); il 17mar58 venne lanciata la sonda Vanguard 2 (che trasmise dati per più di 6 anni e dalla forma della sua traiettoria fornì più precise informazioni sulla forma della Terra, alimentando le sue apparecchiature con energia solare); quindi il 26mar58 venne messo in orbita Explorer 3; ad ott58 verrà lanciato Pioneer 1 come detto, ed il 6dic Pioneer 3 disintegratosi dopo solo 36 ore dal lancio, il quale però scoprì la fascia esterna della radiazione di Van Allen; il 18dic lo ricordiamo anche perché venne lanciato il 1° satellite USA per telecomunicazioni, ossia Atlas-Score, facendo uso di un missile derivato dall’Atlas balistico militare intercontinentale appena sviluppato, il quale satellite trasmise per 13 giorni dei messaggi preregistrati; l’anno successivo 1959 si apre il 2gen con il lancio della sonda URSS Lunik 1 diretta verso la Luna, mentre il 28feb venne lanciato il primo satellite in orbita polare, Discoverer 1, del peso di 500 Kgr; il giorno 28 mag a bordo di Atlas-Mercury avvenne il 1° volo suborbitale balistico delle due scimmiette Able e Baker, durato 15 minuti e con il primo rientro a Terra di esseri viventi, laddove il successivo 7ago venne inviata a Terra la 1° fotografia del nostro pianeta ripresa da Explorer 6 (con apogeo ad oltre 42 mila Km, facente uso per la prima volta di cellule fotoelettriche solari); seguirono, come già detto, le missioni di Lunik 2 a set59 che impattò sulla Luna dopo 36 ore, e di Lunik 3 ad ott59 che inviò le prime immagini non perfettamente nitide dell’altro emisfero lunare; l'11mar1960, la sonda Pioneer 5 trasmise dati sull’estensione del campo magnetico terrestre e sul sistema solare, mentre il successivo 1apr venne lanciato dagli USA il primo satellite meteorologico Tiros 1 (che trasmise più di 20 mila fotografie di formazioni nuvolose), laddove il 13apr venne lanciato Transit 1B (quale 1° satellite per aiuto alla navigazione marittima); è il 10ago60 quando gli USA fanno un notevole passo avanti lanciando Discoverer 13, una capsula senza equipaggio entrata in orbita e recuperata dopo 17 orbite nell’oceano Pacifico realizzando così il primo recupero di una nave spaziale disabitata, mentre 8 giorni dopo con Discoverer 14 effettuano il primo recupero in volo di una nave senza equipaggio a 2500 metri di quota tramite l’uso dell’aereo C119; 


dopo i lanci di Sputnik 3 il 15mag58 (pesante 1.4 tonnellate, per eseguire misurazioni sulla radiazione solare, sul campo magnetico terrestre e sui raggi cosmici) e successivamente di Sputnik 4, il giorno 19ago60 l’URSS lancia il più importante Sputnik 5 del peso di 5 tonnellate, con a bordo le cagnette Belka e Strelka ed altri animali, tutti rientrati poi a Terra dopo 19 orbite; ricordiamo il 4ott60 perchè venne inviato in orbita Courier 1B  il 1° satellite USA attivo di telecomunicazioni; intanto fin dall'inizio del 1960 iniziano da parte dell'Agenzia Spaziale Sovietica RKA l'addestramento di 20 cosmonauti, scegliendone 6 a gen61 in particolare per le missioni Vostok; l’anno 1961 astronauticamente parlando si apre il 12feb con il lancio di Sputnik 8 del peso di ben 6 tonnellate, il quale entrato in orbita terrestre di parcheggio, lancia Venus 1 la 1° sonda URSS diretta verso Venere (il cui contatto radio viene però perso dopo circa 8 milioni di Km dalla Terra); il successivo 9mar Sputnik 9 portò in orbita la cagnetta Chernuscka e rientrò il giorno stesso con il suo carico, mentre 16 giorni dopo Sputnik 10 (ultimo satellite della serie Sputnik), portò in orbita un’altra cagnetta rientrando dopo 17 orbite, e così preparando i voli umani (con il collaudo della capsula sperimentale Voskhod senza equipaggio, con capienza al massimo di 3 astronauti senza tuta, la quale diverrà operativa dopo l’uso delle monoposto Vostok con seggiolino eiettabile); volendo ricordare il pionieristico programma Sputnik avviato dall'URSS fin dagli anni '50 iniziante l'era dell'esplorazione spaziale diciamo che tutte le navi vennero mandate in orbita dal razzo vettore militare R-7 Semyorka appositamente modificato, mentre dal '62 vennero sostituite dai satelliti artificiali più progrediti o “progrediti” della serie Kosmos-Cosmos (ma in occidente come spesso accadeva, ad esempio Cosmos 1 fu riportato come Sputnik 11) elencando ancora che Sputnik 1 fu lanciato il 4ott57, Sputnik 2 il 3nov57, Sputnik 3 il 15mag58 (dopo un tentativo fallito), Sputnik 4 il 15mag60, Sputnik 5 il 19ago60 (con a bordo 2 cani, 40 topi, 2 ratti e una varietà di piante), Sputnik 6 il 1dic60, Sputnik 7 e Sputnik 8 (quali piattaforme di lancio orbitali delle prime due sonde del programma Venera dirette all'esplorazione del pianeta Venere ottenendo risultati migliori che negli USA), Sputnik 9 il 9mar61 (con a bordo un cane ed un manichino cosmonautico-menabò), Sputnik 10 il 25mar61 (con a bordo un cane ed un manichino); 18 giorni dopo, come già detto, il 12apr1961 e giorno storico per l'astronautica (esattamente 58 anni dopo il 1° volo in aereo dei fratelli Wright, nonché 12apr61 celebrato in Unione Sovietica quale giorno dei cosmonauti), con il lancio di Vostok 1 avverrà il 1° volo orbitale umano di Jurij Alekseevic Gagarin dimostrante in pratica che per l'uomo si era aperta una nuova fase della sua vita non più confinata sulla superficie del pianeta Terra ma ormai proiettata verso lo spazio “praticamente infinito” limitato solo dalle sue capacità tecnologiche (ma per mostrare il coraggio dei primi astronauti e dei cosmonauti sovietici riportiamo brevemente gli avvenimenti che portarono alla missione Vostol 1 (con nome della nave Lastochka-rondine, lanciata da Baikonur con razzo Semyorka modificato alla cima del vettore, massa della capsula 4.73 tonnellate, lunghezza di 4.4 metri, diametro 2.43 metri, inizio della missione ore 6:07 UTC ed atterraggio alle ore 7:55 ossia con un volo di 1 orbita in 1 ora e 48 minuti, apoapside-apogeo di 327 Km e periapside-perigeo di 169 Km, inclinazione di 64.95 gradi, periodo orbitale di 89.34 minuti; 


ma i principali voli che precedettero il lancio umano onde collaudare le nuove capsule Vostok (disabitate od ospitanti cani, topi, ratti, primati, o manichini di cosmonauti tipo bambole d'ugual massa) sono quelli del 15mag60 (con nave Vostok 1P ossia Korabl 1 o Sputnik 4, ridotta-semplice e priva di equipaggio, con lancio regolare ma senza rientro dall'orbita che invece avverrà passivamente un paio di anni dopo), poi del 28lug60 (con lancio fallito di Vostok 1 o 1KA quale versione quasi operativa della navicella, equipaggiata coi due cagnolini Bars e Lisicka, che esplose circa 19 secondi dopo il lancio), poi del 19ago60 (lanciando regolarmente Sputnik 5, come detto portante in orbita i cagnolini Belka e Strelka atterranti incolumi nonché da ritenersi i primi esseri viventi non umani-primati orbitanti e rientranti a differenza invece della cagnetta Laika destinata a perire in volo), ma il giorno nero 24ott60 il programma spaziale venne rallentato a causa della “catastrofe di Nedelin” quando un missile balistico intercontinentale R-16 di OKB Jangel esplose su una rampa di lancio di Baikonur provocando la morte di oltre 200 persone (tra cui i maggiori tecnici e progettisti insieme al responsabile delle divisioni di missili strategici generale Nedelin), quindi di 1dic60 (col lancio di Sputnik 6 portante i due cagnolini Pchelka e Mushka, però non rientranti a terra ma col successivo rientro passivo in atmosfera della capsula), poi del 22dic60 (con capsula Vostok s/n 4 portante i due cagnolini Domka e Krasonka o Kometa e Sutka, e missione interrotta con atterraggio d'emergenza in Siberia senza morte degli occupanti nonostante l'impatto violento seppure con la loro perdita successiva per il tardivo recupero della capsula a terra), poi del 9mar61 (con capsula Vostok equipaggiata col cagnolino Chernuscka e manichino, realizzando la regolare missione conosciuta come Sputnik 9 di 1.5 ore con relativo recupero eseguito soddisfacentemente), poi venne effettuata l'ultima prova del 25mar61 (nota come Sputnik 10, con cagnolino e manichino di cosmonauta, entrati in orbita e regolarmente atterrati il manichino con espulsione e paracadute ed il cagnolino entro la capsula) prima del volo orbitale di Gagarin 27 giorni dopo (laddove 14 giorni dopo il 1° volo orbitale di Gagarin su Vostok 1 (i cosmonauti di riserva di Vostok 1 erano G. S. Titov e G. Neljubov.) avverrà il 1° volo suborbitale di Shepard su Mercury-Redstone 3), 


ma raccontando più dettagliatamente la storica missione di Gagarin diciamo che il lancio del razzo R-7 modificato Vostok avvenne alle ore 9:07 di Mosca (o 6:07 UTC) dalla piattaforma 1/5 di Baikonur, il 1°-2°-3° stadio funzionarono secondo i piani e dopo pochi minuti Gagarin era in orbita (secondo un'orbita ellittica di 169-320 Km, e 65 gradi) con pilotaggio automatico da terra della navicella (solo in caso di emergenza Gagarin poteva intervenire manualmente e tentare un atterraggio, possedendo la capsula un pannello di controllo con qualche commutatore-pulsante-manopola, 6 visualizzatori analogici ad indici multipli, e 24 segnalatori) ed in collegamento radio diretto (il suo nome di contatto era Kedr, Cedro) col Centro di controllo di Volo (sulla portante radio in banda VHF di 143.625 MHz ed in onde corte, mentre una telecamera trasmetteva immagini), quindi dopo un'orbita completa si accesero i retrorazzi frenanti (le riserve di cibo-acqua per una persona erano però sufficienti per almeno 10 giorni ossia per il tempo necessario al rientro passivo-naturale di Vostok 1 per attrito in atmosfera, nel caso di mancato funzionamento dei retrorazzi), ma non tutto funzionò correttamente poiché durante la prima fase di rientro il modulo orbitale non si staccò dalla piccola capsula sferica (la sola destinata ad entrare in atmosfera col cosmonauta) provocando violente oscillazioni fino alla sua stabilizzazione negli strati alti dell'atmosfera e successivo scollegamento permettendo ciò l'apertura del paracadute principale per frenare la discesa, poi raggiunta la quota di 7 mila metri Gagarin si catapultò col seggiolino eiettabile onde atterrare col suo paracadute nei pressi di Smelovka a 26 Km sudovest di Engels città della Russia sudoccidentale sulla riva sinistra del Volga di fronte a Saratov un poco sopra Volgograd-Stalingrad; da questa data si intensificherà la corsa URSS-USA allo spazio nella quale col programma Gemini-Apollo gli Stati Uniti raggiungeranno capacità tecnologiche da portare il 1° uomo sulla Luna; il 5mag61 come detto sarà la volta del volo suborbitale di Shepard durato 15 minuti, mentre spostato dal 18lug per motivi meteorologici il successivo 21lug avverrà il volo balistico suborbitale di Grissom su Mercury Liberty Bell-7 (Liberty come la forma della campana della libertà di Filadelfia, e numero 7 come il numero degli astronauti in luogo di 11 quale numero della capsula, notando nel simbolo della missione anche la caratteristica e reale fessura sulla campana... forse un “segno premonitore” della missione di Grissom seppure noi non crediamo nei segni del fato) analogo al precedente volo di MR-3 (ripercorrendo rapidamente quella missione durata 15 minuti e 37 secondi, diciamo che il lancio con razzo Redstone (consegnato il 12giu61 alla base di Cape Canaveral) di Mercury-Redstone 4 Liberty Bell 7 o MR-4 (capsula con massa di 1.286 tonnellate, consegnata il 7mar61) con a bordo Virgil Grissom (e riserva J. Glenn, nominati pochi giorni avanti, mentre tutti gli altri astronauti del programma Mercury lavorarono impiegati nel Centro di controllo della missione) avvenne alle ore 12:20:36 del 21lug61 da Cape Canaveral raggiungendo la quota di 190.39 Km con ammaraggio nell'Atlantico a circa 486 Km di distanza alle ore 12:36:13; le modifiche effettuate a Liberty Bell 7 rispetto a Freedom 7 attenevano ad un oblò trapezoidale con miglior vista ed al portellone d'uscita ora dotato di sistema esplosivo permettente il distacco immediato dopo l’ammaraggio per una maggior rapidità d'uscita; dopo 2 min e 22 sec dal lancio si spense il motore con velocità massima finale di 8317 Km/h=2310 metri/sec=5190 miglia/h e la capsula correttamente si staccò da Redstone, quindi Grissom provò più rotazioni di Mercury, raggiunse l'apogeo a 190 Km di altezza (sottoposto ad un'accelerazione massima di 11.1 g (108.86 metri/sec quadro)) 


ed accese i retrorazzi frenanti, osservò pure che si erano aperti squarci a fessura nel paracadute che fortunatamente non si ampliarono, quindi lo splashdown avvenne a quasi 500 Km di distanza, vennero attivati i bulloni esplosivi aprenti immediatamente il portello quando l'astronauta era ancora all'interno (e gli elicotteri era già sul luogo) ma l'acqua cominciò rapidamente ad entrare, per fortuna Grissom si era già preparato ad uscire staccando i tubi e togliendo il casco (se fosse rimasto più a lungo legato al seggiolino non avrebbe potuto salvarsi) nuotando fuori dalla capsula e recuperato con difficoltà mentre l'acqua iniziava ad entrare nella sua tuta rendendo difficoltoso il galleggiamento, ma per la capsula molto appesantita dall'acqua non si potè fare nulla essendo ormai oltre la portata degli elicotteri per cui s'inabissò a 5 mila metri sul fondo dell'oceano (dopo un tentativo eseguito nel 1994 sarà recuperata invece 38 anni dopo l'inabissamento nel 1999, ed ora gli interessati la possono ammirare al Kansas Cosmosphere); non si riuscì a stabilire esattamente come fosse esplosa preventivamente la carica del portello seppure Grissom negò sempre un suo azionamento volontario-involontario, comunque il soddisfacente esito della missione fece cancellare le successive missioni suborbitali di prova per programmare la prossima 1° missione orbitale con primate ricorrendo al razzo vettore Atlas; nonostante qualche sospetto riguardo la responsabilità della perdita della capsula Grissom divenne il comandante del 1° volo in coppia (con Young) su Gemini 3 o GT-3 Molly Brown (nome derivato da un musical di Broadway col titolo The Unsinkable Molly Brown ossia L’inaffondabile Molly Brown riguardante il naufragio del Titanic) con lancio eseguito il 23mar65 ed in tal caso dopo l'ammaraggio di Gemini 3 Grissom tenne chiuso il portello più a lungo del previsto, ma la “sfortuna” vedrà ancora Grissom alle prese con un altro portellone d'uscita ossia con le prove sulla rampa di lancio N° 34 al KSC della missione AS-204 od Apollo 1 sulla cima di Saturn IB il 27gen67 nella quale morirono Grissom-White-Chaffee a causa di un violento incendio divampato all'interno della capsula pressurizzata con ossigeno puro il cui portello era però manualmente apribile solo dall'interno); il 29nov61, invece, come detto avverrà la prova orbitale della 1° capsula Mercury con a bordo la scimmia Enos recuperata poi dopo 3 orbite, effettuando il lancio di Atlas-Mercury 5; le famose capsule Mercury (dal nome del dio Mercurio messaggero degli dei e protettore di mercanti-commercianti... e necessario anche per misurare la temperatura specialmente al rientro in atmosfera... “deve essere questa la ragione del nome”), portate in orbita dal glorioso vettore Atlas e dal vecchio Redstone (scelti tra i vettori di lancio militari di USA Air Force ed opportunamente modificati), erano delle monoposto automatiche (inizialmente erano solo un satellite ospitante un uomo) dalla caratteristica forma conica, alte 2.5 metri e complessivamente 11.5 piedi=3.51 metri col diametro alla base di 6.2 piedi=1.89 metri e del peso al lancio di 4266 libbre=1.935 tonnellate e di 1 tonnellata all'atterraggio, progettate prima da NACA (National Advisor Committee for Aeronautics) e dopo la fondazione dalla NASA (da M. Faget e da Space Task Group) prendendo a nov58 il nome di programma Mercury (la cui realizzazione fu affidata ad alcune Aziende aeronautiche ed infine a McDonnell Aircraft di Saint Louis in Missouri per un totale di 20 moduli Mercury costruiti (di cui 2 privi di equipaggio andarono distrutti in volo, 1 affondò nell'Atlantico, 5 non volarono, ed alcuni furono modificati nel corso del programma)) per portare in orbita i primi astronauti statunitensi senza però possibilità di eseguire manovre nella cabina, operative nel periodo 1958-63 (il cui programma costò circa 1.5 miliardi di dollari attualizzati 1994), ed erano piccole capsule (da “indossare” più che da “abitare” con 1.7 metri cubi di volume (circa 10 volte il volume di un corpo umano) predisposte per essere indossabili-abitabili, tipo prèt a porter) dotate di 120 tipi di controlli (ossia 55 interruttori elettrici, 35 leve meccaniche, 30 fusibili (immaginiamo anche con una scorta di ricambi dato che i fusibili elettrici dimensionati al limite possono bruciarsi ed interrompersi per cause minime non necessariamente cause ripetibili o cause fatali), ecc., dato che l'elettronica sia analogica che ancor più numerica non era molto presente a quel tempo), munite di 2 gruppi indipendenti di motori a razzo a propellente solido (ogni gruppo con piccoli razzi accessi in successione di cui uno solo sufficiente alla relativa azione in caso di insuccesso degli altri), collocati sullo scudo antitermico (quest’ultimo entrante in azione al rientro in atmosfera, e fatto di berillio per le missioni suborbitali e di più resistenti scudi ablativi nelle missioni orbitali), dove il 1° gruppo di motori serviva ad accelerare la nave in orbita per distaccarla dall’ultimo stadio del razzo Atlas-Redstone, mentre il 2° gruppo veniva utilizzato per la decelerazione effettuando l’uscita dall’orbita ed iniziando così l’operazione di rientro a Terra (con lo scudo termico nel verso di discesa e la punta del cono nel verso opposto ottenuto ciò da un piccolo flap sulla cima del cono su cui agiva la pressione dell'aria al rientro) la quale avveniva con l’uso di un grande paracadute ammarando nelle acque oceaniche, munite anche del Launch Escape System nella prima fase di lancio (consistente di 1 missile a combustibile solido con 23.4 tonnellate di spinta installato su una torretta sopra la capsula ed attivabile ad ogni aborto di lancio per circa 1 secondo onde distaccare Mercury dal razzo effettuante poi la capsula un regolare atterraggio con paracadute, laddove la torretta stessa si distaccava successivamente dalla capsula in caso di lancio regolare), dunque munite di 3 piccoli razzi Posigrade a combustibile solido di 1170 Knewton=120 Kgr di spinta agenti per 1 secondo per separare la capsula dal razzo, mentre per il controllo del solo assetto c'erano 3 serie di propulsori per ogni asse (imbardata (rotazione attorno all'asse verticale, ossia rotazione destra-sinistra), beccheggio (oscillazione in senso longitudinale ossia rotazione alto-basso), rollio (rotazione attorno all'asse longitudinale di direzione o rotazione nel piano verticale attorno all'asse di rotta)) alimentati da 2 serbatoi indipendenti, ed altri propulsori a media-bassa spinta azionabili automaticamente o manualmente, ma il controllo di Mercury poteva avvenire da Terra in caso di impossibilità dell'astronauta; 


la serie Mercury costituì un programma spaziale sperimentale, con 2 missioni suborbitali balistiche a mag-lug61 e 4 orbitali fino a mag63 (avente lo scopo di collaudare le nascenti tecniche e tecnologie astronautiche, fare le prime esperienze nello spazio vuoto, misurare e valutare lo stato e le reazioni dell’organismo umano in condizioni a quel tempo nuove (con gravità praticamente da 0 a 3-12g, con temperature da -180 °C a +150 °C, con luce da buio totale a solare diretta-accecante, ecc.), e sostanzialmente su questo cammino non si verificarono gravi inconvenienti e gravi incidenti), ma è molto interessante seguire sommariamente lo sviluppo del programma spaziale statunitense per osservare anche il coraggio di coloro che decisero si andare nello spazio intorno alla Terra in una capsula (come una sardina in una scatola chiusa), dicendo che con l'uso del sistema di lancio Little Joe usato per traiettorie balistiche si fecero le prime prove di capsule vuote e di capsule Mercury onde testare controlli-sicurezza-salvataggio, poi col sistema di lancio Big Joe utilizzante Atlas si iniziarono i lanci di Mercury suborbitali ma sufficienti per esercitarsi e provare il difficile rientro in atmosfera, infatti il 13dic58 la scimmia Gordo venne lanciata sulla cima di un razzo Jupiter di US Army fino a zone alte di bassa gravità (Gordo vi rimase per 8 minuti e sopravvivendo al lancio ed al rientro in atmosfera fu il 1° essere vivente americano dell'esplorazione spaziale); quindi si iniziò lo sviluppo di un adatto scudo termico per Mercury, e si iniziarono le selezioni dei candidati astronauti tra 110 piloti militari con ampia esperienza di collaudatori e con età sotto i 40 anni formando così un gruppo di 7 astronauti ad iniziare da Alan B. Shepard che volerà su Mercury Freedom 7; ma tutte le prove di lancio di feb-mar59 furono dei fallimenti seppure il sistema di salvataggio con torretta funzionò ad apr59; per testare la sufficiente resistenza d'impatto della capsula si mise a bordo il maiale Gentle Bess (il maiale gentile sopravvisse all'impatto del rientro a terra... anche se forse non sopravvisse a qualche cena successiva) ma differentemente da come fatto nelle prove da McDonnell la Nasa non volle utilizzare i maiali poiché era difficile tenerli a lungo seduti sui seggiolini delle capsule in maniera così innaturale (anche le comunicazioni radio tra capsula e Terra non dovevano essere delle migliori... comunque il lettore non confonda McDonnell Douglas Corporation con McDonald's Corporation) preferendo invece le prove coi primati; il 28mag59 con razzo Jupiter le due scimmie Able e Baker salirono fino ad un'altezza di 300 miglia=480 Km atterrando incolumi a più di 2700 Km dalla città di Cape Canaveral; a set59 venne eseguita l'importante prova con l'uso di Big Joe Atlas riguardo il calcolo del corretto angolo di rientro e delle relative temperature raggiunte dallo scudo termico; il 4dic59 col lancio Little Joe portante il primate Sam venne nuovamente testata l'efficienza del sistema di salvataggio e si ricavarono importanti risultati di tipo biomedico, ed analogamente il 21gen60 col primate Miss Sam; 


ma è soprattutto economica la ragione per la quale si iniziarono le prove del nascente programma spaziale con il lanciatore Little Joe (alto 55 piedi=16.76 metri, a 2 stadi (tra i primi lanciatori USA a più stadi insieme a Redstone), capace di portare ad alta quota suborbitale un carico utile di 3 mila libbre=1361 Kgrammi, realizzato da North American Aviation, e lanciato 8 volte nel '59-60 da Wallops Island in Virginia di cui 6 lanci con successo, laddove il più potente Little Joe II sarà utilizzato nel periodo '63-66 per eseguire le prove della torre di salvataggio LES della nave Apollo), infatti per testare i sistemi di lancio-meccanica-aerodinamica-massima pressione-misurazioni-telemetria-salvataggio-rientro-scudo termico-massima temperatura-caduta libera-dinamica fino a 150 Km-recupero-ecc., effettuando numerosi voli prima dei voli con primati-umani, l'utilizzo dei vettori militari Redstone-Atlas comportava costi insostenibili dalla Nasa (un lancio Atlas costava circa 2.5 milioni di dollari, un lancio Redstone circa 1 milione di dollari, mentre un lancio Little Joe “limitava” i costi a circa 200 mila dollari soltanto), per cui a gen1958 Max Faget e P. Purser pensarono di ricorrere a 4 motori del razzo MGM-29 Sergeant a combustibile solido normalmente in uso alla base di lancio Wallops Flight Facility per sviluppare un razzo vettore in grado di portare una capsula abitata almeno fino nella stratosfera, e ad ago58 W. Bland e R. Kolenkiewicz studiarono lo sviluppo di un missile molto economico a propellente solido, mentre la Nasa piuttosto puntava sul progetto Adam ed intanto eseguiva test di rientro in caduta libera con capsule vuote quali caldaie-boilerplate, per cui ad ott58 sviluppò un missile semplice-economico senza ottimi sistemi di guida-controllo da lanciare facilmente e comprensibilmente da sacrificare con 4 propulsori MGM-29 Sergeant per il 1° stadio (la cui sezione trasversale-orizzontale nel disegno in pianta mostrava i 4 fori degli ugelli come la faccia 4 nel gioco dei dadi americanamente chiamata Little Joe), con altri 4 propulsori per il 2° stadio ad accensione sequenziale (così da variare la spinta nella salita, fino al massimo di circa 230 mila libbre=1025 KN=104 tonnellate sufficienti a portare un carico di 1.8 tonnellate fino a 150-160 Km di quota),  e con altri piccoli propulsori direzionali (ossia ottenendo le prestazioni di un Redstone però ad un costo del 25 %), costruito in numero di 7 missili da North American Aviation ossia dalla divisione Rocketdyne dal dic58 a Downey, mentre 5 capsule boilerplate venivano costruite al Langley Research Center, cui seguiranno come detto le numerose prove con Little Joe 1, Little Joe II e Little Joe 1B; appena giunti i razzi Atlas e Redstone con le relative capsule, il 29lug60 partì la missione Mercury-Atlas 1 o MA-1 ma 59 secondi dopo per grave errore si dovette far esplodere il razzo ed insieme la capsula mancante di torretta di salvataggio, per cui nei mesi seguenti si ricercarono le cause dell'insuccesso, preparando intanto gli astronauti al primo volo riguardo condizioni fisiche, mediche, e con l'uso della centrifuga e delle vasche d'acqua; 


il 21nov60 la missione Mercury-Redstone venne interrotta ancora sulla rampa con l'attivazione del sistema di salvataggio, mentre venne eseguita regolarmente il 19dic60 la missione Mercury-Redstone 1A o MR-1A con lancio dalla rampa N° 5 di Cape Canaveral e capsula arrivata fino a 210 Km d'altezza poi recuperata a circa 480 Km di distanza nell'Atlantico 15.75 minuti dopo con elicottero onde ben testare l'idoneità della nuova astronave coi suoi sistemi di lancio-motori-controllo-recupero in vista della successiva missione con primate (il lanciatore Redstone impresse un'accelerazione massima di 12.4g=121.6 metri/secondo quadro (quindi un corpo di 75 Kgrammi al suolo in tale circostanza peserebbe 1 tonnellata pesato su una bilancia collocata nella capsula) ed una velocità massima di 7900 Km/h=2194 metri/sec col relativo delta-v un poco maggiore di quello programmato, dopo 16 secondi dal lancio con beccheggio di 2 gradi/sec il razzo si ruotò correttamente da 90 a 45 gradi fino a 39 secondi, a 1 min e 24 sec si raggiunse la massima pressione di 280 Kpascal=2.7 atmosfere=5800 libbre/piede quadro, a 2 min e 20 sec si spense il motore con velocità finale di 4900 miglia/h=2200 metri/sec=7900 Km/h, a 2 min e 22 sec venne espulsa la torretta di salvataggio, a 2 min e 24 sec avvenne l'accensione dei retrorazzi per 1 secondo raggiungendo velocità di separazione di 15 piedi/sec=4.57 metri/sec con relativa separazione della capsula, a 2 min e 35 sec rotazione di Mercury di 180 gradi con scudo termico verso l'esterno-alto ed asse cono di circa 34 gradi, a 5 min venne raggiunto l'apogeo di 115 miglia=185 Km, a 5 min e 15 sec accensione dei 3 retrorazzi per 10 secondi intervallati di 5 secondi, a 5 min e 45 sec ritiro automatico del periscopio in prossimità della fase di rientro, a 6 min e 20 sec orientamento di Mercury a 34 gradi con scudo nel verso di rientro e imbardata=0 gradi e rollio=0 gradi, a 7 min e 15 sec impostato rollio=10 gradi/sec=1.66 giri/min a scopo di stabilizzazione, a 9 min e 38 sec avvenuta apertura automatica del parafreno (regolato per 22 mila piedi=6700 metri) portando la velocità di discesa a 365 piedi/sec=111.2 metri/sec stabilizzata, a 9 min e 45 sec a 6000 metri azionato raffreddamento forzato della capsula tramite ossigeno, a 10 min e 15 sec a 10 mila piedi=3 mila metri avvenuta apertura automatica del paracadute principale con decremento velocità a 30 piedi/sec=9.14 metri/sec, a 10 min e 20 sec apertura airbag d'atterraggio e scarico automatico del perossido d'idrogeno rimasto, a 15 min e 30 sec avvenuto splashdown di Mercury a circa 480 Kmetri da Cape Canaveral, laddove aggiungiamo che la capsula (Mercury 2, la medesima della pionieristica missione precedente Mercury-Redstone 1, e per gli interessati ora esposta ad Ames Research Center Nasa, Moffett Federal Airfield in California) di questa missione di test generale aveva una massa di 1.2 tonnellate); il 31gen61 venne lanciata Mercury-Redstone 2 o MR-2 con lo scimpanzè Ham che volò più in alto del programmato rientrando però incolume, ed analogamente avvenne con Mercury-Atlas 2 o MA-2 senza equipaggio il 21feb61, mentre il 25apr61 la missione Mercury-Atlas 3 o MA-3 fallì miseramente non seguendo la traiettoria calcolata comportando la distruzione del razzo; invece come detto, il 5mag61 Shepard a bordo di Mercury-Redstone 3 o MR-3 inaugura l'era dell'astronautica statunitense dei voli umani dimostrando la possibilità di ben sopportare le elevate accelerazioni e decelerazioni alla partenza ed al rientro, seguita dalla missione sempre suborbitale Mercury-Redstone 4 o MR-4, e finalmente dal volo orbitale di Mercury-Atlas 6 o MA-6; ma dato l'obiettivo ambizioso che gli USA si erano prefissi, allora il programma Mercury si chiuse ufficialmente il 12giu63 per dare inizio al programma Gemini (infatti le capsule Mercury, costruite per portare un uomo nello spazio su orbita fissa-immutabile, non potevano essere modificate per effettuare le necessarie e complicate operazioni di volo in formazione-appuntamento-aggancio-sgancio indispensabili per l'impresa lunare) ma qui elenchiamo i pionieristici voli Mercury ossia Mercury-Jupiter; Little Joe 1, 21ago59, 20 sec (lunghezza 15.2 metri, diametro 2.03 metri, massa 28 mila libbre=12.7 tonnellate, spinta S=235 mila libbre-forza=1045 KN=106.5 tonnellate, tempo accensione 40 secondi, con booster di accelerazione dalla spinta di 37500 libbre=170 KN e tempo di 1.53 secondi, suborbitale senza equipaggio nonché con accensione erronea del sistema di salvataggio prima della fine del conto alla rovescia); Big Joe 1, 9set59, 13 min (suborbitale senza equipaggio, parziale successo); Little Joe 6, 4ott59, 5 min, (suborbitale senza equipaggio); Little Joe 1A, 4nov59, 8 min, (suborbitale senza equipaggio con prova di simulazione di lancio non riuscito); Little Joe 2, 4dic59, 11 min (volo suborbitale con primate); Little Joe 1B, 21gen60, 8 min (volo suborbitale con primate, con ottimi risultati); Beach Abort, 9mag60, 1 min (suborbitale senza equipaggio con prova del sistema di salvataggio); Mercury-Atlas 1, 29lug60, 3 min (volo suborbitale senza equipaggio fallito); Little Joe 5, 8nov60, 2 min (suborbitale senza equipaggio, parziale successo con una capsula Mercury uguale a quelle McDonnell dei voli successivi); Mercury-Redstone 1, 21nov60, 2 sec (suborbitale senza equipaggio, lancio fallito); Mercury-Redstone 1A, 19dic60, 15 min (suborbitale senza equipaggio); 


Mercury-Redstone 2, 31gen61, 16 min (volo suborbitale con primate Ham); Mercury-Atlas 2, 21feb61, 17 min (suborbitale senza equipaggio); Little Joe 5A, 18mar61, 5 min (suborbitale senza equipaggio); Mercury-Redstone BD, 24mar61, 8 min (suborbitale senza equipaggio); Mercury-Atlas 3, 25apr61, 7 min (suborbitale senza equipaggio, fallito); Little Joe 5B, 28apr61, 5 min (suborbitale senza equipaggio, parziale successo); Mercury-Redstone 3 Freedom 7, 5mag61, 15 min (A. Shepard, suborbitale, 1° astronauta USA, notando che il numero 7 finale indica sempre il numero degli astronauti dell'intero progetto Mercury); Mercury-Redstone 4, Liberty Bell 7, 21lug61, 15 min (Grissom, suborbitale); Mercury-Atlas 4, 13set61, 1 ora e 49 min (volo senza equipaggio); Mercury-Scout 1, con lanciatore Scout e satellite MS-1 onde testare il sistema di collegamento radio RF mondiale Mercury Tracking Network, 1nov61, 44 sec (senza equipaggio); Mercury-Atlas 5, 19nov61, 3 ore e 21 min (orbitale con primate Enos); Mercury-Atlas 6 Friendship 7, 20feb62, 4 ore e 55 min (J. Glenn, 1° statunitense in orbita); Mercury-Atlas 7 Aurora 7, 24mag62, 4 ore e 56 min (S. Carpenter); Mercury-Atlas 8 Sigma 7, 3ott62, 9 ore e 13 min (W. Schirra); Mercury-Atlas 9 Faith 7, 15mag63, 34 ore e 19 min (G. Cooper); Mercury-Atlas


 10; a questo punto, specialmente per gli statunitensi, si separano e marciano paralleli i programmi dei voli umani (che per gli USA hanno in vista l’obiettivo della Luna) e quello invece delle sonde planetarie automatiche di sorvoli-esplorazioni-misurazioni-atterraggi (con le molte missioni, inizialmente dirette verso Marte-Venere e poi anche Giove-Mercurio-Saturno-Urano-Nettuno, che tutti conosciamo ma che qui non ci interessano specificamente ossia le serie Mars, Venera, Viking (2 missioni), Phobos, Mars Observer, Mariner (10 missioni), Pioneer, Pioneer Venus, Mars Global Surveyor, Helios (Helios 2 diretta verso il Sole ha realizzato la velocità record di 241 mila Km/h=67 mila metri/sec), Mars 96, Magellan, Mars Pathfinder, Mars Express, Mars Exploration Rovers, Galileo (realizzata da JPL, gestita per conto della Nasa, lanciata dallo Space Shuttle Atlantis il 18ott89, con massa di 2.56 tonnellate, altezza di 7 metri, propulsione con motore principale da 400 newton=40 Kgr di spinta e 12 motori da 10 newton=1 Kgr di spinta per le correzioni, con serbatoi di idrazina (925 Kgr) e tetrossido d'azoto, con una parte rotante a 3 giri/minuto per la stabilizzazione ed una parte fissa, portante 16 strumenti di misurazione ossia magnetometro su braccio lungo 11 metri (2 gruppi di 3 sensori per misurare le 3 componenti del campo magnetico H o B, sapendo che alla superficie (convenzionalmente dove la pressione è 1 atm o magari minore di 10 bar, dato che Giove è quasi completamente fatto di gas) il campo B è circa 14 volte maggiore che sulla Terra ossia di circa 6-8 gauss), rivelatore di particelle cariche di bassa energia di plasma (da 0.9 eV a 52 KeV, ossia da 0.14 attojoule a 8.3 femtojoule), rivelatore di onde di plasma generate da particelle cariche (con misura del campo elettrico E tramite antenna a dipolo, e misura del campo magnetico H tramite due antenne a dipolo magnetico a spira), rivelatore di particelle ad alta energia (di elettroni-ioni con energia maggiore di 20 KeV con rivelatori a stato solido al Si, consumante circa 10 W), rivelatore di raggi UV e spettrometro UV, rivelatore di polvere cosmica (con massa da 10(elev -16) a 10(elev -7) grammi e velocità di 1-70 Km/sec, consumante circa 5 W), rivelatore-contatore di ioni pesanti (da 6 MeV a 200 MeV, ossia da circa 1 picojoule a 32 picojoule, dal carbonio al nichel, consumante circa 2.8 W), spettrometro IR, fotometro-polarimetro radiometro per misurare energia diretta-riflessa (infrarossa-ottica suddivisa in 7 bande), sistema di videocamere (con sensore CCD di 800x800 pixel da 0.4 a 1.1 micrometri ed ottica Cassegrain, seguito da elaborazione delle immagini a Terra, consumante 15 W), i generatori termoelettrici a radioisotopi di 570 W di potenza (potenza poi diminuita a 493 W in orbita attorno a Giove, tramite 18 moduli al plutonio 239 con protezione esterna, ma questa potenza si poteva ottenere anche con circa 95-100 metri quadrati di pannelli solari (supponendo un'efficienza di 0.15, dato che alla distanza di Giove dal Sole la radiazione solare minima è di circa 38-40 watt/metro quadro laddove sulla Terra in alta atmosfera è di circa 1-1.2 Kwatt/metro quadro, ma un'area attiva di captazione di ben 100 metri quadri è veramente grande seppure con efficienza di 0.25 diminuirebbe a meno di 60 metri quadri)), un'antenna principale (che bloccatasi rifiutò di dispiegarsi per cui non poté essere utilizzata per una buona velocità programmata di trasmissione pari a 134 Kbit/secondo) ed un'antenna secondaria a basso guadagno (con la quale si trasmisero a Terra i dati, dopo una maggior compressione, alla bassissima velocità di decine di bit/secondo), 


il calcolatore di bordo (dotato di processore CPU Cosmac RCA 1802 in tecnologia CMos con frequenza di clock di 1.6 MHz, su base di zaffiro (simile a 6502 di Motorola, utilizzato già su Voyager e Viking) con segnale numerico inviato da Terra in modulazione PCM composto di 500-1600 mila linee di codice di programma per il tracciamento ed il controllo della traiettoria della sonda, e programma software usualmente scritto in linguaggio HAL/S usato spesso anche per il software di Space Shuttle), entrò in orbita gioviana il 7dic95 per uno studio di 8 anni compiendo 35 orbite con orbita ellittica e periodo di circa 2 mesi, lanciando pure una sonda nell'atmosfera di Giove (portante una batteria di 21 Ah per fornire una potenza di 580 W, a strumenti per misure di consistenza-struttura atmosfera-spettrometria di massa-concentrazione di elio-osservazioni di nubi-misure di differenze di energia irradiata-misure di onde radio-ottiche; la sonda perse 80 Kgr dello scudo termico ossia metà del suo peso per attrito alla velocità di 47 Km/sec=170 mila Km/h quindi aperse il paracadute per 150 Km rallentando moltissimo fino a 50-100 metri/sec quando iniziò dopo 4 minuti a trasmettere all'orbiter Galileo dati per 2.5 Mbit complessivamente (tramite 2 trasmettitori TX in banda L, per essere poi inviavi a Terra) per circa 58 minuti fino a 62 minuti ossia fino a prima della temperatura di fusione-evaporazione e fino ad una pressione di 23 bar=22.7 atm, ma andando verso l'interno la pressione gioviana aumenta fino ad ottenere prima idrogeno liquido e poi idrogeno metallico), effettuò sorvoli ravvicinati di Europa-Io fino a 180 Km (le radiazioni di Io furono-sono dannose ai circuiti elettronici anche di Galileo), il 1° flyby di un asteroide come Gaspra (blocco roccioso irregolare sui 15 Km di dimensione) a 1600 Kmetri di distanza ed alla velocità di 8 mila metri/secondo=28800 Km/h, poi di Ida a 2400 Kmetri di distanza, scoprì il 1° satellite di un asteroide ossia Dattilo (di 1.4 Kmetri circa proveniente forse dalla famiglia Coronide della fascia principale degli asteroidi) di 243 Ida, ed infine venne fatta cadere verso Giove il 21set2003 terminando così la sua missione, e si può affermare che Galileo contribuì molto alla comprensione del più grande pianeta del sistema solare ossia di Giove quale stella mancata ed i suoi numerosi satelliti ottenendo risultati circa la struttura e comportamento dell'importante magnetosfera (secondo una visione prospettica futura proiettata in là di almeno un secolo possiamo immaginare un certo numero di missioni di sbarco umano sul satellite Io (sebbene le condizioni ambientali e l'attività vulcanica non lo consiglierebbero molto rispetto magari ai vicini Callisto-Ganimede-Europa, seppure tali missioni differirebbero da sbarchi lunari solo per la lunghezza ed il tempo del viaggio) per installare basi permanenti con installazioni di sistemi elettrici-elettromagnetici qui abbastanza vantaggiosi; rapidamente diciamo che insieme ad Europa, il satellite galileano Io è il più interessante del mondo gioviano, essendo il satellite regolare più interno (a parte il piccolo ed insignificante Amaltea) di quel minore mondo planetario, orbitando ad una distanza di soli 424 mila Km (ma pur sempre a 2.48 volte oltre il limite di Roche perché possa esistere in quella zona un grande satellite stabile, e nel cielo di Io il pianeta Giove appare come un enorme disco apparente di 18.7 gradi ossia con diametro 36 volte maggiore del disco apparente della Luna visto nel cielo della Terra (ed area del disco apparente circa 1300 volte maggiore della Luna)), 


ed è sottoposto all’eccezionale forza gravitazionale di Giove ed alle notevoli azioni di marea causate dal gigante vicino che ne fanno un satellite dalle caratteristiche interessanti ed uniche tra i più di 40 satelliti gioviani, presentando, tra l’altro, una pronunciata deformazione del suo globo con una caratteristica protuberanza costantemente rivolta nella direzione di Giove (già nella 2° metà del novecento Io aveva attirato l’attenzione degli astronomi per qualche sua peculiare stranezza, ad esempio si era scoperto che il satellite mediceo più vicino a Giove modulava gli intensi impulsi di radioonde del pianeta; inoltre il suo colore era giallo ed arancione, ma la sua riflettività era pari a quella della neve fresca; dopo ogni eclissi per circa 30 minuti appariva più brillante per ritornare poi alla sua luminosità normale; poi iniettava enormi quantità di nubi di ioni e di atomi neutri nella magnetosfera di Giove che venivano intrappolate lungo linee perpendicolari a quelle del campo magnetico B; riscaldato dall’energia delle maree provocate da Giove era il corpo vulcanicamente più attivo dell’intero sistema solare, certamente assai più attivo della Terra, e possedeva geyser eruttivi che scagliavano getti di materia a centinaia di Kmetri di altezza, mentre queste sostanze sfuggite alla tenue atmosfera ioiana dominavano molti processi inerenti alla magnetosfera di Giove, controllando la potenza termica emessa dal pianeta, influenzando le aurore polari ed i campi elettromagnetici irradiati da Giove; ma le prime immagini ravvicinate di Io si ottennero solo nel 1979 con le telecamere di Voyager 1 e di Voyager 2; Io, insieme al corteo degli altri 3 satelliti maggiori, percorre un’orbita quasi circolare sul piano equatoriale gioviano, e si è formato nello spazio esterno di Giove come sappiamo i pianeti si sono formati nello spazio intorno al Sole; con un diametro di 3360 Km, la sua densità volumetrica di massa è simile a quella delle rocce terrestri, ossia è di circa 3.5 grammi/centimetro cubo, mentre la densità di Europa è di 3 grammi/centimetro cubo e quella di Ganimede e di Callisto è sui 2 grammi/centimetro cubo avendo questi due ultimi già perso tutta la loro quantità di sostanze volatili; la massa di Io è pari a quasi 90 miliardi di miliardi di tonnellate (ossia è meno di 1/21000 della massa del sua pianeta, ovvero ancora è l’82 % della massa lunare e 1/67 di quella della Terra); Io è l’unico tra i satelliti gioviani a non possedere un mare d’acqua nel sottosuolo, mentre Ganimede, Callisto ed Europa conservano un oceano di acqua liquida (ed in particolare Callisto alla profondità di 150 Km nel suo sottosuolo racchiude un oceano d’acqua dello spessore di una trentina di Km, altrettanto vasto quanto quello di Ganimede, laddove su Europa esiste uno strato superficiale medio di decine di Km di ghiaccio d’acqua e pure qui di un oceano d’acqua profondo più della metà, acqua pura che magari in un futuro potrebbe essere ben sfruttata); 


sappiamo che per centinaia di milioni di anni, sia la pressione atmosferica che la temperatura superficiale su Io erano state determinate soprattutto dall’energia emessa dal caldo pianeta Giove (quasi fosse un embrione di stella, e poi stella mancata) energia che inizialmente era circa pari a quella che oggi la Terra riceve dal Sole); ciò che immediatamente colpirebbe un visitatore di Io è innanzi tutto la sua straordinaria ed inattesa attività vulcanica, dato che la sua evoluzione termodinamica ed il suo vulcanismo (determinati dal riscaldamento dovuto alla liberazione di energia potenziale gravitazionale, al decadimento radioattivo degli isotopi a vita breve e lunga ed al raffreddamento da dispersione di calore dalla sua superficie per convezione e per irraggiamento), per via del suo basso rapporto tra volume V ed area superficiale S tipico dei piccoli corpi celesti come la Luna (a differenza per esempio della Terra) dovrebbero aver condotto ad una bassa temperatura e quindi anche alla completa cessazione delle attività eruttive, ma nel 1979 si scoprì che le forze di marea, dovute all’interazione gravitazionale dei corpi Giove-Europa-Io che sposta il perigeo-periastro di Io e fa oscillare sulla sua superficie il rigonfiamento mareale, sono alla base del riscaldamento per attrito del satellite; la sua superficie non porta, allora, le tracce di un antico bombardamento meteorico e quindi non porta i segni di crateri da impatto (così caratteristici della Luna) ma geologicamente giovane ed attiva mostra invece immense strutture di colate laviche e di caldere vulcaniche, che colorano così la superficie stessa di ampie chiazze gialle-giallastre-arancioni-rosse; per cancellare i crateri da impatto meteorico l’attività eruttiva di Io deposita mediamente 1 millimetro in altezza di detriti vulcanici ogni anno ossia diverse tonnellate/secondo di materiale; su Io non esiste ghiaccio d’acqua né brina, il suo suolo è molto secco, ma vi è grande abbondanza di zolfo e dei suoi composti, di anidride solforosa gassosa e di brina di anidride solforosa, mentre le eruzioni gettano ioni di zolfo ed ioni di ossigeno al ritmo di 1 tonnellata/secondo nella magnetosfera circostante e specialmente lungo l’orbita ioiana; dunque lo zolfo ed i composti solforosi sono molto abbondanti ed importanti sulla superficie di Io, come del resto lo zolfo è pure abbondante nell’Universo in genere, su Marte e nelle meteoriti più antiche, a differenza che sulla Luna e nella crosta terrestre dove invece lo zolfo è molto scarso, e la chimica dello zolfo influenza anche l’attività vulcanica mentre attualmente su Io sono in attività molti vulcani alcuni con eruzioni periodiche caratterizzate dai loro caratteristici grandi pennacchi uniformemente distribuiti in longitudine ma soprattutto alle basse latitudini ed abbastanza vicini all’equatore; il vulcano Pele, collocato a metà strada tra l’emisfero rivolto sempre verso Giove e quello nascosto, presenta periodiche e spettacolari eruzioni della durata di qualche giorno, simili ad un geyser originato a non eccessiva profondità dove le alte temperature producono anidride solforosa liquida e zolfo fuso a circa 700-1200 °K, che giungono alla superficie dove hanno una temperatura di circa 370 °C con velocità dai 500 ai 1000 metri/secondo=1800-3600 Km/h fino a 300 Km di altezza nella rarefatta e sottile atmosfera di Io, e distribuiscono in una struttura ad ombrello con traiettorie balistiche oppure vorticose il materiale eruttato in cerchi concentrici dai colori giallo-marrone per un diametro medio di 1400 Km; 


il vulcano Prometeo posto sull’equatore forma invece pennacchi più modesti di 100 Km di altezza più duraturi e più freddi mentre una corona di 300 Km di diametro di anidride solforosa gelata lo circonda (qui potremmo ammirare (solo da lontano essendo ciò certamente consigliabile) la realizzazione del bello nella forma del sentimento del sublime nelle opere della Natura, contenuto in Del Sublime di Pseudo Longino (o Dionisio Longino), come pure sulla Terra potremmo ammirare (sempre da lontano) il sublime nell'eruzione del Krakatoa (piccola isola vulcanica dell'Indonesia sudoccidentale detta anche Rakata, situata nello stretto della Sonda (tra Giava e Sumatra), la quale aveva una superficie di circa 47 Km quadri, almeno fino alla notte del 26-27ago1883 quando un'eruzione iniziata 6 giorni avanti culminò in una serie parossistica di esplosioni che distrussero la maggior parte dell'isola, con terremoto sottomarino che provocò onde viaggianti fino a 13 mila Kmetri di distanza sulle coste di Giava-Sumatra provocando 36 mila vittime, ma il materiale eruttato in forma di polvere sottile si diffuse per tutta l'alta atmosfera così che gli osservatori di tutto il mondo nei 3 anni seguenti poterono ammirare il sorgere di albe ed il tramontare del Sole dai colori più brillanti del normale, quindi altre eruzioni vulcaniche dal fondo oceanico crearono la nuova isola Anak Krakatoa che nel 1973 raggiunse i 190 metri sul livello del mare (da Wikipedia “L'eruzione del Krakatoa del 1883 fu un violentissimo evento eruttivo del vulcano indonesiano Krakatoa, la cui fase terminale parossistica ebbe luogo nell'ago1883. Fu una delle maggiori eruzioni vulcaniche avvenute in tempi storici: sviluppò una energia-potenza di 200 megaton, espellendo circa 21 Km cubi di roccia, cenere e pietra pomice, generando un boato tra i più forti mai registrati (forse il suono più intenso creato sulla Terra). L'esplosione del cataclisma fu distintamente udita fino ad Alice Springs in Australia, ed a Rodrigues vicino all'isola Mauritius, e il riverbero delle onde atmosferiche fu avvertito in tutto il mondo. Numerosissimi villaggi furono devastati, circa 36.000 persone morirono e molte migliaia furono ferite dall'eruzione, gran parte delle quali a causa del maremoto che seguì la tremenda esplosione. L'eruzione del 1883 distrusse i due terzi del territorio che allora era l'isola di Krakatoa. Nuove eruzioni del vulcano, dal 1927, hanno fatto emergere una nuova isola, detta Anak Krakatau (figlio di Krakatoa))... ma al riguardo il lettore può guardare il film Krakatoa est di Giava di Bernard Kowalski del 1969 (il titolo però dovrebbe essere Krakatoa ovest di Giava (o Krakatoa est di Sumatra), come il lettore può constare, ma titolo poi non corretto in avanzata fase di realizzazione del film per non dover rifare parte della registrazione)), laddove il sublime dell'arte l'autore Longino del Trattato sul Sublime lo rintraccia piuttosto in brani di Omero, Pindaro, Saffo, Platone, ed anche in Genesi (non sappiamo se piantando alberi di mele o di fico od estraendo costole); “Il Trattato del Sublime (Perì Hypsous) è, insieme alla Poetica di Aristotele, una delle più importanti opere di estetica dell'antichità. Di autore anonimo, il trattato è una lunga disamina sul sublime, lo stile retorico cosiddetto elevato, che ha lo scopo di ammaliare il pubblico toccando le corde del sentimento e delle emozioni ovvero con pathos”); vicino a Pele due pennacchi molto variabili posti agli estremi di una nera fessura lunga 200 Km formano il vulcano Loki circondato da una formazione di depositi gelati, il quale è collocato a nord di una grande macchia nera larga 250 Km vagamente a forma di D consistente in un lago di lava di zolfo, il lago Loki, con una grande isola galleggiante formata da zolfo elementare; a latitudine più elevata due grandi depositi a forma di anello di 1400 Km di diametro con colate di centinaia di chilometri, color rosso scuro, si sono formati intorno a due caldere dalle caratteristiche geologiche simili a quelle terrestri e marziane (Surt e l’enorme Aten Patera di 50 Km di diametro e profonda 700-2000 metri); lungo una fascia equatoriale di depositi bianchi splendenti ricchi di anidride solforosa congelata troviamo altre eruzioni alimentate da zolfo liquido rosso riscontrate più durature per anni ed intorno ai 130 °C con un diametro medio di 300 Km circa che perennemente esplodono dalla superficie ioiana; numerose montagne di silicati le cui altezze variano dai 5 mila ai 10 mila metri sparsi tra grandi pennacchi vulcanici con origine dai silicati o dallo zolfo, si innalzano sulle pianure dell’emisfero più rossastro, mentre il paesaggio sarebbe più uniforme sull’altro emisfero; distribuite a tutte le latitudini centinaia di caldere vulcaniche hanno diametri maggiori di 20 Km e qualcuna raggiunge profondità anche di 2-3 Km, laddove sulla superficie continentale terrestre, 3.5 volte maggiore, esse sono solo in numero di 15; mentre su Luna-Marte-Terra quasi tutto il calore generato internamente arriva alla superficie per mezzo della conduzione termica per essere poi irradiato nello spazio senza sostanzialmente elevare la loro temperatura superficiale, su Io il medesimo calore, la cui potenza è di circa 10-100 mila Gwatt, arriva in superficie soprattutto per convezione e viene irradiato a temperature ben più alte di quella media del satellite; l’intensa attività vulcanica ed i suoi punti caldi producono dunque un irraggiamento medio di circa 1.5 watt/metro quadrato di superficie, mentre lo stesso valore per la Terra è di 80 milliwatt/metro quadro e per la Luna è solo di 30 milliwatt/metro quadro; potrebbe essere di un certo interesse sapere che durante la notte di Io e durante le sue 3 ore circa di eclissi, la temperatura cade rapidamente come sui corpi praticamente privi di atmosfera e con una polvere isolante in superficie (tipo la Luna) però con l’1 % circa di area superficiale cosparsa di punti caldi con una temperatura di 200-300 °C, per cui la temperatura media è intorno a 143 °C sotto lo zero, laddove invece su Giove è di circa 150 °C sotto lo zero, e per questo devono esistere piccole zone piuttosto calde per innalzare a tale livello la temperatura media; oltre al riscaldamento dovuto all’energia delle maree, un’altra fonte di riscaldamento avrebbe potuto essere quella dovuta all’effetto Joule prodotto dalle correnti parassite indotte all’interno del corpo di Io dal campo magnetico di Giove ruotante intorno al satellite, ma la corrente di particelle cariche e di ioni di circa 1 milione di ampere che passa per Io contribuirebbe al massimo per 1/100 della totale energia irradiata; la zona più calda di Io è quella del lago Loki costituito da zolfo alla temperatura di circa 300 °K ossia di 27 °C, mentre quella del suolo circostante è di 143-140 °C sotto lo zero; la fredda zona lacustre è essenzialmente formata da un lago scuro, quasi semicircolare con un diametro di 250 Km ed un’area di 22 mila Km quadrati, con una chiara isola centrale galleggiante di 11 mila Km quadri dalla quale si staccano in continuazione dei pezzi di zolfo di diametro massimo compreso tra qualche decina di metri e qualche chilometro a causa sia di nuovo materiale eruttivo sia per i moti convettivi dovuti al raffreddamento; per cui un eventuale progetto applicativo futuro potrebbe contemplare-richiedere la costruzione sulla riva del lago Loki di una prima base di qualche centinaio di metri quadrati d'area, comprendente gli impianti e le attrezzature necessari per far funzionare un grande scambiatore di calore, il quale immerso in una piccola area del lago di zolfo tramite un adatto fluido termovettore prelevi l'abbondante ed inesauribile calore dell’eruzione per trasportarlo (ad una temperatura intorno a 20 °C) a riscaldare la base stessa e poi le successive basi che andranno col tempo a costituire una nuova città ioiana di Loki (il progetto di questa città, nel clima con la temperatura meno fredda del mondo di Giove con la visione a 200 Km di distanza dei due pennacchi di Loki ed in lontananza dello spettacolo maestoso del grande pennacchio eruttivo ad ombrello di Pele di 300 Km di altezza nella rarefatta atmosfera ioiana (nulla di simile esiste sulla Terra ed altrove nel sistema solare) oltre che di altri getti ancora, richiederà l’applicazione di particolari e specifici criteri riguardanti fondamentalmente la sismicità del luogo e soprattutto la sua intensa e perenne attività vulcanica); 


ma riguardo l'installazione di sistemi concernenti la generazione di energia elettrica sfruttando l'intensa magnetosfera gioviana (sapendo il lettore ovviamente che da un campo magnetostatico come quello della Terra e di Giove non possiamo ricavare e convertire alcuna quantità di energia essendo questi campi irrotazionali, posizionali e conservativi), diciamo che il campo magnetico H di Giove e la sua densità di flusso B (supponiamo ragionevolmente 100 volte maggiore di quella della Terra e forse aggirantesi sui 5 millitesla) si estende fino a 10 milioni di Kmetri dal pianeta divenendo già molto sensibile a qualche milione di Kmetri di distanza mentre il satellite Io dista meno di 500 mila Kmetri da Giove, ed inoltre trovandosi Io a ruotare con una certa velocità angolare intorno a Giove compiendo un’orbita in 42 ore esso si comporta come un gigantesco rotore naturale immerso in un forte campo magnetico variabile e rotante di un immenso alternatore, ed allora un eventuale progetto potrebbe  prevedere in primo luogo l’installazione sulla superficie di Io di solenoidi con qualche centinaio di spire (il cui cavo conduttore fosse composto di materiale superconduttore a temperatura di almeno 120 °C sotto lo zero, del diametro di almeno 10 Kmetri) per produrre ciascuno una potenza di alcuni Kwatt alla bassa tensione elettrica di qualche decina di volt, ed in secondo luogo sfruttando la piccola accelerazione di gravità pari a circa 1.77 metri/secondo quadro (meno di 1/5 di quella terrestre e praticamente uguale a quella lunare) potrebbe prevedere tesi tra la superficie di Io e la cima di torri alte 4-5 mila metri dei cavi di rame o di bronzo fosforoso con dispositivi che chiudano ad entrambi gli estremi il circuito elettrico con l'importante corrente della ionosfera onde produrre una potenza elettrica di una decina di Kwatt per ogni cavo conduttore con tensioni di 1-2 Kvolt (ogni singolo sistema di cavo con la relativa corrente della ionosfera, che richiede la sola spesa di installazione e di poca altra manutenzione, potrebbe così alimentare una decina di carichi da 2 Kwatt ognuno (tale idea relativa al satellite a filo o Tethered Satellite System TSS (ossia collegare una piccola sfera metallica (di qualche decina di centimetri o di 1-2 metri di diametro) ad un veicolo spaziale in orbita nello spazio esterno tramite un cavo metallico con diametro di pochi millimetri) venne al matematico-fisico-astronomo-ingegnere Giuseppe Colombo dell'Università di Padova (1920-1984, detto “meccanico del cielo” che lavorò per Harvard, IBM, Aeritalia, NASA al Mariner 10 e Solar Probe, ecc., seppure il suo nome sia soprattutto legato a tale idea), onde raccogliere dati sull'alta atmosfera-ionosfera (satellite al guinzaglio) o ad esempio per generare la potenza elettrica sufficiente alla stazione stessa sfruttando la magnetosfera terrestre (satellite-dinamo, in tal caso terrestre con un cavo rettilineo lungo circa 20 Km si potrebbe indurre una tensione di circa 5 mila volt generando una corrente di 100-600 mA ossia produrre una potenza di circa 500-3000 W, esperimento poi parzialmente realizzato a lug92 a bordo dello Shuttle Atlantis col cavo che a causa di un inconveniente si srotolò solo per la lunghezza di 256 metri (ottenendo però una tensione indotta di circa 40 V e 2.3 mA ossia la bellezza di ben 92 milliW... sufficiente per accendere 5 normali Led da pannello... 


mentre a feb96 a bordo del Columbia insieme agli astronauti italiani U. Guidoni e M. Cheli si ripeté con TSS-1R l'esperimento questa volta arrivando col filo conduttore fino a 19.6 Km (generando 3500 V e 480 mA ossia 1.6 KW)... e tu l'avresti detto che buttando fuori da un aereo un cavo elettrico di qualche centinaio di metri puoi ottenere una certa potenza elettrica... per cui la prossima volta che prenderai l'aereo vai nella cabina di pilotaggio e dici “Attenzione questo non è un dirottamento, aumentate la velocità e salite a quota 50 mila piedi che devo ricaricare il telefonino!”)), idea a sua volta derivata da M. Grossi allo Smithsonian Astrophysical Observatory di Cambridge riguardante l'impiego di lunghissime antenne a filo spaziali per trasmissioni a bassissime frequenze ULF coi sottomarini in immersione ma idea mai realizzata), seppure di fonti energetiche primarie e naturali su Io se ne potranno ben trovare in altri campi); ma essendo in tema di colonizzazione dei pianeti e dei satelliti del sistema solare (mentre Dante scriveva che qualcosa ci distingue dalla vita dei bruti dato che l’uomo è nato per seguire la virtù ed attingere la conoscenza quale ultima perfezione dell’anima, possiamo però credere che sia più vera l’opinione di Asimov anche se più propriamente potremmo sostenere che fu la necessità unita alla curiosità a far progredire così tanto e così rapidamente la specie umana rispetto alle altre specie, ed oggi ancora in viaggio coi nuovi Ulisse dello spazio, coi nuovi Argonauti) aggiungiamo che si potrebbe anche trasformare l'atmosfera di Marte con la produzione di ossigeno innalzando anche la sua densità e pressione in modo da poter installare sul suo suolo basi abitate non più pressurizzate ma aperte e poi città non più cupolate (progetto che magari si potrà completare in 3-5 secoli o poco più), ma un programma particolarmente interessante di trasformazione con climatizzazione planetaria si potrebbe attuare sul promettente satellite saturniano Titano (2° satellite per grandezza possedendo un raggio di poco superiore a 2570 Km, dopo il galileano Ganimede che ha un raggio di poco maggiore ai 2600 Km), scoperto da Huygens nel 1655 assieme agli anelli di Saturno anche se ebbe l’attuale nome di Titano da Herschel quasi 2 secoli dopo; le prime informazioni sulle sue caratteristiche e sulle proprietà del suo suolo e della sua atmosfera risalgono alla missione di Voyager 1 che lo sorvolò a meno di 70 mila Km di altezza trovandolo assai simile alla Terra primordiale (con la superficie in parte coperta da metano liquido e con un’atmosfera più densa di quella terrestre contenente carbonio-azoto-metano-etano-etilene-idrogeno, ma senza ossigeno molecolare), per cui deve essere promettente giacché le reazioni chimiche potrebbero produrre le prime molecole organiche complesse fondamentali per lo sviluppo di una forma di vita analoga alla nostra; sappiamo che il primo indizio sull’esistenza di un’atmosfera circondante il nucleo solido di Titano ci venne dalle osservazioni effettuate nel 1908, e dato che la previsione di allora circa la sua temperatura superficiale oscillava tra i 60 ed i 100 °K nella sua atmosfera potevano trovarsi solo sostanze con peso molecolare uguale o superiore a 16 (quali l'ammoniaca con peso molecolare 17 che però qui troveremmo quasi tutta allo stato solido, oppure l’argo, il neon, l’azoto molecolare, il metano liquido il cui peso molecolare è giusto 16, l’etano e l’acetilene; 


l’atmosfera di Titano è invece composta per circa l’85 % da azoto, per circa il 10 % da argo, tra il 5 ed il 10 % da metano, e poi da idrogeno per lo 0.2 % circa, da propano-etano-acetilene-acido cianidrico-cianoacetilene; presenta un fitto aerosol negli strati esterni che favorisce l’effetto serra, ed uno strato di nebbia arancione composto da polimeri di idrocarburi ad un centinaio di Km sopra lo strato di aerosol, ed allora è unica e molto interessante l’atmosfera di Titano la quale considerata insieme alla sua superficie costituisce quasi un laboratorio naturale; ha una densità di gas atmosferici per unità di volume circa 10 volte maggiore di quella terrestre, una pressione alla superficie di circa 1.5 atmosfere (leggermente superiore dunque a quella della Terra e più di 200 volte superiore a quella di Marte), possiede una temperatura media di 92-94 °K (ossia di 179-182 °C sotto lo zero, con una variazione di non più di 3 °K tra l’equatore ed i poli); la sua gravità è pari a circa il 14 % di quella terrestre (1.37 metri/secondo quadro) per cui un individuo che sulla Terra pesasse 75 Kgr, su Titano (oltre a sentirsi addosso una specie di densa cappa) peserebbe solo circa 10.5 Kgr; inoltre Titano (come pure il suo pianeta Saturno), distante da 1347 a 1507 milioni di Km dal Sole, possiede un anno solare pari a 29.46 anni terrestri, mentre ruota attorno al pianeta in 15.9 giorni (è quasi 2 volte più veloce della Luna intorno alla Terra); le sostanze azotate sono prodotte dal bombardamento ultravioletto della luce solare e dagli elettroni intrappolati nel campo magnetico di Saturno sull’azoto e sul metano; sappiamo anche che l’acido cianidrico ossia cianuro d'idrogeno è necessario per la primordiale produzione dell’adenina così com’è pure accaduto sul pianeta Terra 3 miliardi di anni fa; dagli strati alti dell’atmosfera cade continuamente una rada e sottilissima neve di polimeri composti di carbonio ed azoto (che ha già depositato sulla superficie di Titano uno strato alto più di 500 metri, laddove lo strato di composti azotati è di alcune decine di metri); sonde interplanetarie inviate sul satellite i cui moduli scendessero ammarando sulla superficie liquida troverebbero un oceano di metano liquido (il 2° esempio di oceano presente nel sistema solare, dopo l’oceano della Terra dove però il ruolo del metano (o tetraidruro di carbonio) qui è svolto dall’acqua (o monossido di diidrogeno)), ed osserverebbero un’atmosfera inferiore composta quasi interamente di metano gassoso in una luce soffusa assai fioca dato che sul satellite la potenza luminosa per unità di area è qui solo 0.01 volte quella terrestre (una debole luce lattescente analoga a quella di una notte terrestre di Luna quando su Titano in realtà sarebbe mezzogiorno); questa atmosfera, poi quando si satura, dalle nubi provoca delle abbondanti piogge ed anche dei nubifragi ed a volte pure delle nevicate di metano ed etano; la quantità di aerosol che cade a terra ha bassa densità in atmosfera calma e senza vento, per cui la visibilità giunge fino a 1 Km di distanza con un cielo perennemente coperto di nubi di metano e di aerosol (senza quindi poter scorgere mai con mezzi ottici né il Sole ed ancor meno alcuna stella della Via Lattea); osserviamo che su Titano una nave potrebbe viaggiare sul mare di metano liquido (che offre una resistenza non troppo differente da quella offerta dall’acqua ed analogo pescaggio della carena) magari facendo uso come propulsore di un motore a combustione interna con un serbatoio non di carburante (dato che qui il carburante sia allo stato liquido che allo stato gassoso sembra ovunque non mancare, ossia combustibile metano detto anche energia azzurra sulla Terra) ma di un serbatoio di ossigeno (impedendo però che grosse quantità di ossigeno vengano a contatto diretto con l’atmosfera) per cui si potrebbe sentir affermare “Vado a fare il pieno di ossigeno” da appositi depositi e pompe di ossigeno invece di “Vado a fare il pieno di benzina, o di gasolio, o  di alcool, od il pieno di  metano, o magari di idrogeno”, ossigeno ottenibile ad esempio per elettrolisi dal ghiaccio d’acqua sepolto e recuperato scavando nel sottosuolo di Titano (oppure fare il pieno di energia elettrica caricando batterie); riguardo lo sviluppo primordiale di forme di vita ancora monocellulari (non però importate dalla Terra dove esiste un’atmosfera in cui abbonda l’azoto e l’ossigeno ossia alquanto ossidante) bisogna ancora ricordare anche che Titano possiede ossigeno solo combinato nelle molecole d’acqua, ed idrogeno solo combinato nell’acqua e nei vari idrocarburi, dato che l’idrogeno allo stato gassoso e gli altri gas leggeri sono totalmente sfuggiti nello spazio interplanetario quando erano disciolti nell’acqua liquida del mantello per via del leggero riscaldamento radioattivo, ed in questo senso Titano è simile ai pianeti interni del nostro sistema solare, ma invece di sviluppare un’atmosfera ricca di anidride carbonica (come è avvenuto su Marte ed ancor più su Venere) data la mancanza di ossigeno molecolare libero ha prodotto un’atmosfera riducente assai ricca di metano; sappiamo poi che il corpo solido di Titano è composto per il 52 % di roccia abbondante e per il 48 % di ghiaccio d’acqua ed altri ghiacci; ed allora affermiamo che Titano, non solo può ora sviluppare una forma di vita simile a quella che nacque miliardi di anni fa sulla Terra, ma può anche mostrarci come doveva essere allora la superficie primitiva del nostro pianeta originario (con un’atmosfera dunque abbastanza riducente composta prevalentemente da anidride carbonica, monossido di carbonio, azoto molecolare ed una parte di idrogeno, senza però una quantità significativa di ossigeno libero, dato che con l’ossigeno il carbonio può formare molecole non più strutturate e non più pesanti dell’anidride carbonica, e non certamente formare complesse molecole proteiche), laddove la maggior differenza riguarda la temperatura che su Titano, come su Saturno ed in tutti il mondo di Saturno, è minore di 170 °C sotto lo zero, ossia ben minore di quella terrestre di allora (ed anche di oggi), infatti oltre l’orbita di Marte troviamo solo pianeti e satelliti naturalmente morti per la vita biologica. (Giove possiede una temperatura di 150 °C sotto lo zero alla superficie e di 125 °C sotto lo zero nell’alta atmosfera; 


Saturno ha una temperatura superficiale di 180 °C sotto lo zero e di 176 °C sotto lo zero alla sommità delle nubi; Urano ha una temperatura superficiale di 210-220 °C sotto lo zero e fino a 170 °C sotto lo zero negli strati alti dell’atmosfera, la temperatura di Nettuno è di circa 218-220 °C sotto lo zero, la temperatura di Tritone di 233 °C sotto lo zero è la più bassa dei corpi del sistema solare entro l’orbita di Plutone, la temperatura di Plutone (orbitante a 6 miliardi di chilometri dal Sole col suo compagno Caronte) oscilla intorno a 215-230 °C sotto lo zero, ed inferiore a 235-240 °C sotto lo zero risulta invece la temperatura delle decine di  miliardi di corpi con diametro maggiore di 1 Km orbitanti entro la fascia di Kuiper); per cui considerato ciò, portando e collocando su Titano (in un viaggio della durata di 1.5-2 anni), un sistema di riscaldamento per innalzare di 180-200 °C la temperatura di una zona di qualche decina di Km quadrati del satellite, si dovrebbe riuscire a creare le condizioni più prossime alle condizioni della Terra all’inizio dello sviluppo della vita (e dunque creare artificialmente e molto più velocemente una mini-Terra di 3 miliardi di anni avanti con quell’ecosistema primordiale che usualmente nella letteratura scientifica viene denominato brodo primordiale, magari per ripercorrere nuovamente la stessa via che ha portato alle molecole ed alle cellule autoreplicantesi), continuando con la sonda Galileo, circa la composizione delle nubi di ammoniaca-triidruro di azoto nell'atmosfera, della formazione delle tempeste, confermò la grande attività vulcanica su Io (circa 100 volte maggiore a quella terrestre come detto) e le interazioni delle particelle di plasma creanti grandi correnti elettriche (le quali tramite giganteschi generatori potrebbero produrre Kwatt di potenza elettrica), trovò prove dell'esistenza di oceani di acqua liquida sotto la superficie ghiacciata di Europa, poi su Ganimede misurò per prima un campo magnetico (satellitare), inoltre trovò che Europa-Ganimede-Callisto possiedono un sottile strato di atmosfera, rivelò che il sistema di anelli gioviano si formò dalla polvere dovuta alla collisione di meteorite-satellite interno e che l'anello più esterno in realtà è composto da due anelli, e permise al noto divulgatore C. Segan di definire i cosiddetti Criteri di Segan per la vita sui pianeti; inoltre durante il 2° sorvolo della Terra a dic92 per il lancio-fionda gravitazionale (avendo ridotto per sicurezza la potenza dello stadio superiore del razzo necessario per raggiungere la velocità di fuga ed immettere in rotta verso la destinazione interplanetaria venne utilizzato l'effetto fionda della Terra due volte e poi di Venere) venne realizzato l'esperimento ottico Galileo OPtical EXperiment GOPEX per dimostrare la possibilità di effettuare comunicazioni ottiche con impulsi di luce-laser (tramite potenti laser a Terra) da due stazioni separate (ossia Table Mountain Observatory in California e Starfire Optical Range in New Mexico) invianti impulsi laser alla sonda e tale sistema di trasmissione laser Terra-sonde e sonde-Terra potrà essere utilizzato nel futuro per creare un canale di trasmissione ad alta velocità; come detto non tutto funzionò correttamente (ad iniziare dall'antenna maggiore che era il principale sistema per le comunicazioni Terra-sonda), infatti il paracadute della sonda atmosferica si aprì dopo più di 1 minuto rispetto al programmato impedendo di rilevare i dati nella parte più alta dell'atmosfera stessa (ma la sua apertura ritardata sarebbe comunque da attribuirsi alla fortuna per cui solo per questa ragione si potè eseguire uno dei più importanti esperimenti della missione Galileo), quindi prima dell'entrata in orbita gioviana si bloccò il registratore digitale per 15 ore causando perdita di dati, poi durante l'incontro con Amaltea si fermò nuovamente la registrazione con lo spegnimento di tutti gli strumenti ed entrando in modalità sicurezza (forse dovuto alla diminuzione dell'intensità di luce dei 3 Led del registratore, magari dovuto chissà ai circuiti sovraesposti alla forte radiazione attorno al pianeta), poi ancora si verificarono una decina di anomalie se non guasti dovuti ad un'esposizione radioattiva superiore di circa 3 volte a quella calcolata (entro un raggio di 700 mila Kmetri da Giove) per cui molti strumenti produssero misure e segnali sovrapposti a maggior rumore (e le frequenze di alcuni oscillatori slittarono permanentemente, seppure nei sistemi digitali ciò può essere ben tollerato), un sensore di rotazione si guastò ed i segnali dei giroscopi erano rumorosi (in tali casi per i segnali analogici peggiora il rapporto potenza rumore/potenza segnale N/S nella relativa banda, laddove invece per i segnali digitali aumenta la probabilità d'errore della singola cifra e di gruppi di cifre), la camera a stato solido iniziò a fornire immagini totalmente bianche (dopo un'eccezionale attività della corona solare), ed infine uno degli effetti più dannosi fu dovuto ad un reset del calcolatore a cui poi però si rimediò), quindi le sonde Vegas, Voyager (le missioni più note verso pianeti esterni sono Pioneer 10 (lanciata il 10mar72, e trasmettente dati fino al 2003), Pioneer 11 o Pioneer G (lanciata col razzo Atlas-Centaur il 6apr73 ed in rotta verso la costellazione dell'Aquila a nord-ovest di Sagittario (teoricamente raggiungibili in 4 milioni di anni alla velocità di 2.42 unità astronomiche UA/anno=4.7 Km/sec), lunga 2.9 metri, con 6 propulsori a getto per il controllo del movimento, recante 1 radiometro ad infrarossi, 1 telescopio a raggi X, 1 analizzatore di plasma, ecc., per studiare campi magnetici-vento solare-raggi cosmici-atmosfere planetarie-ecc., con 1 sensore puntato su Canopo, 2 sensori sul Sole per l'orientamento con la Terra, con generatore elettrico principale a radioisotopi di 155 W di potenza elettrica scesa già a 140 W dopo qualche anno (la potenza elettrica richiesta contemporaneamente da tutte le apparecchiature di bordo è di circa 100 W), con trasmettitore TX di 40-60 W ed antenna di 2.74 metri il cui segnale (ricevuto con Deep Space Network) è arrivato a Terra fino a nov1995 da 44.7 UA (poco oltre Plutone) quando il generatore principale e quello di riserva non sono stati più in grado di fornire energia sufficiente), Voyager 1 (di JPL, lanciata con razzo Titan IIIE-Centaur il 5set77, nel 2012 si trovò a circa 120 unità astronomiche di distanza ossia a 18 miliardi di Kmetri dal Sole (più di 3 volte la distanza di Plutone) viaggiante in direzione di Ofiuco, sorvolando Giove fino a 31 milioni di Km di distanza a mar79, studiando il Sole nel 1979-80, sorvolando Saturno fino a 120 mila Km a nov80 e poi Titano, inviando fotografie del sistema solare ad una distanza di 6 miliardi di Km=40 UA (in un'immagine mostrante la Terra quale Pale Blue Dot), studiando anche il vento solare oltre i confini del sistema solare e nel 2012-14 studiando il confine-eliopausa a cui inizia il vero spazio interstellare collocato a circa 121 UA=16.76 ore-luce (superamento di altre e nuove colonne d'Ercole), ed alla velocità di 61 mila Km/h rispetto al Sole, per cui teoricamente per giungere ad una distanza pari a quella della stella a noi più vicina impiegherà 76 mila anni, ed impiegherebbe circa 885 milioni di anni per giungere ai confini della Via Lattea, 39 miliardi di anni per giungere alla distanza della galassia di Andromeda, e 265 milioni di miliardi di anni per arrivare alla massima distanza spaziale da noi conosciuta, ed “allo scopo” le sonde Voyager portano un disco di rame dorato con incisi suoni-immagini-informazioni matematiche nonché la punta per leggerlo (sarebbe magari stato opportuno portare anche un giradischi ed un generatore di energia elettrica) con le relative istruzioni (ad esempio con la velocità del disco in giri/minuto (in realtà in unità di intervallo temporale associata alla transizione iperfina dell'atomo di idrogeno)... 


sempre che tale civiltà sia dotata di vista ed udito analoghi ai nostri, che sia passata per il teorema di Pitagora, abbia percorso l'elettromagnetismo con Maxwell, abbia sviluppato la nostra fisica quantistica, ed abbia inventato l'elettronica analogica per vedere immagini ed ascoltare suoni con tecniche identiche... seppure non ancora il DVD)!!!) e Voyager 2 per l'esplorazione di Giove-Saturno-Urano-Nettuno (lanciata il 20ago77, sorvolò Giove a lug79, sorvolò Saturno ad ago81, dopo voluta modifica di traiettoria sfruttante una favorevole posizione di pianeti sorvolò Urano a gen86, poi sorvolò Nettuno ad ago89, entrambe le sonde Voyger funzionanti dopo 35 anni (il tempo di trasmissione TX-RX nel 2012 era di circa 16-17 ore ed un segnale andata-ritorno Terra-Terra richiede più di 1 giorno terrestre ossia 33 ore) e forse saranno funzionanti in modo via via sempre più limitato fino al 2025 (sono alimentate da un generatore elettrico a radioisotopi), ma già nel 2016 a 133-138 UA (circa 3.4 volte la distanza di Plutone) si prevede che il giroscopio di Voyager 1 smetterà di funzionare ed allora l'antenna non sarà più orientata verso la Terra; il 13ago12 Voyager 2 superò il record di longevità-attività di una sonda detenuto da Pioneer 6 (34 anni e 357 giorni), a mar14 si è trovata a 104.2 UA, ed oggi è la 3° macchina giunta più lontana dalla Terra dopo Voyager 1 e Pioneer 10, ma nel 2022 circa supererà Pioneer 10 divenendo la 2° macchina in viaggio più lontana dalla Terra seppure non potrà superare Voyager 1 che resterà nella storia umana come la 1° macchina a propulsione chimica in ogni tempo giunta più lontana, sebbene sarà certamente doppiata da macchine dotate di nuovi propulsori capaci di applicare accelerazioni per mesi-anni e dunque di far raggiungere velocità oggi assolutamente impossibili); Pioneer 10-11 (da anni ormai mute e ridotte ad asteroidi artificiali) e Voyager 1-2 sono le uniche sonde ormai in viaggio fuori dai confini del sistema solare), poi Deep Impact, poi Ulysses (sonda robotica dell'Agenzia Spaziale Europea e della Nasa (inizialmente missione International Solar Polar Mission con 2 navicelle orbitanti in senso opposto su orbite ad altissima inclinazione sull'eclittica (da Nord a Sud e da Sud a Nord) intorno al Sole ma poi missione ridimensionata dalla Nasa per concentrare le risorse su Space Shuttle; recante invece la scritta letteraria Fatti non foste a viver come bruti, ma per seguir virtute e canoscenza... anche la virtute e la canoscenza del Sole... oltre che canoscenza del Pentuim III) con destinazione il Sole e lo studio dell'eliosfera, partita il 6ott1990 con Space Shuttle Discovery (lasciando l'orbita terrestre tramite i 2 stadi del razzo vettore IUS di Boeing quali stadio superiore dei razzi Titan III e Titan IV) sfruttando poi anche l'effetto della forza gravitazionale di Giove, con dimensioni di 3x3.3x2 metri suddivisa in due parti e massa di 366.7 Kgr, ruotante a 5 giri/minuto a scopo di sufficiente stabilizzazione, dotata di 8 motori a razzo con idrazina in 2 blocchi, 4 sensori solari per orientamento-assetto (però per un miglior orientamento l'antenna in banda S riceve il segnale leggermente disallineata con l'antenna terrestre il qual fatto con la sua rotazione genera un battimento di pulsazione pari a 5 giri/minuto=0.52 rad/sec con f=83.3 milliHz=83.3 millesimi di giro/sec dal quale si ottiene la direzione di orientamento tramite deconvoluzione matematica), alimentata con generatore elettrico a radioisotopi (sonda poi spenta dopo 18 anni a giu09 alla distanza di 5.4 UA dalla Terra quando l'energia del termogeneratore era diminuita troppo ed il controllo della temperatura era divenuto più difficile, ed ora Ulisse da sonda in orbita solare è divenuta un cometa-asteroide solare), con controllo della temperatura da 2 °C (tramite riscaldatori elettrici in prossimità di Giove onde impedire il congelamento dell'idrazina e l'inoperabilità dei motori a getto magari in parte a ciò rimediando col far scorrere nei condotti minime quantità del combustibile) a qualche decina di °C specialmente alla minima vicinanza dal Sole pari a 1.3 UA, dotata di 2 trasmettitori TX di 5 W di potenza con antenna paraboloidica di 1.65 metri di diametro TX-RX in banda S per inviare le misure telemetriche e ricevere i comandi da Terra, dotata di 2 trasmettitori TWT da 20 W in banda X con la medesima antenna per l'invio dei dati scientifici (normalmente ogni 8 ore con Deep Space Network a Terra (dove è installata pure un'antenna con diametro di ben 70 metri (3848 metri quadri geometrici), provino magari i lettori, leggendo gli altri esempi del libro, a fare qualche calcolo sommario con Pt=5 W o 20 W, f=3 GHz o 10 GHz, antenna TX di 1.65 metri, antenna RX di 70 metri, distanza d=6 UA=900 milioni di Kmetri e ragionevole deviazione di fase supponendo il segnale modulato d'angolo), per una quantità di dati pari a circa 45 Mbit), 


portante come strumentazione 1 magnetometro, 1 rivelatore di vento solare, strumenti per lo studio di onde radio ed onde di plasma interstellare, misurazioni di particelle ad alta energia ed a bassa energia, analisi del gas interstellare, analisi di protoni ed elio, studio di emissioni raggi gamma, studio della polvere interstellare, studio specifico della corona del Sole, rivelazione di eventuali onde gravitazionali; ha eseguito misurazioni specialmente magnetiche ai poli Nord (più esteso) e Sud (esiste anche un polo Sud del Sole) in 3 passaggi (1994-95, 2000-01 e 2007-08), poi ha attraversato la coda con scia di ioni della cometa Hyakutake (C-1996 B2) determinando la lunghezza della sua coda pari almeno a circa 3.8 UA (ossia circa la distanza Sole-fascia asteroidi), poi ha attraversato la coda di altre due comete McNaught-Harteley (C/1999 T1) nel 2000 e McNaught (C/2006 P1) nel 2008; inoltre Ulisse ha misurato la velocità del vento solare in 


400-750 Km/sec e descritto un campo magnetico solare quale un dipolo magnetico rotante N-S ogni 12 anni circa; nel due sorvoli di Giove ha studiato anche la sua magnetosfera un po' come ha fatto Voyager (sappiamo che Giove possiede un forte campo magnetico con notevoli fenomeni nella sua magnetosfera e le orbite dei satelliti galileiani si trovano all'interno di essa, in particolare come detto le eruzioni vulcaniche su Io sono una notevole fonte di particelle (soprattutto zolfo-ossigeno, formanti un grande toro intorno all'orbita di Io, al punto che una nave in orbita ioiana non troppo alta potrebbe trovarsi rivestita di tale polvere eruttiva); Ulisse ha studiato l'emissione di raggi gamma e lampi gamma fuori dal piano dell'eclittica laddove per essi è difficile determinarne la direzione; Ulisse ha scoperto che la polvere che giunge all'interno del sistema solare dallo spazio profondo ha concentrazione 30 volte maggiore di quanto precedentemente conosciuto; Ulisse infine ha misurato la densità degli isotopi dell'elio interstellare (compatibili con il modello del Big Bang) nonché la densità di materia necessaria perchè l'Universo sia aperto), ecc.; proseguendo invece l'esplorazione delle spazio prossimo alla Terra, il 6ago61 avverrà il lancio di Vostok 2, del peso di 5 tonnellate, con a bordo il cosmonauta G. Titov (nome del contatto radio Orjol, aquila-eagle) il quale compirà il primo volo orbitale della durata superiore alle 24 ore (25.28 ore) compiendo complessivamente 17 orbite terrestri per 703 mila Km 


(realizzando il primo filmato, i primi esperimenti in condizioni di assenza di gravità, nonchè il primo individuo-cosmonauta-astronauta a soffrire della “malattia dello spazio”, oltre a sperimentare le prime difficoltà ambientali poiché il sistema di regolazione abbassò la temperatura fino a 6 °C (ancora un'ottima temperatura avrebbero affermato gli astronauti su Apollo 13)), atterrando  nell'area di Krasnij Kut della Russia meridionale vicino a Saratov sulla riva destra del Volga (mentre Gararin era atterrato vicino ad Engels sull'opposta riva sinistra); 


le vecchie capsule Vostok (termine russo significante Oriente) lanciate dal razzo vettore A-1 Vostok, costituirono una serie di capsule monoposto dell’URSS realizzate quale evoluzioni delle precedenti sonde per portare in orbita i primi cosmonauti sovietici con basse possibilità di manovre (ed erano costituite da una parte dalla caratteristica forma sferica abitabile (con massa di 2.46 tonnellate, diametro di 2.3 metri, volume abitabile di 1.6 metri cubi, con gli strumenti per il pilotaggio), e da una seconda parte di servizio suddivisa in due piani (con 14 serbatoi in pressione di azoto-ossigeno-aria normale), con 2x16 motori a getto d'azoto di navigazione e motore per uscire dall’orbita (progettato da Issajev alimentato ad acido nitrico-carburante amminico di 15.83 KN=1.61 tonnellate), ed energia elettrica prodotta da una batteria chimica (con autonomia di circa 10 giorni ossia fino al rientro naturale in caso di problemi al motore di uscita dall'orbita), a forma cilindrica-conica), per cui Vostok aveva una lunghezza complessiva di 4.41 metri (col blocco E quale 3° stadio od ultima parte del 2° stadio R-7, con lunghezza di 7.35 metri) e pesava 4.73 tonnellate (la sola capsula sferica di 800 Kgr faceva poi ritorno balistico a terra (con scudo termico fatto di uno spessore di 13-18 centimetri di cemento-amianto), dotata di 3 portelli di 1.2 metri di diametro e 3 piccoli portelli di 25 centimetri di diametro (per osservazione ed ottica di navigazione), pochi sistemi di comunicazione-telemetria, poi paracadute di frenata per ridurre drasticamente la velocità ma raggiungente accelerazioni 10g, e la caratteristica funzionale fondamentale di queste prime capsule del programma spaziale sovietico era soprattutto quella di essere dotate di un seggiolino eiettabile sistemato entro la capsula sferica di rientro simile a quello degli aerei da caccia il quale doveva espellere il cosmonauta a distanza nel primo minuto di volo nel caso di lancio fallito (con funzione analoga alla torre di salvataggio di Mercury-Gemini-Apollo) e durante l'atterraggio, a 7 mila metri di quota, veniva automaticamente espulso con il pilota (tecnica molto impegnativa per l'organismo umano data la velocità nonostante il frenamento dovuto al paracadute alla quale avveniva l'operazione) poi rientrante separatamente col suo paracadute per le iniziali difficoltà a frenare sufficientemente la capsula negli ultimi metri prima dell'impatto col suolo (come invece avverrà coi retrorazzi in seguito adottati); il programma spaziale Vostok, che permise il 1° volo orbitale umano con Vostok 1 utilizzante il razzo Vostok quale modifica del missile R-7, comprendeva 5 voli di test per la serie del prototipo Vostok (ossia Sputnik 4 (Korabl-Sputnik 1), Sputnik 5 (Korabl-Sputnik 2), Sputnik 6 (Korabl-Sputnik 3), Sputnik 9 (Korabl-Sputnik 4), Sputnik 10 (Korabl-Sputnik 5)), e poi 6 missioni Vostok da apr61 a giu63 (ossia Vostok 1 (primo volo spaziale orbitale umano), Vostok 2 (primo volo di 24 ore), Vostok 3 e Vostok 4 (primo volo in coppia), Vostok 5 (volo di lunga durata), Vostok 6 (prima donna cosmonauta, e volo in coppia con Vostok 5), mentre le altre 7 missioni fino ad apr66 ossia fino a Vostok 13 vennero cancellate a favore del programma Luna utilizzando le restanti capsule per il lancio di satelliti artificiali Kosmos-Foton, passando così al programma Voskhod), e possiamo sostenere che lo sviluppo iniziale del programma Vostok è strettamente legato al collocamento in orbita di satelliti militari da ricognizione-spionaggio come avvenne a OKB-1 ossia Ufficio costruzioni Sergej Pavlovic Korolev (il quale nel 1956 fu incaricato di sviluppare il progetto Zenit con satelliti artificiali per tali scopi di fotografia-spionaggio (non trasmettendo a terra i segnali ma portando a terra le pellicole tramite capsula di rientro per essere poi sviluppate, analogamente al programma coi satelliti da ricognizione Keyhole in USA che porterà poi alla completa mappatura della Terra, e Keyhole diverrà un'Azienda dalla quale nascerà anni dopo Google Earth), per cui in tali anni vediamo “poeticamente” Kruscev che appoggia-promuove l'esplorazione dello spazio e “poeticamente” Kennedy che non vede l'ora di camminare sulla Luna mentre più prosaicamente l'URSS intende dotarsi di sistemi militari di spionaggio avanzato e gli USA di sistemi missilistici di lancio avanzati), per cui nel '56 iniziò la progettazione di una capsula spaziale per voli orbitali umani (denominata Vostok-Oriente) mentre gli USA annunciavano che avrebbero per primi inviato un uomo nello spazio con rientro a Terra, ma le cose si rivelarono più difficili degli intenti (per i sovietici e per Korolev il principale problema era la nave ed invece per gli statunitensi e von Braun il principale problema era il razzo vettore... stranamente... dato che i Redstone non erano adatti differentemente dai razzi balistici intercontinentali R-7 con spinta più che sufficiente (aggiungendo il 3° stadio o blocco E), laddove al contrario le cose andavano meglio per la capsula Mercury rispetto alla capsula Zenit navi tutte comunque che dovevano essere capaci di assicurare la sopravvivenza ad un astronauta per alcune ore-giorni); 


in USA si iniziarono i voli suborbitali mentre in URSS si optò subito con priorità per un 1° volo umano orbitale realizzando invece un semplice e tecnicamente meno impegnativo rientro con paracadute, ed alla fine del '59 si iniziò la costruzione di Vostok nello stabilimento di Kuibyschev-Samara, accorciando molto alcune fasi di prova ma concentrandosi sulla delicata fase di rientro in atmosfera (a gen60 vennero eseguiti più lanci di prova con lanciatore Vostok sulla traiettoria balistica Bajkonur-Kamciatka), quindi superati i test il 15mag60, come detto, fu lanciata in orbita terrestre la capsula semplificata Vostok 1P ossia Korabl 1 o Sputnik 4 più simile a Zenit (riscontrando difficoltà di collegamento radio, e di azionamento dei retrorazzi TDU di frenata malfunzionanti a causa di un sensore ad infrarossi che poi causo la sua distruzione al rientro), a lug60 avvenne l'incidente di Vostok 1 o 1KA con a bordo i cani Bars e Lisitschka che esplose circa 19 secondi dopo il lancio, quindi il 19ago venne ripetuta col lancio di Korabl 2 o Sputnik 5 (coi 2 cani Belka e Strelka, 2 ratti e 40 topi) entrando in orbita e regolarmente rientrando a terra tramite catapultazione degli animali, poi si eseguirono utili modifiche del velivolo si definirono le tecniche di salvataggio e di rientro e si adottò la tuta spaziale SK1, fissando tramite Korolèv-Nedelin-Ustinov-Keldysch-Comitato Centrale a dic60 la data del primo volo umano ma prove 


del seggiolino eiettabile causarono un morto ed inoltre il 24ott il nuovo missile balistico R-16 esplose sulla rampa di lancio causando 200 morti, per cui si decise di eseguire ulteriori prove senza equipaggio a dic60 in luogo del volo con cosmonauta ossia Korabl 3 o Sputnik 6 del 1dic (coi cani Pchelka e Mushka) effettuando un rientro con angolo troppo basso a causa del motore con conseguente perdita di capsula-cani (verificando però la possibilità del rientro naturale seppure rientro incontrollabile) per cui si dovette perfezionare il sistema propulsore (onde evitare di rientrare naturalmente magari proprio nei pressi di Cape Canaveral o comunque in territorio non sovietico), seguì quindi la missione Korabl 4 o Sputnik 7 del 22dic60 (ma i motori del razzo Vostok non funzionarono correttamente per tutto il tempo e la capsula non potè raggiungere l'orbita, interrompendo allora la missione, staccando Vostok dal lanciatore ed effettuando un rientro d'emergenza in Siberia con la sopravvivenza al violento impatto dei cani Domka e Krasonka) rinominando Vostok 1KA-s/n 4 la suddetta missione senza successo; prima del volo umano si eseguirono modifiche tra cui si aumentò lo spessore dello strato di cemento-amianto da 30 millimetri a 130 millimetri, poi si ridusse la durata del primo volo da 17 orbite (circa 24-27 ore) a 1 orbita (circa 90 minuti), e dato che gli Stati Uniti avevano annunciato il 1° volo suborbitale di un astronauta statunitense fissandolo al 28apr61 allora il Comitato Centrale del Partito Comunista dell'URSS impose il 1° volo di un cosmonauta entro quella data, e dopo una prova riuscita con manichino pesante quanto un cosmonauta ossia Korabl 4 o Sputnik 9 del 9mar61 (in cui sia il cane Tschernuska che il manichino rientrarono incolumi a terra), e la successiva missione Korabl 5 o Sputnik 10 del 25mar61 (con a bordo il cane Svjosdotschka ed un manichino rientranti regolarmente a terra), venne programmato il volo divenuto storico il successivo 21apr; 


nel frattempo si erano scelti i cosmonauti anche tramite il reparto di medicina spaziale creato da Vershinin-Jasdovski fra 3 mila piloti di aerei da combattimento (di età massima di 36 anni, altezza di 170-175 centimetri, peso di 70-72 Kgrammi) ridotti a 400 poi selezionati in 30 candidati e quindi portati a 20 cosmonauti dell'Unione Sovietica divenendo ora nota pure a loro la ragione della scelta della “Commissione per il tema N° 6”, iniziando a mar60 corsi teorici di fisica, meccanica celeste, tecnica missilistica, astronavigazione, biologia, medicina, ecc. e l'addestramento pratico a Mosca (in particolare con esperti costruttori di OKB-1 un aereo Tupolev, tra cui troviamo pure futuri cosmonauti quali Makarov-Jelissejev-Feoktistov) attinente a paracadutismo, voli con MiG-15 UTI (ricordiamo, lo stesso aereo sul quale nel 1968 morirà Gagarin), voli parabolici (a bordo di TU-104), centrifughe, soggiorni per test psicologici in camere d'isolamento (tipo Grande Fratello ma con atmosfera diversa ed atmosfera ricca d'ossigeno, e senza sorelle) seppure a quel tempo si sapeva quasi nulla delle condizioni fisiche di un organismo in assenza completa di gravità, 


fondando nel '60 il Centro d'Addestramento a Svjosdny Gorodok (40 Km a nord-est di Mosca) 


Zentr Podgotovki Kosmonavtov oggi noto come Città delle stelle inizialmente diretto da Karpov-Petrovic, selezionando così i 6 cosmonauti delle missioni Vostok (ossia Jurij Alekseevic Gagarin, Andrijan Grigorevic Nikolaev, Pavlo Romanovyc Popovyc, German Stepanovic Titov, Anatoli Kartaschov (sostituito da Grigori Neljubov, per una rottura di vaso sanguigno durante addestramento in centrifuga), Valentin Varlamov (sostituito da Valerij Fedorovic Bykovskij per incidente con un tuffo di testa), che iniziarono le simulazioni nella capsula Vostok, onde ottenere il titolo di pilota cosmonauta col divieto però di usarlo in pubblico insieme alla segretezza di tutto il programma spaziale (ed anche da qui vediamo alcune differenze tra gli astronauti-yankee ed i cosmonauti-cosacchi), e colui che ottenne i migliori risultati teorici-pratici nonché degno di divenire il 1° uomo nello spazio ed Eroe dell'Unione Sovietica secondo il generale Kamanin fu Gagarin), ma effettuate tutte le missioni Vostok, prima di avviare il programma Sojuz, si eseguirono missioni di riserva con Vostok modificate quali Vostok C con l'obiettivo di arrivare alla messa in orbita di una stazione spaziale di 15-25 tonnellate, oppure per realizzare voli verso la Luna; mentre gli Stati Uniti avviavano il progetto Gemini con 2 astronauti, Korolev togliendo il seggiolino eiettabile da Vostok faceva posto a 3 seggiolini normali per 3 astronauti senza tuta (o 1 con tuta e 1 senza) ottenendo la capsula Voskhod (significante Sorgere del Sole) che preparerà le missioni Sojuz; il 1962 come detto si apre il 20feb con il 1° astronauta USA in orbita, John Glenn su Mercury Friendship 7, il quale dopo quasi 5 ore rientrava dopo aver compiuto 3 orbite; mentre l’analoga missione con Carpenter su Mercury Aurora 7 della durata di quasi 5 ore, avrà luogo il 24mag62; l'11 ed il 12ago62 vennero lanciate  Vostok 3 (con qualche difficoltà dato che una torre con cavi di alimentazione non si staccò correttamente ma precipitò a lato pochi secondi prima del sollevamento) e Vostok 4, con a bordo i cosmonauti Nicolaiev e Popovic rispettivamente, che realizzarono il 1° appuntamento-rendezvous in orbita con volo in coppia, compiendo circa 50 orbite e 94 e 71 ore di volo rispettivamente con atterraggio Nicolaiev vicino a Karakalinsk in Kazakistan e Popovic nei pressi di Atas a sud di Karaganda; il 3ott successivo l’astronauta statunitense Schirra su Mercury Sigma 7 realizzerà un volo di 6 orbite, mentre il 15mag63 Cooper su Mercury Faith 7 orbiterà intorno alla Terra, tra i 160 ed i 270 Km di quota, per 22 volte; quindi il 14 ed il 16giu successivi, Bykovsky e Tereshkova, a bordo di Vostok 5 e Vostok 6, realizzeranno con 81 e 48 orbite rispettivamente il 2° volo in coppia con il 1° volo femminile seppure con qualche problema su Vostok 5 relativo al giroscopio e ad un perigeo-apogeo troppo basso per una permanenza di 8 giorni (volo originariamente programmato quale preparazione per una missione verso la Luna) e forse con qualche problema per l'assenza di gravità su Vostok 6; ma dopo 16 mesi, il 12ott64, assistiamo al 1° volo con 3 astronauti, ossia Komarov,  Feotkistov e Jegorow a bordo della 1° capsula triposto Voskhod 1, del peso di 5 tonnellate e lanciata con una spinta dei motori di 4 Mnewton=410 tonnellate in luogo delle 360 tonnellate sufficienti per le precedenti capsule Vostok, 


e compiendo complessivamente 16 orbite; la serie delle capsule Voskhod era analoga alla precedente serie di capsule Vostok tranne che per l’aggiunta di un gruppo di propulsori per il rientro, e di alcuni piccoli retrorazzi a propellente solido da utilizzare insieme ad un grande paracadute nell’ultima fase della discesa prima del contatto con il suolo (poiché, a differenza che con le Vostok, l’equipaggio atterrava all’interno dell’abitacolo), laddove tale capsula pesava poco più di 5 tonnellate, e con l’eliminazione dell’ingombrante seggiolino eiettabile dava posto a 3 membri d’equipaggio senza tuta, oppure a 1 senza tuta e l’altro con la tuta per eseguire l’attività extraveicolare, ed a questo specifico scopo la Voskhod 2 venne munita di una camera di compressione-decompressione o compensazione gonfiabile collocata all’esterno del portellone d’uscita; tramite le capsule Voskhod, con 2 missioni nel 1964 e 1965, assistiamo alla 1° passeggiata nello spazio di un astronauta, mentre poi esse prepareranno l’avvento del successivo programma Sojuz (o con traslitterazione inglese Soyuz); il 18mar65, infatti, a bordo di Voskhod 2 del peso di 5.6 tonnellate e lanciata con una spinta dei motori di 650 tonnellate=6.37 Mnewton, i cosmonauti Beliaiew e Leonov entrarono in orbita per più di 23 ore compiendo 17 orbite, mentre Leonov uscì pure nello spazio per 20 minuti rimanendo collegato alla nave tramite un cavo flessibile, realizzando così la 1° passeggiata spaziale; gli USA entrarono in una nuova fase del loro programma il giorno 23mar65, con il lancio di Gemini 3 Molly Brown del peso di poco più di 3 tonnellate, nella quale Grissom e Young, 1° coppia di astronauti statunitensi, compirono 3 orbite in quasi 5 ore; le capsule Gemini (nome dovuto al fatto di ospitare 2 astronauti), costruite dalla McDonnell Aircraft, portate in orbita dal più potente razzo vettore Titan necessarie per viaggi spaziali più avanzati e rientranti a Terra tramite ammaraggio (inizialmente North American Aviation a partire dal '64 mediante 25 prove aveva deciso di effettuare l'atterraggio di Gemini su terra (solo 6 voli però atterrarono senza problemi) ma la Nasa optò per l'atterraggio in mare)), 


erano una serie di capsule biposto del programma Gemini (attivo nel periodo 1963-66, ed inizialmente concepito quale sviluppo del programma Mercury o Mercury Mark II, ma poi rinominato Gemini perchè assai più evoluto e contemplante tecniche di navigazione anche superiori a quelle necessarie per Apollo; nel frattempo salivano a 27 gli astronauti selezionati per il progetto Gemini-Apollo ma 7 morirono in vari incidenti di volo prima del '68), dalla caratteristica forma conica come pure sarà il futuro modulo di comando Apollo, complessivamente lunghe 5.8 metri con una base circolare di 3.5 metri di diametro ed un peso di quasi 4 tonnellate, composte dal modulo di rientro e dal modulo di servizio (infatti, come detto, erano state costruite per il progetto Gemini ovvero per permettere un viaggio di andata e ritorno dalla Luna, ossia per una lunga permanenza in orbita, per facilitare le operazioni di appuntamento spaziale o docking e di aggancio-sgancio in orbita, oltre all’uscita dall’abitacolo per le attività extraveicolari EVA; nel 1964 iniziarono i test a terra (sistemi meccanici, elettrici, elettronici, sistemi di salvataggio) della nuova integrazione tra la nave ed il razzo capace di metterla in orbita terrestre ossia Gemini-Titan II; ma le cose non andarono proprio benissimo, ed il 1° lancio sperimentale senza equipaggio ossia Gemini-Titan 1 o GT-1 avvenne l'8apr64 (entrando in orbita come previsto insieme al 2° stadio dopo 6 minuti e compiendo 3 giri attorno alla Terra, per ritornare in atmosfera passivamente dopo 64 orbite sopra l'oceano Atlantico meridionale), il 13apr la Nasa rese noto il 1° equipaggio di Gemini 2 (Grissom e Young) per il volo del 16nov64 ma un guasto (forse dovuto ad un fulmine che avrebbe colpito la rampa N. 19) richiese la sospensione delle esercitazioni riprese a set64 poi ritardate ancora per due uragani nella zona (per cui si decise lo smontaggio del missile Titan-Gemini ed il suo rimontaggio) quindi il 9dic64 il conto alla rovescia per la missione GT-2 venne interrotto 1 secondo dopo l'accensione dei motori principali (a seguito di allarme dato dal sistema di controllo automatico per caduta di pressione idraulica nel sistema di pilotaggio del 1° stadio di Titan) 


e finalmente il 19gen65 iniziò GT-2 con un semplice volo balistico (con separazione della capsula e rientro in atmosfera testante il nuovo scudo termico simile a quello utilizzato poi per la nave Apollo, ma tale capsula Gemini 2 sarà riutilizzata in un'altra esercitazione); seguirono le 10 missioni Gemini con equipaggio (ossia Gemini 3 (1° volo Gemini con equipaggio umano), Gemini 4 (circa 4 giorni, e 1° attività extraveicolare statunitense), Gemini 5 (1° volo di circa 1 settimana), Gemini 7 (1° missione durata circa 2 settimane), Gemini 6A (1° appuntamento con altra Gemini), Gemini 8 (1° aggancio), Gemini 9A (1° appuntamento con docking adapter), Gemini 10 (1° appuntamento con Agena Target Vehicle), Gemini 11 (1° volo su orbita terrestre alta), Gemini 12 (1° appuntamento eseguito manualmente)) da mar65 a nov66, e se le missioni Mercury insegnarono agli astronauti americani i fondamenti e le basi delle nascenti tecniche spaziali, le missioni Gemini li resero esperti specialmente negli appuntamenti-rendezvous e nei delicati agganci orbitali, e prepararono quindi il successivo progetto Apollo specificamente e distintamente finalizzato a portare l’uomo sulla Luna; rapidamente riportiamo che il 1° volo umano Gemini, come detto, verrà inaugurato appunto il 23mar65 su Gemini 3 o GT-3 con Grissom e Young, poi il 3giu successivo, McDivitt e White, su Gemini 4 o GT-4 lanciata dal razzo Titan II portando la spinta dei motori fino a 240 tonnellate=2350 Knewton, eseguiranno 62 orbite tra i 160 ed i 280 Km di quota in 98 ore di missione (mentre White realizzerà la 1° passeggiata spaziale di un astronauta statunitense durata 21 minuti e facendo pure uso di un piccolo propulsore individuale a getto); il 21ago65, Cooper e Conrad a bordo di Gemini 5 o GT-5 che raggiunse l’apogeo a 347 Km di quota, in 120 orbite di oltre 190 ore (quasi 8 giorni) effettuarono prove di appuntamento spaziale superando pure alcune difficoltà tecniche; il 15 ed il 4dic65, a bordo di Gemini 6 e Gemini 7 ossia GT-6 e GT-7, gli astronauti Schirra-Stafford e Borman-Lovell rispettivamente, nel volo spaziale più


 lungo di ben 334 ore (quasi 14 giorni) realizzato da Gemini 7, dopo l’appuntamento delle due navi avvenuto a 300 Km di altezza, hanno orbitato per più di 20 ore insieme alla distanza di meno 2 metri, mentre Gemini 6 rientrava il giorno dopo il suo lancio (tale volo verificò anche l’affidabilità dei propulsori alimentati ad idrogeno ed ossigeno, e fornì importanti dati biologici e medici relativi all’organismo umano in relativamente lunga assenza di gravità); 


a bordo di Gemini 8 o GT-8 lanciata il 16mar66, Armstrong e Scott, in 7 orbite e 10 ore di missione poi interrotta per sopravvenute difficoltà tecniche, realizzarono il 1° accostamento con il missile Agena (Agena Target Vehicle) lanciato poco più di un’ora prima per eseguire prove di accostamento ad un oggetto in moto; mentre il 3giu su Gemini 9 o GT-9, Stafford e Cernan effettuarono ben 3 appuntamenti in orbita col missile Agena in 72 ore di volo e 45 orbite; Young e Collins su Gemini 10 o GT-10  il 18lug66 entrati in orbita tra 160 e 269 Km d'altezza eseguirono il 1° agganciamento in orbita con Agena GATV-10 (lanciato 101 minuti prima con razzo Atlas-Agena) non senza difficoltà (dato che l'operazione-navigazione ottica fallì per calcoli errati, ma poi con aggancio ben riuscito seppure con un notevole e preoccupante consumo di carburante oltre il 60 % del disponibile) rimanendo uniti per più di mezz’ora fino a 750 Km di quota sfruttando la spinta del motore principale di Agena per 80 secondi d'accensione e superando così l'altezza di Voshkod 2 (operazione di agganciamento prioritaria ed indispensabile poiché il medesimo agganciamento tra Gemini 8 ed Agena comportò rilevanti difficoltà e tra Gemini 9 ed Agena fallì completamente), quindi dopo mutazione di rotta in ulteriori 78 secondi d'accensione avvenne pure l'aggancio con Agena GATV-8 lanciata a mar precedente per la missione Gemini 8 recuperando anche una lastra montata esternamente per rilevare l'impatto di micrometeoriti, in una missione di 71 ore e 43 orbite complessivi, mentre Collins uscì pure nello spazio per 38 minuti (in realtà rimase semplicemente in piedi nella nave con sportello aperto anche per eseguire delle fotografare); Conrad e Gordon su Gemini 11 o GT-11 nel sett successivo effettuarono alcuni interessanti esperimenti tra cui la creazione di gravità artificiale, e 5 agganciamenti in orbita con il missile Agena, in 44 orbite complessive, oltre ad una salita fino ad oltre 1300 Km di quota; Gemini 11 inoltre fu la 1° capsula ad effettuare il rientro a Terra automatico tramite l’uso di un calcolatore elettronico di quegli anni (Gemini Guidance Computer GGC); poi, dopo aver montato il 23sett66 la capsula di 3.7 tonnellate in cima al razzo Titan II, l'11nov successivo su Gemini 12 o GT-12, J. Lovell (comandante, il quale su Gemini 7 aveva raggiunto il record di ore di volo) ed Aldrin al primo volo ma che sarà il 2° uomo a scendere sulla Luna con Apollo 11 (tra 161 e 271 Km di quota, in 94 ore e 34 minuti, con 59 orbite complessive di periodo orbitale di 88 minuti e 52 secondi) realizzarono più agganciamenti con Agena GATV-12 lanciato 90 minuti prima (agganciamenti realizzati manualmente con sestante e navigazione a vista poiché il radar di bordo non funzionava correttamente) al quale rimasero uniti per 48 ore (ma non accesero il propulsore di Agena 12 onde salire ad altissima quota come fatto da Gemini 11 poiché aveva già avuto dei problemi durante il lancio), e fotografarono pure un’eclissi solare (per così occupare il tempo alternativamente richiesto da un'ascesa con Agena), mentre Aldrin eseguì attività stand-up EVA col portello aperto e passeggiò pure nello spazio per più di 2 ore (eseguendo alcuni lavori all'esterno di Agena 12 e di Gemini 12, tra cui la pulitura del vetro di un oblò che aveva precedentemente causato inconvenienti nel volo a vista (se avesse usato il Vetril od altro pulitore di vetri acquistato dalle casalinghe per uso domestico facendolo uscire da un'apposita cannuccia lo avrebbe visto ribollire violentemente ed evaporare in pochi istanti)), quindi alla 59° orbita accesi i retrorazzi di frenata Gemini 12 iniziò la fase di rientro (non senza inconvenienti, se come è riportato una valigetta contenente attrezzi-utensili appesa alla parete con nastro a strappo cadde sfiorando Lovell ed andando ad incastrarsi vicino alla leva manuale del congegno di catapultazione dei seggiolini che sarebbe stato “sconsigliato” azionare in tale fase) ammarando a 4.8 Km dal punto di atterraggio calcolato, abbassando così il sipario dell'ultima scena e dell'ultima missione del programma Gemini per dare inizio al 1° (mancato) volo di Apollo 1 come detto con la morte dei 3 astronauti sulla rampa di lancio il 27gen67 per una missione programmata un paio di mesi dopo nonostante i 3 precedenti lanci senza equipaggio erano avvenuti con successo; possiamo dire che le missioni Gemini apportarono una notevole esperienza agli astronauti statunitensi nell’effettuazione delle complesse operazioni di appuntamento-rendezvous, di aggancio e di macchinose manovre dei veicoli spaziali in orbita necessarie per acquisire esperienza e comportarsi con maggior destrezza e padronanza nel nuovo mondo a gravità zero o microgravità; nel frattempo, il 23apr67 partiva il progetto Sojuz (termine russo significante Unione) durante il quale però su Sojuz 1 il cosmonauta veterano Komarov il giorno successivo rientrava anzitempo a Terra alla 17° orbita morendo nell’impatto per il malfunzionamento del paracadute di frenata dovuto al banale attorcigliamento delle sue funi, ma questo anno 1967, come sappiamo, si rivelerà nefasto per entrambe le nazioni impegnate nello sviluppo delle tecniche e dei programmi spaziali in quanto sia la prima missione Sojuz che la prima capsula Apollo (Apollo 1) comporteranno perdite di vite umane; l’11ott68, invece, Schirra, Eisele e Cunningham sulla nave Apollo 7 di 14 tonnellate di peso lanciata con una spinta dei motori di 8.3 Mnewton=850 tonnellate, effettuarono il 1° volo statunitense con capsula triposto, della durata di 260 ore (più di 10 giorni) e 123 orbite complessive; nel frattempo ad ott68 il cosmonauta G. T. Beregovoj effettuava una missione di 60 orbite su Sojuz 3; a gen69 le navi Sojuz 4 con a bordo V. A. Šatalov  e Sojuz 5 con A. S. Eliseev ed E. V. Khrunov effettuavano un appuntamento in orbita con trasferimento in tuta di Eliseev-Khrunov da Sojuz 5 a Sojuz 4; ad ott69 le Sojuz 6, Sojuz 7 e Sojuz 8 lanciate in successione un giorno dopo l'altro effettuavano il rendezvous in orbita senza agganciarsi; a giu70 i due cosmonauti di Soyuz 9 effettuarono la missione record di quasi 18 giorni in orbita; la serie di navi del progetto Sojuz era stata progettata da S. P. Korolev quale prosecuzione del programma Voschod ed inizialmente faceva parte del progetto Luna con lanciatore Sojuz ed in seguito del programma Zond, 


ma successivamente dopo il cambiamento del progetto Luna le Sojuz serviranno per il trasporto degli astronauti alle stazioni spaziali Saljut e Mir e quindi ancora alla Stazione Spaziale Internazionale ISS; il 1° volo Sojuz senza equipaggio avvenne il 28nov66, mentre come detto il 1° volo con equipaggio avvenne il 23apr67 comportando la morte di Komarov (come vediamo il programma Apollo ed il programma Sojuz vengono sviluppati contemporaneamente coi lanci di prova senza equipaggio alla fine del '66 ed all'inizio del '67); la nave Sojuz è composta dal modulo orbitale (di forma sferica allungata differentemente dal modulo orbitale sferico di Vostok), dal modulo di servizio (a geometria cilindrica rigonfia, con una parte pressurizzata (contenente il sistema di controllo dell'asseto del veicolo, il controllo ambientale di temperatura, il pannello elettrico, il ricetrasmettitore, la strumentazione di telemetria, ecc.) ed una parte non pressurizzata (contenente i serbatoi, i ricambi ed il motore principale) laddove esternamente ci sono i pannelli solari, i radiofari-radiometri, ed i 3 motori a getto per l'orientamento di Sojuz) e dalla casula di rientro (differentemente da Apollo composto dal modulo di comando CM e dal modulo di servizio SM) per cui collocare tutta la strumentazione non di navigazione nel modulo orbitale e solo il necessario per il rientro in atmosfera nel piccolo modulo di rientro (con geometria a semisfera+sezione conica di 7 gradi per effettuare un moto non solo balistico a minor decelerazione e miglior dissipazione termica da attrito, con adatta copertura termoresistente sull'emisfera, paracaduti di frenata e paracadute principale per rallentare la nave nella fase finale cui segue l'azione dei retrorazzi a propellente solido a pochi metri da terra per l'atterraggio morbido) permette di liberare spazio interno abitabile (infatti CM di Apollo aveva una massa di 5 tonnellate con 6 metri cubi di spazio libero, laddove il modulo orbitale di Sojuz aveva un'analoga massa con 9 metri cubi di spazio libero permettendo di ospitare 3 cosmonauti (3 metri cubi/astronauta in entrambi i casi) per più di 3 giorni autonomamente tramite il supporto vitale (azoto-ossigeno generato da cilindri stabilizzanti i valori di CO2 e vapor acqueo laddove cilindri LiOH assorbivano CO2 per generare O2), nonché capsula ad aggancio automatico con controllo automatico oppure con controllo da Terra o manuale da bordo); la 1° generazione Sojuz 7K-OK (1967-70) progettata per orbite lunari comprende le missioni da Sojuz 1 a Sojuz 9; la 2° generazione Sojuz 7K-L1 (1968-70) ottenuta riducendo le masse del modulo orbitale ed eliminando il paracadute di riserva, doveva portare cosmonauti in orbita lunare (con le prove del programma Zond del 1968-70) ma si verificarono molti guasti specialmente al rientro; la 3° generazione Sojuz 7K-LOK (1968-70) era progettata per l'allunaggio umano nel progetto Luna (con modulo orbitale dotato di aggancio per le operazioni di attracco del modulo lunare LK (con funzioni analoghe


 al LEM di Apollo), 


modulo di servizio (con propulsori più potenti e dotato di maggior autonomia per controllare l'entrata e l'uscita dall'orbita lunare), e capsula di rientro più pesante) ma queste missioni non vennero effettuate per i ripetuti insuccessi del razzo N1 (come detto dotato di spinta fino a 4700 tonnellate ma mai terminante l'ascesa per l'entrata in orbita (il primo lancio il 21feb69 dalla base LC-110R di Baikonur comportò la distruzione del razzo (portante un modulo lunare sperimentale) dopo 54 secondi per incendio nel 1° stadio e conseguente spegnimento di tutti i 30 motori NK-15, il secondo lancio il 3lug69 fallì per un'esplosione ad una pompa dovuta ad una qualche ostruzione dei condotti d'aria dopo pochi secondi dal lancio (con perdita di N1, di Zond L1S e di L3 Model), il terzo lancio del 26giu71 comportò un forte beccheggio-rotazione per malfunzionamento della stabilizzazione dopo 50 secondi (con distruzione del missile, e dei modelli LOK e L3), il quarto lancio del 23nov72 fallì per lo spegnimento anticipato a 107 secondi dei motori del 1° stadio ed il mancato suo distacco dal 2° stadio prima del verificarsi di una serie di esplosioni (comportando la distruzione di N1, di Zond e del modello L3)), e si era pensato anche a motori termici nucleari per gli ultimi stadi (ma nel '74 il Politburo cancellò il programma lunare con sbarco umano, ed i vettori N1 in fase di realizzazione dei 12 programmati vennero distrutti mentre alcuni motori NK-33 furono poi venduti ad Aerojet che li rinominò AJ-26), ma ancora nel 2015 nessun razzo con motori nucleari ha mai operativamente volato nonostante alcuni esperimenti a terra in Nevada USA ed in Russia) necessario per la messa in orbita della nave verso la Luna; la 4° generazione Sojuz 7K-OKS (1971-72) progettata per agganciarsi ad una stazione spaziale Saljut (o traslitterato in inglese Salyut) era dotata di portellone per il transito degli astronauti (con soli 2 voli, di cui il secondo ossia Sojuz 11 con depressurizzazione al rientro e morte dei cosmonauti); la 5° generazione Sojuz 7K-T (1973-81) con riprogettazione per 2 soli cosmonauti in tuta e la sostituzione dei pannelli solari con batterie (effettuando voli da Sojuz 12 a Sojuz 40), per il servizio alla stazione spaziale, in particolare la versione modificata Sojuz 7K-TA9 per volare fino alla stazione spaziale militare Almaz (con sistema di controllo remoto e nuovo sistema dei paracaduti); la 6° generazione Sojuz T (1976-86) usata nel progetto Apollo-Sojuz (con innalzamento del livello di sicurezza, connettore universale di aggancio delle capsule, nuovo sistema di controllo-manovra, pressione interna ridotta a 0.68 atmosfere, migliori pannelli solari (effettuò missioni fino a Sojuz 22); la 7° generazione Sojuz TM (1986-2003) progettata per il trasporto di cosmonauti alla stazione Mir (con nuovi sistemi di appuntamento-aggancio indipendente, di ricetrasmissione, di emergenza, ed un nuovo motore a getto); l'8° generazione Sojuz TMA (2003-11) migliorata rispetto a TM per il servizio alla stazione ISS (con notevole abbandono dell'uso dell'elettronica analogica a favore della più moderna tecnica digitale, con miglior sistema dei paracadute, e maggior spazio abitabile); la 10° generazione Sojuz TMA-M in uso dal 2010 col 1° lancio Sojuz TMA-01M (con miglioramenti specialmente riguardo la strumentazione ed il controllo numerico-digitale, e con la sostituzione del vecchio computer di bordo Argon per il nuovo TsVM-101); aggiungiamo anche la navetta-cargo automatico Progress in successive versioni per il rifornimento della stazione spaziale derivata da Sojuz (con decine e decine di missioni-cargo ed il solo incidente di Progress M12 lanciato da Baikonur e caduto in Siberia il 24ago11), ma abbastanza derivato da Sojuz è pure il veicolo spaziale cinese Shenzhou; l'Agenzia Spaziale Russa ha annunciato nel 2004 la sostituzione della nave Sojuz con la nave Kliper (ma il programma è fermo per mancanza di fondi), quindi nel 2009 è stato annunciato l'avvento della nuova nave Rus; 


avendo nominato l'Agenzia Spaziale Russa quale controparte sovietica-russa della Nasa diciamo che il principale protagonista del programma spaziale era S. P. Korolèv, come pure il padre della teoria astronautica e dell'esplorazione spaziale all'inizio del '900, come detto altrove, era il russo Tsiolkovsky, anche se nei primi decenni l'astronautica e la missilistica vennero applicate soprattutto in Germania e negli USA, però ricordiamo che alla fine della 2° guerra mondiale l'esercito sovietico entrò nelle fabbriche dei razzi V2 a Peenemunde sul Baltico venendo in possesso di centinaia di vettori tedeschi insieme a centinaia di tecnici, per cui sotto gli auspici del ministro Ustinov il progettista Korolèv coi tecnici tedeschi prigionieri mise subito a punto il razzo R-1, e poi per le esigenze militari richiedenti sollevamenti più pesanti realizzò il noto razzo balistico R-7 il quale con l'aggiunta di un 3° stadio si rivelerà un buon lanciatore spaziale così che solo 10 anni dopo Korolèv-Sedov-Keldish-ecc. poterono inviare in orbita satelliti come Sputnik 1 e sonde Zenit e poi le navi Vostok-Voschod, le sonde Luna e le successive navi Sojuz realizzando nel corso degli anni notevoli successi spaziali-(militari) quali il 1° ICBM R-7, il 1° satellite artificiale, il 1° essere vivente in orbita, il 1° uomo in orbita, la 1° sonda verso la Luna, la 1° sonda sulla Luna, la 1° visione dell'emisfero nascosto della Luna (laddove, aggiungiamo, la prima fotografia della Terra ripresa dall'alto (ben mostrante l'accentuazione della curvatura di un emisfero) è stata invece fatta con una fotocamera a bordo di un razzo V2 nel 1946 per opera di von Braun e tecnici americani, seppure la prima conoscenza pratica di un razzo V2 fuori dalla Germania fu fatta a lug44 portando clandestinamente a Londra parti di V2 recuperati in Polonia da lanci di prova ossia 2 mesi prima del primo bombardamento londinese con V2 di set44), il 1° land rover lunare Lunokhod, il 1° appuntamento spaziale a distanza di pochi Km (mentre Gemini 6A-Gemini 7 realizzeranno un vero rendezvous), il 1° volo di 3 astronauti, la 1° attività extraveicolare EVA, la 1° sonda su Venere (Venera 3) e la 1° sonda su Marte (Mars 3), la 1° sonda orbitale lunare (Luna 10), la 1° sonda lunare automatica rientrata a terra (Luna 16, ma era già ritornata la nave Apollo 11-Eagle dalla Luna), la 1° stazione spaziale (Salyut), la 1° stazione spaziale ininterrottamente abitata (Mir), ciò realizzato da 4 gruppi principali di progettazione diretti da Korolèv, Jangel, Glushko, Celomei, laddove Korolev puntava in direzione del programma Sojuz e del lanciatore pesante N1 per la realizzazione del programma Luna e della prima stazione spaziale con equipaggio permanente, Jangel ex assistente di Korolèv iniziò lo sviluppo di motori per razzi molto potenti (con l'utilizzo di vantaggioso propellente ipergolico però più difficile da controllare e che portò alla catastrofe di Nedelin) occupandosi poi di razzi ICBM, invece Glushko era il primo progettista di Korolëv ma si rifiutava di sviluppare una singola camera per il motore criogenico auspicato da Korolëv per uguagliare-migliorare le prestazioni di Saturno V nell'impresa lunare, mentre Celomei appoggiato da Kruscev si vide affidare il progetto di un razzo in grado di inviare una missione con equipaggio umano intorno alla Luna e di portare in orbita una stazione spaziale militare, ma dopo la caduta politica di Kruscev nel '64 sotto la direzione di Korolèv passarono tutti i programmi di missioni con equipaggio umano seppure generando dei rallentamenti; mentre però in USA von Braun rimaneva alla Nasa per tutto il lungo periodo dell'impresa lunare lasciandola solo nel '72, Korolèv morì nel '66 e la direzione dell'ufficio OKB-1 andò a Vasilij Pavlovic Misin (l'obiettivo era di portare in orbita lunare un cosmonauta nel '67 e di realizzare uno sbarco umano nel '68) ma non aveva l'autorità di Korolev e cedette all'ambizioso programma del lancio prematuro nel '67 di Sojuz 1 comportando com'è noto la morte del cosmonauta Komarov, e mentre ad ott68 avveniva con successo la missione Sojuz 3, sappiamo che nel dic68 i sovietici furono anticipati dagli statunitensi nella missione modificata di Apollo 8 realizzante la 1° circumnavigazione lunare-selenocentrica con 3 astronauti (missione C modificata sia perché il LEM non era ancora pronto per il collaudo e forse sia per prevenire i russi in orbita lunare tra fine68 ed inizio69 con Zond 6) 


laddove il programma Zond era ancora nella fase di prova con voli circumlunari senza equipaggio, ma volendo accorciare i tempi Misin volle utilizzare ancora prematuramente il vettore N1 per rincorrere gli USA, con successo a gen69 nelle missioni di Sojuz 4 e Sojuz 5 e nel collaudo in orbita terrestre del modulo lunare LK di allunaggio (quale modulo lunare LK (Lunniy Korabl) progettato da Jangel per la discesa di un cosmonauta sulla Luna, con analoghe caratteristiche del LEM di Apollo statunitense ma più piccolo, agganciato alla nave Sojuz 7K-LOK si sarebbe staccato e tramite il modulo Blocco-D sarebbe arrivato a 4 Km d'altezza dal suolo lunare, e, dopo il distacco di tale blocco, LK sarebbe allunato coi propri motori su un carrello di 4 gambe per poi ripartire con lo stesso motore lasciando sulla Luna la parte inferiore, onde riagganciarsi nuovamente all'astronave Sojuz ed essere quindi abbandonato (ipotizzando però difficoltà alla partenza dalla Luna si era anche pensato di far allunare separatamente nel medesimo luogo un altro LK di riserva, precauzione che magari si poteva prendere anche per il LEM lunare), ma come detto, nonostante il favorevole collaudo in orbita terrestre LK non scese mai sulla Luna per la definitiva cancellazione del programma sovietico di sbarco umano dopo i ripetuti fallimenti del razzo N1, ed ora gli interessati possono vedere uno dei 5 esemplari di LK costruiti in qualche museo dell'astronautica), ma 4 successivi fallimenti del vettore N1 fecero comprendere che ormai gli statunitensi erano ad un passo dallo sbarco sulla Luna, ed allora Celomei nel '70 convinse Ustinov a rallentare il programma Luna umano per passare alle sonde automatiche Luna riportanti a terra materiale lunare prelevato con carotaggio, ed invece a favore dello sviluppo della stazione spaziale militare Almaz in tal campo in vantaggio sugli USA, programma che divenne quello di Salyut (di un altro danno mortale Misin doveva essere responsabile quando convinse che nel programma Sojuz era meglio portare 3 cosmonauti senza tuta che 2 con la tuta pressurizzata poiché ciò costerà la vita dell'equipaggio di Sojuz 11 per depressurizzazione della cabina al rientro nel '71), quindi Celomei prese la direzione del programma Sojuz, il progetto sfortunato N1 venne cancellato (rilevando qui che sia le divisioni interne dei gruppi di lavoro, sia la programmazione coi piani quinquennali e l'ingerenza politica a livello dei singoli progetti, oltre alla mancanza di fondi economici, furono le cause che portarono all'insuccesso del Piano Luna per lo sbarco umano di cosmonauti sovietici, ma in altri settori gli incidenti a bordo di navi e le numerose vittime a terra (ad esempio il 18mar80 un lanciatore Vostok esplose sulla rampa durante la fase di rifornimento ai serbatoi di propellente causando 48 morti) erano spesso dovute agli insoddisfacenti collaudi e prove) e si procedette soprattutto col progettista Glushko alla realizzazione del razzo NPO Energia (necessario per la missione umana su Marte), poi si realizzò la navetta Buran lanciata da Energia Rocket Laucher in versione con 4 booster laterali (quale adeguato supporto ad un sistema spaziale difensivo sovietico), ma dopo il 1988 il costoso progetto Buran (con la realizzazione effettuata di solo 2 veicoli ed assai parziale di altri 3 dei 5 complessivi programmati (come si fece per lo Space Shuttle SS USA), di cui 1 solo Buran 1.01 fu sperimentato senza equipaggio con successo, 


mentre come detto erano stati previsti 5 esemplari con 20 voli/anno) venne definitivamente abbandonato al crollo dell'unione Sovietica; la navetta spaziale Buran (Tempesta di neve) si iniziò a progettare nel 1974-76 giungendo alla fine nel 1984-86 (impiegando direttamente-indirettamente quasi 1 milione di persone di cui 150 mila a tempo pieno e costando la somma enorme di 16.4 miliardi di rubli) col 1° volo suborbitale di prova di un modello in scala ridotta nel 1984 e poi altri 23 voli di un modello a grandezza reale, col 1° ed ultimo volo senza equipaggio il 15nov88 entrando in orbita lanciata da Energia dal cosmodromo di Baikonur, compiendo automaticamente 2 orbite a 250 Km in circa 3.42 ore e rientrando con un perfetto atterraggio (questa navetta che ha volato venne poi danneggiata nel 2002 per il crollo del tetto dell'hangar e non potè più essere riparata, laddove delle 3 complessive navette costruite 1 è stata demolita e l'altra è stata esposta al Gorkij Park fino al 2008 ed oggi dovrebbe trovarsi a Spira presso Francoforte sul Meno), aggiungendo che Buran è un velivolo capace di ospitare 10 membri-astronauti, lungo 36.37 metri, alto 16.35 metri, con apertura alare a delta di circa 23 metri, lunghezza del vano utile di 18.55 metri e suo diametro di 4.65 metri, massa della sola struttura di 42 tonnellate, peso del carburante di 14.5 tonnellate, massa complessiva della navetta al decollo di 105 tonnellate, massa complessiva Energia+Buran di 2400 tonnellate, spinta di 3500 tonnellate=34.3 MN (per satellizzare un carico di 100 tonnellate in orbita bassa, ma una spinta di 3 mila tonnellate sarebbe magari pure sufficiente calcolando una miglior traiettoria), spinta complessiva dei motori orbitali di 17.6 tonnellate=172.6 KN, impulso specifico motori orbitali Isp=362 secondi, impulso totale di manovra di 5 Kgr secondo, spinta dei motori direzionali di controllo a reazione di 14.87 tonnellate con Isp=280 circa, possiede sul davanti della fusoliera un rivestimento di 38 mila piastrelle di ceramica antitermiche dato che la temperatura raggiunge facilmente 1650 °C (raggiungendo Buran la velocità di Mach 24 ossia di circa 28 mila Km/h), a terra può essere trasportato orizzontalmente in ferrovia o sul dorso della fusoliera di un Antonov An-225 Mriya per poi essere posizionato verticalmente ed agganciato al vettore di lancio (laddove SS può essere trasportato solo verticalmente), e ha molte analogie ma pure differenze con SS USA (siano essi usati per scopi spaziali che per eventuali scopi militari) e per esempio Buran non ha propulsori principali (differentemente da SS coi suoi 3 motori ed il grande serbatoio esterno a perdere, laddove Energia e Buran sono completamente riutilizzabili) essendo tutta la spinta necessaria al lancio generata da Energia, Buran può portare in orbita un carico utile di 30 tonnellate (SS di 25 tonnellate, avendo in più il carico dei motori), e può portare a terra 25 tonnellate (SS 15 tonnellate); ma si realizzò anche lo spazioplano orbitale Mikoyan-Gurevich MiG-105 Spiral nel 1976 od aereo passeggeri orbitale sperimentale (ma non volò mai nello spazio, ed il progetto fu poi cancellato) con caratteristiche analoghe al progetto militare statunitense X-20 Dyna-Soar e ad esempio X-20 Dyna-Soar è lanciato da un vettore tipo Titan III-C o Saturn I, Spiral da un aereo-navetta Tupolev (simile a Tu-144 o Concorde o Sukhoj T-4 o XB-70 Valkyrie) in aria in condizioni supersoniche, Dyna-Soar ha ali a delta fisse mentre Spiral ali a geometria variabile, il compartimento dell'equipaggio di Spiral può essere espulso e paracadutato a distanza in caso di incidente mentre Dyna-Soar ha una struttura di salvataggio con razzo a propellente solido, Spiral porta solo il pilota mentre Dyna-Soar ha una piccola stiva per carico utile, ed entrambi atterrano sui pattini, ma altri velivoli simili furono i BOR sovietici e gli analoghi statunitensi X-23 PRIME e ASSET; ma, come detto, il progetto Apollo (il nome proveniva da Abe Silverstein allora direttore dei voli umani) era stato avviato molto tempo prima e concepito durante la presidenza di Dwight Eisenhower (il quale aveva pure fondato l'Agenzia spaziale NASA il 29lug1958 nell'intento di recuperare il divario e lo svantaggio accumulato rispetto all'URSS che il 4ott57 non senza una certa sorpresa del mondo e degli americani aveva messo in orbita il 1° satellite mentre gli USA replicavano l'1feb58 con Explorer 1, 


ma non esisteva ancora un Ente preposto all'attività spaziale USA ed erano piuttosto la Difesa, la Marina e l'Esercito che avevano sviluppato vettori di lancio e dunque fornivano i primi razzi e razzi modificati alle prime imprese dell'astronautica (ritornando un poco indietro, infatti, il 29lug1955 ossia 27 mesi prima del lancio del 1° Sputnik il presidente statunitense Eisenhower aveva parlato del progetto Vanguard per mezzo del quale la Marina USA voleva lanciare in orbita un satellite artificiale di circa 1.5 Kgr (nel periodo previsto lug57-dic58) in occasione dell'Anno geofisico internazionale, ma con la satellizzazione di Sputnik 1 l'URSS aveva anticipato gli USA e poi 29 giorni dopo lanciava anche la cagnetta Laika in orbita, per cui il 6dic57 gli USA tentarono il loro 1° lancio con razzo Vanguard che esplose durante la fase di ascensione (anche l'Esercito, secondo un'idea di von Braun (fisico tedesco nato nel 1912 in Slesia, divenuto assistente di Oberth nel '32 insieme progettando i primi razzi che evolveranno nel razzo Aggregat 4 o A4 o V2, direttore del Centro di Peenemunde sull'isola Usedom sul Baltico per costruire un razzo a lunga gittata (anche di tipo intercontinentale fino agli Stati Uniti), realizzando il 24gen45 una prova di lancio di A9 (di maggior gittata fino all'Inghilterra settentrionale) ma sotto i bombardamenti alleati non si potè proseguire la costruzione, realizzando poi la postazione di lancio di A10 (con più stadi A4 ed A9, del peso di 100 tonnellate, capace secondo le intenzioni di raggiungere New York e Washington volando a 350 Km di quota sopra l'Atlantico) ma rimasto alla fase progettuale (seppure sarà dai razzi A9-A12 che von Braun partirà anni dopo per la realizzazione del potente razzo Saturn), poi da ago43 il progetto della bomba ad alta pressione V3 (un complesso di 2 gruppi di 25 cannoni ciascuno lunghi 120 metri in sottogruppi di 5 collocati nel sottosuolo roccioso fino a 75 metri di profondità , specificamente diretta contro Londra e Bristol) ma danneggiata dai bombardamenti, 


quindi von Braun fu catturato dagli statunitensi nel mag45 e stabilendosi ad ago45 in USA in qualità di consulente tecnico del programma missilistico di White Sands in New Mexico, poi nel '50 trasferitosi a Huntsville in Alabama dove diresse il programma di missili a Redstone Arsenal (qui nascono i primi razzi Redstone a 3 stadi), nel '60 divenuto direttore di MSFC e divenuto popolare grazie al programma lunare ed al razzo Saturno V, quindi nel '72 passato a Fairchild), stava sviluppando un progetto per il lancio di un satellite di nome Explorer), ed allora si allestì in fretta il vettore Jupiter-C in grado di portare in orbita il satellite Explorer 1 lanciato come detto il 31gen58, seguito dalla Marina che il 17mar58 lanciò il satellite Vanguard 1 del peso di 1.5 Kgr, ma di fronte alla capacità URSS di inviare in orbita un essere vivente il Congresso USA ed il presidente Eisenhower decisero di unificare le risorse ed i programmi di Marina ed Esercito all'interno di una nuova struttura per l'attività spaziale civile National Aeronautics and Space Administration NASA incorporante NACA ed alcuni settori di ricerca avanzata della difesa militare (tra cui, come abbiamo detto, proprio il gruppo di von Braun), laddove quello stesso anno '58 la NASA avviava il progetto Mercury, ed il programma Apollo inizialmente era pensato come l'evoluzione del progetto Mercury subendo però una revisione nel programma Mercury-Gemini-Apollo con l'obiettivo lunare mentre i finanziamenti passavano da 500 milioni di dollari del '60 a 5.2 miliardi di dollari del '65 (nel periodo dalla fondazione alla fine degli anni '70 la Nasa inoltre lancerà circa 1600 satelliti per ogni applicazione)), ossia era già nato nel lug1960 quindi un anno prima del famoso discorso di Kennedy ed era finalizzato alla satellizzazione in orbite terrestri ed ai voli in orbite attorno alla Luna di una capsula con equipaggi di 3 membri; però già 2 anni prima ossia ad ago1958 si era pensato ad un razzo vettore multistadio in grado di dirigere una capsula triposto su un’orbita lunare (quindi capace di mettere in orbita bassa una nave di almeno 120-150 tonnellate,


 laddove agli inizi degli anni '60 tale limite era piuttosto di 1-5 tonnellate soltanto, ed i primi razzi vettore Redstone ed Atlas non erano neppure in grado di mandare in orbita una capsula Mercury, differentemente dalla seconda serie di razzi Redstone-Atlas consegnati alla metà del 1960) che chiamarono inizialmente Super Jupiter o Juno, e dal feb59 Saturn o Saturno e del cui progetto erano responsabili Wernher von Braun ed Arthur Rudolph, mentre due motori del suo 1° stadio avevano funzionato per la prima volta nel mar60 con una combustione durata circa 8 secondi;


non dobbiamo dimenticare che in quegli anni era in atto la guerra fredda tra le due maggiori superpotenze del mondo USA ed URSS con la corsa agli armamenti militari (e pure coi trattati sulla loro limitazione in numero-portata-testate multiple-ecc SALT I e SALT II , START I e START II) in particolare con lo sviluppo di missili balistici intercontinentali ICBM (InterContinental Ballistic Missile) o SLBM se sublanciato da sottomarino, a lunga gittata (anche di 8-10-12-15 mila Km ma sempre superiore a 5500 Km su traiettoria balistica in parte suborbitale ed in parte orbitale, multistadio con controllo ed a guida inerziale con giroscopi-accelerometri) 


capaci cioè di colpire l'avversario con ordigni nucleari sul suo stesso territorio (anche con testate nucleari multiple tipo MIRV (Multiple Independently Targetable Re-Entry Vehicle, o Veicolo di rientro a bersagli-obiettivi multipli indipendenti) inizialmente con una precisione sull'obiettivo non minore di 250 metri (ma anche solo di 1-5 Kmetri a distanze di migliaia di Kmetri) e poi anche minore di 50-100 metri, di cui i più pesanti sono il russo SS18 ed il cinese DF-5, classificabili in missili balistici a corto raggio d'azione SRBM (meno di 1000 Km=621 miglia), missili a medio raggio MRBM (tra 1000 e 3000 Km=621-1864 miglia), missili a raggio intermedio IRBM (tra 3000 e 5500 Km=1860-3400 miglia circa), missili balistici intercontinentali ICBM (più di 5500 km), e missili balistici sublanciati SLBM ossia lanciati da SSBN), ricordando qui il successo del 1° razzo sovietico R-7 Semyorka del 1956 (ossia SS6 secondo terminologia-siglatura Nato, simile a quelli a medio raggio da esso derivati che poi si tenterà di installare a Cuba nel '62, ma ricordiamo che pure i primi studi sui missili balistici intercontinentali risalgono agli ultimi anni della 2° guerra mondiale coi prototipi A9/A10 programma noto anche come Projekt Amerika (alto 41 metri, con diametro di 4.12 metri, con massa di 85.3 tonnellate al lancio, a 2 stadi per una gittata di circa 5 mila Kmetri, col 1° stadio A10 composto di camere per 6 motori tipo V2), ed A9/A10/A11 (alto 41.5 metri, con diametro di circa 8 metri, massa di 586 tonnellate, a 3 stadi di cui il 1° stadio A11 composto di 6 motori di A10, il 2° stadio come A9 ed il 3° stadio come A10), ma già in USA nel '48-52 von Braun aveva pensato ad un razzo a 4 stadi A9/A10/A11/A12 (con gli ultimi 3 stadi come A9/A10/A11 ossia col 2° stadio A11, il 3° stadio A10, il 4° stadio A9, e col 1° stadio A12 composto di 50 motori A10, alto 70 metri, con diametro di 11 metri, massa di 4100 tonnellate sulla rampa, capace di collocare in orbita bassa di 300 Km un carico di circa 10 tonnellate circa) cui seguirono i primi razzi statunitensi quali il Redstone, il Viking, e il missile Atlas sviluppato dalla Marina (rapidamente, Atlas è il nome di una lunga serie di razzi in attività per oltre mezzo secolo fino ad oggi, ossia una famiglia di veicoli di lancio non riutilizzabili costruiti da Aziende del gruppo Lockheed Martin poi in United Launch Alliance quale società Lockheed Martin-Boeing, ad iniziare dagli storici Atlas A, Atlas B, Atlas C, …, Atlas H, quindi la serie Atlas I (I come 1 ossia 1° in romano), Atlas II, Atlas III, Atlas IV e Atlas V, aggiungendo che Atlas I è un razzo degli anni '90, derivato dall'ICBM balistico SM-65 Atlas, costruito da Convair (costituito dal 1° stadio quale Atlas H a 3 motori a propellente liquido kerosene-ossigeno liquido, e dal 2° stadio quale razzo Centaur a propellente idrogeno liquido-ossigeno liquido, lungo 43.9 metri con diametro di 3.05 metri, per portare in orbita terrestre bassa un carico fino a 3.6 tonnellate di massa) col 1° lancio del 25lug90 e l'ultimo del 25apr97 per un totale di 11 lanci (8 effettuati con successo, tra cui il collocamento in orbita della sonda CRRES a lug90), poi Atlas II simile al precedente (per collocare carichi in orbita bassa, in orbita di trasferimento geostazionaria ed in orbita geostazionaria GEO) in attività negli anni 1991-2004 con 63 lanci complessivi (ad esempio con la messa in orbita della sonda meteorologia GOES-L a mag2000, e del satellite per telecomunicazioni Intelsat 805 su Atlas II AS dalla rampa N° 36A a Cape Canaveral), poi Atlas III-IV, ed infine Atlas V (quale noto vettore di lancio medio-pesante derivato da Atlas III-IV di United Launch Alliance ossia Lockheed Martin Commercial Launch Services-Boeing, ed Aerojet per i razzi impulsori, costruito a Decatur in Alabama, alto 58.3 metri, con diametro di 3.81 metri, massa di 546.7 tonnellate, a 2 stadi, con capacità di portare in orbita LEO carichi di 10.3-20 tonnellate, ed in orbita GTO carichi di 4.1-8.2 tonnellate ma forse pure per portare in orbita navi abitate (capacità più o meno come quella dei razzi Ariane 5, Angara, Chang Zheng 5, Delta IV, Proton, Falcon 9, ecc.), con 14 e più lanci di cui 13 regolari effettuati dalle basi di Cape Canaveral Air Force Station Space Launch Complex N°  41 e di Space Launch Complex 3 East di Vandenberg Air Force Base col 1° lancio il 21ago2002, dotato di 1-5 booster impulsori non pesanti di Aerojet con propellente solido di 1270 Knewton=130 tonnellate circa di spinta, impulso specifico Isp=275 secondi, tempo di accensione di 94 secondi, laddove per Atlas V pesante 5HX con 2 booster dotati di 1 propulsore russo RD-180 (od in alternativa il motore Common Core Booster CCB) con spinta di 4152 Knewton=423 tonnellate, propellente RP-1/LOX, impulso specifico Isp=311 secondi, tempo di combustione di 253 secondi=4.2 minuti, col 1° stadio simile alla famiglia Titan con 1 motore RD-180 a kerosene-ossigeno liquido, col 2° stadio Centaur di Atlas xx1 con 1 motore RL-10A Rocketdyne a propellente idrogeno-ossigeno liquidi LH2/LOX di 99.2 Knewton=10.1 tonnellate, Isp=451 secondi, tempo di accensione 842 secondi=14 minuti, col 2° stadio Centaur di Atlas xx2 a propellente LH2/LOX con 2 motori RL-10A con 147 Knewton=15 tonnellate di spinta, Isp=449 secondi, tempo di accensione di 421 secondi (ad accensione multipla per i vari trasferimenti in orbita fino all'orbita geostazionaria, notando che tra i 2°-3° stadi dei numerosi missili il Cantaur fissata la massa del combustibile ha forse il miglior rapporto massa utile/massa totale, od anche la minor massa inutile del missile (ottenuta sottraendo dalla massa totale la massa del combustibile e la massa del carico utile) rispetto alla massa del combustibile stesso (così da poter aumentare la massa utile a scapito della massa inutile di struttura-serbatoi-motori-ecc.) ossia ha la miglior efficienza di sollevamento, 


siglato Atlas V xxx ad esempio Atlas V 431 (significante diametro (sempre di 4 o 5 metri) della carenatura a cono in cima al missile per il carico utile qui di 4 metri, con 3 razzi-booster periferici impulsori o d'accelerazione, e Centaur con 1 solo motore, 431) od il più pesante Atlas V 552 (carenatura di 5 metri, 5 razzi impulsori, Centaur a 2 motori o Dual Engine Centaur DEC), con sistema di guida-navigazione inerziale di Cantaur pilotante insieme anche Atlas (dopo il malfunzionamento del 15giu07 quando il motore dell'ultimo stadio Centaur si spense anzitempo a causa di una valvola, ultimamente è stata diminuita la probabilità di guasto-errore-fallimento mentre è aumentata pure la massa di carichi orbitali fin quasi a 7 tonnellate (come per il satellite di telecomunicazioni Systems-Loral di Palo Alto California)), ma è stato sviluppato anche Atlas V-Heavy in configurazione HLV (con 3 stadi CCB integrati insieme per maggior capacità di sollevamento-satellizzazione per carichi da 4 o da 5 metri, e tra i carichi utili di lanci Atlas rapidamente elenchiamo solo: 21ago02, Hot Bird 6 satellite della rete commerciale di telecomunicazioni; 13mag03, HellasSat 2 satellite comm per telecomunicazioni; 17lug03, Rainbow 1 per telecomunicazioni; 17dic04, AMC 16 satellite comm per telecomunicazioni; 11mar05, Inmarsat 4-F1 satellite comm per telecomunicazioni; 12ago05, Mars Reconnaissance Orbiter in fuga (Nasa); 19gen06, New Horizons sonda verso Plutone e fascia di Kuiper (1° lancio con un 3° stadio (Boeing Star 48B) per raggiungere la velocità di fuga necessaria a viaggi interplanetari lontani); 20apr06, ASTRA 1KR satellite comm per telecomunicazioni; 8mar07, Space Test Program-1 ossia 6 satelliti militari di ricerca, FalconSAT-3; 15giu07, NRO L-30R NOSS-4-3A&B 2 satelliti di sorveglianza per NRO National Reconnaissance Office (lancio come detto con malfunzionamento-anomalia del 3° stadio); 11ott07, WGS SV-1 satellite militare per telecomunicazioni; 10dic07, NRO L-24 satellite da ricognizione NRO orbita Molnija; 13mar08, NROL-28 satellite da sorveglianza NRO Molnija; 14apr08, ICO G1 satellite comm pesante per telecomunicazioni), 


ma, come detto, abbiamo esperimenti tedeschi ben precedenti con il missile Fi 103 o V1 (missile aerodinamico od anche “bomba volante” (lungo 8 metri, diametro di 82 centimetri, apertura alare di 5 metri, peso di 2.1 tonnellate, dotato di pulsoreattore (con valvole d'apertura-chiusura ciclica del flusso che in qualche modo limitava il consumo di combustibile) derivato dall'autoreattore o statoreattore simile e più semplice del turboreattore per i quali tutti occorre l'aria quale comburente (laddove l'endoreattore o motore a razzo non ne necessita avendo a bordo anche il serbatoio dell'ossigeno oltre a quello del propellente), e lanciato orizzontalmente da un motore a razzo ausiliario) fino a circa 240 Km alla velocità di 570 Km/h, con sistema di guida fissa preregolata), ed il missile supersonico A4 o V2 del 1942 dell'aviazione tedesca Wehrmacht (1° missile balistico di W. von Braun con motore endoreattore a razzo a decollo verticale ad alcool etilico-ossigeno liquido (alto 14 metri, diametro di 3.5 metri, peso di 20 tonnellate, radiocontrollato, dotato di 4 serbatoi per carburante, alcool etilico, ossigeno liquido, permanganato di potassio ed acqua ossigenata, con una turbina a vapore di 500 HP=367 Kwatt circa, e camera di combustione) per una spinta di circa 24 tonnellate (partenza con un'accelerazione di circa 1.9-3 metri/secondo quadro od anche di più con minor carico, e massima velocità di 5600 Km/h) in 1 minuto e gittata sui 320 Km per trasportare fino a 730-1000 Kgr di carico, col 1° lancio riuscito dopo tentativi falliti avvenuto dalla piattaforma N. 7 di Peenemunde il 3ott42 (fino a 88 Km d'altezza e 260 Km di distanza) e 1° lancio operativo l'8set44; 


lanciati in 4 mila esemplari solo su Inghilterra e Belgio prima del 1945 con ultimo lancio il 27mar45 (in totale vennero prodotti circa 35 mila V1 e V2), ma entrambi dalla scarsa precisione sull'obiettivo (circa 5 Km su una distanza di circa 200 Km nei primi lanci), seppure il razzo V2 sarà un buon prototipo per lo sviluppo successivo dei missili militari e poi dei missili spaziali negli anni '50 sia in USA (cui contribuì pure il lavoro di Goddard specialmente in collaborazione con la Marina, col 1° razzo del 1926 a propellente liquido) che in URSS), ad esempio negli anni 1945-48 gli statunitensi lanciarono circa 4 mila nuovi V2, nel '49 un missile modificato V2 portava un altro piccolo razzo Wac-Corporal (fino alla quota record di 409 Km), cui seguirono i missili militari USA più precisi Atlas, Atlas D-E (1 testata o 2 Mirv di 1 Mton), Titan I, Titan II (1 testata di 9 Mton), Polaris (UGM-27, quale storico missile balistico a 2 stadi a propellente solido SLBM imbarcato (il 1° missile SLBM di successo tra USA-Urss con portata di circa 2700 Km, onde aumentare il livello di prevenzione nucleare a medio raggio in Europa in alcune basi navali di SSBN e nel Pacifico), derivato dal missile balistico di US Army a raggio intermedio Jupiter del 1955 (abbiamo pure visto le modifiche dei razzi Redstone e dei razzi Jupiter per l'uso spaziale nel programma Mercury), costruito dal 1956 da Lockheed Corporation in California (il motore del 1° stadio da Aerojet General ed il motore del 2° stadio da Hercules), conosciuto anche come  Fleet Ballistic Missile FBM col 1° lancio il 7gen60 dalla base di Cape Canaveral ed il 1° volo effettivo a lug60, sostituente il poco efficiente e performante missile cruise Regulus su alcuni sottomarini col l'avvento di Polaris nel Pacifico (il primo SSBN ad ospitare 16 missili fu George Washington), in servizio dal '61 al '74 o fino al '96, lungo 8.69 metri, diametro di 1.37 metri, con gittata di 3700 Km, a 1 testata o testate Mirv (nelle versioni A-1 (lungo 8.7 metri, diametro di 1.4 metri, massa di 13.4 Mgrammi=13.4 tonnellate, con gittata di circa 1000 miglia nautiche=1850 Km, sistema di guida inerziale con un errore sull'obiettivo di circa 1800 metri, portate un carico utile di 1 solo veicolo di rientro MK1 equipaggiato con ordigno termonucleare W47 di 600 Kton (sviluppato nel '57 al Lawrence Livermore National Laboratory da E. Teller e H. Brown)), A-2 (con miglior sistema di guida inerziale da ridurre l'errore CEP sul bersaglio a 900 metri ma ancora troppo grande per colpite bersagli duri bensì più adatto a colpire obiettivi di superficie come i radar, i campi d'aviazione, i siti SAM, i centri militari ed industriali di importanza strategica), A-3, B-3 poi Chevaline (che evolverà in C-3 Poseidon); Polaris A-3 ha 3 testate Mirv W58 termonucleari di 150 Kton circa (sostituenti le precedenti W47), con massa di 35700 pound=16.19 tonnellate, lungo 32.33 foot=9.85 metri, diametro di 4,5 foot=1.37 metri, gittata massima di 2500 miglia nautiche=4630 Km con precisione di circa 3 mila foot=914 metri (errore CEP ancora troppo grande per molti obiettivi primari per cui Polaris fu sempre un'arma strategica di rappresaglia da secondo colpo ossia di ritorsione), velocità massima di 13 mila Km/h, sistema di pilotaggio inerziale (come detto altrove coi circuiti elettronici realizzati a transistori discreti dal MIT il cui sistema servirà pure come base per quello analogo del modulo di comando CM di Apollo del 1963)), installato sui sottomarini USA e del Regno Unito (per la Gran Bretagna fu il primo grande programma di armamento nucleare dopo la 2° guerra mondiale anche per penetrare il sistema antimissile ABM sovietico) fino al '90 (aggiungendo che anche l'incrociatore italiano Giuseppe Garibaldi (costruito nel 1933, varato nel '36 quale incrociatore leggero di 11260 tonnellate con 6 lanciasiluri, ricostruito nel '57 nell'arsenale militare di La Spezia, entrato in servizio nel '62 quale incrociatore lanciamissili di 11370 tonnellate, lungo 187 metri, largo 18.9 metri, con 6 caldaie Yarrow, 2 turboriduttori Parsons, 2 eliche, 4 turboalternatori Tosi-Brown Boveri, 2 alternatori-diesel Fiat-Brown Boveri, con potenza dei motori di 85 mila CV, velocità massima di 35 nodi, con radar bidimensionale di sorveglianza-ricerca aeronavale Westinghouse AN/SPS-6 (fino a 250 Km), radar di sorveglianza aerea tridimensionale Freescan AN/SPS-39 (installato su tutte le unità lanciamissili Nato), radar di ricerca aerea Selenia Argos 5000 (fino a 500 miglia), radar di sorveglianza di superficie SET-6B, radar di navigazione SMA CFL3-C25, radar di illuminazione e guida Sperry-RCA AN/SPG-55 in funzione delle rampe di lancio Mk9 Mod1 del sistema di missili Terrier, vari radar delle artiglierie, con 4 lanciamissili UGM-27 Polaris con testata nucleare in 2 impianti, incrociatore poi demolito nel '78) fu predisposto coi pozzi di lancio di missili SLBM Polaris lunghi circa 8 metri nella parte poppiera non divenendo però mai operativi per motivi politici ossia coi lavori d'allestimento iniziati nel '60, con lanci di prova di simulacri nel '63, 


ma dagli Stati Uniti non arrivarono mai i missili Polaris poiché dopo la crisi missilistica di Cuba un trattato con l'Urss prevedeva il ritiro di tutti i missili Jupiter e Polaris da Italia-Turchia in cambio del ritiro di tutti i missili sovietici derivati R-7 da Cuba (da allora l'Italia decise di sviluppare autonomamente un programma missilistico militare nucleare coi missili Alpha dal '71 con alcuni lanci regolari eseguiti dal poligono di Salto di Quirra ma programma terminato a mag75 quando su pressioni degli USA l'Italia aderì al Trattato di non proliferazione nucleare), e pure l'incrociatore lanciamissili Vittorio Veneto venne poi costruito per ospitare 4 lanciatori Polaris che però non vennero mai imbarcati), ma Polaris dal '72 gradualmente sostituito dai missili SLBM Poseidon di migliori prestazioni (si noti infatti ancora la scarsa precisione di Polaris di circa 1 Km su 4600 Km di gittata) e quindi dal 1980 entrambi sostituiti da missili Trident I), poi Pershing (MGM-31, quale missile balistico nucleare tattico a corto-medio raggio, con 2 stadi alimentato a propellente solido, costruito dal 1958 da Martin Marietta Corporation, in servizio nel periodo '62-64 soprattutto in USA e Germania Ovest (simile a SS-12 Scaleboard), dotato di guida inerziale, con massa di 4.65 tonnellate, lunghezza di 10.5 metri, larghezza di 1.4 metri, diametro di 1.02 metri, gittata di 740 Km, velocità massima Mach 8, portante 1 testata nucleare W-50 fino a 400 Kton (ossia con capacità balistica da campo di lanciare una testata nucleare W50 da 60 a 400 Kton ad una distanza tra i 150 Km e gli 800 Km); nel 1985 è stato sostituito da Pershing II con gittata di 1480 Km o fin anche a 1800 Km e grande precisione sull'obiettivo grazie all'uso di un radar nella corsa finale), Poseidon (UGM-73, quale missile balistico tattico SLBM a 2 stadi a propellente solido costruito dal 1963 da Lockheed in 620 esemplari complessivamente ed installato nel periodo 1971-92 sui sottomarini di US Navy, con gittata media di circa 4500 Kmetri od anche superiore (5926 Km) se con peso minore della testata o testate MIRV, con sistema a guida inerziale e velocità massima di 12900 Km/h=3580 m/sec, con massa di 29.21 tonnellate, lunghezza di 10.39 metri, diametro di 1.88 metri, essendo il 2° SLBM dell'arsenale USA derivato e sostituente il vecchio missile Polaris, ed a cui poi seguirà nel 1980 il più perfezionato Trident; il lancio da sommergibile avveniva espellendo a freddo il missile dal silo mediante aria compressa quindi veniva acceso il motore del 1° stadio), Poseidon C-3 (con 10 testate di 40 Kton, e schierati 3040 missili nel 1984), Trident (quale missile balistico strategico SLBM mare-terra avanzato lanciabile da sottomarino (installati a bordo di 14 sottomarini di classe Ohio di US Navy e da 4 sottomarini Vanguard di Royal Navy britannica), costruito dal 1990 da Lockheed Martin Space Systems al costo di 30.9 milioni di dollari, con massa di 58.5 Mgrammi=58.5 tonnellate, lungo 13.41 metri, diametro di 2.11 metri, con 3 motori a propellente liquido, velocità di 19 mila Km/h, guida inerziale con l'aggiunta di sensori ottici per il miglioramento della traiettoria di volo, gittata di 11300 Kmetri con precisione sull'obiettivo di 380 metri se solo inerziale e di 90 metri se con GPS, portanti un carico utile di 2.8 tonnellate; esistono 2 versioni di Trident ossia la versione Trident 1C4 UGM-96A in quasi 600 esemplari (per 3250 testate W76, con possibilità fino a 8 testate W76 di 100 Kton (Mark 4), nonché schierati 1728 missili nel 1984) realizzata nel 1979 col 1° lancio il 18gen77 da Cape Canaveral, e la versione Trident II D5 UGM-133A in 462 esemplari (armato con 400 ordigni W88 o W76); 


8 sommergibili di classe Ohio hanno installato Trident I sostituendo Poseidon anche in 12 sottomarini di classe James Madison e Benjamin Franklin; il miglioramento del sistema di giuda di Trident II D5 con GPS-puntamento stellare per controllo di traiettoria e controllo di rientro in atmosfera (come quello del francese M51) lo rende utile quale arma di primo colpo prompt globale Strike con errore massimo sull'obiettivo di circa 10 metri, con testata-ogiva principale fino a 8 Mirv di 475 Kton W88 (Mark 5), con più di 100 test eseguiti con successo, ed installato su 4 sommergibili di classe Vanguard della Gran Bretagna e di 12 sommergibili di classe USA Ohio (USS Tennessee, SSBN-734)), poi Minuteman I-II-III (letteralmente uomini del minuto proprio come i membri della milizia delle Colonie Americane di 250 anni avanti pronti dopo 1 minuto dall'allerta; LGM-30 Minuteman, quale caratteristico missile balistico intercontinentale ICBM degli USA, costruito da Boeing, a 3 stadi alimentato a propellente solido con modulo di rientro pilotato da un motore a propellente liquido onde migliorare la precisione di puntamento dell'obiettivo, del costo di circa 7 milioni di dollari, lanciato da silo ossia da terra (gestito e lanciato, come tutti gli ICBM USA, da Air Force Space Command AFSPC, o da 2 aerei EC-135 in caso di distruzione dei Centri di comando a terra ), con sistema di guida inerziale (utilizzanti calcolatori Autonetics D-17, D-17B, D-37C, ma aggiungiamo che lo sviluppo dei primi circuiti integrati IC nel 1962 da parte di Mary Annie Potter in Texas Instruments è proprio legata ai sistemi di comando dei missili Minuteman), in servizio attivo dal 1962 (Minuteman I, LGM-30A/B), dal 1965 (Minuteman II, per un totale di 450 esemplari, con razzo a 4 stadi, per portare 1 bomba di 1.5-2 Mton), dal 1970 (Minuteman III), con massa di 36.3 tonnellate, lungo 18 metri, diametro di 1.67 metri, gittata di 10 mila Kmetri (Minuteman III, LGM-30G, quale missile balistico internazionale USA degli anni '80-90), velocità massima di 24 mila Km/h=6660 m/sec, portante fino a 4 testate nucleari W62-W78-W87 (limitate a 1 testata dal trattato START II, ossia testate di 170 Kton o di 335 Kton o più, schierati in numero di 1650 missili nel 1984) in servizio attivo fino al 2020 ma con ammodernamenti anche fino al 2040; attualmente esistono negli Stati Uniti circa 500 Minuteman in stato di allerta permanente all'interno di sili corazzati nelle basi di F.E. Warren nel Wyoming, di Malmstrom nel Montana, e di Minot Air Force Base nel North Dakota (precedentemente anche a Ellsworth Air Force Base nel South Dakota, a Grand Forks Air Force Base nel North Dakota, ed a Whiteman Air Force Base nel Missouri, con circa 150 missili ciascuna); al segnale di lancio un Minuteman III Mirv viene espulso dal silo tramite la spinta fornita dal motore del 1° stadio, dopo circa 1 minuto il 1° stadio si stacca e si accende il motore del 2° stadio con l'espulsione della protezione del missile, dopo 2 minuti si distacca il 2° stadio e si accende il motore del 3° stadio che termina la sua fase di spinta dopo 1 minuto mentre il modulo del veicolo di rientro principale con l'ogiva (esattamente come farebbe la nave Apollo dal 3° stadio di Saturno V) si separa dal 3° stadio entrando in orbita, quindi guidato dal sistema di controllo scende sulla traiettoria di rilascio delle singole testate che vengono espulse, laddove ognuna pilotata dal proprio sistema di guida-controllo (con relativo calcolatore contenente i programmi e le coordinate del bersaglio) si dirige sull'obiettivo con la relativa testata detonante a quota prefissata od al suolo (sperando ognuno di non trovarsi entro qualche decina di Km dal punto di deflagrazione nucleare)), poi Centaur, ecc., ed i missili sovietici ossia in siglatura Nato i missili SS-1 (o missili Scud, a corto raggio d'azione, prodotti in grandi quantità ma mai veramente divenuti operativi nelle forze armate sovietiche bensì venduti a molti paesi terzi, e missile conosciuto dal pubblico nel corso della guerra del Golfo di gen-feb91 dove era lanciato dall'esercito iracheno contro le forze alleate ossia data la portata di breve raggio contro Israele seppure ben intercettato dall'antimissile Patriot, ma piuttosto parliamo del missile antimissile contraereo terra-aria Patriot (Phased Array TRacking to Intercept Of Target) quale missile per la difesa tattica SAM di punto-basi-città-aeroporti-ecc. ossia sistema inizialmente antiaereo e poi dal 1988 (con la versione PAC-1 ossia Patriot Advanced Capability-1) pure antimissile balistico ABM e sistema SAM di protezione antimissile ossia con limitata capacità antimissile balistico tattico (siglato MIM-104, costruito da Raytheon e sviluppato a Redstone Arsenal di Huntsville in Alabama (noto Centro che aveva pure sviluppato il sistema ABM Safeguard ed il missile Sprint, ma com'è noto, storicamente centro di sviluppo dei pionieristici missili Redstone e Jupiter), con le prime prove nel '76 ed in servizio dal 1984, con motore a razzo a propellente solido, massa di 900 Kgrammi, lunghezza di 5.31 metri, gittata di 70 Kmetri (tangenza di 50 Km da lanciatore, 80 Km da mezzo aereo (con gli F15-C Eagle da una tangenza di 20 Km)), 


con lanciatore orientabile in azimut-alzo (in qualsiasi direzione, alzo fino a 90 gradi sull'orizzonte, e su declivi del terreno fino a 10 gradi, ma non è affatto necessario un puntamento preciso dato che è il sistema di controllo-guida che pone Patriot sulla traiettoria di intercettazione tramite l'azione di più di 10 piccoli motori a razzo Attitude control motors montati nella parte anteriore del missile)), velocità massima di 6 mila Km/h=Mach 5, sistema di guida track radar, dotato di spoletta a frammentazione con circa 90 Kgr di esplosivo, sufficientemente preciso con le versioni successive (come detto il pubblico conosce i missili antimissile Patriot dal tempo della guerra del Golfo quando (come sistemi “semimobili” su autocarri M860-M983 montabili-smontabili e spostabili dalle postazioni di fuoco in 30 minuti circa dotati di 4 missili per ogni lanciatore) erano impegnati non troppo efficacemente (quelli però erano Patriot PAC-1) ad intercettare e distruggere i missili Scud-SS1 ma si ricordi pure che gli Scud (sia quelli originali russi che quelli modificati dagli iracheni) sono poco più che bidoni inerziali volanti mentre sarebbe più significativo vederlo magari intercettare e distruggere un SS27); Patriot, che ha sostituito i missili antimissile Nike Hercules per la difesa a quote basse-medie e HAWK, è equipaggiato con radar di scoperta-ricerca-identificazione-rilevamento automatico (di aerei-missili amici-nemici) e tracking-inseguimento AN/MPQ-53 (PAC1-2) ed AN/MPQ-65 (PAC-3 il quale ultimo aggiunge un altro trasmettitore radar di potenza TWT) via missile (con contromisure elettroniche ECM jamming) con fascio a phased array (in banda G di 4-6 GHz tra le sue varie frequenze, e schiera circolare di 5 mila elementi di 3 centimetri circa), e con stazione di puntamento e controllo AN/MSQ-104 ECS (il tutto capace di identificare-rilevare bersagli fino a 100 Km di distanza anche di piccola sezione di rilevamento radar (come i missili cruise o gli aerei stealth) nonché molto veloci (come appunto i missili balistici dopo l'iniziale fase di accelerazione), ed inseguire fino a 100 diversi bersagli), ossia il sistema di difesa aerea Patriot integra la tecnica a sfasamento del radar phased array e la tecnica della guida ad inseguimento; descrivendo rapidamente i sottosistemi di Patriot diciamo che il Centro della batteria antimissilistica di Patriot è AN/MSQ-104 Engagement Control Station ECS consistente in 


un rifugio con aria condizionata-filtrata-pressurizzata (contro attacchi NBC) montato su autocarro M927, nonché elettromagneticamente schermato (contro EMP ed interferenze varie da sabotaggio militare), ed è composto del calcolatore principale Weapons Control Computer WCC (a 24 bit con calcolo parallelo e multiprocessore con f=6 MHz, onde calcolare più o meno rapidamente gli algoritmi di intercettazione, nonché sufficientemente aggiornato nel corso degli anni), Data Link Terminal DLT (sistema di comunicazione-collegamento di ECS alle stazioni-piattaforme di lancio di missili Patriot con ricetrasmettitori SINCGARS oppure tramite linee in fibra ottica per trasmissione di dati con criptografia, per cui gli operatori Patriot possono dispiegare-armare-disattivare-attivare-testare lanciatori e missili e poi lanciare missili Patriot), sistema di comunicazione in banda UHF (con 3 radioricevitori UHF connessi a 4 antenne di OE-349 Antenna Mast Group AMG di 4 Kwatt di potenza tra le varie stazioni Patriot per una rete dati sicura (PADIL ossia Patriot Data Information Link)), Routing Logic Radio Interface Unit RLRIU (funzionante come router primario di collegamenti ECS attribuente ad ogni batteria di fuoco un indirizzo logico nella rete del gruppo-battaglione, integrando WCC in DLT), e 2 stazioni di lavoro Patriot dette Manstation (per lavorare sul sistema e composte di 1 schermo, di 1 tastiera Qwerty o qualcosa di analogo, di 1 joystick simile al mouse dei personal computer, ed indicatori-selettori vari), sistema di elettrogeneratori EPP-III (Electric Power Plant, per l'alimentazione di ECS e radar, composto di 2 generatori con motori diesel di 150 Kwatt a 400 Hz, montati su camioncino); 


Patriot esiste in 8 varianti ossia versioni Standard MIM-104A (per ingannare aerei), MIM-104B ASOJ-SOJC (per cercare e distruggere emettitori ECM), PAC-2 (prima versione capace di intercettare missili balistici), PAC-2 GEM (quale ottimizzazione della precedente data la frequenza dei suoi “successi”), GEM/C, GEM/T (o GEM+), e versione più avanzata PAC-3 (quale nuovo missile intercettatore, più performante eppure più piccolo e manovrabile dei precedenti, dotato di radar di ricerca attiva operante in banda Ka, con tubi di lancio contenenti 4 missili e dunque con lanciatori di 16 missili e 16 colpi necessari anche per aumentare la probabilità di intercettazione-distruzione “che non sembra comunque essere entusiasmante”; esso è composto di sezioni ossia dal radome aerodinamico sul muso (copertura protettiva fatto di silicio pressofuso con spessore di 16.5 millimetri resistente alle alte temperature di velocità Mach 5, proteggente i circuiti elettronici RF, nonché quale finestra trasparente alle microonde di circa 1-10 GHz, dato che pure il lettore vede che non ci sono antenne radar montate fuori dall'involucro del missile per cui i segnali-onde RF TX-RX devono passare per il contenitore-rivestimento esterno del missile), poi dalla sezione di guida aerea (MDAGS, dotata di hardware-software per eseguire tutte le funzioni-segnali di guida-navigazione dal lancio fino al termine della fase di avvicinamento al missile da abbattere per poi passare il controllo alla sezione di guida terminale fino alla distruzione, facente uso di sensore (track-via-missile) montato nella parte sezione di guida-radome con antenna esploratrice montata su una piattaforma inerziale, coi relativi circuiti elettronici di ricetrasmissione-elaborazione, con calcolatore di bordo, con modulo di navigazione con algoritmi per il calcolo della traiettoria di volo e di impatto finale secondo piani e parametri prefissati), poi dalla testata esplosiva (composta dalla testata con esplosivo, dal sensore di prossimità, dal sensore inerziale, dai sistemi di sicurezza e d'attivazione, e dal circuito elettronico per elaborare i segnali e comandare la spoletta d'innesco), poi dalla sezione di propulsione (composta dal motore a getto, dallo scudo termico, dall'ugello, dal contenitore del propellente solido, dal pirogeno di ignizione-accensione, e dal sistema per l'attivazione della propulsione), 


e poi dalla sezione di controllo degli attuatori di volo Control Actuator Section CAS (con alette mobili pilotate dal sistema di guida a scopo di stabilizzazione e virata, tramite servomotori fatti di attuatori idraulici e valvole di regolazione, con pompa, pressurizzatore, e batterie-accumulatori elettrici); e come è accaduto a pochi sistemi d'arma Patriot PAC-3 ha subito pesanti-corposi aggiornamenti (MIM-104F) circuitali-hardware-software con incremento delle prestazioni specialmente aggiornamento del vecchio calcolatore WCC e relativo software, del sistema ricetrasmittente di comunicazione, del radar di esplorazione-rilevamento, onde visualizzare le tracce radar, eseguire ricerche specifiche per ogni missile TBM da intercettare ed abbattere in diverse aree ed a diverse altezze circa le sue caratteristiche, e del radar attivo in banda Ka nella fase finale di volo perchè Patriot sia più veloce nelle sue reazioni verso un missile balistico ad alta velocità ed alle sue eventuali contromisure onde ben calcolare 


una traiettoria d'impatto suicida che lo porti a colpire con maggior precisione la testata da guerra nemica, ed ora Patriot PAC-3 ha acquisito maggior capacità d'inseguimento di missili balistici discriminando frammenti vari ed esche radar circostanti, ha incrementato la capacità di colpire con precisione direttamente la testata chimica-nucleare (per cui non sono più necessari generici e tradizionali detonatori di prossimità di tipo magnetico-optoelettronico-laser-ecc.) invece di colpire genericamente il corpo del missile come avveniva con PAC-1 (o come avveniva decenni addietro di far esplodere una grande carica entro un dato raggio dall'oggetto da abbattere), e ha aumentato l'area difendibile da vecchi e da nuovi tipi di missili balistici IRBM ed alcuni ICBM (quali ad esempio Nodong, CSS-2, CSS-3, ecc.), seppure al costo di divenire più lento, con raggio d'azione più breve, meno adatto a distruggere aeromobili in atmosfera e missili aria-terra, e con una testata esplosiva più piccola (rispetto ad esempio al missile antimissile Arrow); aggiungiamo che i missili Patriot, installati in USA, in alcuni paesi del Medio Oriente e dell'Europa, hanno un costo che varia da 1 a 3 milioni di dollari secondo la versione installata), poi SS4, SS6 Sapwood (o R-7 Semerka, il 1° missile balistico ICBM di successo costituito da 2 stadi a kerosene-ossigeno liquido con una portata di 8 mila Kmetri (ma con precisione non migliore di qualche Km) per carichi fino a 300 Kgrammi, la cui progettazione iniziò nel '57 ed i test il 15mag57, e come detto dalla cui modifica si realizzò il razzo che nell'ott57 portò in orbita Sputnik 1 e poi nel nov57 Sputnik 2 con la cagnetta Laika, e dalla modifica di R-7 Semyorka versione 8K-74 si ricavò il razzo vettore Vostok-K capace di satellizzare un carico di 4.73 tonnellate (versione perfezionata del lanciatore Vostok-L 8K-72 nell'ambito del progetto Luna capace di satellizzare 4.55 tonnellate col quale avvenne nel '60 il lancio di prova della navicella Vostok) col primo lancio di Vostok-K eseguito il 22dic60 e per mezzo del quale ad apr61 si effettuò il 1° volo orbitale umano con Gagarin), SS-N5 (1 testata di 1 Mton da sommergibile), SS-N6 (1 testata da 1 Mton o 3 Mirv), 


SS7 (uno dei problemi e vincoli principali per la costruzione ed operatività dei missili balistici strategici è il tipo di propellente liquido o solido per i motori, che OKI-1 Korolev già dovette affrontare nel 1958 in quanto i migliori propellenti solidi assai adatti a tali missili erano di difficile uso mentre i propellenti liquidi (come idrogeno ed ossigeno) erano pure difficili da trattare per via delle bassissime temperature d'uso e per la non immagazzinabilità dovendo essere pompati nei serbatoi nell'imminenza del lancio (circostanza ben accettabile nei voli spaziali ma niente affatto per i missili strategici militari che dovevano essere lanciati entro pochissimi minuti dal preavviso di lancio se non si volevano preventivamente distrutti dall'avversario (ricordiamo che Sergej Pavlovic Korolev ebbe in Russia il medesimo ruolo di Werner von Braun in Germania-USA; nacque nel 1907 in Ucraina e morì nel 1966, ed insieme a Zander lanciò il 1° razzo sovietico a propellente liquido nel 1933 e il razzo 212 nel '36, venne arrestato nel '38 per slealtà e condannato a 10 anni di prigionia ma col permesso di studiare missilistica (forse per intercessione di A. Tupolev), venne poi rilasciato nel '44 e riabilitato ufficialmente al tempo di Krushev, quindi iniziò a sviluppare il programma spaziale sovietico realizzando una copia del missile V2 tedesco denominato R-1, ma subito passò alla costruzione del missile R-7 (capace di portare una bomba di 5 tonnellate a 8 mila Km di distanza), quindi partecipò ai programmi Sputnik, Vostok, Luna, progettò il gigantesco razzo N1 per le stazioni spaziali e lo sbarco lunare senza però vederlo funzionante sul campo, e come per altri grandi personaggi l'asteroide 1855 Korolev porta oggi il suo nome), ed è proprio coi giganteschi missili SS7 da 200 tonnellate che i sovietici costituiscono la 1° vera forza ICBM seppure ancora troppo vulnerabile ad un attacco preventivo diretto a ridurre le capacità offensive dell'avversario, dato che in tale campo fino alla metà degli anni '60 è netta la superiorità statunitense, ma i pochi SS7 sovietici già costituivano un buon deterrente, infatti i primi missili ICBM ad efficace propellente solido sono stati i più leggeri Minuteman in silo rinforzato USA ed operativi in pochi minuti, ma i primi buoni risultati in URSS arrivarono da OKI-1 Sadowsky e dal '66 da OKI-1 Nadiradze (poi conosciuto come NPO Sojuz o Moskow Institute of Thermal Tecnology MITT) coi 60 missili Temp 2S ossia SS16 Sinner quale ICBM a 2 stadi a propellente solido e il 3° terzo a propellente liquido dunque ibridi però mobili (ed una versione più piccola di SS16 fu RSD-10 Pioneer o SS-20 Saber potente-affidabile con le prime prove nel '74 e poi conosciuto per la questione degli euromissili), ma il primi missili ICBM di 4° generazione dal '77 a propellente totalmente solido furono RS-10A quale missile pesante (ossia SS24 Scalpel) e RS-12 Topol (ossia SS-25 Sickle)), poi SS-N8 (1 testata di 1 Mton), SS9 (1 testata), SS11 (1 testata di 1 Mton o 3 testate Mirv), SS13 (1 testata di 1 Mton), SS16 Sinner (1 testata), SS17 Spanker (o MR-UR-100, realizzato in 3 versioni a partire dal 1964 per sostituire UR-100 Sego ossia SS11, col 1° lancio il 26dic71, divenuto operativo dal '75 nelle Forze missilistiche strategiche, con massa di circa 70 tonnellate=70 Mgrammi, lungo 24 metri, diametro di 2.25 metri, gittata di 10-11 mila Km con errore massimo di 220-900 metri, a 2 stadi a propellente liquido con motori RD-268 e RD-262, carico utile di 2550 Kgr, con 1 grande testata o 4 testate Mirv di circa 200-700 Kton, con caratteristiche più o meno simili a SS19), poi SS-NX17 (1 testata di 1 Mton), 


SS18 Satan (o supermissile R-36M progettato in Ucraina da Utkin nel '69 partendo da SS9 Scarp a costi molto elevati forse di 10 miliardi di rubli esclusa persino la produzione, quale missile lanciabile da silo sotterraneo (quelli dei vecchi R-36 SS9 Scarp incrementati fino a 5.9 metri di diametro e 39 metri di profondità, con sistema di lancio che solleva il missile con getto a propellente solido per poi accendere i motori del 1° stadio), con massa di 210 tonnellate=210 Mgrammi, lungo 33-34.6 metri, diametro di 3.2 metri, gittata di 11.2-16 mila Km, a 2 stadi (con 4 motori RD-263 per 4510 KN=460 tonnellate di spinta il 1° stadio, e con 1 motore RD-0228 per 686.5 KN=70 tonnellate il 2° stadio) a propellente liquido tetraossido di diazoto-idrazina, portante 1 testata fino a 24 Mton oppure 8-10 testate di 550-750 Kton, con controllo inerziale automatico di guida e prodotto in 6 varianti (di cui R-36M UTTH Mod 4 e R-36M2 Voivode Mod 5-6 ancora in attività nonché varianti molto più precise sugli obiettivi), testato nel '72 e divenuto operativo nel '75, di cui schierati 2100 missili nel 1984; dispiegato in solo 308 sili, divenne negli anni '70 e primi anni '80 lo strumento principale di deterrenza militare antibunker-antisilo-antirifugio essendo capace da solo in un attacco preventivo di annientare gran parte (forse anche l'80 %) dell'arsenale nucleare statunitense (costituito nei primi anni '80 da circa 20 mila testate-ogive nucleari (nel danneggiamento massimo ogni SS18 a 10 testate avrebbe dovuto distruggere circa 30-50 ordigni nucleari avversari con 2 testate/silo) contro circa 25 mila testate sovietiche, per cui, senza alcuna reazione Nato dopo l'attacco preventivo, all'URSS rimanevano ancora mille testate per altri attacchi), antagonista del missile MX Peacekeeper quale analoga controparte USA (schierati però questi in numero di 100) e fu proprio per via della pericolosa minaccia portata da tale missile che i presidenti statunitensi R. Reagan e G. H. W. Bush cercarono di limitare la potenza distruttiva di SS-18 arrivando alla firma del famoso trattato START II che tra l'altro proibì i sistemi di rientro indipendenti Mirv (SS18 era proprio tra quelli con le maggiori possibilità di attaccare più obiettivi indipendenti, ed è per questo che poi portò una sola testata come pure gli altri missili USA-URSS progettati inizialmente come Mirv) ed il loro completo smantellamento a favore di SS25 e SS27 entro il 2007, oltre allo sviluppo di sistemi antimissile Spartan e Sprint, 


ma avendo gli Stati Uniti parzialmente violato il trattato Start II con gli antimissili, ancora oggi circa 150 SS18 sono funzionanti nei sili), SS-N18 (3 testate di 200 Kton o 7 testate di 200 Kton da sommergibile in numero di circa 750 nel 1984), SS19 Stiletto (o UR-100N, costruttore Khrunichev, missile terrestre da silo in varie versioni per sostituire i precedenti UR-100 Sego, con prove di volo nella seconda metà degli anni '70, divenuto operativo nel 1982 con 1550 missili schierati nel '84, lungo 27 metri, diametro di 2.5 metri, massa di 105.6 tonnellate, a 2 stadi con propellente liquido, 1 testata di qualche Mton o 6 Mirv di 550 Kton, gittata di 10 mila Km, con sistema di guida inerziale simile a SS18 ma più preciso e con capacità di riprogrammazione degli obiettivi, sostituito dal '87 con SS24 Scalpel), SS20 (1 testata, gittata di 4500 Km, cui si contrapposero i Pershing II sulla frontiera orientale e che scatenò la nota crisi degli euromissili), SS-N20, SS21, SS23, SS-NX23, SS-X24, SS25 Sickle (o RT-2PM Topol, costruito nel 1977 da Moscow Institute of Thermal Technology MITT, di tipo terrestre lanciabile da silo o da rampa mobile con velocità massima di 21 mila Km/h, relativamente leggero ed abbastanza simile al più piccolo e più limitato SS20 lanciabile da autocarro, in servizio da ago85, lungo 20.5 metri, diametro 1.8 metri, massa di circa 45 tonnellate, gittata massima di 10500 Km, con 3 stadi a propellente solido, testata con 3-4 Mirv, notevolmente migliorato nella costruzione dato che non era più in metallo bensì il 1° stadio era in fibra di vetro rinforzata ed il 2°-3° stadio erano in filamenti bobinati di materiale composito riducenti notevolmente il peso, era inoltre dotato di un più avanzato sistema di pilotaggio dei vari stadi (con sensore ottico puntante su stelle) con una precisione sull'obiettivo di circa 200–900 metri alla massima distanza, col 1° lancio del 26ott82 ed altri lanci più fortunati, coi primi dispiegamenti a lug85 e piena operatività nel 1988 quando ormai l'Unione Sovietica si andava disgregando (e, coi campi missilistici sparsi sul territorio sovietico, sili, lanciatori e veicoli trasportatori, divennero potenze nucleari almeno temporaneamente anche la Bielorussia, l'Ucraina, ed altri stati del mondo sovietico), 


ed oggi od almeno a cavallo del secolo non essendo la Russia in grado di sviluppare nuovi sottomarini-incrociatori-bombardieri nucleari le vere armi strategiche sono i missili ICBM SS18, SS19, SS24 e SS25, nonché i loro perfezionamenti o successori ossia i missili SS27 o RS-12M-2 Topol-M), SS26, SS-27 Sickle B o Stalin (o RT-2UTTKh Topol' M o RS-24 o RT-24 UTTKh, derivato da SS-25 Sickle quale suo perfezionamento, costruito da Moscow Institute of Thermal Technology MITT della Federazione Russa per le Forze missilistiche strategiche RVSN nel 1993, di tipo terrestre lanciabile da silo o da rampa mobile stradale o fuori strada con autocarro MAZ-7917 a 8 assi equipaggiato con tubo di lancio lungo 23 metri, oppure da sottomarino nella versione SS-N-30 Mace (su SSBN classe Borei) tutti vantaggiosamente standardizzati, col 1° lancio del 20dic94, una decina di test dal cosmodromo di Plesetsk e da basi mobili quasi tutti con successo, divenuto operativo a dic97, un totale di 68 missili ad ott2009 di cui 50 in silo interrati (ne erano previsti 350) in dotazione a due divisioni (dal costo ciascuno di 3.7 miliardi di rubli per un costo complessivo di circa 700 miliardi di rubli), con massa di 47.2 tonnellate=47.2 Mgrammi, lungo 21-22.7 metri, diametro 1.86-1.95 metri, gittata massima di 10500 Km con errore massimo di circa 350 metri e sistema automatico di guida inerziale, capacità di carico utile di 1-1.2 tonnellate, 1 testata nucleare di 550 Kton (per rispetto del trattato Start II, ma modificabile in Mirv a 6 testate) costruite schermate contro interferenze elettromagnetiche-radiazioni, dotato di misure evasive nella fase finale di volo creando falsi bersagli per gli intercettori, capace di resistere ad esplosioni nucleari fino a distanze di solo 500 metri (usualmente le distanze minime sono di 1-10 Km) e fasci laser di potenza (ad esempio da Boeing YAL-1), altamente immune a misure e scudo antimissile ABM, costituito da 3 stadi a propellente solido con tempo di lancio di circa 10 minuti e possibilità di stato di allerta permanente per colpire qualsiasi obiettivo USA, periodo di spinta dei motori notevolmente ridotto per eludere l'intercettazione al lancio o ridurne le probabilità da satellite di sorveglianza-spionaggio (nota vulnerabilità dei missili in fase di boost, in tal caso per possibile attacco ad esempio coi missili schierati in Polonia), dalle caratteristiche assai simili a Minuteman-III (lanciabile questo però solo da sili interrati)), 


SS-NX28 o R-39M (quale missile SLBM progettato da Makeyev del 1989 sviluppato dal missile SS-N20 Sturgeon per essere più preciso, imbarcato e lanciabile da rampa mobile (andando ad equipaggiare i sottomarini di classe Typhoon e poi di classe Borei), col 1° lancio del '98 ma poi sostituito da SS-N30 Mace per i troppi lanci falliti, con gittata di 10 mila Km, recante 10 testate o più Mirv; anche la marina militare russa (un tempo con navi e sommergibili-sottomarini di numero e capacità paragonabili a quelli USA) ha molto peggiorato il suo livello di prestazioni ed efficienza specialmente delle squadre di sommergibili di cui attualmente 60-70 a propulsione nucleare sul centinaio di sommergibili in attività od in parte fermi nei porti (i quali sottomarini, oltre agli U-Boot tedeschi della 2° guerra mondiale, sono stati portati sullo schermo cinematografico come nel film Caccia a Ottobre Rosso (The Hunt for Red October, coi videogiochi che poi ne sono derivati, tratto dal romanzo La grande fuga dell'Ottobre Rosso di Tom Clancy), o nel film K-19 The Widowmaker del 2002 con un grave incidente ad un reattore nucleare di bordo (e vogliamo ricordare rapidamente la tragedia di quel primo incidente nucleare della storia della marina (costato la vita a 27 uomini dell'equipaggio avendo essi assorbito in media 1-10 sievert ed uno di essi più di 50 Sv) avvenuto su un sottomarino sovietico tipo SSBN, classe Hotel I, varato nel 1959, entrato in servizio ad apr1961, radiato nel 1991, smantellato nel 2003, con dislocamento in emersione di 4095 ton, dislocamento in immersione di circa 5 mila ton, lunghezza di 114 m, larghezza di 9.2 m, altezza-pescaggio di 7.1 m, profondità di immersione operativa di 300 m, velocità in superficie di 15 nodi=27.8 Km/h, velocità in immersione di 26 nodi=48 Km/h, autonomia operativa di più di 35 mila miglia=56 mila Km alla massima velocità, con equipaggio di 125 militari, armato con 3 missili balistici nucleari (di gittata media di 650 Km, siamo alla fine degli anni '50 e questo è il primo sommergibile (si dovrebbe dire sottomarino poiché il sommergibile usualmente naviga in superficie immergendosi per brevi periodi solo per necessità o perchè attaccato, a differenza dei sottomarini) con armamento nucleare balistico, potenza esplosiva di 1.4 Mton), 4 tubi lanciasiluri di 533 mm, 4 tubi lanciasiluri di 406 mm, dotato di propulsione nucleare con 2 reattori PWR VM-A di 70 MW con un solo sistema di raffreddamento del nocciolo senza quello di emergenza, e 2 turbine di 29 MW=39.5 KHP ognuna, dicendo che durante la sua vita di 33 anni è stato protagonista di molti incidenti mortali, il primo di essi già durante la sua accelerata costruzione, poi durante la sua prima missione l'avaria ad una delle pompe di raffreddamento di un reattore nucleare causò la fuoriuscita di sostanze radioattive contaminando alcuni membri dell'equipaggio, ma il peggior incidente avverrà il 4lug61 quando un guasto al circuito termodinamico di raffreddamento, dopo lo spegnimento della reazione a catena dovuto all'abbassamento delle barre di controllo, determinò l'aumento della temperatura del nocciolo fino a circa 800 °C, quindi ancora nel '72 un incendio causò la morte di 28 marinai, seppure con nome funesto di Hiroshima il K-19 continuò comunque a navigare fino al 1991; rapidamente diciamo che il 4lug61 al comando del capitano N. Vladimirovich Zateyev il sottomarino K-19 nei pressi dell'isola Jan Mayen nel Nord Atlantico stava conducendo delle esercitazioni immergendosi fino alla profondità di 400 m durante le quali l'antenna per onde lunghe per comunicazioni a medio-lungo raggio (con Mosca e coi centri operativi sovietici) si ruppe, e poi il destino avverso volle il verificarsi di un guasto ad una pompa di raffreddamento del reattore di poppa producendo un abbassamento della pressione nel circuito primario ed un progressivo innalzamento incontrollato della temperatura del nucleo radioattivo (si sa che oltre i 900-1000 °C o poco più avviene la fusione delle barre di materiale nucleare del nocciolo con caduta alla base di massa pesante incandescente e probabile sfondamento dello scafo (data la mancanza di un sottostante adeguato spessore di materiale di contenimento) con inevitabile allagamento ed affondamento del sommergibile; 


si apprenderà anni dopo che l'incidente fu causato da una goccia di metallo di saldatura caduta nel circuito di raffreddamento primario già al tempo della sua costruzione), onde venne deciso di scegliere un gruppo di 6 uomini (in 3 squadre di 2 marinai con tempo di intervento di circa 10 minuti) per procedere alla riparazione di emergenza di un tubo del circuito di raffreddamento senza disporre di migliori tute schermanti le radiazioni per limitare molto l'esposizione oltre al fatto che dai portelli non a tenuta stagna e dal sistema di ventilazione i vapori radioattivi rilasciati invasero tutti i locali del sottomarino rendendo l'aria pericolosamente radioattiva; nonostante il sacrificio dei (quasi)-volontari riparatori compromettente la loro salute la saldatura effettuata male cedette pochi minuti dopo richiedendo nuovamente l'intervento risolutore di un marinaio (che nei turni precedenti si era rifiutato di entrare nella sala del reattore dopo aver visto le condizioni pietose di coloro che ne uscivano dopo solo 10-15 minuti passati nell'aria contaminata e coi piedi nell'acqua radioattiva) rimanendovi il tempo letale di ben 18 minuti (sarà il primo a morire 6 giorni dopo) ma riparando la tubazione del fluido refrigerante con conseguente diminuzione della temperatura seppure la grave contaminazione di parte del sottomarino dei missili e dell'equipaggio comporterà pesantissimi danni economici e sanitari (comunque tutti i membri della squadra di riparazione morirono nel periodo 10-25lug61 (avendo ognuno assorbito da 7.5 Sv=620 rontgen=750 rem a 11 Sv=1100 rem ed il più contaminato ben 54 Sv=5400 rem avendo detto che con 200 rem assorbiti la frequenza di morte è molto alta e con 400-600 rem è altissima ed in tali casi si è assorbita una dose da 1.5 a 10 volte quella massima potenzialmente letale) ed altri li seguirono nella morte negli anni successivi), quindi il capitano cambiò rotta verso sud per incrociare dei sottomarini sovietici ma ricevette offerta di aiuto da parte della marina militare USA però rifiutandola per ragioni di segretezza militare, incontrando successivamente il sommergibile S-270 (che permise l'evacuazione del K-19 ed il suo traino ad una base sovietica, dove venne riparato con la difficile ed impegnativa sostituzione del reattore danneggiato), quindi ritornò in servizio operativo, ma il grave fatto accaduto causò un processo a carico del comandante senza il riconoscimento dei meriti ad alcuni membri dell'equipaggio per atti di eroismo e con l'ordine di mantenere il segreto sul disastro nucleare al sottomarino militare (i fatti accaduti a lug61 si apprenderanno solo nel 1989, e nel 2006 l'ex Presidente dell'URSS Michail Gorbacèv proporrà che l'equipaggio del K-19 venisse nominato per il conferimento del premio Nobel per la Pace))), decadimento di efficienza della marina russa (poiché l'Orso dalla fine della 2° guerra mondiale aveva imparato a nuotare) dovuto ai tagli alle spese militari, provocando ciò si sostiene pure incidenti in mare come il noto ed oscuro più recente incidente mortale (118 vittime), che ha improntato la storia dei disastri della moderna marina militare, avvenuto il 12ago2000 nel mare di Barents al moderno sottomarino russo Kursk (che prende il nome da una città russa dove nel lug-ago43 ebbe luogo la famosa battaglia dei carri armati tedeschi(3 mila carri)-sovietici(4 mila) nella Russia occidentale quando il feldmaresciallo Hans Gunther von Kluge decise di attaccare Kursk vicino ad Orel a 320 Km da Smolensk nella quale battaglia Rokossovskij-Vatutin-Popov distrussero oltre il 40 % dell'armata tedesca con 100 mila morti e perdite irreparabili alle divisioni carri e con la quale iniziò la progressiva ritirata degli invasori verso la Germania (che si rovescerà 18-20 mesi dopo nell'avanzata sovietica in Germania da mar45 con perdita dell'Austria e poi da apr45 nell'invasione russa verso Berlino), ciò 6 mesi dopo la disfatta di Stalingrado terminata 1feb43), 


ossia sottomarino K-141 tipo SSBM (Surface-Surface Ballistic Missile, significante che per lanciare missili deve emergere in superficie) di classe Oscar II modello Antei a propulsione nucleare appartenente alla VII divisione della Flotta del Nord presso la base di Severomorsk (Voenno-Morskoj flot), entrato in servizio nel 1994 tra le 12 unità uscite dai cantieri Severodvinsk nel periodo 1986-2000 (con dislocamento di 10500 tonnellate in superficie-emersione e 18000 tonnellate in immersione, con equipaggio di 52 ufficiali e 55 marinai (107 uomini ma a volte pure 130, o 118 come nel giorno dell'incidente), con lunghezza di 154 metri (ma i sottomarini di classe Typhoon arrivano a 170 metri di lunghezza portando 20 missili con 10 testate nucleari ognuno), larghezza 18.2 metri, altezza di 9.2 metri, doppio scafo, profondità di immersione di 500 metri, 9 compartimenti stagni, con installati 2 reattori nucleari a fissione OK-650B e 4 turbine a vapore per la propulsione con 2 eliche a poppa, potenza di 98 mila HP=72 MW (non troppo alta per raggiungere alte velocità con uno scafo di più di 150 metri di lunghezza e quella stazza) raggiungendo la velocità in immersione di 32 nodi=59.2 Km/h ed in superficie di 19 nodi=35 Km/h, equipaggiato con 24 missili nucleari anti-nave SS-N-19 Granit, dotato di 4 tubi lanciasiluri da 533 millimetri per missili-siluri VA111 Shkval (siluri viaggianti fino a 330 miglia/h=140 metri/sec) e per missili nucleari SS-N-152, poi tubi lancia siluri da 650 millimetri per siluri a lunga durata DST90 e per missili nucleari SS-N-16), durante un'esercitazione militare navale (con ore di silenzio radio secondo il protocollo) lanciando dei siluri a salve ed un missile SS-N-16A provocando però un'esplosione chimica di 100-250 Kgrammi TNT=418-1040 MJ (presumibilmente di uno dei siluri del Kursk) ed onda sismica di grado 1.5-2.2 scala-magnitudine Richter, con conseguente affondamento del sottomarino a 108-124 metri di profondità (il sommergibile però come detto potrebbe scendere anche fino a 500 metri sotto il livello del mare ossia fino ad una pressione di circa 50 atm) a 135 Km da Severomorsk, cui seguì circa 100 secondi dopo una seconda esplosione di 2.5-7 tonnellate TNT=10.5-29.3 GJ ed intensità 3.4-3.5 scala Richter, cui seguirono vari tentativi di salvataggio falliti da parte dei russi (prima con capsula di salvataggio Pritz e poi con capsula Bester) e successivamente di due navi speciali norvegesi equipaggiate anche con batiscafo inglese LR5 (l'addestramento e le prove per il salvataggio di K-141 erano state effettuate sul sommergibile gemello Oryol) senza però salvare alcun superstite (gran parte dell'equipaggio morì subito con l'esplosione mentre 23 uomini portatisi nella zona di poppa perirono prigionieri nel relitto poche decine di ore dopo, dopo aver disperatamente lanciato improvvisati messaggi “tipo Morse” battendo sulle paratie-pareti metalliche della struttura, come pure avviene in Caccia ad Ottobre Rosso, percepite dai sonar delle vicine navi), però la notizia del grave incidente fu data solo 48 ore dopo ossia il 14ago dal capo di Stato Maggiore della Flotta Russa Mikhail Motsak con molte reticenze-menzogne, controversie e polemiche (il governo del presidente Vladimir Putin era attivo da poco tempo) dando l'impressione di voler nascondere le vere cause dell'incidente (la conclusione dell'inchiesta nel 2002 afferma dell'avvenuta esplosione di un siluro difettoso (dovuta a fuoriuscita di perossido d'idrogeno che provocò un aumento della temperatura e della pressione nel primo compartimento di prua) che innescò l'esplosione delle testate di altri siluri, ma si ipotizzò anche di una collisione con un altro vascello forse USA o inglese in quanto i sottomarini USS Memphis e USS Toledo di classe Los Angeles, ed i sottomarini inglesi HMS Splendid e Trafalgar, erano presenti ad osservare l'esercitazione russa (secondo questa ipotesi il piccolo sottomarino Toledo avrebbe urtato il pesante sottomarino russo senza causargli gravi danni (o forse era stato il Trafalgar per via di un recupero di contatto acustico) ma rimanendo esso danneggiato tentando l'allontanamento quando rilevando che i marinai del Kursk stavano attivando i sistemi d'arma accadde che i marinai del Memphis avrebbero lanciato un siluro Mark 48 colpendo la sezione di prua contenente i siluri (sembrerebbe ciò avvalorato anche dal recupero del relitto avvenuto mesi dopo) causando una serie di 2-3 esplosioni, con successivo accomodamento pacifico tra USA-Federazione Russa fissante l'entità del risarcimento USA alla Russia, ma ciò è stato smentito dalle autorità statunitensi)... non si allarmi il lettore se al riguardo trova informazioni e dati ampiamente discordanti (riguardo le caratteristiche del tragico incidente, le sue cause, ed il suo epilogo) poiché ciò è normale tra le varie fonti giornalistiche e tra le fonti delle loro fonti); 


ora sul fondo degli oceani, oltre a K-141 Kursk, ci sono altri 5 sottomarini nucleari abbandonati (2 sottomarini USA e 3 URSS-Russia); abbiamo poi citato i grandi sottomarini strategici per missili balistici di classe Typhoon integranti il sistema di deterrenza nucleare sovietico (Progetto 941 Akula-squalo autorizzato nel 1972 (per pareggiare il vantaggio americano dei sommergibili SSBN di classe Ohio), progettati negli uffici di Leningrado, costruiti nel cantiere navale 402 degli stabilimenti Sevmas nella città di Severodvinsk, ossia sottomarini RPKSN, in codice Nato Typhoon-Tifone) caratterizzati da un dislocamento di 23200 tonnellate in emersione e 33800 tonnellate in immersione, tra i più grandi mai costruiti fino al 2015 (entrati in servizio tra il 1981 ed il 1989 in 6 unità (era in costruzione anche un 7° sommergibile Typhoon mai completato (che invece sarebbe il sottomarino Ottobre Rosso protagonista del romanzo di Tom Clancy), ed altri programmati da dislocare sia nell'Atlantico che nel Pacifico) nella I Flotta del Nord di sottomarini nucleari basata a Nyerpichya, ed oggi in gran parte smantellati), con lunghezza di 172.8 metri, larghezza di 25 metri, altezza di 23 metri (come un palazzo d'abitazione di 6 piani!), profondità di immersione operativa di circa 400 metri, dotati di propulsione nucleare con 2 reattori a fissione PWR tipo OK-650 (di 190 MW ognuno ossia uno per ognuno dei 2 scafi pressurizzati, e potenza termica complessiva di 380 MW), una velocità massima in superficie di 12 nodi=22.2 Km/h ed in immersione di 27 nodi=50 Km/h, un equipaggio di 163 marinai, dotati di 2 tubi da 650 mm, 4 tubi da 533 mm, 20 missili SS-N-20 Sturgeon, SS-N-15 Starfish, SS-N-16 Stallion, aggiungendo che i sottomarini  di classe Typhoon sono multiscafo all'esterno in lega d'acciaio (con 2 scafi pressurizzati separati in parallelo con diametro di 7 metri ognuno, con 5 scafi interni abitabili e 19 compartimenti stagni tutti al titanio all'interno tranne lo scafo esterno, con la batteria di missili collocata a prua tra i 2 scafi pressurizzati prima della torretta), dotati di un modulo protetto contenente la sala controllo ed i sistemi elettronici di guida-controllo collocato sopra gli scafi pressurizzati, e di 2 camere di fuga sganciabili, nonché con uno speciale rivestimento esterno fatto di uno strato in gomma assorbente i suoni onde creare una grande camera anecoica a basso eco; questi sottomarini  sono progettati per una lunga navigazione sotto le acque oceaniche (con autonomia fino a 120 giorni) e sotto la banchisa polare ghiacciata con possibilità di emersione per sfondamento di grandi spessori di ghiaccio (grazie ad una riserva di spinta idrostatica pari a circa il 35 % del dislocamento ottenuta svuotando le casse di zavorra), una profondità di immersione fino a 400-500 metri sopra la superficie-emersione, con propulsione attuata da 2 turbine a vapore di 37 MW ognuna (50.3 mila HP per una potenza complessiva di 100 mila HP); 


le comunicazioni radio vocali-navigazione-informazioni-ecc. verso le basi sotto attuate tramite un sistema satellitare utilizzante 2 antenne galleggianti funzionante fino a grande profondità e sotto la banchisa di ghiaccio; come detto l'armamento principale è composto di 20 missili balistici intercontinentali R-39 Rif o SS-N-20 Sturgeon in codice Nato di 84 tonnellate con caricamento automatico a propellente solido portanti fino a 10 testate nucleari di 100 Kton ognuna con gittata massima di 8300 Km e precisione di circa 500 metri sull'obiettivo, inoltre posseggono anche 6 tubi lanciasiluri (4 tubi da 630 mm e 2 tubi da 533 mm) per un totale di 22 missili antisommergibile SS-N-16 Stallion e vari tipo di siluro (ossia un armamento strategico di 200 testate nucleari su distanze di 8 mila Km con sistema integrato di puntamento capace di controllare fino a 12 bersagli simultaneamente, oltre ad un armamento tattico di 22 missili nucleari, per cui un solo sommergibile Typhoon in navigazione nei mari (usualmente nel Nord Atlantico) sarebbe teoricamente sufficiente a vincere una guerra nucleare globale seppure la sua capacità di sfuggire-eludere il sistema di sorveglianza avanzato Nato sia piuttosto bassa) ma i sottomarini Typhoon sopravvissuti allo smantellamento (3 nel 2010 inquadrati nella 18° Divisione subacquea della Flotta del Nord) sono stati modificati per portare i missili SS-N-30 Bulava, laddove quelli in realtà costruiti negli anni sono TK-208 Dmitrij Donskoj (entrato in servizio nel 1981, e modificato per l’imbarco di missili SS-N-30 Bulava), TK-202 (entrato in servizio nel 1983, radiato nel 1995 e demolito nel periodo 2003-05), TK-12 Simbirsk (entrato in servizio nel 1984, subì un incidente con collisione nel 1986 col sommergibile britannico Splendid, radiato nel 1996 e demolito), TK-13 (entrato in servizio nel 1986, posto in riserva nel 1997 e demolito nel 2005), TK-17 Archangel'sk (entrato in servizio nel 1987, in fase di ammodernamento), TK-20 Severstal (entrato in servizio nel 1989, equipaggiato con solo 10 missili balistici, operativo ed in attesa di ammodernamento), TK-210 (non completato e demolito nel 1990); 


CONTINUA in Parte 4








   Capitolo 8. Parte 4.   


Verso l'avvento del rigore matematico.






	ricordiamo a scopo ludico o di curiosità che nel film Caccia a Ottobre Rosso tratto dal romanzo di Clancy, il sottomarino sovietico comandato da Marko Ramius (attore Sean Connery) sarebbe proprio il 7° sottomarino migliorato di classe Typhoon con secondaria propulsione di tecnologia avanzata magnetoidrodinamica simile al sistema a “reazione in acqua” invece che usualmente reazione in aria (seppure nella realtà la propulsione è invece solo quella riportata con turbina ed elica), come pure nel romanzo Walhalla o Valhalla Rising del 2001 (con protagonista Dirk Pitt) di Clive Eric Cussler, ed in tutti i libri di Cussler (con soggetto la nave Oregon della Corporation) il sistema di propulsione è di tipo magnetoidrodinamico, per cui qui riportiamo rapidamente qualcosa sulla teoria e tecnica magnetoidrodinamica dicendo che la teoria 


magnetoidrodinamica MLD (o meglio magnetofluidodinamica MFD ma indicata MHD) è la teoria che studia la dinamica dei fluidi elettricamente conduttori (ossia con σ (siemens o ohm(elev -1) maggiore di 0) sui quali agisce un opportuno campo magnetico H di densità B e tra questi fluidi troviamo innanzi tutti i plasmi (materia altamente ionizzata ricca di elettroni-protoni, di cui una delle principali applicazioni si ha nella fisica della fusione termonucleare controllata di isotopi pesanti dell'idrogeno attuata come nei Tokamak), i metalli liquidi (di particolare interesse nelle applicazioni ingegneristiche) e l'acqua del mare (leggera, limpida, ma salata, ossia debolmente conduttiva seppure ancora troppo poco conduttiva per molte applicazioni), disciplina divenuta indipendente dopo la 2° guerra mondiale e studiata dal fisico svedese Hannes Olof Gosta Alfvén (con premio Nobel nel 1970 "per il lavoro fondamentale e le scoperte nel campo della magnetoidrodinamica con feconde applicazioni in diverse parti della fisica del plasma", il quale studiò a Uppsala in Svezia, poi qui insegnò quindi andò all'Istituto Nobel per la fisica a Stoccolma fino al 1940 e nel '67 si recò in USA all'Università di San Diego in California, e divenuto noto proprio per essere tra i fondatori della fisica dei plasmi), e successivamente da Jean-Pierre Petit, nonché disciplina divenuta oggi di grande interesse teorico-applicato per la fisica dei plasmi (gas altamente ionizzati), e le equazioni che rappresentano i sistemi continui magnetoidrodinamici sono derivate dalle equazioni dei fluidi viscosi di Navier-Stokes della fluidodinamica (ossia meccanica dei fluidi) e dalle equazioni di Maxwell dell'elettromagnetismo classico (ossia potremmo dire sistema di equazioni differenziali alle derivate parziali di Navier-Stokes-Maxwell composto dalle 4 equazioni di Maxwell M1-M2-M3-M4 e dalle 3 equazioni di meccanica dei fluidi, esprimenti sostanzialmente la continuità della densità di corrente J, la conservazione della quantità di moto od impulso, e la conservazione dell'energia del fluido in movimento), ed è possibile scrivere correttamente tali equazioni per un plasma di ioni-elettroni immerso in un campo magnetico (la loro cinetica dopo aver introdotto ipotesi adeguate sulle collisioni di particelle colleganti il processo a livello microscopico col processo a livello macroscopico e le sue variabili macro, ovvero con assunzione di alta frequenza di collisioni piccoli-infinitesimi intervalli temporali tra collisioni e conseguente distribuzione di Maxwell delle particelle, dove le equazioni classiche della meccanica dei fluidi sono modificate con l'aggiunta dei termini che rappresentano lo scambio di quantità di moto e di energia tra campo magnetico e fluido in interazione, e dove le equazioni differenziali generali sono essenzialmente non lineari poiché il moto di un fluido conduttore in un campo magnetico produce correnti indotte (Lenz e Alfven) che a loro volta generano un campo magnetico che si somma modificando sia il campo magnetico esterno che il moto dello stesso fluido conduttore, stabilendo così uno stretto legame fluido-campo con conseguente movimento-”trascinamento” delle linee di flusso di H da parte del fluido per cui se produciamo una perturbazione-onda del vettore H o B otterremo pure un propagazione meccanica-elastica di perturbazione-onda del fluido quale fenomeno previsto nel 1942 da Alfven e successivamente confermato sperimentalmente nei plasmi di gas e metalli liquidi) quale studio sviluppato da Stanislav Braginskij nel 1960 circa, 


però equazioni la cui risoluzione generale è tecnicamente impossibile (tranne in pochi casi assai semplici) oppure è possibile la risoluzione numerica con programmi software; usualmente si ipotizza che il fluido-liquido sia un conduttore elettrico perfetto (con conducibilità elettrica σ idealmente infinita e resistività elettrica ρe nulla) con ridistribuzione “istantanea” degli squilibri di carica (come avviene nei metalli) onde il modello elettromagnetico diviene un modello magnetostatico (con campo E=0 o praticamente trascurabile) e la magnetoidrodinamica si approssima e diviene una magnetoidrodinamica ideale caratterizzata da equazioni derivata temporale di B = rotore di (v vettor B), dove v è il vettore velocità media e B è il vettore densità di campo magnetico (si controlli che i termini abbiano le dimensioni di tensione/area ossia volt/metro quadro), cui aggiungere l'equazione di moto ρ(derivata temporale di v) + ρ(div v)v = J vettor B – gradiente di p, dove J è il vettore densità di corrente e p è la pressione meccanica (si controlli che i termini abbiano le dimensioni di forza/volume ossia N/m quadro), e la conservazione di massa del fluido-liquido derivata temporale di ρ + divergenza di (ρv) = 0, in cui vale l'equivalente della legge di Lenz (vuoto e solidi) qui per i fluidi ossia il teorema di Alfven (onde il campo magnetico è statico nella massa fluida e le correnti sono laminari 2-dimensionali dividendo il fluido in domini magnetici) ciò se la resistività è nulla o quasi-nulla, potendo accumularsi grande quantità di energia magnetica nel campo date le alte velocità (energia poi recuperabile al venir meno delle condizioni di fluido ideale per fenomeni di riconnessione magnetica (dei domini) che ricorda i fenomeni di superconduzione); notiamo anche che in un fluido immerso in un campo magnetico vettor B costante la propagazione di piccole perturbazioni di B è associata ad un moto ondoso che si propaga nel fluido con varie velocità vg (legate all'angolo formato da vettor B e vettor vg), poi parallelamente a H (oltre ad ordinarie onde sonore propagantesi a velocità c dei gas) si propagano pure onde trasversali di bassa frequenza (onde di Alfven) con velocità proporzionale a B ed alla radice quadrata di ρμ, dove ρ è la densità del fluido e μ è la permeabilità (scalare, costante) del fluido, ma generalmente si osserva la propagazione di 3 tipi d'onda; se poi il moto del fluido è stazionario annullandosi tutte le derivate temporali ossia in condizioni di equilibrio si ottiene che il gradiente di p = J vettor B, rotore di B = μJ, divergenza di B = 0 (in cui le sole variabili sono B-J-p, e potremmo dire che la corretta densità di campo B muove le cariche generando correnti J di particelle del fluido che punto per punto equilibrano la pressione p), le superfici isobare a p=cost sono pure superfici a flusso magnetico costante (superfici o tubi di flusso dato che i vettori J e B sono tra loro perpendicolari), e nonostante l'ipotesi di conducibilità infinità i sistemi a confinamento magnetico della fisica delle alte energie e nucleare (usati ad esempio negli acceleratori di particelle cariche per la collimazione dei fasci) soddisfano abbastanza bene tali equazioni; ma i plasmi che interessano le applicazioni sono certamente buoni conduttori elettrici ma non sono conduttori ideali (dato che la conducibilità può essere alta ma non infinita e la resistività ρe può essere bassa ma non nulla) per cui i campi magnetici non sono magnetostatici ma variano diffondendo (secondo la resistività del plasma dove il coefficiente di diffusione magnetica è Db=ρe/μ (in metro quadro/secondo) ed il tempo caratteristico detto tempo di diffusione magnetica è tb=L(elev 2)/Db (in secondi) in cui L è una dimensione tipica del sistema del plasma) ed infatti da MD3 Maxwell-Faraday (ossia rot E= - derivata di B rispetto al tempo t) e da MD4 Maxwell-Ampere (ossia rotB=rot(μH)=μJ) otteniamo l'equazione (ρe/μ)(rot rotB)=-derivata temporale B=-Db(laplaciano B) coi termini dimensionalmente tensione/area, in cui tb è il tempo resistivo caratteristico del tipo di plasma in campo magnetico (generalmente di valore abbastanza grande), e visto che tali equazioni magnetoidrodinamiche sono valide per tempi piccoli minori di tb esse valgono nella pratica, ma valendo pure su piccole distanze quando gli spessori di plasma sono piccoli strati resistivi può pure venir meno la loro validità generando instabilità (instabilità tearing) con rottura-riconnessione delle linee di forza del campo H e conseguente liberazione di grande energia magnetica (ad esempio ben visibile in plasmi stellari coi brillamenti-flare solari); 


esempi spiegati dalla teoria magneto-fluido-idrodinamica in geofisica sono il nucleo liquido di pianeti in cui ad esempio nel caso terrestre il relativo campo magnetico (per fenomeno dinamo dato che si tratta di magnetostatica) ha tempi ben maggiori del tempo di diffusione resistiva tb, poi tale teoria è importante in astrofisica visto che la stragrande maggioranza della materia è in forma di plasma (particelle cariche +q e -q) sia nelle stelle che negli spazi interstellari, e notoriamente le macchie solari sono causate dai campi magnetici (osservate per la prima volta dai cinesi nel 28 a. C., in occidente furono per secoli interpretate come ombre prodotte dal transito dei pianeti intorno al Sole, poi il fenomeno fu studiato da Keplero nel 1606, da Galileo in modo più sistematico col suo telescopio dal 1609, quindi dal tedesco Christoph Scheiner, dall'olandese Johann Fabricius (figlio di David Fabricius dedito questo all'astronomia d'osservazione (insieme a Tycho Brahe) che scoprì la variabilità della stella Omicron Ceti nella Balena da allora denominata Mira Ceti), dall'abate-teologo-filosofo-matematico francese Pierre Gassendi (più noto come filosofo oppositore di Aristotele, anticipatore dell'empirismo di J. Locke, privilegiante l'atomismo e l'esperimento nella scienza), dal polacco Johannes Hevelius (il quale costruì un osservatorio sul tetto della sua abitazione ponendo le basi della topografia lunare-seleniana, studiando le fasi di Saturno, osservando un transito di Mercurio, ed osservando le macchie solari), poi dal 1749 l'Osservatorio di Zurigo iniziò l'osservazione quotidiana delle macchie solari mai abbandonata (dato che oggi ha


 interesse anche per le radioonde e le radiocomunicazioni), ma la spiegazione del fenomeno è assai recente iniziando nel 1895 con lo statunitense George Ellery Hale (astronomo ma noto soprattutto quale costruttore di osservatori come Mount Palomar Observatory vicino a San Diego dotato allora di un telescopio di 508 centimetri) che scoprì nel 1908 il forte campo magnetico ad esse associato e poi con l'irlandese Joseph Larmor nel 1919 (le macchie hanno un diametro medio di 10 mila Kmetri ed appaiono scure solo perchè hanno una temperatura del plasma circa 2000 °K inferiore a quella di circa 5500 °K della fotosfera, esse appaiono-scompaiono secondo il periodo di circa 11 anni dell'attività magnetica del Sole (o di 22 anni se si considera pure l'inversione ogni 11 anni della polarità magnetica solare) e la densità di campo magnetico B associato ad una macchia è di circa 0.25 T=2500 gauss ossia 5-10 mila volte maggiore della densità di campo medio B alla superficie terrestre, laddove in ogni coppia di macchie una ha polarità magnetica Nord e l'altra Sud), e tutti i fenomeni dinamici ed instabili (protuberanze, brillamenti-flare, facole, vento solare regolato dalle leggi magnetofluidoidrodinamiche) sono dovuti alle variazioni del campo magnetico B=μH nella zona convettiva agitata sia per la termodinamica che per la diseguale rotazione angolare delle masse solari alle varie latitudini con plasma ad altissima temperatura e campo magnetico pure in agitazione producente il fenomeno della riconnessione magnetica con accumulazione-liberazione di energia specialmente sotto forma di raggi X e di particelle del vento solare); 


sappiamo però che MFD-MHD è la teoria fondamentale per lo studio-progettazione dei sistemi a confinamento magnetico nell'ambito della teoria della fusione termonucleare controllata nei quali occorre problematicamente intrappolare il plasma per un tempo sufficientemente lungo in regioni toroidali mediante l'interazione gas carico-campo magnetico (specialmente studio delle equazioni di trasporto, e di equilibrio-stabilità, in cui non è sufficiente la teoria ideale a conducibilità infinita qui accennata); ma il lettore non troverà ancora sistemi magnetoidrodinamici in esercizio per la propulsione navale-sottomarina dato che l'acqua (anche quella salata di mare) ha una bassissima conducibilità elettrica e ci vorrebbero campi magnetici enormi (ossia in proporzione grande B essendo piccola J) prodotti da elettromagneti ad esempio con superconduttori, per produrre effetti utili (studiati con una teoria di fluidi non ideali), però abbiamo le ordinarie pompe magnetofluidodinamiche (nelle quali le forze di Lorentz applicate alle particelle cariche di fluido in moto immerso in un campo magnetico  H e B agiscono in direzione perpendicolare sia alla velocità v che al campo B, essendo la forza di Lorentz F=q(v vettor B), con eventualmente sommata anche la forza qE se vi è pure un campo elettrico E questa forza in direzione di E), ed allora diciamo che in tali tipi di pompe un liquido conduttore può muoversi in un tubo con asse lungo la direzione x immerso in un campo magnetico di densità di flusso B (ortogonale a x) per cui applicando una tensione continua od efficace V al liquido tramite 2 elettrodi (distanti Δx) che permetta lo scorrere di una corrente continua od efficace Ie nel fluido perpendicolare sia a x che a B si otterrà una forza F nella direzione dell'asse x mettendo in moto il fluido, ovvero (essendo il liquido conduttore assimilabile ad un resistore lineare di resistenza elettrica Re) applicando la legge di ohm del bipolo resistore abbiamo V=ReIe+ρm(vm)BΔx, dove Re è la resistenza elettrica del fluido, Ie è la corrente elettrica, ρm la densità media del fluido, vm la velocità media, B l'induzione magnetica, Δx la distanza degli elettrodi nel fluido (si controlli che tutti i termini siano dimensionalmente tensioni elettriche (volt)), poi la densità media di quantità di moto dà la portata ρmvm=Im/ΔxΔy, dove Im è in metro cubo/secondo, la tensione idraulica della pompa (differenza tra le pressioni uscita-ingresso) è Δp=F/ΔxΔy (in N/m quadro), la forza F=BIeΔy (in newton, dato che B è volt secondo/metro quadro, Ie è ampere, Δy è in metri ossia F è volt ampere secondo/metro=joule/metro=newton) dunque Δp=BIe/Δx (newton/metro quadro), perciò definita la mutua resistenza elettromeccanica Rme (tesla/metro=volt secondo/metro cubo) si ha Rme=B/Δx (in T/m) ed allora la tensione elettrica da applicare agli elettrodi della pompa sarà ΔV=(Re/Rme)Δp+RmeIm=Rp(I-Ie) dove Rp (in ohm=volt/ampere) è la resistenza parassita complessiva, onde la corrente I assorbita sarà I=(1+Re/Rp)(Δp/Rme)+(Rme/Rp)Im (controllando che tutti i termini siano dimensionalmente in ampere, dato che al secondo membro nel primo termine Δp è newton/metro quadro, Rme=volt secondo/metro cubo per cui newton metro cubo/metro quadro volt secondo=joule/volt secondo=volt ampere secondo/volt secondo=ampere, e nel secondo termine Rp è volt/ampere e Im è metro cubo/secondo per cui volt secondo ampere metro cubo/metro cubo volt secondo=ampere), la potenza applicata ed assorbita sarà ΔVI, dove il rendimento della pompa sarà η=potenza ottenuta in uscita/potenza applicata in ingresso=ΔpIm/ΔVI, pompa magnetoidrodinamica senza alcuna parte in movimento senza pericolosi effetti di cavitazione con ridottissimi problemi di usura ed altamente affidabile (però utilizzabile solo per liquidi elettricamente conduttivi) utilizzata ad esempio nei circuiti termodinamici di raffreddamento dei reattori nucleari a fissione usando quale fluido termovettore il sodio (od il piombo) liquidi anche a temperature di 500 °C (fluidi entrambi conduttivi e dove è bene ricorrere a pompe con bassa probabilità di guasto), ma essendo di grande semplicità-silenziosità-affidabilità sarebbe molto apprezzata nella propulsione dei sottomarini con reattore a fissione-fusione nucleare questo per generare energia termica (ciò renderebbe non intercettabili-individuabili coi sonar i sommergibili se non a breve distanza dato che il basso rumore generato sarebbe simile a quello prodotto dal nuoto di grossi cetacei (come il lettore legge nel romanzo La grande fuga di Ottobre rosso o nel film Caccia a Ottobre Rosso) mentre attualmente la rilevazione-identificazione può avvenire anche a più di decine di Km di distanza) se non fosse un ostacolo la bassa conducibilità elettrica dell'acqua anche salata (l'acqua purissima a 25 °C ha una conducibilità di circa 0.06 microsiemens/centimetro (varia da 0.01 a 0.17 passando da 0 °C a 50 °C), l'acqua distillata di 0.6-5 microS/cm (resistività di 1.6-0.2 Mohm centimetro ma l'acqua altamente distillata può arrivare anche fino a 25-30 Mohm centimetro), l'acqua limpida di fiume e l'acqua potabile circa 100 microS/cm, le acque per caldaie non devono superare 1 milliS/cm (provi magari il lettore a misurare approssimativamente la resistività dell'acqua immergendo in un bicchiere (contenente acqua potabile e poi sciogliendo via via piccole quantità di cloruro di sodio) due lastrine di rame parallele con area di 1 centimetro quadro spesse non più di 1 millimetro poste a distanza di 1 centimetro tra loro collegate alla maggior portata ohmica di un multimetro-tester per ottenere valori in ohm centimetro il cui inverso è la conduttività in unità siemens/centimetro (oppure idem ma distanti solo 1 millimetro ottenendo valori 10 volte minori da moltiplicare quindi per 10 onde ottenere ohm cm)); il livello di salinità è contenuto nei valori di 33-37 grammi di sali/litro d'acqua (di cui oltre il 997 per mille sono ioni cloro, sodio, solfato, magnesio, calcio, potassio, e meno bromo, stronzio e boro), mediamente 35 grammi/litro=0.035=35 per mille, ma in mari chiusi come il Mediterraneo può salire fino a 0.039 (qui la densità dell'acqua è intorno a 1035 Kgr/metro cubo), solo nel Mar Rosso fino a 0.041 e sul fondo fino a 200 gr/l, laddove in generale il livello di salinità usualmente scende ad un minimo intorno a 700-800 metri di profondità e poi riprende a salire per raggiungere un massimo intorno a 2-4 Kmetri), 


però ad esempio si potrebbe pensare di iniettare nell'acqua marina prelevata alle bocche d'ingresso del sottomarino qualche sostanza ionizzata-elettricamente carica non inquinante onde poterla poi accelerare negli elettromagneti di potenza; avendo citato la classe di sommergibili Typhoon-Akula scriviamo anche della classe di sommergibili USA di US-Navy  in certo senso analoga e contrapposta a quella dell'URSS ossia della classe Ohio (anzi sembra proprio per pareggiare le forze dei sommergibili Ohio che venne varata la classe Typhoon, ossia sottomarini con caratteristiche paragonabili seppure con una superiorità in qualche campo di SSBN Typhoon sovietico, e classe Ohio progettata per sostituire i vecchi sottomarini di classi George Washington e Ethan Allen (dotate di missili intercontinentali UGM-27 Polaris) e poi quelli di classe Lafayette questa con l'ultima unità dismessa nel 1995, ma diciamo che il lettore amante del genere letterario d'avventura può vedere in azione unità Ohio in acque giapponesi nel romanzo Debt of Honor (Debito d'onore del 1994) di Tom Clancy), ma prima accenniamo ai sottomarini d'attacco USA (entrati in servizio nel 1976) di classe Los Angeles SSN o classe SSN-688 (nome derivato dal primo di essi denominato SSN-688 e tutti poi contraddistinti dal nome di una diversa città (in Europa si sarebbero potuti contraddistinguere col “nome di un diverso filosofo o col nome di un diverso quadro o magari col nome di un diverso vino quando si naviga in acqua”)), a propulsione nucleare più diffusi tra quelli prodotti (50 unità) rappresentanti il grosso della forza d'attacco sottomarina USA, costruiti da GD Electric Boat e Newport News Shipbuilding, con peso di 6900-9900 ton secondo il modello in immersione, lunghezza di 360 piedi=109.7 metri, larghezza di 10 m, altezza-pescaggio


 di 9.7 m, armati con 22 siluri Gould Mk 48, con 4x21 pollici (533 mm) tubi di lancio frontali di McDonnel Douglas Harpoon (su SSN 719-725 e 750-773 anche con 12 tubi di lancio verticali VLS per lancio di missili SLCM-GDC e SSM-GDC Tomahawk a testata chimica, ma in questi anni si stanno sostituendo i più vecchi sottomarini classe Los Angeles che non posseggono un sistema di lancio verticale coi sottomarini classe Virginia), velocità operativa di 25 nodi=46 Km/h in superficie, di 35 nodi=65 Km/h in immersione (ossia una grande velocità per un sottomarino vantaggiosa per allontanarsi dopo un attacco e comunque per sfuggire agli inseguimenti), profondità d'immersione di 450 m, con equipaggio di 141 uomini, dotati di propulsione attuata con reattori nucleari a fissione di tipo S6G; la classe di sottomarini strategici Ohio a propulsione nucleare (funzionante da base occulta e mobile di lancio di missili intercontinentali) comprende sottomarini (complessivamente 18 unità, ma ne erano state programmate 24 SSBN, ossia brevemente: a Bangor, Kitsap County, nello stato di Washington (per la flotta del Pacifico) USS Henry M. Jackson (SSBN 730, inizialmente doveva chiamarsi Rhode Island ossia col nome di uno stato federale), 


USS Alabama (SSBN 731), USS Alaska (SSBN 732), USS Nevada (SSBN 733), USS Pennsylvania (SSBN 735), USS Kentucky (SSBN 737), USS Maine (SSBN 741); a Kings Bay, Camden County, nello stato della Georgia (per la flotta dell'Atlantico) USS Tennessee (SSBN 734), USS West Virginia (SSBN 736), USS Maryland (SSBN 738), USS Nebraska (SSBN 739), USS Rhode Island (SSBN 740), USS Wyoming (SSBN 742), USS Louisiana (SSBN 743); unità SSGN ossia USS Ohio SSGN 726 (Bangor, WA conversione ad unità SSGN, ottenuta principalmente sostituendo i tubi di lancio di un missile Trident II D5 ognuno con 7 missili Tomahawk (Tamahawk Land Attack Missile TLAM, missile questo da crociera subsonico a progetto modulare per una gran varietà di modelli (da un team guidato da James H. Walker), prodotto dal 1972 da Raytheon e McDonnell Douglas ed oggi sistema missilistico già piuttosto vecchio (in realtà introdotto da General Dynamics negli anni '70 quale missile a medio-lungo raggio, con volo a bassa quota lanciato da base terrestre, poi fornito dal 1992-94 da McDonnell Douglas Corp. (producente missili Block II, e Block III Tomahawk con guida GPS militare per un bersaglio più preciso), quindi dal 1994 prodotto da Hughes Aircraft ed ora è prodotto nella versione Block IV da Raytheon), lungo 18ft e 3in=6.25 metri con booster, largo 2.6 metri, diametro di circa 0.53 metri, pesante circa 1400 Kgr e 3500 lb=1600 Kgr con booster, lanciato da tubo pressurizzato da terra con basi fisse od autocarri (molto limitato dai trattati internazionali del 1979 e poi dal problema degli Euromissili SS20 e Pershing) ed oggi sostanzialmente lanciato da navi militari (di classe Iowa, cacciatorpedinieri classe Spruance, incrociatori classe Virginia, sottomarini classe Los Angeles e Virginia) con lanciamissili appositi con motore a razzo e dopo pochi secondi con passaggio al volo aereo tramite dispiegamento delle ali laterali e quindi al volo di crociera (esistono 4 e più versioni di Tomahawk Raytheon BGM-109 ovvero TLAM-C (ossia BGM-109C Tomahawk Land Attack Missile) d'attacco terrestre a testata convenzionale di cui molti usano il sistema di navigazione DSMAC II (precisione di circa 10 metri sul bersaglio) od il sistema GPS militare (precisione di 1 metro circa o poco più) o sistemi combinati per la massima precisione, TLAM Block IV o RGM-UGM-109E Tomahawk Land Attack Missile quale versione migliorata di TLAM-C completamente riprogettato per avere un nuovo motore turbofan F107-402 a rapido cambio di velocità in volo e sistema di puntamento per l'inseguimento efficiente di bersagli in fuga con riprogrammazione di volo-obiettivi, TLAM-N (ossia BGM-109A Tomahawk Land Attack Missile) d'attacco terrestre a testata termonucleare W80 (a 2-stadi da 5 a 150 Kton TNT con fissione da Pu-239 maggiore 0.95, sviluppata proprio per missili cruise a Los Alamos dal '76 derivata da B61, con veicolo tipo Mk 81) ma missile ritirato dal 2013 e reintrodotto nel 2018, TASM-D d'attacco terrestre armato con submunizioni (contiene 166 sotto-munizioni in 24 contenitori usati dall'aviazione americana per effetti CBU-87 onde attaccare più bersagli in ogni missione), TLAM-D (ossia BGM-109D Tomahawk Land Attack Missile) con munizioni a grappolo, GLCM o BGM-109G Ground Launched Cruise Missile con una testata nucleare W84 ritirato dal servizio nel '91, AGM-109H-L Missile aria-superficie a medio raggio MRASM quale missile da crociera con propulsione ad aria tramite turbocompressore e munizioni a grappolo ma mai entrato in servizio, e TSAM quale missile antinave ritirato dal servizio negli anni '90, quasi sempre missile lanciato dal mare con lanciamissili dotati di motore a razzo per l'espulsione seguito dopo pochi secondi dal motore a turboventola per il viaggio da crociera ed in uso presso United States Navy e Royal Navy di USA ed UK), capace di una gittata massima di circa 2500 Km, velocità massima di 550 mph=890 Km/h dovuta ad un motore Williams International F107-WR-402 a turboelica sulla coda, portante una testata di 1000 lb=450 Kgr di esplosivo convenzionale chimico HE oppure esplosivo nucleare, con meccanismo di detonazione FMU-148 since TLAM Block III others for special applications, dotato di sistema di guida GPS, INS, TERCOM, DSMAC, active radar homing (RGM/UGM-109B), ossia GPG-TERCOM(preciso per uso con ordigni convenzionali di minor potenza esplosiva)-DSMAC, che lo dirige sul bersaglio prefissato di una missione TLAM (facendo uso di radar ed altimetro) con mappatura del terreno della relativa missione secondo punti di riferimento in sequenza immagazzinati nel programma del calcolatore di bordo (usualmente si tratta di collinette, promontori, alte torri, fiumi, ossia strutture fisse stabili o conformazioni naturali, prelevati dalla società cartografica della difesa Defense Mapping Agency ed inviati via satellite alla postazione di lancio o ricavati direttamente da recenti riprese satellitari od in tempo reale, punti di riferimento seguiti dal sistema di pilotaggio dal primo waypoint e poi di punto in punto fino a destinazione) confrontando la correttezza del percorso con rilievi radar-altimetro ed  immagini riprese da una telecamera di bordo (sistema Digital Scene Matching Area Correlation operante per correlazione dei segnali) per il buon esito dell'attacco; il sistema missilistico Tomahawk ha subito molti aggiornamenti per essere oggi un sistema con capacità di attacco basato sull'uso della rete e l'utilizzo di molteplici sensori (aircraft, UAVs, satellites, foot soldiers, tanks, ships), 


nonché dal 2004 ampiamente riprogrammabile durante il volo e ciò specialmente dal 2006 con Block IV selezionando tra 15 target alternativi (guidato con tecnica Tactical Tomahawk Weapon Control System), dal 2010 con una miglior capacità di penetrazione della testata (JMEWS) negli obiettivi solidi, dal 2012 con l'applicazione di Advanced Anti-Radiation Guided Missile AARGM quale tecnologia antiradiazione su Tomahawk tattico, dal 2014 con un nuovo radar seeker passivo ad onde millimetriche capace di rilevare la signature-firma elettromagnetica dei bersagli, quindi è allo studio un nuovo missile Tomahawk a velocità supersonica Mach 3, e pure l'utilizzo del restante carburante JP-10 del motore quale esplosivo sull'obiettivo; ogni missile Tomahawk costa in media circa 1.87 milioni di dollari US, per cui in una missione il lancio di circa 100 missili viene a costare la bellezza di 150-200 milioni di dollari; ad iniziare dalla Guerra del Golfo del 1991 saranno stati lanciati da sottomarini e soprattutto da navi di superficie circa 2200 missili Tomahawak (288 nella Guerra del Golfo del 1991, 46 nel 1993 contro lo stabilimento di produzione nucleare di Zafraniyah presso Baghdad, 23 a giu1993 contro il Centro di comando e controllo del servizio di intelligence iracheno, 13 nel 1995 contro una torre di trasmissione radiofonica serba durante l'operazione Deliberate Force, 44 nel 1996 contro obiettivi di difesa aerea nel sud Irak, 79 nel 1998 contro obiettivi in Afghanistan e Sudan in rappresaglia per gli attentati dinamitardi alle ambasciate americane ad opera di Al-Qaeda, 325 a dic1998 contro obiettivi iracheni durante l'operazione Desert Fox, 218 nel 1999 durante l'operazione Allied Force contro obiettivi in Serbia e Montenegro, 50 nel 2001 contro obiettivi in Afghanistan, più di 800 nel 2003 contro l'Irak, 2 nel 2008 contro un obiettivo in Somalia durante il bombardamento di Dobley, 2 nel 2009 contro obiettivi in Yemen, 124 nel 2011 da USA-FR-UK contro almeno 20 obiettivi in Libia, 47 nel 2014 dal mar Rosso e Golfo Persico contro obiettivi ISIL in Siria, 5 nel 2016 contro postazioni radar nello Yemen, 59 nel 2017 contro la base aerea di Shayrat vicino a Homs in Siria in risposta ad un attacco di armi chimiche, più di 80 ad apr2018 contro obiettivi siriani vicino a Damasco e Homs in risposta ad attacchi con armi chimiche, per un numero complessivo di circa 2210 missili Tomahawk, 


per cui oltre a danni materiali e ad alcune decine-centinaia di vittime tale impiego sarà costato circa 3 miliardi di dollari (i missili da crociera non sono adatti per attacchi massivi contro obiettivi generici in superficie oltre che molto più costosi, per i quali attacchi andrebbe molto meglio l'uso di squadre di bombardieri protetti da caccia, ma ci si aspetta l'utilizzo di cruise per colpire (“chirurgicamente”) particolari obiettivi molto significativi come ad esempio depositi strategici stipati entro gallerie sotto le montagne), ma nell'arsenale militare USA ne saranno immagazzinati oltre 3500)), poi USS Michigan SSGN 727 (Bangor, WA conversione ad unità SSGN), USS Florida SSGN 728 (Bangor, WA conversione ad unità SSGN), USS Georgia SSGN 729 (Bangor, WA conversione ad unità SSGN)), dotati di missili balistici intercontinentali (all'epoca della guerra fredda la flotta di tali tipi di sommergibili forniva una parte importante alla capacità di deterrenza di una nazione potendo imbarcare migliaia di testate nucleari (tipo quelle sui missili Trident D5 sostituenti i più limitati Polaris e Poseidon in parte sostituiti questi coi Trident C4) sfuggendo però agli attacchi preventivi cui potevano essere soggetti i sili missilistici delle basi immobili a terra, ma dal 2000 alcuni Ohio sono divenuti unità SSGN (Ship Submersible Guided Missile Nuclear) imbarcanti non più Trident bensì più convenzionali lanciatori Tomahawk), sottomarini identificati come SSBN-SSGN, costruiti da General Dynamics Electric Boat, sviluppati dal 1974, entrati in servizio nel 1981 (la prima unità, proprio USS Ohio, venne commissionata nel 1974 ai cantieri navali di Groton in Connecticut del gruppo Electric Boat), dal costo di 780 milioni di dollari saliti fino a 1800 milioni di dollari nelle ultime unità (costo poco più che duplicato in 15 anni anche per via della crisi petrolifera e del monopolio dei cantieri navali Groton e Newport, mentre in altri paesi è costume che i costi possano anche quintuplicare), 


con dislocamento di 16600 ton in emersione e di 18750 ton in immersione, scafo singolo con doppie pareti stagne in lega d'acciaio HY 80 di forma cilindrica (tranne dietro la torretta dove sono dislocati i lanciatori missilistici) con rivestimento anecoico anti-eco, 3-5 compartimenti stagni, con lunghezza di 171 m, larghezza di 12.8 m, altezza-pescaggio di 11 m, profondità di immersione stimata di circa 300 m (si sa solo che può certamente raggiungere i 240 m di profondità), velocità in superficie di 15 nodi=27.8 Km/h, velocità in immersione di 25 nodi=46.3 Km/h, lunga autonomia di immersione, con equipaggio di 157-160 uomini operanti in turni di 6 ore (più 6 ore di svago-aggiornamento e 6 ore di riposo-sonno (con spazio e cuccetta propri differentemente che su Lafayette) con giorno dunque di 18 ore invece di 24 ore passato quasi tutto in immersione per un periodo di 60-90 giorni di missione e poi 35 giorni in porto (imbarcando 4-5 mila litri di latte, 20 mila uova (di giornata), 400-500 Kgr di carne, 2-3 tonnellate di patate, 400-500 Kgr di frutta, ecc., in buona parte alimenti congelati, mentre l'acqua potabile viene ricavata con la distillazione dell'acqua marina, e l'ossigeno con l'elettrolisi), senza poter comunicare con l'esterno (ossia senza ricevere stazioni radio e canali tv, senza l'uso di Internet, senza Facebook-Twitter e della posta elettronica) poiché le comunicazioni con l'esterno sono solo di navigazione e col comando Navy) e 2 equipaggi alternantesi Gold-Blue di missione in missione, a differenza che nei sottomarini diesel-elettrici nei quali ogni 1-2-3 giorni occorre risalire in superficie per ricaricare le batterie elettrochimiche), timoni orizzontali collocati ai lati della torre(però troppo esposti durante l'emersione dalla banchisa di ghiaccio) ed a poppa mentre usualmente e vantaggiosamente(tranne per il rumore) stanno a prua(come nella classe di sommergibili Virginia), 4 ponti nella zona anteriore tra prua e camere di lancio missili (con sala controllo, camere per ufficiali, sala radio, sala controllo sonar, sala siluri, sala pronto soccorso), in zona centrale detta “foresta Sherwood” si trovano i sili dei missili nucleari gli alloggi sottufficiali alcuni magazzini ed i motori di emergenza, nella zona di poppa è installato il reattore nucleare e la sala macchine, dotati di sensori di bordo Sonar a scafo IBM BQQ-6 passivo integrato con Raytheon BQS-13 collocati a prua (ad alta frequenza usati per il corretto puntamento la guida dei siluri e la navigazione sotto la calotta polare di ghiaccio), sonar Ametek BQS-15 in alta frequenza attivo-passivo, sonar rimorchiabile Western Electric BQR-15 passivo integrato con BQQ-9 (c'è un sonar a cortina idrofonica trascinata a poppa a notevole distanza dalle eliche per il rilevamento della presenza di eventuali sommergibili accodatisi dove cioè gli usuali sonar di bordo non potrebbero funzionare a causa del rumore acustico delle eliche (prodotto dalla cavitazione e dal vapore d'acqua per superamento del punto di ebollizione (“opposto” al punto di rugiada))), 


2 periscopi (uno di navigazione e l'altro di combattimento a sezione molto ridotta) nella torre, un radar di navigazione in emersione ed antenne del sistema di telecomunicazione RF e nelle bande satellitari, mentre per garantire le comunicazioni in immersione sono installate unità riceventi ELF e boe radio trasmittenti TX (ritirate durante le operazioni di combattimento), rilevamento della posizione del sottomarino tramite sistema di navigazione inerziale necessario pure per il lancio dei missili, laddove per la navigazione in emersione si ricorre al sistema satellitare (disponibile ben prima del GPS commerciale), per generare l'energia termica necessaria alla propulsione è installato un reattore a fissione nucleare per sottomarini di General Electric tipo S8G con nucleo ad U-Zr ad alto arricchimento (che può raggiungere anche più del 15 % diversamente dagli ordinari reattori di potenza BWR-PWR con arricchimento al 3-4 %) della durata di vita di circa 40 anni (secondo uso-manutenzione, che è anche la durata di vita del sottomarino stesso, come mostrano le prime navi a propulsione nucleare tipo la portaerei USS-Enterprise (CVN-65) dotata di un reattore simile più vecchio, ed il primo incrociatore a propulsione nucleare ossia l'incrociatore CGN-160/CLGN-160/CGN-9 del 1961, sapendo che nella marina i tempi di vita di navi-sommergibili sono sempre stati di circa 30 anni (solo per le portaerei la durata di vita è maggiore) ma poi a metà anni '90 la vita utile è stata portata fino a 40 anni e più se con restauri-ammodernamenti, e dal 2005-10 sono in fase di progettazione nuove classi USA-Russia di sottomarini a propulsione nucleare che per US-Navy sono forse SSBN-X evoluzione avanzata della classe strategica Ohio e della classe d'attacco Virginia), collegato a 2 turbine a vapore di 22 MW=30 mila HP a bassa velocità di rotazione con elica a 7 pale (una potenza massima di circa 60 mila HP (come quella equivalentemente sviluppata da 600 motori d'automobile accoppiati da 100 HP ognuno) per raggiungere la velocità di 30 nodi, laddove i sommergibili di classe Typhoon disporrebbero di una potenza complessiva di circa 100 mila HP per raggiungere circa 27 nodi però questi a pari lunghezza di circa 170 m sono alti e larghi il doppio con volume quadruplo), un sufficiente numero di batterie elettrochimiche per l'alimentazione di un motore elettrico di 240 KW=325 HP di emergenza onde permettere l'emersione in superficie (in caso di spegnimento del reattore nucleare per necessità o guasto), 


dotati di armamento con siluri Mk 48 ADCAP, di 24 missili intercontinentali SLBM UGM-133A Trident II nei 12+12 tubi di lancio verticali disposti su file parallele immagazzinati primi della partenza senza sostituzione e lanciabili anche in immersione fino 120 metri di profondità (i Trident II D5 del '95 hanno una lunghezza di 13.5 m, diametro di 2 metri, pesano 55.8 ton, e hanno una gittata massima di 7500-12000 Km secondo il carico di testate (rispetto alla gittata massima di 7300 Km del precedente Trident I C4) con una precisione sull'obiettivo di circa 90 m (rispetto a 380 m di Trident I C4, ma dal 2006 tutti i sottomarini Ohio imbarcano i più moderni missili Trident II D5) e portano da 8 fino a 12 testate nucleari MIRV tipo W76 da 100 Kton o W88 da 475 Kton ognuna (ossia ogni sommergibile di classe Ohio al massimo delle sue potenzialità distruttive dispone di 288 testate nucleari a bersaglio indipendente (per una potenza esplosiva complessiva massima di 28 Mton o di 136 Mton) capace da solo di distruggere gran parte di armamenti e territorio avversario (si tratta attualmente del sottomarino col maggior numero di missili a bordo ossia 24 missili intercontinentali con 288 testate nucleari intercontinentali complessivamente (28-136 Mton) mentre i sottomarini sovietici Typhoon sono più “poverelli” disponendo di solo 20 missili e 200 testate nucleari massime intercontinentali (20 Mton), ed i maggiori sottomarini francesi di classe Le Redoutable e classe Le Triomphant ed i maggiori sottomarini inglesi di classe Vanguard sono ancora più “poverelli” portando a bordo solo 16 missili intercontinentali), ridotte però di numero per via dei trattati START e SORT (ci sono procedure e protocolli segreti per attivare il segnale di lancio dei missili e la scelta degli obiettivi, però provi a pensare il lettore cosa può significare lasciare nelle mani di soli 160 uomini seppure comandati militarmente e gerarchicamente oppure proprio perchè comandati militarmente-gerarchicamente la possibilità più o meno remota di isolarsi completamente dal resto del mondo e di poter distruggere buona parte del pianeta Terra abitato secondo la possibilità di poter manomettere-violare le procedure ed i codici di attacco, perchè ad esempio non si sa se a bordo c'è un sistema automatico non modificabile-escludibile-violabile via hardware-software di autodistruzione del sommergibile col suo carico al verificarsi di gravi anomalie quali ad esempio semplicemente l'interruzione volontaria-involontaria dei collegamenti radio ciò per evitare la possibilità di produrre vere catastrofi)); 


i sommergibili di classe Ohio, più ancora dei missili ICBM Minuteman III in sili terrestri questi più difficilmente occultabili e difendibili ad un primo attacco distruttivo e degli ordigni nucleari aerotrasportati sui superbombardieri, danno la massima garanzia agli Stati Uniti di deterrenza nucleare contro lo scatenamento di una guerra globale (poiché non potendo essere preventivamente distrutti chi attaccherà per primo sarà a sua volta distrutto), avendo un'autonomia di navigazione intorno a tutto il globo anche sotto le calotte polari da porto USA a porto USA su costa atlantica-pacifica (diversamente da altri sommergibili-sottomarini ad esempio necessitanti dei porti di Guam e di Rota) alla velocità di crociera anche di 25 nodi (pari a quella di incrociatori, portaerei e navi non troppo leggere) e potendosi quasi completamente occultare agli avversari (anche riducendo al minimo l'emissione di ogni segnale elettromagnetico-acustico) quasi veri fantasmi dei mari mondiali (non vascello fantasma dei secoli passati ma meglio sottomarino fantasma navigante centinaia di metri sotto la superficie dei mari), in navigazione solitaria per mesi senza necessità di appoggio di altri sommergibili, divenendo vulnerabili solo dopo emersione onde entrare in porto e poi uscendo dal porto prima dell'immersione (in queste fasi hanno bisogno di essere scortati da unità con armi tattiche di difesa disponendo al riguardo il sottomarino solo di lanciasiluri e missili antinave), potendosi avvicinare a pochi Km dagli obiettivi concedendo così al nemico un intervallo irrisorio di pre-allerta ed allerta di pochi secondi dopo il lancio non sufficiente comunque per l'intercettazione-distruzione della testata nucleare prima che giunga sull'obiettivo, ma se ciò non fosse un problema dato che la traiettoria dei missili intercontinentali è in gran parte a quota orbitale-suborbitale fuori atmosfera, allora i sottomarini Ohio possono lanciare missili anche a distanze di più di 10 mila Km dagli obiettivi fuori cioè dalla portata dell'avversario; i lettori che sono interessati alla cinematografia d'avventura avranno visto in azione i sottomarini della classe Ohio come nel film Allarme rosso (Crimson Tide) del 1995 con regia di Tony Scott (un leader ultranazionalista ceceno ha preso il controllo di un sito di missili nucleari a Vladivostok e minaccia una guerra nucleare se i governi USA e Russia si opporranno, per cui al sottomarino a propulsione nucleare americano classe Ohio armato di missili nucleari, USS Alabama comandato dal capitano Frank Ramsey, è affidata la missione di pattugliamento dell'oceano Pacifico al largo della penisola Kamcatka col compito se necessario di lanciare un attacco missilistico preventivo nel caso sfortunato in cui la postazione missilistica russa si predisponesse al lancio dei propri missili nucleari (operazione che richiede circa un'ora di tempo)... il sottomarino riceve l'ordine di lancio dei missili a seguito di informazioni ottenute da monitoraggio satellitari mentre immediatamente dopo viene parzialmente ricevuto un secondo messaggio con interruzione di trasmissione causata dall'attacco di un sottomarino russo alleato ceceno che danneggia i sistemi TX-RX (il testo completo e sconosciuto a bordo ordina l'annullamento del lancio), 


onde isolato dal mondo e dai comandi superiori, attaccato e con un ordine di lancio il capitano Ramsey decide di procedere, col rifiuto però del suo secondo primo ufficiale comandante Ron Hunter di cui è richiesta la conferma al lancio secondo la procedura, e da qui nasce un aspro conflitto tra gli alti comandi del sottomarino con arresti prima del secondo e poi del comandante ed ammutinamento dell'equipaggio, finché ripristinato il sistema di comunicazione si apprende che l'esercito russo ha la situazione del sito missilistico nucleare sotto controllo dopo la ribellione domata, per cui l'ordine di lancio non doveva essere eseguito come appunto contenuto nel secondo messaggio solo parzialmente ricevuto... da cui si vede (seppure in una sceneggiatura cinematografica come questa) che un sistema automatico non violabile di autodistruzione di un sottomarino armato di missili nucleari potrebbe pure essere necessario per scongiurare disastri a livello planetario; nella realtà un fatto analogo è avvenuto il 26set1983 (indicato come Incidente dell'equinozio d'autunno) durante il lungo periodo della Guerra fredda (protagonista il tenente colonnello sovietico Stanislav Evgrafovic Petrov di Vladivostok dell'Armata Rossa in servizio al bunker Serpuchov 15 nei pressi di Mosca per il monitoraggio del sistema satellitare OKO di sorveglianza dei siti missilistici strategici ICBM statunitensi onde ai massimi livelli politico-militari poi decidere riguardo un contrattacco nucleare strategico di rappresaglia contro gli USA) dovuto ad un falso allarme generato dai sensori dei satelliti del sistema URSS di spionaggio avanzato interpretato come il lancio di un missile USA Minuteman III, infatti alle ore 00.14 di Mosca il sistema satellitare URSS di spionaggio emise allarme segnalando il lancio di 1 missile Minuteman dalla base di Malmstrom in Montana, 


ma Petrov ritenendo poco probabile la strategia di primo attacco con un unico missile (infatti un primo attacco preventivo (Prompt Global Strike PGS col relativo sistema di lancio-guida-controllo) richiederebbe il lancio di almeno la metà dei missili disponibili onde evitare la loro distruzione per azione di rappresaglia avversaria), pensò ad un errore di sistema e decise di non segnalare l'evento ai superiori in grado, poi pochi minuti dopo il satellite URSS segnalò il lancio di altri 4 missili ICBM (dunque 5 missili Minuteman lanciati in breve intervallo di tempo prevedibilmente contro obiettivi sovietici in un attacco da primo colpo assai improbabile riguardo la strategia e l'efficacia (aggiungiamo, a meno che questi non fossero “lanci” dovuti ad indiani d'America (magari penetrati alla base missilistica militare di Malmstrom in Montana) la cui strategia di guerra e tattica di battaglia notoriamente prevede prima dello spuntar dell'alba circa 30-60 minuti di urla e chiasso assordante sulle cime delle colline circostanti quindi dopo aver messo in allarme tutto l'accampamento avversario e svegliata tutta quanta la contea, e lasciata preparare la difesa al nemico, iniziare quindi l'attacco con 1-2-5 cavalli alla volta venendo regolarmente disarcionati o falciati (esempio di “attacco a sorpresa e guerra lampo” attuati più con riti e formule magiche quando sembrerebbero più efficaci le tecniche matematiche-ingegneristiche)... per cui magari leggere il classico trattato sull’arte della guerra di Carl von Clausewitz ossia l'opera Della guerra, magari insieme a Tucidide sul Peloponneso ed a Machiavelli sull'arte della guerra nel rinascimento (De principatibus in 26 capitoli scritto nel 1513 ma pubblicato dopo la sua morte ed il dialogo Dell'arte della guerra del 1520 composto di 7 libri in cui Machiavelli immagina che il dialogo sia avvenuto nel 1516 presso gli Orti Oricellari tra il vecchio condottiero Fabrizio Colonna (morto nel 1520) passando egli per Firenze e Cosimo Rucellai, Zanobi Buondelmonti, Battista della Palla e Luigi Alamanni), e pure L’arte della guerra di Sun Tzu o generale Sunzi quale noto trattato di strategia militare del V sec. a.C. ("Il più grande condottiero è colui che vince senza combattere", "In ogni conflitto le manovre regolari portano allo scontro, e quelle imprevedibili alla vittoria", "Combatti con metodi ortodossi, vinci con metodi straordinari") magari valido pure per “management” e “ricerca operativa”, e La strategia militare di Sun Pin, od Epitoma rei militaris (conosciuta come De re militari) di Publio Flavio Vegezio Renato (Publius Flavius Vegetius Renatus del IV-V sec. nel tardo impero, forse personaggio cristiano), o Strategemata di Sesto Giulio Frontino (Sextus Julius Frontinus del I sec. d.C.), od anche La guerra di guerriglia dell'argentino Ernesto "Che" Guevara de la Serna del 1960 scritto dopo la rivoluzione cubana (avvenuta questa nel periodo 26lug1953-1gen1959) contro il dittatore Fulgencio Batista e l'ascesa al potere a 8gen1959 di Fidel Castro entrato a l'Avana, ossia un manuale-enchiridio sulla tattica della guerriglia ed in particolare sulla teoria del foco (o focolaio guerrigliero necessario per incendiare e sollevare le masse, teoria poi sviluppata da Régis Debray ed applicata in Congo ed in Bolivia senza successo anzi in tal ultimo caso portando pure alla cattura ed uccisione del Che)))), 


convincendo ulteriormente il tenente colonnello Petrov circa un errore del sistema di monitoraggio missilistico, quindi mentre i missili avrebbero dovuto essere ancora in volo (ma non rilevati da altri sistemi di sensori) decise di informare i diretti superiori come un malfunzionamento del sistema URSS invece di un reale attacco strategico-”strategico” USA, con decisione (molto rischiosa, basata sostanzialmente su un'intuizione) che poi però si rivelò corretta, dovuto ad un falso allarme, generato da una particolare congiunzione astronomica tra Terra-Sole-orbita sistema satellitare spia OKO coi sensori direzionati alle basi missilistiche strategiche USA, collegata all'equinozio autunnale da alcuni giorni passato, la quale congiunzione aveva generato intensi riflessi di luce solare su nubi d'alta quota erroneamente rilevati come dovuti alle fiamme di combustione per l'accensione dei motori dei primi stadi dei missili, ma nonostante il tenente colonnello avesse preso rapidamente una giusta decisione (evitando così una possibile guerra nucleare URSS-USA di attacco ai rispettivi siti missilistici, ricordando anche che solo 25 giorni avanti, ossia l'1set83, un intercettore Su-15TM Flagon F dell'aviazione militare URSS V-VS aveva abbattuto un aereo di linea commerciale koreano Boeing 747 (di Korean Air Lines), vicino all'isola di Moneron ad ovest dell'isola di Sachalin, tramite il lancio di due missili aria-aria AA-3 Anab (uno a guida radar, e l'altro a guida infrarossa) che stava volando circa 300 miglia al di fuori dello spazio aereo consentito e sopra aree militari sovietiche, comportando ciò la morte di 269 passeggeri), subì punizioni per il mancato rispetto dei regolamenti ed andò anticipatamente in pensione, ottenendo però diversi premi e medaglie per il suo comportamento (da organizzazioni USA, ONU, Australia, Germania, ecc.), laddove il fatto divenne di conoscenza pubblica circa 10 anni dopo (un fatto analogo sembra sia avvenuto in un Centro USA nell'ott1962, ma dal 2010 i sistemi di risposta rapida ad un primo attacco missilistico nucleare-convenzionale strategico avversario dell'URSS sono S-500 missile defense system basato sul sostituto del missile R-36M2, ed in USA terra-mare nucleare-convenzionale è basato su modifiche al missile Minuteman III lanciato dall'Alaska o dalle isole Hawaii potendo raggiungere gli obiettivi in meno di 30 minuti con tecnologia sviluppata a Sandia National Laboratories), e questa vicenda relativa all'incidente del 26set83 è pure trattata nei film The red button (2011) e The Man Who Saved the World (2014)), 


o come nel film di fantascienza del 1989 The Abyss di James Cameron (un sottomarino USA armato di missili nucleari SLBM capta sul sonar un segnale sottomarino anomalo che si muove a 60 nodi, poi a 130 nodi, e passando vicino al sottomarino ne provoca l'affondamento nei pressi delle Isole Cayman nel Mar dei Caraibi a 7500 metri di profondità (dove la pressione idrostatica è maggiore di ben 700 atm), per cui viene rapidamente organizzata una spedizione di recupero anticipando eventualmente i sovietici, e durante la prima esplorazione effettuata dal sottomarino viene avvistato uno strano organismo fluttuante che emette luce violetta e sembra interessato a ciò che avviene, ma hanno l'ordine di recuperare con mezzi speciali solo le testate nucleari (entro 3 ore), però accadono molte cose e molti incidenti ed un sommozzatore di profondità viene salvato dalla gran pressione e mancanza d'ossigeno dall'entità luminosa appartenente al popolo del mare nel cui mondo viene portato per mostrare la loro civiltà e la nostra civiltà che da millenni osservano (sappiamo che a molti piacciono questi elementi di pura fantascienza introdotti in trame di film d'avventura ma molti altri spettatori non li possono digerire), da cui nel 1990 è stato tratto pure il romanzo omonimo Abyss di Orson Scott Card quale trasposizione letteraria del film di Cameron), 


aggiungendo, e proseguendo, che circa nel 2008 i circa 500 missili russi (per un totale di quasi 1900 testate) ancora in dotazione o schierati, oltre che da rampe fisse nei siti o da rampe mobili (tramite le Forze Strategiche di Difesa missilistica o Forze Missilistiche Strategiche nate nel 1960, preposte ad allarme missilistico, difesa ABM, e creazione-sviluppo-mantenimento-controllo dell’orbita di oggetti-sonde spaziali, per un totale di 200-300 mila uomini) sono lanciabili anche dai cosmodromi di Plesetsk (17° Squadrone) di Svobodnyy e di Baikonur (99° Squadrone), 


e tali forze militari sono formate da 3 armate con 10 divisioni complessive, ovvero la 27° Armata Missili (quartier generale a Vladimir, composta di 4 divisioni, ossia 7° Divisione Missili equipaggiata con 18 missili SS-25, 28° Divisione Missili con 46 missili SS-19 (e ad esempio ogni reggimento dovrebbe essere formato da 10 missili), 54° Divisione Missili con 9 missili SS-25 e 15 missili SS-27 (a rampa mobile), 60° Divisione Missili con 41 missili SS-19 e 50 missili SS-27); 31° Armata Missili (quartier generale ad Orenburg, composta di 4 divisioni, ossia 8° Divisione Missili con 6 missili SS-25, 13° Divisione Missili con 41 missili SS-18, 14° Divisione Missili con 27 missili SS-25, 42° Divisione Missili con 36 missili SS-25); 33° Armata Missili (quartier generale ad Omsk, composta di 5 divisioni, ossia 23° Divisione Missili con 45 missili SS-25, 35° Divisione Missili con 36 missili SS-25, 39° Divisione Missili con 45 missili SS-25, 51° Divisione Missili con 27 missili SS-25, 62° Divisione Missili con 34 missili SS-18, per cui a tale data complessivamente si calcolano 411 missili e 1586 testate ovvero un ben minor numero di missili e di testate rispetto agli anni '70-80 e missili di solo 4 tipi-classi, anni nei quali, tra l'altro, l'Armata Rossa contava 2.8 milioni di militari in divisa ), ecc., e di ciò pure beneficiarono i programmi spaziali USA-URSS), e terminiamo con un elenco di tipi-classi di missili ICBM ossia: (Stati Uniti) Atlas (SM-65, CGM-16), Titan I (SM-68, HGM-25A), Titan II (SM-68B, LGM-25C), Minuteman I (SM-80, LGM-30A/B, HSM-80), Minuteman II (LGM-30F), Minuteman III (LGM-30G), LGM-118 Peacekeeper-MX (LGM-118A, MX), MGM-134 Midgetman, Polaris, Poseidon, Trident; (URSS-Russia) SS-6 Sapwood o R-7-8K71, SS-7 Saddler o R-16, SS-8 Sasin, SS-9 Scarp, SS-11 Sego, SS-17 Spanker, SS-18 Satan, SS-19 Stiletto, SS-20 Saber, SS-24 Scalpel, SS-25 Sickle, SS-27 Topol-M, SS-N-20 Sturgeon, SS-N-30; (Regno Unito) Trident II (D5, da sottomarini); (Francia, solo da sottomarini) M45, M51.1, M51.2; (Cina) DF-31, DF-41, DF-5/A; (Israele) Jericho II (fino a 5 mila Km con carico di 1 tonnellata), Jericho III (con una testata di 1.3 tonnellate fino a 11500 Km... ma magari un missile Davide per annientare con un solo colpo un intero esercito andava meglio); (Corea del Nord) Taepodong-2 (forse fino a 9 mila Km); (India) Agni 3SL SLBM, Agni V, Agni V SLBM, Surya-I, Surya-II, laddove i sottomarini portanti missili balistici SLBM (Submarine Launched Ballistic Missile, differentemente da sottomarini SSBM (Surface-Surface Ballistic Missile)) sono classe Borei, classe Delta III-IV, classe Jin, classe Le Triomphant, classe Ohio, classe Typhoon, classe Vanguard, classe Xia; 


(e sommariamente a tutt'oggi nel mondo i lanciatori per uso spaziale sia storici che attualmente in uso si possono rapidamente elencare quali: (Stati Uniti d'America) Vanguard, Ares I, Ares II, Ares V, Athena, Atlas I, Atlas II, Atlas IIAS, Atlas III, Atlas V, Delta II, Delta III, Delta IV, Falcon 1, Falcon 5, Falcon 9, Jupiter, Juno I, Juno V, Little Joe, Big Joe, Little Joe II, Minotaur, Nova, Pegasus, Redstone, Jupiter-C, Juno II, PGM-11 Redstone, Redstone Sparta, Saturn I, Saturn IB, Saturn V, Scout, Sea Dragon, Shuttle SERV, Space Shuttle USA, Space Shuttle Solid Rocket Booster, Taurus, Thor, Thor-Able, Thor-Agena, Thor-Delta, Titan I, Titan II, Titan IIIB, Titan III, Titan IV; (URSS-Russia) Semyorka, Angara, Cosmos, Energia, N1, Proton, Molniya, Sapwood, Shtil', Start-1, Volna, Voskhod, Vostok, Sojuz, Rokot, Strela; (Francia) Diamant, Ariane; (Regno Unito) Blue Streak, Black Arrow; (Unione Europea ESA) Ariane 1, Ariane 2, Ariane 3, Ariane 4, Ariane 5, Vega; (Cina) Fengbao, Kaituozhe-1, Lunga Marcia 1, Lunga Marcia 2, Lunga Marcia 3, Lunga Marcia 4, Lunga Marcia 5; (Brasile) alcuni razzi sonda tipo VSB-30, VS-43, VS-40, razzi Sonda I-II-III-IV, e lanciatori satellitari VLS-1, VLS-2, VS-40; (Corea del Sud) Korea Space Launch Vehicle; (Japan) Lambda, H-I, H-II, H-IIA, H-IIB, Mu, M-V; (India) Satellite Launch Vehicle SLV, Advanced Satellite Launch Vehicle ASLV, Polar Satellite Launch Vehicle PSLV, PSLV-CA, PSLV-XL, Geosynchronous Satellite Launch Vehicle GSLV, GSLV I, GSLV III; (Italia-Francia-Belgio-Spagna-Olanda-Svizzera-Svezia-ESA) Vega; (Iran) Kavoshgar, Safir; (Israele) Shavit; (Ucraina) Dnepr, Tsyklon, Zenit); ma la storia del Lanciatore Lunare è più complessa perchè questo era uno dei “colli di bottiglia” di tutto il programma Apollo e furono realizzati 3-5 razzi appartenenti alla famiglia-classe Saturno ossia C1 o Saturno I di apr57 (per testare nelle prime prove operative i sistemi di controllo e la dinamica della combustione ossigeno-idrogeno liquidi (data la pericolosità dell'uso dell'idrogeno), per applicazioni militari-spaziali, nonché composto dal 1° stadio con 8 motori H1 e dal 2° stadio con 6 motori RL10, con la 1° missione SA-1 ed a nov63 con la prova del corretto funzionamento della torretta di salvataggio degli astronauti alla partenza e separazione della navetta), poi C1B o Saturno IB (per eseguire le prove con la nave Apollo in orbita terrestre, con il 1° e 2° stadio come C1 e con il 3° stadio come C5, con la 1° missione AS-201 capace di portare in orbita Apollo), poi Saturno C2 abbandonato per passare a Saturno C3 (equipaggiato con 2 motori F1 per il 1° stadio, 4 motori J2 per il 2° stadio, e 10 motori RL10 per il 3° stadio, e con tale tipo di razzo sarebbero stati necessari 4 o 5 razzi Saturno C3 per una missione sulla Luna come scelse la Nasa nei primi tempi), poi Saturno C4 (dalle maggiori prestazioni, equipaggiato con 4 motori F1 il 1° stadio (capace di una spinta di 27.4 Mnewton=2800 tonnellate), 4 motori J2 per il 2° stadio (capace di 5 Mnewton=510 tonnellate di spinta), 1 motore J2 per il 3° stadio, e con tale razzo sarebbero stati necessari solo due lanci per effettuare il rendezvous in orbita terrestre), quindi Saturno V (il più grande e potente dei razzi realizzati, inizialmente denominato Saturn C5 fino al '63, ma ne furono progettati di più potenti per portare carichi maggiori ma poi mai realizzati; con la spinta necessaria per lanci LEO e per portare Apollo sulla rotta lunare, prodotto da North American Aviation, McDonnell e Boeing, alto 110.6 metri, diametro di base di 10 metri, massa massima di 3038.5 tonnellate, a 3 stadi (ossia con 5 motori F1 per il 1° stadio tipo S-IC alimentati a cherosene ben raffinato ed ossigeno liquido (con 1 motore centrale fisso e gli altri 2+2 disposti a croce nonché ruotanti tramite martinetti idraulici per orientare la direzione della spinta), 5 motori J2 per il 2° stadio tipo S-II alimentati ad idrogeno liquido LH2 ed ossigeno liquido (installati e disposti come i motori F1), e 1 motore J2 per il 3° stadio tipo S-IVB alimentato ad idrogeno-ossigeno) 


in aggiunta a motori a combustibile solido di ben minor potenza imprimenti per pochi secondi una spinta supplementare onde facilitare la separazione degli stadi ed il regolare afflusso dei carburanti nei serbatoi in basso verso le pompe per il loro corretto funzionamento e 2 gruppi di propulsione ausiliaria a propellente liquido utilizzati per l'assetto durante l'operazione di passaggio dall'orbita parcheggio alla traiettoria verso la Luna (laddove lo stadio S-IC era stato realizzato da Boeing presso il Michoud Assembly Center a New Orleans, lo stadio S-II era costruito da North American Aviation a Seal Beach in California, lo stadio S-IVB era realizzato da Douglas Aircraft Company a Huntington Beach in California, il cui costo di sviluppo complessivo è stato di circa 6.5 miliardi di dollari del '73), per carichi utili di 118 tonnellate in orbita bassa LEO e di 47 tonnellate LLO, precedendo inizialmente 3 lanci quali prova del funzionamento degli stadi e 1 lancio quale missione senza equipaggio umano in orbita lunare per testare l'inserimento in rotta verso la Luna, ma poi effettuando tutte le prove degli stadi in un solo volo, con successivo volo inaugurale SA-501 portante Apollo 4 senza equipaggio avvenuto il 9nov67 e primo volo con equipaggio su Apollo 8 a dic68), ma il vero inizio del razzo Saturno è precedente ad ago58 e risale al 1957 quando il Dipartimento della Difesa USA richiese alla squadra di ingegneri di von Braun lo sviluppo di un lanciatore pesante capace di mandare in orbita bassa-media-alta satelliti di ricognizione-spionaggio-telecomunicazioni con peso fino a 18 tonnellate, 


ma l'anno successivo la Nasa avendo la priorità del lanciatore per il programma lunare ottenne il trasferimento di von Braun presso il Marshall Space Flight Center, tre anni dopo nel '61 il progetto non era ancora definito quando a lug61 (due mesi dopo quel discorso di Kennedy) la Rocketdyne iniziò gli studi per il motore ad idrogeno-ossigeno J2 (con una spinta di 873 Knewton=196 Klibbre=89 tonnellate) continuando intanto lo sviluppo del motore F1 (con una spinta massima di 1.5 Mlibbre=6.67 Mnewton=680 tonnellate da utilizzare nel 1° stadio del lanciatore) ed alla fine del '61 il razzo Saturno V era stato progettato (il !° stadio avrebbe installato 5 motori F1 ad ossigeno liquido-cherosene altamente raffinato RP-1, il 2° stadio avrebbe installato 5 motori J2 ad ossigeno-idrogeno liquidi, il 3° stadio 1 motore J2 con possibilità di più accensioni (caratteristica unica per un endoreattore), in modo tale da poter inviare una nave di 41 tonnellate su una rotta lunare), mentre alla fine del '62 veniva scelto il metodo dell'appuntamento in orbita lunare di modulo di controllo-modulo di servizio CM-SM adottando definitivamente il razzo Saturno V (per cui si abbandonarono gli sviluppi di altri tipi di razzi quali l'uso di Saturno V col razzo Centauro come stadio supplementare (capace di portare una nave senza equipaggio fino ai pianeti esterni od una nave con astronauti fin su Marte), e si abbandonò la realizzazione della 2° serie di Saturno V con nuovi e più potenti motori F1A nel 1° stadio e più avanzati J2 per gli altri stadi, o quali il razzo Saturno V-23 (dotato di 5 motori F1 nel 1° stadio con 4 booster laterali dotati ciascuno di 2 motori F1, per raggiungere una spinta di almeno 90 Mnewton=9000-9500 tonnellate alla partenza), e di decine di progetti per razzi vettori più potenti di Saturno V denominati razzi Nova alla Nasa, ma Saturno V sarebbe stato il vettore utilizzato anche per i test sul razzo nucleare RIFT-Nerva, per cui con la fine della costruzione del razzo lunare Saturno V la Nasa non possiede a tutt'oggi un lanciatore pesante per carico utile superiore a quello della navetta Space Shuttle considerando che pure l'uso delle navette è terminato l'8lug2011 al punto che da tale data il ricambio degli astronauti a bordo della Stazione Spaziale Internazionale SSI-ISS è assicurato solo dalle navi della serie Sojuz); era infatti il 1962 quando la NASA annunciava la configurazione della nave spaziale destinata a portare l’uomo sulla Luna, con il costo complessivo dell’impresa stimato tra i 20 ed i 40 miliardi di dollari del tempo (inizialmente si previde una spesa complessiva sui 7 miliardi ma alla metà degli anni '70 risultò essere di quasi 26 miliardi comprendendo anche la soppressione di Apollo 18-19-20, ossia la costruzione di 15 razzi Saturno V (di cui 13 lanciati con successo con problemi minori ai motori ed alle apparecchiature, e 2 non utilizzati), 16 moduli CM e 16 SM, 12 moduli lunari LM, oltre ai costi di tutto il personale, dell'amministrazione e dei programmi, compresa la soluzione di non realizzare la 2° serie di razzi Saturno V riassegnando i 3 razzi rimasti, le apparecchiature ed i fondi al programma Skylab (iniziato nel 1973, terminato nel '74, e composto di 3 missioni con 9 astronauti complessivamente, laddove la stazione orbitante ormai abbandonata alcuni ricorderanno che si autodistrusse rientrando in atmosfera nel '79, 


mentre intanto nel 1975 si realizzava pure la missione congiunta Apollo-Sojuz (ossia Apollo Sojuz Test Project ASTP) con aggancio dei rispettivi moduli Apollo-Sojuz), ed al programma della navetta spaziale Space-Shuttle (con motori dotati al decollo verticale di una spinta massima di 3500 tonnellate=34.3 Mnewton, capaci di portare in orbita fino a 29 tonnellate di carico utile (poco più di 0.25 di Saturno V) ma includendo il peso della navetta stessa che entra in orbita capaci di un carico di 112 tonnellate (solo di poco inferiore a quello utile di Saturno V, laddove la differenza di quest'ultimo col suo carico utile sarebbe più o meno pari al suo 3° stadio S-IVB parzialmente vuoto di propellente in orbita) nonchè navetta riutilizzabile fino a 100 volte circa insieme ai 2 razzi recuperabili ed un serbatoio a perdere, laddove il volo di prova con la 1° navetta Columbia avvenne il 12apr81 (dal complesso N° 39, ed atterrante lì vicino su una pista di 4.6 Km sempre a KSC) avendo costruito 1 prototipo e 5 navette operative compiendo complessivamente 135 missioni in 30 anni di vita-attività con 2 soli incidenti gravi e mortali avvenuti nel 1986 (distruzione di Challenger durante la fase di lancio) e nel 2003 (distruzione di Columbia al rientro)), ma altri razzi sono il razzo statunitense Delta IV Heavy (capace di portare in orbita di trasferimento geostazionaria circa 13.1 tonnellate), e lo stesso razzo Atlas V (in grado di portare un carico utile di circa 25 tonnellate in orbita bassa e di 13.6 tonnellate in orbita geostazionaria GTO), od il razzo statunitense Titan IV (dotato di motori per una spinta massima di 17 Mnewton=1730 tonnellate, e capace di satellizzare circa 21.7 tonnellate in orbita bassa e circa 5.8 tonnellate in orbita geostazionaria di trasferimento, od il razzo europeo Ariane 5 (sviluppato dall'Agenzia Spaziale Europea, e capace di portare in orbita circa 20 tonnellate in orbita bassa e circa 10 in orbita di trasferimento geostazionaria)), 


e nonostante la definizione di una serie di missioni scientifiche dette Apollo Applications Program (utilizzanti per una decina di voli il materiale recuperato o rimanente), ma quasi nulla di questo avvenne (e dei costosi 3 razzi Saturno solo uno fu parzialmente utilizzato laddove gli altri due si ammirano oggi nei musei), mentre il progetto Apollo Telescope Mount (con voli con moduli CM-SM su razzi Saturno IB) fu utilizzato come parte di Skylab (con lancio avvenuto tramite Saturno INT-21 a due stadi derivato da Saturno V col 3° stadio sostituito dal laboratorio, con equipaggi lanciati tramite Saturno IB dal 25mag73 all'8 feb74, ma Skylab rimase in orbita fino a mag79), differentemente invece dal progetto Sojuz con navetta progettata per entrare in orbita lunare e riutilizzata per altri scopi ed oggi anche per la Stazione Spaziale Internazionale SSI o ISS (progetto USA-Russia nato nel 1993 nel quale confluirono il progetto statunitense Stazione Spaziale Freedom ed il progetto sovietico Mir 2 e successivamente allargato anche a Giappone (col modulo Kibo, col quale, tra l'altro, dopo le prove del 25ott19 e del 5mar20, nell'estate del 2020 avvenne pure il 1° collegamento ottico laser SSI-Terra bidirezionale uplink-downlink con la stazione ottica di terra NICT inviando dati ed immagini ad alta definizione HD via Ethernet con raggio di lunghezza d'onda di circa 1.5 μm alla velocità di circa 100 Mbit/sec (ovviamente col grande vantaggio della diversità spaziale e dunque con notevole risparmio di banda), tramite il sistema di comunicazione laser SOLISS (Small Optical Link per la Stazione Spaziale Internazionale) realizzato da JAXA, NICT e Sony CSL), ed allargato all'Europa (col modulo Columbus)))), mentre intanto si sceglieva il sito di Cape Canaveral in Florida accanto al già esistente poligono spaziale per la base e le operazioni di lancio dei vettori lunari; proposti 5 sistemi per attuare lo sbarco sulla Luna (tra cui i più ragionevoli erano quello dell'ascesa diretta verso la Luna con una sola navicella che allunava e ripartiva (ma dovendo portare un carico complessivo di circa 70 tonnellate richiedeva lo sviluppo di razzi più potenti di Saturno V, ossia un razzo Saturno V migliorato con 8 motori F1 (capaci di una spinta fino a 6 mila tonnellate), oppure i razzi Nova ancora in fase di progetto con spinta più che doppia di Saturno V), poi quello del rendezvous in orbita terrestre (Earth Orbit Rendezvous EOR, ma necessitava del lancio di 2 o più razzi Saturno V uno con i componenti e la navicella e l'altro portante in orbita il propellente per ivi rifornire la nave che poi allunava e ripartiva), e quello del rendevous in orbita lunare (Lunar Orbit Rendezvous LOR, con nave composta di 2 moduli ossia il modulo di comando-servizio CSM ed il modulo lunare LM o LEM (Lunar Excursion Module) che allunava e ripartiva mentre solo CM rientrava poi a Terra, ossia una soluzione che richiedeva LM più leggero-manovrabile, un solo razzo di classe Saturno V, minimizzazione del peso da portare in orbita (solo 45-50 tonnellate invece di 70 tonnellate) e risparmio di tempo seppure con più operazioni difficoltose di sgancio-riaggancio di moduli (nel '61 durante il programma Mercury le operazioni di rendezvous erano giudicate assai più complicate di quanto poi riusciranno e si temeva appunto per la riuscita del riaggancio in orbita lunare), laddove il modulo-razzo lunare per EOR era stimato alto 19.8 metri e quello per LOR circa 5 metri (in realtà tale modulo sarà poi costruito di 7 metri)) opinione sostenuta da J. Houbolt di Langley Research Center e, dopo il sostegno iniziale a EOR, sostenuta anche da W. von Braun del Marshall Space Flight Center MSFC (dove si progettava il lanciatore) e poi da quasi tutti i responsabili della Nasa, 


per cui si approvò il sistema del rendevous in orbita lunare il 7nov62 (composto delle fasi di lancio Saturno V+Apollo, inserimento in orbita terrestre bassa, trasferimento su traiettoria verso la Luna, inserimento in orbita lunare, discesa del LEM con allunaggio, permanenza sulla Luna con attività EVA, decollo dello stadio superiore del LEMI, appuntamento in orbita lunare, trasferimento verso la Terra, rientro in atmosfera ed atterraggio), ed anche se all’allora direttore della NASA non fu facile farsi ascoltare, già a mag62 il motore F1 era stato collaudato alla massima potenza di circa 700 tonnellate=6.86 Mnewton di spinta per il tempo di 2.5 secondi, e dopo quella prova e la decisione circa il sistema d'allunaggio 11 industrie aerospaziali USA erano invitate a sottoporre i loro progetti per un veicolo di sbarco lunare LEM (rispettando le caratteristiche circa il propellente da usare, la durata della missione di 2 giorni con 2 astronauti, l'uso di un sistema di controllo-navigazione automatico, con affidabilità della macchina di 99.5 % e sicurezza dell'equipaggio di 99.9 %, prestazioni queste più difficili da raggiungere rispetto ai voli orbitali terrestri per i quali nel caso di molti incidenti è sufficiente che funzioni 1 solo dei 2-3 gruppi di retrorazzi di frenata per rientrare subito a terra laddove invece devono comunque funzionare entro limiti accettabili scudo termico-paracaduti-pressurizzazioni-ecc., 


ma in orbita lunare o sul suolo lunare ci sono molti più sistemi senza alcuna ridondanza che devono soddisfacentemente funzionare quali il motore di risalita di 1.6 tonnellate, il motore principale del modulo di servizio od almeno uno dei motori del Lem se non è ancora stato sganciato, una quantità sufficiente di carburante ed ossidante (con propellenti ipergolici ossia a combustione spontanea carburante-comburente per il solo contatto ovviando alle difficoltà od al possibile fallimento dell'accensione, laddove oggi esistono combustibili criogenici ossigeno-idrogeno (stivati a bassissima temperatura rispetto alla temperatura ambiente)) ed una capacità sufficiente delle batterie d'emergenza, ecc.), e mentre il LEM sarà poi costruito da Grumman Aircraft Engineering Corporation (nel periodo 1962-69, azienda aerospaziale non molto nota il cui interlocutore presso la Nasa era il centro per i voli con equipaggio dell'agenzia Manned Spacecraft Center spostato poi al Centro spaziale di Houston (oggi denominato Lyndon B. Johnson Space Center) gli altri 2 moduli CM-SM di Apollo saranno invece realizzati da North American Aviation; (ma non essendo sicuri di poter arrivare sulla Luna prima dell’URSS venne persino suggerito di far atterrare sul suolo lunare un astronauta con una capsula ed una scorta di viveri per circa 3 anni in attesa che Apollo fosse divenuto operativo per poter poi effettuare il suo recupero, in quanto i primi progetti sovietici per la conquista lunare erano più ambiziosi oltre che segreti di quelli poi effettivamente attuati); alla realizzazione del progetto Apollo, tra contratti e subcontratti, presero parte 20 mila aziende nei più disparati settori produttivi, specialmente le maggiori industrie aeronautiche ed aerospaziali, le maggiori università statunitensi e 300 mila individui tra scienziati e tecnici in tutti i campi della scienza e della tecnologia, mentre i dipendenti della Nasa passarono da 10 mila a 36 mila fino a raggiungere i 375 mila addetti in tutti i campi dell'aeronautica; alcuni sottosistemi del complesso progetto richiedevano soluzioni nuove mai sviluppate prima comprese nuove tecniche di pianificazione-organizzazione-gestione (che poi entrarono pure nei libri di testo e nelle Aziende in molti altri campi), si richiese un livello più elevato di affidabilità delle procedure e dei sistemi-sottosistemi di bordo (inizialmente fino al '64 addestrando gli astronauti nelle tecniche principali di riparazione dei sistemi stessi nel corso della missione poi abbandonando ciò e seguendo altre vie, e ad esempio particolarmente critici-vulnerabili erano i propulsori a getto principali di SM e LM che dovevano necessariamente funzionare non consentendo procedure alternative di emergenza sia per entrata-uscita-correzione orbita che per discesa-risalita dalla Luna (però, ad esempio ed a proposito di affidabilità (se il calcolo di affidabilità riguarda anche gli interruttori on-off di accensione e non solo i seggiolini ergonomici), a memoria d'uomo ed a conoscenza di molti, “l'unico interruttore a levetta” con levetta rotta (non con l'uso di un martello, cosa del resto già difficile per chi ha provato (con usuali interruttori a levetta non con quelli scelti per impianti spaziali) ma solo passandoci vicino) che si sappia e se è vero l'aneddoto, non era su pannelli di oscilloscopi-alimentatori-strumenti ed apparecchiature varie, ma proprio sul pannello del LEM per l'accensione del motore di ascesa in orbita... quando si dice la sfiga... al punto da chiedersi chissà come si sarà rotto... comunque sarà “riparato” con procedura di ancora maggior affidabilità tramite pennarello da scrittura in dotazione agli astronauti che inserito faceva da leva meccanica), 


ed allora si decise di utilizzare combustibili a combustione spontanea all'atto della loro miscelazione senza necessità di accensione-ignizione che in ambiente spaziale poteva procurare dei problemi, e si decise col motore J2 del 3° stadio di porre la nave in rotta verso la Luna su un'orbita alta di sicurezza in modo da effettuare un giro quasi completo attorno al satellite e per studiato effetto gravitazionale riprendere automaticamente-autonomamente la rotta verso la Terra nel caso di non funzionamento del motore del modulo di servizio SM (tecnica utilizzata proprio da Apollo 13 per rientrare non volendo rischiare l'accensione di un motore forse danneggiato nella precedente esplosione seppure come scritto altrove fu necessaria la spinta di un altro motore di emergenza quale quello di metà potenza del LEM), laddove i serbatoi d'elio ad esempio garantivano la pressurizzazione senza pompe-turbopompe difficili da realizzare con bassissima probabilità di guasto, ma generalmente si adottarono sottosistemi ridondanti e di differenti costruttori ad esempio i gruppi dei motori direzionali erano 2 ed indipendenti, il controllore di volo (calcolatore-sistema inerziale LGC-PGNCS) del modulo lunare LEM era doppio (anzi su Eagle era “triplo” visto che “interferiva” anche il pilota seppure procedura prevista nel piano), il sistema di controllo della temperatura e tutti i circuiti elettrici di potenza erano doppi (anche se, ad esempio, si poteva andare in orbita con due fili conduttori dall'isolante bruciato ed in cortocircuito come era accaduto su Apollo 13 seppure sapendolo si sarebbe potuto evitare di accendere il relativo motore elettrico per il rimescolamento dell'ossigeno nel serbatoio N 2), in caso di rottura o malfunzionamento l'antenna TX in banda S poteva essere sostituita da altre due, ecc.), 


e si realizzarono pure adeguate strutture all'avanguardia tra cui il Manned Spacecraft Center (MSC) del '62 nei pressi di Houston in Texas (esso era destinato alla progettazione e verifica del veicolo spaziale CM-SM-LM, alla formazione-addestramento degli astronauti (il 1° gruppo di 7 astronauti di Mercury era stato selezionato tra piloti collaudatori militari con una discreta conoscenza nei settori di progettazione con un'età inferiore ai 40 anni e con adeguate caratteristiche psicofisiche, mentre i 9 astronauti del '62, i 14 del '63, i 15 del '66 furono scelti con criteri meno stringenti in particolare circa le ore di volo ed abbassando l'età a 34-35 anni aumentando però il tempo di addestramento nei simulatori CM-LM-jet addestramento T-38 e seguendo pure lezioni di astronomia-geologia-ecc.), al monitoraggio ed al controllo-gestione dei voli, con il centro di Controllo missioni (come tutti abbiamo visto durante i voli di Gemini-Apollo, ma le astronavi Apollo erano inizialmente state progettate perchè gli astronauti potessero operare autonomamente in caso di interruzione per incidente delle comunicazioni TX-RX con la base a Terra seppure era spesso Houston che forniva tutti i dati necessari (coordinate di posizione-spinta dei motori-tempi d'accensione-ecc.) per le manovre a bordo routinarie-straordinarie ma per le missioni lunari solo Houston possedeva i calcolatori con adeguata potenza di calcolo per le elaborazioni dei dati telemetrici seppure il controllo in tempo reale della nave era affidato al computer di bordo di CSM-LM collegato a sensori-attuatori (in particolare il compito di pilota automatico nel comando del motori e dei razzi di direzione-assetto (ossia direzione-verso-baricentro))), e coi vari simulatori di volo, diretto da R. Gilruth ex ingegnere presso NACA, con circa 15 mila addetti), il Marshall Space Flight Center (MSFC, ex Army Ballistic Missile Agengy ABMA) situato in un vecchio arsenale di razzi Redstone dell'esercito vicino a Huntsville in Alabama (venne passato alla Nasa nel '60 insieme a molti tecnici che qui lavoravano in particolare con la squadra tedesca diretta da von Braun specializzata in missili balistici (tutta la famiglia di razzi Saturno ossia Saturno I, Saturno IB, Saturno C3, Saturno C4, e Saturno C5 o Saturno V), laddove qui si progettavano e verificavano-collaudavano i componenti Saturno con uffici di progettazione, banchi di prova, ed impianti di montaggio, lavorandovi più di 20 mila addetti (come detto i soli motori installati su Saturno V erano i motori F1 e J2 realizzati da Rocketdyne e quando venivano testati le vibrazioni sismiche del terreno erano avvertibili a 120 Kmetri di distanza, mentre un decollo dalla rampa di Saturno V coi 5 motori F1 del 1° stadio accesi era registrabile da tutti i sismografi fin oltre 1000 Km di distanza; l'Azienda Rocketdyne però ha origini storiche più antiche e risale all'Azienda Pratt&Whitney Aircraft la quale nel 1929 si fuse con Boeing Airplanes Company fondata questa nel 1916, dal '45 e nei primi anni del 2° dopoguerra Rocketdyne (insieme a North American Aviation) studiò-modificò i missili tedeschi V2 per le forze armate statunitensi (serie di missili A) sviluppando anche il missile da crociera North American SM-64 Navaho con studi e sviluppi poi abbandonati a favore del razzo dalle migliori caratteristiche PGM-11 Redstone seppure i Redstone (versione A5) incorporando il più affidabile motore Rocketdyne, insieme alla costruzione del motore S-3 per il missile PGM-19 Jupiter (quale evoluzione di Redstone), motore S-3 installato pure sui missili della serie Thor (usati in campo militare ma soprattutto in campo spaziale quali lanciatori per satelliti negli anni '50-60 in particolare la versione Thor Delta che originò la serie di razzi Delta dal nuovo motore), 


ed in versione di maggior potenza LR89-105 installato sui missili della serie Atlas (serie di razzi di notevole successo in campo militare ma sfruttati specialmente per l'attività di lanciatori spaziali in numerose versioni da Atlas I ad Atlas V ossia dal tempo delle missioni Mercury fino ai giorni nostri), ma dobbiamo dire che Rocketdyne (con più di 65 mila dipendenti) fu il principale fornitore di motori della NASA progettando-producendo infatti i motori H1 installati su Saturno I, i motori F1-J2 di Saturno V (installati rispettivamente nel 1° stadio S-IC, nel 2° stadio S-II, e nel 3° stadio S-IVB), i motori di Nova, ed i futuri motori principali della navetta Space Shuttle, quindi nel '66 North American Aviation NAA (principale costruttore di navi spaziali) e Rocketdyne si fusero con Rockwell Corporation costituendo North American Rockwell Company divenuta poi Rockewell International, poi negli anni '80-90 di maggior crisi Rockwell International separò alcune Aziende della vecchia North American Rockwell Corporation (tra cui General Aviation, e Sabreliner dei jet privati) laddove nel '96 le Aziende aerospaziali (tra cui North American Aviatione e Rocketdyne) passarono a Boeing (nel settore aerospaziale militare), quindi nel 2005 da un accordo tra Boeing e Pratt&Whitney fu venduta Rocketdyne Propulsion&Power; ma oltre ai noti motori a getto Rocketdyne ha sviluppato anche generatori di potenza (ad esempio con reattori nucleari, generatori termoelettrici a radioisotopi, e sistemi di generazione ad energia solare (tipo il solare termico con collettori a sali fusi), tra cui il sistema elettrico principale a bordo di ISS), e sistemi di controllo automatico, ed oggi Pratt&Whitney Rocketdyne PWR divisione di Pratt&Whitney ha sede a Canoga Park situata nella San Ferdinando Valley ed appartiene al gruppo multinazionale United Technologies Corporation)), il Kennedy Space Center (KSC, costruito nel 1962 tra Miami e Jacksonville sull'area favorevolmente prossima all'equatore (28° e 35' circa di latitudine Nord) che il Governo USA della presidenza Truman dal 1949 a Cape Canaveral aveva destinato al collaudo dei missili a lungo raggio lanciati verso l'Atlantico, ora quale spazioporto della Nasa, lungo 55 Km e largo circa 10 Km (ossia con area di 560 Km quadri), con più di 17 mila addetti) situato in parte sul promontorio-isola litoranea e sull'isola Merritt Island in Florida e famoso centro da cui verranno lanciati i grandi razzi Saturno del programma Apollo dove la Nasa costruì la base di lancio a Cape Canaveral nei pressi di quella stessa dell'aeronautica militare col complesso N° 39 (Launch Complex 39, costato 800 milioni di dollari) dotato di 2 rampe di lancio (la piattaforma A da cui sono partite quasi tutte le missioni ad iniziare da Apollo 4 e la piattaforma B da cui partì Apollo 10) e con l'enorme edificio Vehicle Assembly Building (Edificio montaggio veicoli) di 140 metri d'altezza e 3.68 milioni di metri cubi ospitante fino a 4 razzi Saturno V contemporaneamente (al KSC (alto come un edificio residenziale di 38 piani laddove il missile più alto lo era quanto un edificio di 30 piani), oltre a montare-assemblare i missili (direttamente sulla rampa poi trasportata ad est su rotaie per 6-7 Km (con apposito sistema di trasporto capace di portare 5440 tonnellate di peso ossia 1.8 volte Saturno V+Apollo completo) alla zona di lancio del complesso N° 39), 


si espletavano pure le procedure di collaudo (ad esempio ogni stadio di Saturno V veniva sottoposto a 4 fasi di verifica ossia un test nello stabilimento del produttore, due in loco presso MSFC ed infine veniva verificato con un test complessivo-integrato a KSC dopo il montaggio), e le mansioni relative al lancio (il KSC gestisce le operazioni di lancio di Complex N° 39 usato per i Saturno V e poi con modifica per lo Space Shuttle, mentre tutte le altre operazioni di lancio agli altri complessi sono gestite a Cape Canaveral Air Force Station CCAFS) dall'Aeronautica militare); storicamente nel '51 l'Aeronautica USA vi collocò Air Force Missile Test Center e nel '57 venne lanciato da Cape Canaveral il 1° razzo balistico, e dopo la messa in orbita di Sputnik il 6dic57 da qui venne effettuato il 1° tentativo statunitense di portare in orbita un satellite, 


ma nel '58 la Nasa lo trasformò nel centro di lancio principale della nascente astronautica (molti nuovi razzi furono da questa base provati quali PGM-11 Redstone, Jupiter, Jupiter-C (razzo realizzato intensificando gli sforzi proprio per mettere in orbita Explorer I il 31gen58 ossia 119 giorni dopo il successo di Sputnik 1), Pershing, Polaris, Thor, CGM-16/HGM-16 Atlas, Titan I, Minuteman, ecc.), poi avviato il programma lunare vennero acquisiti dallo stato della Florida aree fino agli attuali 500 Km quadrati mutando nome in Launch Operations Center e poi nel '63 in J. F. Kennedy Space Center dopo l'assassinio di quel presidente avvenuto il 22nov63 (insieme a Cape Canaveral mutato in Cape Kennedy, seppure nel '73 ritornando al nome originario Cape Canaveral più gradito dalla popolazione locale), e qui durante gli anni del programma Mercury vennero lanciati molti Redstone ed ICBM Atlas, poi per la messa in orbita delle 12 navi Gemini si levarono in volo molti razzi ICBM Titan II, laddove con l'inizio delle sperimentazioni e voli del programma Apollo si lanciarono Saturno I e Saturno IB dal complesso N° 34, poi comparve sulle rampe del complesso N° 39 appositamente costruito il gigantesco razzo Saturno V (come detto il 1° stadio 


costruito da Boeing, il 2° stadio da North American Aviation ed il 3° stadio da Douglas Aircraft) lanciato da qui per 13 volte, poi per i nuovi razzi Titan III e Titan IV (assai più economici di Saturno IB e quasi capaci del medesimo carico) si costruirono i Launch Complex 40 e Launch Complex 41 da cui partirono molti razzi con satelliti militari-meteorologici-telecomunicazioni-sonde interplanetarie (tipo Voyager, Viking, ecc., e dalla fine degli anni '70 anche le varie versioni di Titan quelle generalmente usate dalla Nasa per i lanci senza equipaggio umano), assieme ad altri centri della Nasa quali il centro Spaziale John C. Stennis del '61 nello stato del Mississippi (per le prove sui notori a getto), il centro di ricerca Ames già presente nel '39 in California (dotato di camere-gallerie del vento utilizzate per studiare meglio il rientro dei veicoli Apollo in atmosfera), il Langley Research Center del 1914 a Hampton in Virginia (per le prove in atmosfera), Jet Propulsion Laboratory JPL fondato nel 1936 a Pasadena vicino a Los Angeles (dove venivano progettare le sonde spaziali automatiche per lo studio della superficie della Luna e scegliere le zone degli allunaggi, oltre alle sonde dirette a Marte-Venere), poi Goddard Space Flight Center a Greenbelt in Maryland, John H. Glenn Research Center at Lewis Field a Cleveland in Ohio, Dryden Flight Research Center ad Edwards in California, Manned Spacecraft Center, Electronics Research Center, e Lyndon B. Johnson Space Center a Houston in Texas, ecc., non dimenticando anche che nei primi anni via via dal '58 la Nasa inglobò diverse società e strutture ad iniziare da 


NACA aerospaziale, poi Langley Aeronautical Laboratory, Ames Aeronautical Laboratory, Lewis Flight Propulsion Laboratory, e poi come detto Army Ballistic Missile Agency ed il controllo di Jet Propulsion Laboratory JPL, 


inoltre collaborarono grandi Aziende tra cui citiamo 


North American Aviation in California (nota al pubblico per il B-25 Mitchell protagonista dei combattimenti aerei nei cieli della 2° guerra mondiale, la quale società invece di impegnarsi nell'aviazione civile come Boeing si dedicò allo sviluppo del progetto Apollo con la realizzazione dei componenti CM-SM prodotti a Downey, in particolare con la divisione Rocketdyne costruì i motori F1 del 1° stadio (di grande potenza-spinta e con un consumo di carburante senza precedenti pari a 2.5 tonnellate/secondo richiedente la progettazione di pompe molto impegnative) e J2 del 2° stadio e 3° stadio (a riaccensione per portare sulla traiettoria lunare (Trans Lunar Injection)) a Canoga Park, laddove il razzo Saturno V era prodotto a New Orleans-Seal Beach-Huntington Beach) che poi si fonderà con Rockwell International nel '67 e realizzerà la futura navetta spaziale USA, poi la Grumman Aircraft Engineering (per la realizzazione del modulo lunare LM che pose non pochi problemi in particolare per il motore a getto di piccola massa e di nuova concezione (ad esempio l'erosione del suo iniettore non rimediabile da Bell per cui a giu68 verrà prodotto da Rocketdyne) oltre al severo vincolo del peso totale del velivolo da contenere prima in 13.3 tonnellate e poi in 15 tonnellate, i quali come abbiamo visto comportarono ritardi nella tabella di marcia (sarà però pronto nel '69), ed insieme a North American Aviation realizzerà pure il modulo di servizio SM), quindi l'Azienda McDonnell Douglas (per la realizzazione del 3° stadio di Saturno V presso Huntington Beach in California), poi Chrysler Corporation e Boeing (per la realizzazione del 1° stadio di Saturno V nello stabilimento di Michoud in Louisiana), laddove per quanto attiene alla progettazione delle strumentazioni di bordo e di laboratorio troviamo specialmente il Massachusetts Institute of Technology MIT di Boston; 


nel frattempo, dopo i deludenti inizi delle sonde Pioneer tutt'altro che entusiasmanti, la serie delle sonde Ranger cominciò a dare i primi frutti con Ranger 7 lanciata verso la Luna a lug1964, la quale riuscì in 17 minuti di missione ad inviare a Terra più di 4300 fotografie della superficie lunare da quota 1800 Km a quota minore di 300 m prima di schiantarsi sull’emisfero visibile dell'astro tra il mare Nubium e l'oceano Procellarum (approssimativamente a 10° Sud e 339° Est), come era già avvenuto con Lunik 2 alla fine del 1959; infatti i primi lanci Ranger costituirono tutti degli insuccessi, in quanto Ranger 3 a gen1962 passò a 36 mila  Km di distanza dalla Luna, Ranger 4 nell’apr successivo arrivò sulla superficie lunare ma il suo trasmettitore non funzionò, Ranger 5 nell’ott successivo passò a 6500 Km dalla Luna ed entrò in orbita solare, Ranger 6 lanciata dopo una pausa di tempo a gen64 raggiunse la Luna ma per avaria non trasmise alcuna fotografia, mentre con Ranger 7 a lug del medesimo anno si ottennero le prime 4300 fotografie della superficie del nostro satellite naturale riprese tra i 1800 Km ed i 300 m di quota mostrando un suolo molto craterizzato (quelle prime fotografie, come le osservazioni telescopiche, mostrarono i desolati paesaggi della Luna (come altre osservazioni ed altre immagini mostrano i desolati deserti di Marte) ma poi l'osservazione diretta in loco (come anche crediamo avverrà dopo l'atterraggio su Marte od “aresaggio”, seppure qui con dominante di colore marrone-ruggine rispetto alla dominante di colore grigio della superficie lunare) mostrò un paesaggio non desolato ma arcano e misterioso suscitando piuttosto il sentimento del sublime temporale (un mondo proveniente da chissà quanto lontano ed ignoto... e forse qualche astronauta avrà pure pensato se davvero su quella polvere milioni di anni avanti qualcuno non vi abbia già camminato, o come in 2001 Odissea nello spazio qualcuno non vi abbia seppellito una propria macchina, un proprio manufatto, un proprio monolito... per chissà quale scopo... )); sappiamo che la serie Ranger degli USA era stata progettata all'inizio del 1959 (in 3 diverse generazioni-famiglie-blocchi a tecnologia via via più innovativa per un costo complessivo di 170 milioni di dollari, laddove al blocco 1 appartenevano Ranger 1 (lancio fallito con Atlas-Agena il 23ago61, nonché prototipo lunare), Ranger 2 (lancio fallito con Atlas-Agena il 18nov61), al blocco 2 appartenevano Ranger 3 (lanciata il 26gen62, per malfunzionamento mancò la Luna), Ranger 4 (lanciata il 23apr62, impattò al suolo ma non funzionò), Ranger 5 (lanciata il 18ott62, mancò il bersaglio lunare, laddove la generazione 2 era dotata di telecamere, rivelatore di radiazione, ed un sismografo in una piccola capsula da lanciare sulla superficie prima dell'impatto), ma in quel tempo era difficile persino il controllo dell'assetto della sonda sui 3 assi o semplicemente direzionare correttamente i pannelli solari, il controllo dei razzi e retrorazzi per le correzioni di traiettoria-assetto e non mancare la Luna, ma pure i circuiti elettronici non funzionavano correttamente come previsto (forse per una sottovalutazione di problemi di temperatura, di radiazioni, ecc.), quindi vennero sviluppate migliori tecniche per la comunicazione sonda-Centro di controllo, tecniche poi utilizzate anche per le sonde Mariner 1 e 2, mentre poi alla più avanzata generazione 3 appartengono Ranger 6 (lanciata il 30gen64, raggiunse la Luna ma non inviò immagini), Ranger 7 (lanciata il 28lug64 con Atlas-Agena, dopo il parcheggio in orbita terrestre venne collocata su traiettoria lunare, quindi avvenne la separazione da Agena, furono aperti i pannelli solari ed attivata, seguì una correzione di rotta per l'incontro con la Luna, il 31lug vennero accese le apparecchiature tv e le telecamere, e, come detto funzionò correttamente con le prime immagini riprese da 2100 Km d'altezza e l'ultima da poche decine di metri immediatamente prima dell'impatto al suolo ad una velocità di 2660 metri/secondo=9500 Km/h tale da scavare un cratere (sommariamente con potenza pari ad un'esplosione equivalente di circa 200-500 Kgrammi di TNT=0.836-2 GJ) non sperimentabile ciò sulla Terra mancando la Luna di atmosfera 


(infatti mentre cadendo libera sulla Terra da 2000 Km d'altezza essa si sarebbe completamente disintegrata nell'atmosfera a centinaia-migliaia di metri di quota, sulla Luna arrivò intatta fino all'ultimo centimetro dal suolo, ma in entrambi i casi senza nulla da recuperare alla superficie differentemente invece dalle sonde Surveyor allunate dolcemente-teneramente-delicatamente-sofficemente-vellutatamente-cedevolmente-raffinatamente-morbidamente ma forse sarebbe meglio dire solo elasticamente (però generando onde sismiche magari registrabili da sismografi lunari (ma al tempo non ancora installati) diversamente ad esempio da come avverrà qualche anno dopo per l'impatto del 3° stadio di Apollo 13 inviato sulla Luna alla velocità finale di circa 9 mila Kmetri/ora (sviluppando una potenza equiparabile a qualcosa come l'esplosione di 10 tonnellate di tritolo TNT) ben registrato infatti dal sismografo di Apollo 12 installato al suolo a circa 130 Kmetri di distanza); Ranger 7 era composta da una base esagonale di 1.5 metri di diametro ospitante 2 batterie (ad argento-zinco Ag-Zn di 26.5 V e 1200 Wh ossia di 45 Ah per fornire circa 5 A per 9 ore di autonomia nelle comunicazioni TX-RX con la Terra), altre 2 batterie (ad Ag-Zn di 1000 Wh per alimentare le altre apparecchiature della sonda), ed il sistema di propulsione con motore a getto alimentato ad idrazina (l'assetto era invece possibile con 12 motori a razzo ad azoto pilotati con l'uso di sensori (3 giroscopi, 4 radiometri solari, 2 sensori solari secondari, 1 sensore terrestre)), una torretta con 6 telecamere in due gruppi indipendenti ed in cima sormontata da un'antenna isotropa-omnidirezionale fino ad un'altezza di 3.6 metri, 2 pannelli solari simmetrici con apertura di 2.3+2.3 metri (composti di quasi 10 mila celle solari per ottenere una potenza elettrica di circa 200 W), alcuni trasmettitori (2 trasmettitori con portanti a 959.52 MHz ed a 960.05 MHz, con potenza di 60 W, per le trasmissioni televisive), un'antenna paraboloidica per ottenere un alto guadagno in TX, ecc.), Ranger 8 (lanciata il 17feb65 con Atlas Agena B, simile a Ranger 7 compresi i sistemi di propulsione e di trasmissione TX, seppure in tal caso un calo della tensione di alimentazione elettrica durante il funzionamento del motore non permise poi di orientare tutte le telecamere sulla zona dell'impatto, ma le prime immagini vennero riprese da 2500 Km di altezza ed in 23 minuti di volo trasmise 7137 fotografie di qualità prima di impattare a 2680 metri/secondo=9650 Km/h nel mare della Tranquillità a circa 2.6° Nord e -24.6° Est), Ranger 9 (lanciata il 21mar65 eseguì con successo la sua missione, possedendo le sonde della generazione 3 un sistema di telecamere più moderno per fotografie più dettagliate)) per ottenere nel periodo 1961-65 le prime immagini ravvicinate e di buona qualità della superficie lunare durante la fase finale di avvicinamento al satellite prima che le sonde impattassero al suolo (possedevano 6 telecamere suddivise in canale Parziale e canale Full con differenti lenti-focali-tempi-esposizioni, generatori di potenza elettrica indipendenti, con l'ultima fotografia rispesa dal canale F da 5 Km d'altezza a 5-2.5 secondi dall'impatto e dal canale P a 400-200 millisecondi dall'impatto), complessivamente scattando qualcosa come 17 mila fotografie oltre a permettere lo sviluppo di tecniche ingegneristiche per sonde automatiche da far fruttare in altri programmi verso Luna-Marte-Venere; 


come detto la sonda Ranger 8 a feb65 trasmise più di 7 mila fotografie durante gli ultimi 23 minuti di volo prima di schiantarsi nel mare della Tranquillità quale zona della Luna che diverrà nota al pubblico quattro anni dopo; Ranger 9, ed ultima sonda della mitica serie Ranger, nel mar successivo trasmise invece la prima immagine televisiva della Luna oltre a più di 6000 fotografie impattando poi nel cratere Alphonsus; intanto nel 1965 vengono lanciati 3 satelliti Pegasus portati in orbita dal razzo Saturno I per testare sul campo il danno da impatto da micrometeoriti; la necessaria e preziosa documentazione fotografica della superficie lunare (insieme con le analisi del suolo) si arricchirà ulteriormente con la serie statunitense delle sonde Surveyor, costituite da 7 piccoli laboratori automatici progettati per l’atterraggio morbido al suolo, onde verificare la possibilità di un allunaggio sicuro; intanto Lunik 5, a mag65, tentava fallendo il primo atterraggio dolce-morbido sulla Luna; la sonda Zond 3 dell’URSS nel lug dello stesso anno entrava in orbita lunare e fotografava anche l’emisfero nascosto; diciamo che la serie Zond, composta di 8 sonde operative dal 1964 al 1970, era stata progettata per missioni interplanetarie, ossia verso Venere e Marte, e per missioni lunari, e dirette alla Luna erano le sonde Zond 3, 5, 6, 7, 8 eseguendo esperimenti biologici e riprendendo immagini fotografiche; Lunik 7 nell’ott successivo raggiungeva il mare delle Tempeste ma falliva l’atterraggio morbido, e Lunik 8 nel dic65 impattava al suolo per avaria ai retrorazzi; però l'anno 1966 si apriva il 31gen con Lunik 9 che finalmente realizzava il 1° atterraggio dolce sulla superficie lunare (costituendo ciò il 1° atterraggio morbido riuscito di una macchina terrestre su un altro corpo celeste), 


mentre nel mar successivo Lunik 10 entrava in orbita lunare e diveniva il 1° satellite artificiale della Luna; alla fine di mag66 partiva il programma Surveyor, con la sonda Surveyor 1 lanciata dal complesso N° 36 con razzo Atlas il 30mag la quale raggiungeva l'oceano Procellarum ed inviava più di 11 mila fotografie lunari; la serie Surveyor, con 7 leggere sonde operative dal 1966 al 1968, era stata progettata dagli USA al Jet Propulsion Laboratory  per effettuare allunaggi morbidi, riprendere immagini ed analizzare campioni di suolo circa composizione-consistenza-spessore polveri (fino agli allunaggi delle prime Surveyor non si sapeva se la polvere aveva una profondità di pochi centimetri o di qualche metri ed in quali regioni della Luna) senza rientro a Terra (in tale programma furono perfezionati alcuni metodi di navigazione e correzione di rotta); ma ad ago66 cominciava anche l’importante programma USA delle sonde  Lunar Orbiter del periodo 1966-67 (costato circa 200 milioni di dollari), serie di sonde composta di 5 veicoli automatici destinati ad inserirsi in orbita lunare onde fotografare la superficie (le fotografie venivano eseguite con 2 obiettivi-lenti differenti ma con ugual fuoco e muovendo il piano dell'esposizione onde compensare il moto della sonda, un sistema di trascinamento della pellicola fotografica, un annesso sistema di sviluppo automatico ed uno scanner (lettore ottico di immagini) innovativo per la conversione numerica-digitale dell'immagine; era alta 1.65 metri e larga 1.5 metri portante le batterie, i ricetrasmettitori TX-RX (funzionanti alla frequenza portante di 2.295 GHz, uno con potenza di 10 W ed uscita su un'antenna a paraboloide per l'invio delle immagini, e l'altro con potenza di 0.5 W per comunicazioni), il sistema di controllo di navigazione (con sensore solare, e sensore puntato su Canopo nella Carena a 98 anni luce da Terra-Luna, una stella di prima magnitudo seconda solo a Sirio e per questo molto spesso usata come punto di riferimento nella guida delle sonde interplanetarie), le telecamere, le antenne a basso guadagno ed a paraboloide di 1 metro di diametro (con guadagno di circa 376 se facciamo 0.65 l'efficienza), i pannelli solari (eroganti 375 W per l'alimentazione delle apparecchiature della sonda e per la ricarica delle batterie Ni-Cd di 12 Ah periodicamente funzionanti nei minuti di occultamento del Sole dietro la Luna), il misuratore di campo gravitazionale, i sensori di radiazioni (rivelanti che i previsti sistemi di protezione per gli equipaggi erano sufficienti), i rivelatori di micrometeoriti (registranti un totale di 22 impatti, ben minore rispetto a quello intorno alla Terra seppure un poco maggiore di quello in spazio aperto), il motore a getto, ed i serbatoi di carburante-ossidante; notiamo che i satelliti lunari Orbiter inviarono pure le prime fotografie della Terra dall'orbita lunare), con Lunar Orbiter 1 del 10ago66 la quale entrata in orbita rilevava radiazioni ed eseguiva fotografie della superficie (uscita correttamente dall'orbita di parcheggio terrestre, durante la trasvolata verso la Luna però perse il puntamento su Canopo orientandosi in modo da produrre un grave surriscaldamento solare risolto poi da Terra usando la Luna come riferimento, ma 96 ore dopo il lancio entrò comunque in orbita lunare rilevando nel periodo 18-25ago ben 206 immagini panoramiche, 42 ad alta risoluzione, 187 a media risoluzione, ed immagini di 11 primi piani riprendendo circa 5 milioni di Kmetri quadrati di superficie lunare (il 23ago Orbiter 1 riprese anche le prime fotografie della Terra alla distanza della Luna) prima dell'impatto avvenuto il 29ott66 (la missione avrebbe dovuto durare circa 1 anno ma ciò non avvenne per deterioramenti e per scarsità di carburante necessario alle correzioni di traiettoria), con lo scopo specifico di scegliere la zona più adatta per l’atterraggio di Apollo (le prime 3 sonde Lunar Orbiter, infatti, avevano lo scopo di selezionare le zone migliori per gli allunaggi delle sonde Surveyor e delle successive missioni Apollo, laddove le ultime 2 sonde dovevano completare l'intera mappa della superficie lunare)); 


anche Lunik 11 ad ago entrava in orbita attorno alla Luna, mentre il 6nov successivo Lunar Orbiter 2  inviava 206 foto e 205 primi piani utili per il programma Apollo di allunaggio, laddove Lunik 13 a dic allunava dolcemente inviando fotografie ottenute con una macchina girevole; il 5feb1967 Lunar Orbiter 3 trasmetteva a Terra complessivamente 297 fotografie, laddove Surveyor 2 lanciata il 20set66 impattava nei pressi del cratere Copernico, mentre Surveyor 3 il 17apr67 allunava nell'oceano Procellarum trasmettendo dati sulla composizione del suolo e 6 mila fotografie riprese con la sua telecamera (vista poi dagli astronauti di Apollo 12 allunati lì vicino); il 4mag67 Lunar Orbiter 4 trasmetteva 163 fotografie, ed a 1ago67 Lunar Orbiter 5 ed ultima sonda della serie Orbiter inviata a Terra 212 immagini e 212 preziosi primi piani del suolo (alla fine del '67, con un totale di 2180 immagini ad alta risoluzione e 882 a media risoluzione, la mappatura della superficie lunare era completata al 99 % con ottima risoluzione di 1 metro/campione circa); mentre Surveyor 4 lanciata il 14lug67 impattava al suolo per avaria a Sonus Medii, il 3sett successivo Surveyor 5 allunava nel mare Tranquillitatis e trasmetteva quasi 20  mila fotografie ed informazioni sulle analisi elettrochimiche del suolo; laddove il 7nov67 Surveyor 6 allunava a Sinus Medii, trasmetteva quasi 3 mila fotografie, e compiva piccoli balzi al suolo su comando da Terra (1° macchina a muoversi su un altro corpo celeste); il 1968 si apriva il 7gen con il lancio di Surveyor 7, ed ultima sonda della serie Surveyor, la quale inviava più di 20 mila fotografie ravvicinate della zona del cratere Tycho (dato questo in ricordo dell'astronomo (ed astrologo) danese Tycho Brahe o Tyge Brahe o Ticone per qualche tempo in italiano, nel 1546 a Knutstorp in Scania allora nel Regno di Danimarca e morto a Praga nel 1601), oltre ai dati di analisi chimiche del suolo (nel 1967-68 il fondo livellato del cratere, di 86 Km di diametro, più di 2300 metri di altezza dell’orlo esterno ed una profondità del fondo di oltre 3 mila metri, era considerato una delle zone d'interesse per realizzare lo sbarco lunare umano); in apr Lunik 14 immessa in orbita lunare era impegnata a studiare il campo gravitazionale della Luna, mentre invece a set la sonda Zond 5 dell’URSS effettuava il 1° viaggio circumlunare con rientro ed ammaraggio nell’oceano Indiano, laddove a nov Zond 6 realizzava il secondo viaggio intorno alla Luna e sperimentava una nuova tecnica di rientro nell’atmosfera (entrambe le missioni costituirono un passo russo decisivo per la conquista del satellite, la quale conquista russa negli anni successivi sarà maggiormente affidata alle sonde automatiche senza sbarco umano); ricordiamo anche il mese dic68 perchè entrava in funzione collocato in orbita geostazionaria il 1° satellite commerciale di telecomunicazioni di una rete globale ossia Intelsat 3B; dunque, come ben comprende il lettore, i battistrada della serie Ranger, della serie Surveyor e soprattutto della serie Lunar Orbiter, avevano aperto la strada per effettuare lo sbarco umano affidato alle successive missioni Apollo, 


ma purtroppo, dopo le deludenti prove, gli incidenti ed i rinvii dei primi lanci Apollo, le ferventi speranze vennero ancora raffreddate proprio all’inizio delle missioni umane con navetta Apollo quando il 27gen67 nella missione AS-204 (1° prova in orbita terrestre con equipaggio facente uso del razzo Saturno IB), durante un test a Terra della nuova nave già montata sulla rampa di lancio N° 34 al KSC in cima al missile, i tre astronauti Grissom, White e Chaffee morirono bruciati vivi in un incendio furiosamente divampato in un istante a bordo della cabina di comando Apollo pressurizzata con ossigeno puro forse a causa di una scintilla elettrica (e, come nel caso Sojuz, invece di passare alla storia dell’astronautica come il primo equipaggio Apollo ne furono le prime vittime, e proprio per questo ed in ricordo dell'avvenimento la NASA rinominò Apollo 1 quella missione AS-204 e quel volo in realtà mai effettuato (ma a proposito di incendio dovuto ad ossigeno puro a bassa pressione un incidente simile avvenne il 23mar1961 (cioè 29 giorni prima del volo di Gagarin e 6 anni prima di Apollo 1) in una delle camere d'isolamento dello ZPK sovietico quando il candidato cosmonauta V. Bondarenko, ivi presente per un test medico di 10 giorni, buttò un batuffolo di cotone imbevuto d'alcool su una piastra di riscaldamento elettrico che immediatamente s'incendiò insieme a gran parte di ciò che poteva bruciare nella camera chiusa ermeticamente fino alla sua apertura dopo il riequilibrio della pressione con la pressione esterna per cui 8 ore dopo Bondarenko morì per le gravissime ustioni riportate)); tutto l’anno 1967 trascorse senza voli umani e pure il 1968 fino ad ott (poiché nel frattempo si dovette ricercare il guasto che causò quell’incidente e la sua causa; in questi anni alla NASA ed in North American Aviation si modificarono componenti, si eliminarono guasti e si superarono inconvenienti di ogni genere, per più di 20 mila casi singoli praticamente riprogettando CM-SM), infatti senza le missioni Apollo 2 ed Apollo 3 (i test precedenti di Saturno ed Apollo furono SA1, SA2, SA3, SA4, SA5, AS-203 (Apollo 2)), il 9nov67 partì il volo AS-501 od Apollo 4 (col 1° utilizzo operativo del razzo Saturno V), poi il 22gen68 si lanciò Apollo 5 (tramite il razzo Saturno IB (quello che doveva lanciare Apollo 1) e la 1° prova parziale in volo del LEM lunare con accensione dei motori e prove di emergenza al motore) ed il 4apr68 decollò Apollo 6 (nuovamente col razzo Saturno V, tutte queste missioni senza equipaggio umano e con la prova di affidabilità del gigantesco Saturno V il solo dotato di spinta sufficiente per una tale nave da immettere in orbita lunare), quando infine l'11ott68 partì Apollo 7 con W. Schirra-D. Eisele-W. Cunningham per effettuare orbite terrestri basse per 11 giorni a scopo di collaudo della nuova capsula triposto CM-SM con ripetute accensioni dei propulsori del velivolo; 


la serie di capsule Apollo costituiva il progetto della 1° capsula statunitense triposto, la quale era


 formata da 3 principali sottosistemi-elementi, ossia il modulo di comando CM ed il modulo di servizio SM connessi tra loro, e poi il modulo lunare LM il quale pur essendo agganciato poteva però sganciarsi per effettuare un atterraggio morbido sulla Luna (questi componenti erano stati realizzati in alluminio-titanio-rame-loro leghe e materiali sintetici anche innovativi, e pesavano circa 17 tonnellate a vuoto e 52 tonnellate con il carico del propellente (usato per le accelerazioni-decelerazione e per le correzioni di rotta ed usualmente consumato per il 5-10 %), ossia CM-SM-LM senza i combustibili ed il motore per uscire dall'orbita pesavano poco più di 30 tonnellate e dunque quasi 10 volte più di Gemini); il modulo di comando CM era la sezione abitata dai 3 astronauti durante il viaggio spaziale (tranne per 2 di essi durante la permanenza sul suolo lunare) e la sola poi rientrante a Terra (posizionato sulla cima del missile di 110 metri di altezza subito sotto la torre di salvataggio, esso aveva la forma caratteristica di un cono (realizzato con due rivestimenti rispettivamente di alluminio-materiale isolante ed acciaio-materiale isolante) di 3.9 metri di diametro e di 3.2 metri di altezza, con un peso di circa 6.5 tonnellate, circa 6 metri cubi di volume abitabile (più o meno 2 metri cubi/astronauta), portante 3 seggiolini con davanti a loro 3 pannelli (di 2x1 metri) di monitoraggio-controllo-navigazione-strumentazione differenti per ogni astronauta, dotato di uno sportello sulla cima del cono (per il passaggio al LEM tramite tunnel di 80 centimetri di diametro e lungo 46 centimetri) e di uno sportello sul lato per entrare-uscire e per l'attività extraveicolare dopo depressurizzazione di tutta la capsula, di 5 oblò per osservazioni e per rendezvous manuali CSM-LM (ossia la forma della capsula Apollo era simile a quella Gemini seppure di maggiori dimensioni ed analoga architettura), ed alla sua base era collocato l’indispensabile scudo termico-antitermico (di materiale composito in fibre di silice in una matrice di resina epossidica che lentamente si asportava per ablazione termica da sublimazione, ma andrebbero bene anche mattonelle di apposita ceramica) necessario per isolare dalla gran quantità di calore sviluppata per attrito durante il rientro in atmosfera (infatti possiamo dire che la densità dell'aria diminuisce progressivamente aumentando l'altezza, come altrove riportato, ma anche molto rarefatta produce comunque effetti negativi di riscaldamento alle alte velocità, ad esempio a 30 Km di quota la pressione atmosferica è circa 0.125 quella alla superficie (ossia è 12.7 millibar), a 60 Km è 0.28 millibar, a 90 Km è 2.5 microbar, ma pure a 200 Km è ancora sufficiente a frenare per attrito i satelliti artificiali in orbita (per cui essi devono possedere un piccolo motore a getto per aumentare ogni tanto la velocità tangenziale e mantenere il raggio dell'orbita, oppure devono essere collocati ad altezze più grandi)), mentre durante la fase di lancio era esternamente protetto sul cono da un altro scudo termico in fibra di vetro impregnata di resina, e collegato sopra di esso alla torre di salvataggio); 


il modulo di comando aveva un sistema di propulsione composto da un gruppo di 6 motori a getto, da un gruppo uguale ed indipendente di riserva, e da 10 piccoli propulsori distribuiti sulla sua superficie per il controllo di posizione-direzione-beccheggio-assetto; al suo interno trovavano posto, oltre al paracadute ed altro, il sistema di controllo-pilotaggio-atterraggio, il calcolatore elettronico, il sistema di controllo ambientale, le batterie di pile per l’alimentazione elettrica, il compartimento elettrico, ed un sistema indipendente di controllo e di sopravvivenza utilizzato dopo l'abbandono del modulo di servizio SM poco prima del rientro in atmosfera; il modulo di servizio SM immediatamente collegato al modulo di comando, era un cilindro in alluminio non pressurizzato lungo 7.5 metri e con un diametro di 3.9 metri, del peso al momento del lancio di poco più di 23 tonnellate, ed alloggiava i sistemi di propulsione, il serbatoio dell’elio, il serbatoio dell’idrogeno, il serbatoio dell’ossigeno, il serbatoio dell’ossidante, il serbatoio del carburante, le pile a combustibile che erogavano una potenza massima di 1.6 Kwatt in corrente continua per fornire energia-potenza elettrica al modulo di comando CM ed ai 2 sistemi di propulsione, strumentazione varia, macchine fotografiche, scambiatori di calore, e l’antenna del sistema di comunicazione a grande guadagno in banda S con la Terra (ossia SM forniva l'energia ed assicurava il benessere e la sopravvivenza dell'equipaggio in CM); il sistema di propulsione principale di SM era costituito da un motore a razzo di poco più di 9 tonnellate=88 Knewton di spinta impiegato per le correzioni di rotta, per modificare l’orbita da ellittica a circolare e per la decelerazione od entrata in orbita lunare e l’accelerazione od uscita dall’orbita lunare, laddove il 2° sistema era formato da 4 gruppi di 4 motori ciascuno, per il corretto controllo di direzione-assetto dell’astronave; l’adattatore tronco-conico della lunghezza di 8 metri e con un diametro alla base di 6.6 metri, del peso di quasi 2 tonnellate, funzionava da interstadio tra il  3° stadio di Saturno V ed il sovrapposto Apollo 11-17, ed al suo interno era collocato il modulo lunare LM con il sistema d’atterraggio-carrello ripiegato; il modulo lunare LM (Lunar Module) o modulo di sbarco o LEM (Lunar Excursion Module), alto 7 metri, diametro 4.27 metri, largo con interasse 9.45 metri in posizione di atterraggio, realizzato in alluminio-materiale isolante di massa-peso di circa 15 tonnellate (16.3 tonnellate da Apollo 15), era costituito da 2 parti di cui quella superiore (di 4.9 tonnellate di peso complessivo con 4.6 metri cubi abitabili, e, come ognuno avrà notato, dalla caratteristica forma irregolare ottimizzante però lo spazio ed il poco spazio abitabile e forma assai poco aerodinamica ma tutto il LEM volava in totale assenza di atmosfera) serviva per ospitare gli astronauti (in piedi in posizione verticale davanti ai rispettivi pannelli di controllo-monitoraggio-navigazione, con 2 piccoli oblò triangolari orientati verso il basso per una discreta visuale d'allunaggio manuale, con sistema di controllo ambientale e supporto vitale (Environmental Control Subsystem ECS per creare il microclima all'interno del LEM riguardo temperatura-umidità-pressurizzazione-depressurizzazione, fornire acqua agli astronauti e sistema antincendio-raffreddamento, nonché composto da Atmosphere Revitalization Section ARS (purificante l'ossigeno nella cabina e nelle tute rimuovendo anidride carbonica-impurità-odori-vapor acqueo), da Oxygen Supply and Cabin Pressure Control Section OSCPCS (quale immagazzinatore d'ossigeno gassoso dai serbatoi del modulo di discesa sulla Luna e dal serbatoio del modulo di risalita, e quale controllore della pressione in cabina-tute), Water Management Section WMS (per rifornire di acqua potabile dai serbatoi dei moduli di discesa-ascesa per bere-reidratare-raffreddare-raffreddare PLSS-ecc.), doppio Heat transport section HTS (per il controllo termico passivo ed attivo (tramite circuiti termodinamici di raffreddamento con fluido termovettore acqua-glicole etilenico) interessanti i sistemi che scaldano troppo e calore disperso con scambiatori-dissipatori o con ebollizione-sublimazione di acqua, ma c'era anche l'isolamento termico tramite decine di strati di mylar e vicino ai motori con particolari materiale)), due sistemi di sopravvivenza portatili, tute per l'uscita, i prodotti alimentari per il nutrimento e le borse dei rifiuti corporali ed organici, un portello-botola inferiore per uscire dal LEM su una piattaforma con scaletta depressurizzando-pressurizzando la cabina (la scaletta, con tanto di targa celebrativa con firma degli astronauti, non tocca direttamente il suolo irregolare per cui gli astronauti devono fare un saltino finale), ed un oblò sulla cima (di 700 centimetri quadri) per facilitare l'operazione di aggancio a CSM) e per la discesa sulla Luna, e l’altra parte inferiore (di forma ottagonale di circa 4 metri di diametro, alto 1.65 metri, e pesante 4.9 tonnellate complessivamente e 2 tonnellate a vuoto, costituito da 5+4 scomparti quadrati-triangolari) per le operazioni in superficie e poi come base per il decollo dalla Luna e l’aggancio in orbita con l’astronave madre 


(all'interno delle 2 parti, dopo aver scartato l'opzione delle pile a combustibile, furono collocate 7 batterie argento-zinco Ag-Zn (4 nel modulo di discesa (5 da Apollo 15) e 2 nel modulo di ascesa, del peso di quasi 500 Kgr, con tensione di 28 V, capacità di circa 2290 Ah (circa 590 Ah per il modulo di risalita, e poi 2660 Ah da Apollo 15) per cui tutti i sistemi elettrici assorbivano approssimativamente in media 50-60 A ed energia convertita tramite 2 convertitori indipendenti in tensione alternata di 110 V e 400 Hz) che fornivano la potenza elettrica necessaria ai vari sistemi di bordo (in media circa 1.5-2 Kwatt, mentre altre batterie alimentavano alcuni sottosistemi ed il sistema di sopravvivenza portatile), i serbatoi del combustibile (3 tonnellate), dell’acqua (137 litri (225 litri da Apollo 15) per un'autonomia energia elettrica-acqua di 35 ore, ma da Apollo 15 con razzo-missioni J di 67 ore sulla Luna), dell’ossigeno, dell’ossidante (perossido d'azoto per 5 tonnellate), il calcolatore elettronico LGC insieme al controllore di guida-navigazione PGNCS di bordo, gli impianti elettrici ed i sistemi elettronici, i 2 trasmettitori con antenne in bande VHF-C-S (ossia il trasmettitore TX con portante di 2.2 GHz in banda S utilizzato per le comunicazioni con la Terra di dati-telemisure-audio-video (oggi questa banda molto affollata è usata per la telefonia mobile e per i ponti radio FDM-TDM, ma allora era pressoché libera anche


 sulla Terra), ed il trasmettitore TX a 2 canali in banda VHF fin oltre 1000 Km per le comunicazioni tra astronauti e col modulo di comando CM, disponendo di 1 antenna paraboloidica di 66 centimetri di diametro (guadagno di circa 150 in banda S) automaticamente orientata verso il segnale di Terra, 1 antenna paraboloidica di 61 centimetri in banda S (da Apollo 15 montata sul land rover lunare), di 2 piccole antenne coniche omnidirezionali fisse in banda S ausiliarie di emergenza, 2 antenne VHF con angolo di apertura di circa 180 gradi, e 1 antenna VHF omnidirezionale usata sulla Luna tra astronauti in attività extraveicolari), ed il radar per guidare l’appuntamento-attracco automatico all’astronave in orbita con portata di 75 Km  (proprio quel radar che, secondo la procedura, attivato per precauzione procurò invece problemi al calcolatore durante l'allunaggio per eccessiva mole di dati scambiati e conseguente saturazione della sua piccola memoria, ma nelle missioni successive ad Apollo 11 sarà riscritto il programma di calcolo della rotta diminuendo anche il periodo d'aggiornamento dei relativi calcoli), e gran parte di questi sistemi (sistema di telecomunicazione a Terra, apparecchiature scientifiche Apollo Lunar Surface Experiments Package ALSEP (sismometro, magnetometro, spettrometro, stazione meteorologica, ecc.) con generatore nucleare a radioisotopi, veicolo lunare manuale con Apollo 14 e motorizzato da Apollo 15) sono collocati nella struttura ottagonale sottostante), 


e secondo il programma, con a bordo 2 membri dell’equipaggio, dall’orbita lunare il LEM si doveva staccare dal resto dell’astronave Apollo e compiere l’atterraggio morbido con il motore a razzo inferiore-centrale di frenata da 45 Knewton=4.58 tonnellate di spinta massima ma spinta variabile (da 1 a 10 circa ossia entro l'intervallo 4.7-43.9 Knewton, proponendo Rocketdyne di variare la potenza mediante l'iniezione di un flusso d'elio ed invece Space Technology Laboratories STL mediante valvole ed iniettore a superficie variabile, ben controllabile in potenza per un soddisfacente atterraggio dolce), spinta deviabile entro 6 gradi massimi e delta-v=2470 metri/secondo (con combustibile perossido d'azoto-idrazina (7.8 tonnellate (8.4 da Apollo 15) ed ossidante tetrossido d'azoto (5 tonnellate) in 4 serbatoi), quando poi il programma sulla Luna era terminato la sezione inferiore del LEM che aveva guidato la discesa doveva fungere ora da base di decollo per la parte superiore che era dotata di un motore di salita non orientabile di circa 15.6 Knewton=1.59 tonnellate di spinta collocato nel centro di massa (alimentato a potenza costante con aerozina 50 per 1.4 tonnellate, ottenendo un delta-v di circa 2200 metri/secondo), mentre 4 gruppi di 4 propulsori a razzo (45 Kgr) collocati agli angoli esterni permettevano il controllo di direzione-assetto sui 3 assi beccheggio-rollio-imbardata (reaction control system RCS) del velivolo fino all’aggancio in orbita con Apollo (dopo di che, trasferiti i 2 membri dell’equipaggio nel modulo di comando CM, esso veniva sganciato ed abbandonato); si noti che il progetto iniziale del LEM degli ingegneri di Grumman era quello rammemorante una vaga cabina d'elicottero (con ampi oblò poi ridotti solo al 10 % ossia a 2 piccoli triangoli (di 1800 centimetri quadri), astronauti in posizione alzata per risparmiare spazio ossia in vecchia posizione da “tramviere” (seppure bloccati da cinture per l'assenza di gravità) invece che da pilota di caccia coi pannelli di monitoraggio-guida davanti (dove si trovano montati 170 interruttori a 2-3 posizioni, 80 indicatori tra cui 4 display digitali e 18 strumenti ad indice) con illuminazione ad elettroluminescenza, 2 boccaporti-portelloni invece di 1 solo in alto (di 3.15x3.15 foot=96x96 centimetri), ripartizione dei propellenti in 2 serbatoi simmetrici nello stadio di discesa per un miglior equilibro nel centro di massa), poi non possedendo ancora i dati delle sonde Surveyor circa la consistenza e profondità della polvere lunare si decise di realizzare un carrello di atterraggio a traliccio con 5 lunghe gambe telescopiche con piatti finali di 3 piedi=91.4 centimetri (circa 3 volte quella degli scarponi lunari, ma così non rientrando più nello Spacecraft Lunar Module Adapter collocato sulla cima del 3° stadio di Saturno V si optò per un sistema di atterraggio retrattile riducendo pure il numero delle gambe da 5 a 3 poi portandole a 4 considerando anche la possibilità che la rottura di una gamba all'atterraggio non avrebbe permesso poi il decollo dalla Luna (dotato di ammortizzatori poteva sopportare una velocità di contatto non maggiore di 8.7 Km/h=2.43 metri/secondo))), 


poi abbandono dell'aerodinamicità del velivolo per cui alla Grumman si videro tecnici disegnare forme fino allora mai viste in altre industrie aeronautiche il qual fatto colpisce soprattutto coloro che “cercano” l'ingegneria pure nel disegno (anche le saldature “torno-torno” vennero in parte sostituite dalle rivettature con felice approvazione dei saldatori seppure un po' meno dalla Nasa per perfette saldature di una cabina pressurizzata  tenuta stagna) mentre la massa del LEM continuava ad aumentare rispetto alle 9 tonnellate iniziali e poi 13.3 tonnellate (nel frattempo cercando di ridurre gli schermi termici e tutte le masse possibili seppure indebolendo pure la struttura del velivolo rendendo il suo controllo più delicato) ma buone notizie arrivavano sulla capacità in evoluzione di satellizzazione di Saturno V (aumentate inoltre di circa 2 tonnellate con Apollo 15 nelle missioni “J” ossia con 100-200 tonnellate supplementari di spinta del razzo permettendo quindi una permanenza sul suolo lunare di quasi 3 giorni (richiedenti 5 batterie di 425 Ah invece delle precedenti 4 di 400 Ah nello stadio di discesa del LEM, 500 Kgr di carburante in più nella discesa ora più pesante con modifica del motore prolungando anche l'ugello di circa 25 centimetri per un miglior adattamento, l'aumento del peso dei serbatoi di acqua-ossigeno, 180 Kgr in più per le apparecchiature scientifiche ed il rover lunare), poi la Nasa ritenne importante un buon sistema di guida a bordo ossia la capacità di calcolare i complessi parametri di volo senza riceverli dai computer a Terra ed a Houston (infatti in orbita lunare per alcuni minuti si passa dietro la Luna ed invece in visibilità della Terra il tempo massimo di sola trasmissione-ricezione andata-ritorno è di 2.7 secondi il qual fatto rende difficile-impossibile il controllo automatico da remoto (oppure ad esempio un controllo effettuato con l'integrazione di un sistema esperto e di un controllo probabilistico) e precaria la comunicazione vocale in tempo reale (specialmente in alcune fasi come quella di allunaggio durante la quale in 3 secondi si possono percorrere anche 50-100 metri) con l'installazione a bordo del LEM del controllo di navigazione Primary Guidance Navigation and Control System PGNCS comprendente un sistema di navigazione inerziale (Inertial Measurement Unit IMU per la misurazione di accelerazioni-velocità angolari rispetto a 3 assi tramite accelerometri-giroscopi) ed un calcolatore elettronico detto Lem Guidance Computer LGC (analogo ad Apollo Guidance Computer AGC installato sul modulo di comando, con programmi scritti per elaborare i dati in tempo reale, determinare le coordinate di posizione del LEM, calcolare la rotta da seguire (specialmente se sulla traiettoria occultati dalla Luna rispetto a Terra), calcolare la potenza-spinta-direzione del motore principale e la direzione dei 4x4 motori a getto direzionali in fase di risalita) realizzato dal Massachusetts Institute of Technology MIT (lo stesso installato pure sul modulo di comando CM) dato che il MIT aveva già progettato altri sistemi analoghi per altre sonde spaziali (la versione di AGC-LGC del 1963 è stata ottenuta dal sistema di navigazione utilizzato dai missili balistici strategici da sottomarino Polaris UGM-27 con testate nucleari a medio raggio d'azione del 1956 derivato da Jupiter e costruito da Lockheed Corporation in California (realizzato quello di Polaris a transistori discreti, per dare un'idea della “potenza” di calcolo, anche se in quel tempo si realizzavano i sistemi elettronici soprattutto con la tecnica analogica, e quello era il regno dell'elettronica analogica per cui per realizzare le funzioni di controllo secondo teoria dei controlli automatici saranno bastati grossolanamente 50-100 amplificatori operazionali di base o circuiti di prelievo dei segnali analogici dai sensori, con amplificatori 


(dove i segnali dei vari sensori assieme ai segnali ricavati dai blocchi di reazione per il feedback entrano negli ingressi invertenti, ed i segnali di riferimento di parametri-variabili di controllo in termini elettrici di tensione-corrente entrano negli ingressi non invertenti), reti di filtraggio analogico RLC e di correzione di bande di frequenza, miscelatori-oscillatori-ecc. ossia tutti i blocchi circuitali ed i “luoghi comuni” di quell'elettronica senza reti sequenziali e senza processori, laddove dopo elaborazione analogica i segnali d'uscita vanno ai circuiti di potenza e servomeccanismi (usualmente composti di relè, elettrovalvole, riscaldatori, illuminatori, ecc. ossia di attuatori di potenza lineari-non lineari)) ma su Apollo fu realizzato da C. S. Draper del MIT con circuiti integrati così guadagnò molto in “potenza di calcolo e velocità di esecuzione”) e poteva ben servire per il pilotaggio dei motori spinta-direzione ottimizzando pure il consumo di carburante (come s'è “visto” appunto per la discesa di Eagle al tempo della missione Apollo 11) e per il controllo dei parametri di bordo, sebbene per il calcolo preciso ed affidabile dei parametri di volo si utilizzava la comunicazione radio con Houston (infatti il calcolatore del Controllo Missione periodicamente calcolava posizione-velocità per inviarle a bordo di CM ed essere inserite nel Sistema di Guida Apollo AGC), c'erano appunto 2 sistemi di controllo-navigazione posizione-traiettoria a bordo del LEM ossia Lem Guidance Computer o LGC (un calcolatore a stato solido (della metà degli anni '60 ed innovativo per il tempo), aggiungendo, dotato di multitasking (ossia svolgente fino a 8 task-funzioni in parallelo), con byte di 16 bit, Rom a nuclei magnetici di 64 KB (32 mila parole operative al massimo) per memorizzare i programmi d'esecuzione delle varie funzioni, Ram a nuclei magnetici di 4 KB (ossia memorizzante fino a 2 mila parole, per l'elaborazione in corso ed ovviamente memoria di lavoro cancellabile, notando solo per confronto che circa 4 KB è lo spazio oggi occupato da un usuale file di testo non formattato di 40-50 righe seppure su Apollo serviva solo per contenere i risultati iniziali-parziali-finali in corso dei calcoli), il processore CPU a circuiti integrati IC con l'unità di controllo UC e ALU composto di circa 5 mila porte-circuiti logici (nel mondo dell'elettronica, infatti, il 1° microprocessore μP sarà realizzato tra qualche anno ossia solo nel 1970) per cui LGC anticipa di qualche mese le CPU-UC-ALU di Univac realizzate a circuiti integrati IC (ma il peso di LGC risulterà di ben 35 Kgr circa), 


laddove i sensori d'ingresso di LGC, i cui parametri convertiti analogico-digitale AD e quantizzati sono i dati d'ingresso della CPU, sono il sistema inerziale IMU ed i 2 radar attivati, mentre i segnali d'uscita, dopo conversione DA ed amplificazione di potenza sono diretti agli attuatori e servomeccanismi-servomotori per il pilotaggio dei 2 motori principali in potenza-spinta-direzione e dei 16 motori a getto di assetto-orientamento, ed è dotato di un pannellino-console DSKY (con 19 tasti (per l'inserimento di codice operazionale o di codice dati tutti in forma numerica decimale), 5 display alfanumerici a 5 cifre 1/2 (con codice operazione (ad esempio 33), codice programma in esecuzione (ad esempio 13), codice dato, dati inseriti, dati in uscita in forma numerica decimale, come avveniva nei primi computer domestici-personali con display alfanumerico e cifre a 7 segmenti a Led rossi-verdi non essendo ancora entrato l'uso dei monitor CRT), e 14 allarmi computer-sistema inerziale per parametri fuori campo di lavoro) onde gli astronauti potevano pure inserire nuove istruzioni in codice numerico, avviare il programma di navigazione od altro, reinizializzare-resettare il programma in esecuzione, leggere in forma numerica le informazioni elaborate riguardanti fuel-engine-ecc.), 


ed il sistema di emergenza Abort Guidance System o AGS di TWT (entrante in attività nel caso di guasto-fallimento di LGC durante la discesa o la risalita del LEM, e l'attivazione di AGS comportava l'interruzione della missione e l'annullamento dell'allunaggio se in fase di discesa, nonché composto dal calcolatore Abort Electronics Assembly AEA (dotato di Rom di 4 KB (con byte di 18 bit, per i programmi di pilotaggio allunaggio-decollo-aggancio), e di Ram di 4 KB), di un sistema inerziale Abort Sensor Assembly ASA (abbastanza piccolo da pesare 4 Kgr), 3 accelerometri, un Data Sensor Assembly DSE (ossia un pannello-console per visualizzazione-caricamento dati), con potenza assorbita di circa 100 W (meno di AGC e notoriamente utilizzato per emergenza su Apollo 13), peso complessivo di 28 Kgr, onde collocare il LEM in orbita bassa con le dovute correzioni di orbita, poi inserire il LEM in orbita di trasferimento, realizzare l'appuntamento con CSM, pilotare i motori principali discesa-salita ed i 16 motori a razzo, con all'avviamento prelevante i dati di posizione-traiettoria da AGC-LGC, verifica dei calcoli di AGC stesso, e con uscita di informazioni telemetriche da trasmettere a terra)), inoltre il modulo lunare aveva un 3° sistema di navigazione ossia AGS (realizzato da TRW) da utilizzarsi in caso d'emergenza al posto di PGNCS per  il decollo dalla Luna e per l'appuntamento con CSM (non per l'allunaggio), poi il telescopio ottico (costruito da Kollsman) per l'allineamento (Alignment Optical Telescop AOT) in vista della fase di rendezvous (infatti il sistema inerziale deve essere ogni volta ricalibrato effettuando un rilevamento della posizione del LEM per cui quando il LEM è in volo l'astronauta deve fissare una stella di riferimento di posizione nota (azionando i motori a razzo fa ruotare il velivolo perchè la stella passi di fronte al telescopio ottico onde correttamente intersecare l'ascissa X (premendo allora un pulsante) e l'ordinata Y (premendo allora un secondo pulsante) di un reticolo sull'ottica del telescopio stesso), poi eseguendo la medesima operazione XY con un'altra stella ed in tal modo il calcolatore può calcolare la posizione del LEM, laddove quando il LEM non può ruotare liberamente (perchè è collegato a CSM od è sulla Luna) l'astronauta allora ruota il reticolo in modo da intersecare 2 linee XY di un reticolo determinato sul telescopio, leggere gli angoli ed inserirli in LGC), quindi aveva il radar di rendezvous, poi il radar lunare di terra (nel modulo di discesa) usato per misurare l'altitudine e la velocità orizzontale del LEM rispetto al suolo lunare (attivabile sotto i 15 Km di quota e fino a 15 metri laddove sotto i 15 metri il segnale era fornito a LGC solo dal sistema inerziale), poi il sistema di puntamento ottico Crewman Optical Alignment Sight COAS usato nell'aggancio del LEM a CSM per allineare correttamente (tramite un reticolo che il pilota deve far coincidere con un obiettivo di riferimento che si trova su CSM) il modulo lunare secondo i 3 assi xyz beccheggio-rollio-imbardata, poi per eseguire segnalazioni ottiche durante le manovre d'avvicinamento il LEM ha montate le luci di segnalazione visibili fino oltre 300 metri secondo le medesime convenzioni navali e per l'individuazione a grande distanza è installato un faro ottico (con 50 lampi/minuto) visibile fino a 400 miglia nautiche=700 Km), 


poi ancora in luogo delle riparazioni in volo nel '64 la Nasa decise di introdurre la necessaria ridondanza per i sistemi vitali in caso di avaria (non sarebbe poco utile portare in un contenitore per le sostituzioni-riparazioni con volume di pochi decimetri cubi fusibili elettrici, resistori di potenza, condensatori dei finali, transistori di potenza Bjt-Mos, ecc., insieme al saldatore a stagno utilizzabile in assenza di gravità ed a strumentazione elettrica-elettronica essenziale, ma poi come fare se si guasta un tubo che porta un fluido a 60-150 atm senza le necessarie attrezzature per le riparazioni?... oltre alla grande difficoltà di lavorare in  tale ambiente atipico e così ostile?) ad esempio raddoppiando il gruppo dei motori a getto di controllo direzionale di Apollo-LEM, il sistema di controllo-navigazione AGC-LGC PGNCS, il sistema di telecomunicazione (però mentre il 1° e 2° stadio di Saturno V possono mantenere le prestazioni anche con il guasto di 1 motore F1 (parziale) o J2 (parziale-totale), non altrettanto vale per il motore di spinta del 3° stadio, di SM e LEM) e si è approssimativamente calcolato che ogni missione Apollo avrebbe comportato circa 1000 anomalie (con grande probabilità tutte risolvibili) mentre nella realtà risultarono solo 150 circa (nella realtà con 1 solo incidente mortale sulla rampa e 3 astronauti deceduti, laddove tutti i guasti dei 6 LEM allunati (dei 15 prodotti da Grumman in 5 diverse e più progredite versioni l'ultimo dei quali LM-M5 del '64) permisero sempre il ritorno a terra), aggiungendo che la costruzione dei moduli lunari iniziò nel '65 coi moduli per prove LTA e quelli operativi LM (se non fosse avvenuto il disastro di Apollo 1 col relativo ritardo, forse le missioni di prova dei Lem in orbita avrebbero dovuto essere posticipate) e furono LM-1, LM-3 e LM-4 (utilizzati nelle prove in volo), LM-2 e LM-9 (non andarono mai in orbita), LM-5, LM-6, LM-8, LM-10, LM-11, LM-12 (utilizzati nelle missioni riuscite), LM-7 (in missione ma senza allunaggio bensì utilizzato per la sopravvivenza degli astronauti durante Apollo 13), LM-13, LM-14 e LM-15 (non completati per la cessazione del programma con l'ultima missione Apollo 17), poi 2 simulatori di volo statici a terra comportando un costo di 1.42 miliardi di dollari saliti alla cifra definitiva di 2.2 miliardi di dollari; il 21dic1968 la Luna si faceva più vicina a coloro che non la osservavano solo nelle notti terrestri (sia Luna calante, sia Luna levante che Luna piena), quando venne lanciato Apollo 8 (con una modifica ed un incremento della missione prestabilita da portare a termine (la quale invece originariamente prevedeva il collaudo del LEM in ordita terrestre piuttosto alta, modulo lunare tra l'altro in ritardo nella realizzazione) poiché si voleva rispettare l'impegno di realizzare l'allunaggio di un uomo prima di dic69) il quale aveva a bordo Borman, Lovell ed Anders, portando per la prima volta la spinta dei motori, da 240 tonnellate=2.35 Mnewton sufficienti per portare in orbita le capsule Gemini e da 815 tonnellate=8 Mnewton necessarie per Apollo 7, a 3750 tonnellate=36.8 Mnewton di Saturno V (ossia 760 tonnellate/motore F1) spinta necessaria per raggiungere la velocità di fuga (data da vf=radice quadrata di (2gR) che nel caso della Terra con g=9.81 m/sec quadro e R=6367 Km darebbe v=11177 metri/secondo=11.17 Km/sec=40236 Km/h, mentre per la Luna la sua velocità di fuga sarebbe vf=2384 m/sec=8582 Km/h possedendo 1/6 dell'accelerazione di gravità terrestre e R=1738 Km), uscire dall’attrazione gravitazionale terrestre, testare il percorso verso la Luna ed eseguire la prima circumnavigazione lunare di un equipaggio umano, percorrendo in tutto 10 orbite intorno alla Luna prima di riprendere la rotta verso la Terra; il 3mar1969, con a bordo McDivitt, Scott e Schweickart partì Apollo 9 recante anche il LEM, portando la spinta dei motori di Saturno V a 4000 tonnellate=39.2 Mnewton, durante la cui missione terrestre di 150 orbite si eseguì il compito originariamente affidato ad Apollo 8 ossia si sperimentò con equipaggio umano la funzionalità completa del modulo lunare LM-3 Spider fino a 200 Km di distanza, dei suoi motori, dei sottosistemi e della tuta lunare, oltre ad effettuare numerose operazioni di sgancio-riaggancio e di rendezvous (operazione rischiosa nel caso di guasto dei motori a più di 100 Km di distanza dalla nave dato che il LEM non può effettuare un rientro in atmosfera); 


il 18mag successivo avvenne la prova generale dello sbarco eccettuato lo sbarco stesso ossia la ripetizione della prova di Apollo 9 però questa volta in orbita lunare (i responsabili della Nasa infatti ritennero utile un'altra prova quasi del tutto analoga alla missione completa invece di effettuare subito lo sbarco), con Stafford-Young-Cernan su Apollo 10 (con CSM denominato Charlie Brown), nella quale missione durante 31 orbite intorno alla Luna il LEM (LM-4 Snoopy) con a bordo Stafford e Cernan con operazioni di discesa-risalita-appuntamento scese fino a 14.4-15 Km dalla superficie (il doppio dell'altezza dei monti lunari Leibniz, ed altezza dalla quale avrebbe poi iniziato la discesa il LEM nella missione successiva) per poi riagganciarsi con successo


 ad Apollo-Charlie Brown seppure con qualche piccolo problema durante le varie prove specialmente al motore di spinta facilmente risolvibile; quindi a questo punto, effettuati i necessari collaudi-prove di Saturno V-CM-SM-LM e le relative operazioni-manovre seppure accorciando i passi (poiché i nuovi programmi informatici avevano permesso la raccolta di migliaia di dati in una sola prova permettendo test multipli altrimenti sconsigliabili, come nel caso di migliaia di dati per il volo simulato di Saturno V col calcolatore fornito allora alla Nasa), tutto era pronto per lo sbarco umano sulla Luna; nel frattempo tre settimane avanti l'inizio della stessa missione Apollo 11 negli USA si apprendeva pure del nuovo insuccesso avvenuto nel 2° lancio del potente razzo sovietico N1 (infatti pochi secondi dopo il lancio un guasto ad una pompa del combustibile causò una violentissima esplosione ed il razzo esplose appena toccato il suolo, laddove la prima volta il 21feb69 (5 mesi prima del primo allunaggio USA) un incendio scoppiato nella zona motori del 1° stadio provocò lo spegnimento di tutti i motori dopo 54 secondi dal lancio col crollo del razzo a terra, anche perchè per accorciare i tempi si decise di non testare adeguatamente-affidabilmente-separatamente tutti i sottosistemi di N1, notando che mentre nel '67 i motori F1 erano già stati ben collaudati alla stessa data i motori NK-15 il cui progetto iniziò nel '62 terminavano la loro realizzazione con l'inizio delle prove statiche al banco, per cui alla fine degli anni '60 nel programma lunare vediamo i russi accumulare un forte ritardo rispetto agli statunitensi differentemente da quanto accaduto all'inizio del medesimo decennio riguardo i voli orbitali umani), con caratteristiche in gran parte simili al razzo statunitense Saturno V, destinato alla realizzazione del segreto piano lunare dell’URSS ossia il Progetto Luna, a seguito del quale i russi punteranno più specificamente verso l’esplorazione lunare con sonde automatiche (N1 sviluppato nel periodo 1966-77 da S. Korolev, era meno pesante ma più potente (con spinta di 46.5 Mnewton=4700 tonnellate, dotato di 30 motori Kuznecov NK-15 ciascuno di minor spinta di F1 (ossia 1.54 Mnewton=157 tonnellate rispetto a 6.86 Mnewton=700 tonnellate di F1) ma maggiore di J2 (ossia 1540 Knewton rispetto a 882.6 Knewton di J2), laddove sarebbero bastati anche 28 motori NK-33), di Saturno V (con spinta di 34.3 Mnewton=3500 tonnellate) ma aveva minor capacità di carico (infatti utilizzava solo cherosene in tutti gli stadi come propellente laddove invece l'idrogeno seppure più pericoloso sarebbe però stato più vantaggioso), notando che il 1° stadio S-IC di Saturno V non avrebbe potuto decollare dalla rampa con solo 4 motori F1 ciascuno con 800 tonnellate di spinta o decollare in condizioni non affatto ottimali con un missile di 2.95 mila tonnellate (possedendo una troppo bassa accelerazione iniziale ed impiegando 16-20 secondi per alzarsi quanto la sua altezza), però la perdita di un motore F1 dopo decine di secondi dalla partenza o di J2 dopo l'accensione del 2° stadio poteva essere supportata dagli altri motori perfettamente funzionanti semplicemente allungando il tempo d'accensione); 


il razzo vettore necessario per realizzare l’impresa lunare statunitense, come detto, era il Saturno V la cui combinazione con l’astronave Apollo e la torre di salvataggio portava ad un missile di più di 110 metri di altezza (come un edificio di 30 piani per usuali abitazioni) e di quasi 3 mila tonnellate di peso prima dell’accensione dei motori (missile paragonabile solo al razzo vettore Energia sviluppato successivamente dal 1976 dall’URSS e concepito soprattutto per la navetta Buran, alto 60 metri e pesante almeno 2 mila tonnellate, costituito da un razzo centrale di 8 metri di diametro portante 4 motori alimentati da idrogeno ed ossigeno liquidi (e da altri 4 o 6 o 8 razzi ausiliari-booster periferici alimentati ad ossigeno e cherosene), generanti complessivamente alla partenza una spinta massima di 4 mila o 5 mila o 6 mila  tonnellate, e capace di satellizzare almeno fino a 100 tonnellate di carico in orbita terrestre bassa LEO, o 20 tonnellate in orbita geostazionaria a 36 mila Km, o di portare una nave di 10 tonnellate in orbita lunare, oppure carichi maggiori anche a Saturno V coi booster, ma la sua produzione è cessata dopo il 1989); il razzo Saturno V, formato da 3 stadi, era in grado di portare un carico utile di 125 tonnellate a 200 Km di altezza oppure di dirigere verso la Luna un carico di 45-50 tonnellate (il suo 1° stadio S-1, alto 42 metri (come un edificio abitativo di 11 piani) e con un diametro di 10 metri, portava 5 motori a razzo-getto tipo F1 alimentati da cherosene e da ossigeno liquido, ciascuno dei quali poteva sviluppare una spinta di 680-750 tonnellate e consumanti complessivamente circa 13-15 tonnellate/secondo di propellente, e col 1° stadio il missile, a spinta praticamente costante di circa 34 Mnewton=3500 tonnellate e dotato di un’accelerazione iniziale da 1.5 a 1.8 metri/secondo quadrato (con programma fisso fino all'accensione del 2° stadio caricato nel calcolatore, massimizzante la quota da raggiungere e con una velocità di circa 500 Km/h a circa 2 mila metri), in poco più di 2.5 minuti raggiungeva i 60-68 Km di altezza (dopo circa 80 secondi ad una quota di circa 5 mila metri veniva sottoposto alla massima pressione-sforzo proporzionale alla densità dell'aria ed al quadrato della velocità mentre salendo ancora il quadrato della velocità aumenta meno di quanto diminuisce la densità) con una velocità finale di quasi 10 mila Km/h ossia Mach 8 (desiderando invece un'accelerazione iniziale a=1.5 metri/secondo quadro (ossia solo 1/6.5 di quella di gravità g e più confortevole) allora da F-P=ma otteniamo una spinta necessaria dei motori F1 pari a Fs=680 tonnellate/motore (con velocità iniziale nulla, tempo di salita fino all'altezza del missile stesso di T=12.1 secondi, velocità raggiunta alla cima della rampa di circa v=18.2 metri/secondo, dunque velocità media nei primi 12 secondi vm=9 metri/secondo circa, e con un consumo complessivo di combustibile in tale periodo di tempo pari a circa 150 tonnellate ossia 5 % del peso iniziale del missile sulla rampa e per questo abbiamo considerato la massa totale m costante nei primi secondi di volo seppure questo sia un tipico esempio di moto di un corpo a massa variabile m=m(t) come scritto altrove, oltre a considerare nulle tutte le resistenze data la modesta velocità in tale fase, ma spesso si vedeva ascendere questa altezza in meno di 10 secondi con accelerazione a=2.45 metri/sec quadro per cui era necessaria una spinta complessiva di 36 Mnewton=3680 tonnellate e circa 750 tonnellate per ogni motore F1 ben suddivisa-frazionata tra i 5 motori, però volendo un'accelerazione a=1g nel primo minuto di volo ossia pari a quella di gravità sarebbero occorsi nel 1° stadio 8 motori F1 per una spinta complessiva di 57.8 Mnewton=5900 tonnellate oppure 9 motori F1 desiderando una spinta singola di solo Fs=660 tonnellate con un'ascesa di 110 metri d'altezza in 4.8 secondi soltanto); il 2° stadio S-2, lungo quasi 25 metri e con un diametro di 10 metri, montava 5 motori a razzo J2 alimentati da ossigeno ed idrogeno liquidi, ciascuno dei quali poteva sviluppare una spinta di 200 mila libbre=892 Knewton=91 tonnellate (ossia complessivamente 4.46 Mnewton=450 tonnellate o 500 tonnellate se ogni J2 contribuisce con 981 Knewton=100 tonnellate) e col 2° stadio (dopo il distacco del 1° stadio grazie a 8 piccoli motori a propellente solido, quando l'accelerazione impressa raggiungeva il valore di circa 4g=39.3 metri/sec quadro, e dopo l'accensione di 4 o 8 motori del 2° stadio per 4 secondi onde preparare la corretta accensione dei 5 motori J2) il missile raggiungeva in 6 minuti un’altezza di 110-140 Km ed una velocità finale di circa 25 mila Km/h (Mach 20), mentre il calcolatore controllava traiettoria-assetto, veniva espulsa la torre di salvataggio (seppure non si fosse ancora in orbita ma con lancio corretto e 1° stadio funzionante) e circa 90 secondi prima della separazione del 2° stadio veniva spento il motore J2 centrale per ridurre le oscillazioni longitudinali; 


il 3° stadio S-3 o S IVB, con una lunghezza di quasi 18 metri ed un diametro di poco più di 6 metri, collegato al 2° stadio da un interstadio con dei retrorazzi di separazione, montava 1 solo motore J2 accesso per un centinaio di secondi (fino a 164 Km di altezza (zona dove l'attrito con l'atmosfera è ancora notevole) ed a circa 1700 Km dalla base di lancio) e poi per l’inserimento del veicolo in orbita di parcheggio a 180-200 Km di altezza e circa 28 mila Km/h (Mach 23) dopo 11.5 minuti dalla partenza, oppure come nell'impresa lunare per accelerarlo per altri 6 minuti sulla traiettoria verso la Luna dopo 2.5 ore dal lancio incrementando la sua velocità di altri 10-12 mila Km/h imprimendogli infine una velocità di circa 40 mila Km/h o Mach 33 (naturalmente non costituisce alcun problema la velocità della nave rispetto alla Terra (ossia il numero di Mach M) bensì il tempo nel quale viene raggiunta ossia può costituire un problema l'accelerazione (e la relativa forza impressa) pericolosa per l'organismo umano (in questo caso se l'ascesa avvenisse ad accelerazione a costante il corpo sarebbe sottoposto ad una forza di poco maggiore del proprio peso ossia a poco più di 1g ma in alcuni periodi del tempo per l'entrata in orbita si raggiungono anche i 3g o 4g e con alcuni razzi veloci anche 5-8g non tollerabili da individui non appositamente addestrati-allenati (c'è stato il caso di un cosmonauta che è sopravvissuto ad accelerazioni di oltre 20g dovute ad un guasto ai motori di una capsula Sojuz)))); 


sopra il 3° stadio (ormai sganciato ed immesso in orbita solare, o da Apollo 13 in poi fatto precipitare sulla Luna per registrare le onde sismiche dell'impatto coi sismografi già installati sul suolo lunare), in un anello del medesimo diametro ed alto quasi 1 metro, era collocata l’unità strumentale ovvero le apparecchiature necessarie, il calcolatore ad alta velocità (per il lancio ed il controllo della traiettoria, come detto, ma il controllo dell'intera missione veniva poi trasferito al Johnson Space Center di Houston in Texas appena il razzo aveva lasciato la rampa), un rilevatore di dati, un trasmettitore ed una piattaforma inerziale, necessari per il controllo ed il pilotaggio del missile da prima della partenza fino allo spegnimento del 3° stadio S-IVB (apparecchiature realizzate da IBM presso il Space System Center di Huntsville); sopra tale unità era collocato l’adattatore interstadio tronco-conico alto 8 metri ed al cui interno trovava posto il LEM (il quale veniva ora estratto ed agganciato al modulo SM dopo rotazione di 180 gradi); sopra di esso era posta l’astronave Apollo, con il modulo di servizio SM e quindi il modulo di comando CM, sopra il quale infine era collocata la torre di salvataggio (tutto il complesso, dall’adattatore con il LEM fino alla punta della torre di salvataggio e punta del missile, era alto quasi 30 metri); la torre di salvataggio o Launch Escape System LES, lunga 10 metri e con un diametro alla base di poco più di 1 metro, era dotata di 3 motori a razzo, di cui il 1° di poco più di 1 tonnellata di spinta per il controllo del beccheggio, il 2° di 14 tonnellate di spinta serviva per il distacco dei piloni della torre di salvataggio dal modulo di comando quando il lancio era avvenuto regolarmente, ed il 3° motore con una spinta di 67 tonnellate invece operava il distacco dell'intero modulo di comando CM dal modulo di servizio e dal resto dell’astronave Apollo in caso di avaria-incidente prima dell’entrata in orbita per effettuare poi l’ammaraggio con l'equipaggio (se il guasto era tale da richiedere la distruzione del razzo allora si azionava il LES e poi si facevano esplodere le cariche di esplosivo installate fuori il contenitore dei serbatoi); il 13lug69 poco prima della partenza la NASA rendeva noto il costo complessivo della missione Apollo 11, del valore di 335 milioni di dollari mentre il costo dell’intero programma Apollo era valutabile in quasi 24 miliardi di dollari del tempo; i protagonisti del 1° sbarco lunare avevano tutti 36-39 anni d’età, erano tutti veterani dello spazio ed avevano tutti volato a bordo delle capsule Gemini, ed erano il pilota civile Neil Armstrong nato a Wakaponeta in Ohio nel 1930 in qualità di comandante di Apollo 11 (e protagonista della famosa missione Gemini 8 nella quale si sperimentò il difficoltoso agganciamento al missile Agena risolto felicemente), il tenente colonnello dell’aviazione Michael Collins nato a Roma in Italia nel 1931 in qualità di pilota del modulo di comando CM-CSM (e protagonista della missione Gemini 10 con agganciamento ad Agena), ed il colonnello dell’aviazione Edwin Aldrin nato a Montclair nel New Jersey nel 1930 in qualità di pilota del modulo lunare LM-7 Eagle (e protagonista della missione Gemini 12 con notevole attività extraveicolare); e, come già riportato altrove, erano le ore 9:32 in Florida del 16lug69, quando il missile con il razzo Saturno V portante Apollo 11, si staccava dalla piattaforma A di lancio del complesso N 39 di Cape Canaveral (coloro che hanno assistito alla partenza di un Saturno V di 3 mila tonnellate di peso (dopo la fine del conto alla rovescia che dura molte ore col controllo di tutti i sistemi-sottosistemi fondamentali) raccontano di un effetto impressionante e straordinario con vibrazioni del terreno e dell'aria percepibili fino a 3-5 Km di distanza, quando i 5 motori accesi in rapida successione (l'operazione di accensione inizia 8-10 secondi prima di 0 secondi con l'accensione del motore centrale seguito a meno di 0.5 secondi da due motori diametralmente opposti e poi dagli altri due onde ridurre l'urto e la dissimmetria di spinte e sforzi iniziali) raggiungono la potenza nominale (con spinta opportunamente superante 2950 tonnellate almeno del 5-10 % con decollo lento ma in alcune classi di razzi a volte si arriva anche al 35 % e più) ed il razzo viene rilasciato dalla rampa con l'esplosione dei giunti-bulloni “esplosivi” 


(mentre con altri razzi tipo Proton-Vostok, col ribaltamento dei ganci alla base) espellendo dagli ugelli ad elevata accelerazione e ad elevata velocità 15 tonnellate/secondo=15 mila Kgrammi/secondo di gas combusti seppure la velocità del missile nei primi 10-20 secondi sia molto bassa come detto, ed essendo pure una “gigantesca bomba” di cherosene-ossigeno-idrogeno (da 1-2 Kton se a completa combustione esplosiva) entro i 3 Km di raggio non è permesso ad alcuno sostare (tranne ovviamente ai 3 astronauti dell'equipaggio agganciati ai loro seggiolini entro CM i quali corrono comunque sempre grandi rischi per la sopravvivenza) e forse la probabilità di guasto con incidente grave è maggiore della frequenza relativa o meglio della successiva statistica di tali guasti effettivamente riscontrata dagli anni '60), per dare inizio alla storica missione del XX secolo culminante nella conquista della Luna (questo avvenimento, probabilmente sarà ricordato nei secoli-millenni futuri come uno dei più significativi della storia dell'uomo degli ultimi 10 mila anni assieme a qualche decina di altri grandi avvenimenti storici); 12 minuti dopo l’astronave con il 3° stadio entrava in orbita terrestre di parcheggio a 198 Km di quota, alla seconda rivoluzione orbitale veniva acceso il motore del 3° stadio per portare la velocità dell’astronave da 28 mila Km/h a 39700 Km/h necessaria per portare sulla rotta verso la Luna (che in quei giorni distava 402 mila Km dalla Terra; durante la traversata avvenne il regolare distacco del 3° stadio dall’adattatore e dal modulo di servizio, come pure l’aggancio dopo una rotazione di 180 gradi del modulo lunare; nella tarda mattinata del 17lug dopo 26 ore di volo l’astronave aveva già superato metà della distanza che la separava dalla Luna mentre la sua velocità misurata rispetto alla Terra diminuiva fino a poco più di 3 mila Km/h, quando, dopo 62 ore di volo ed a poco più di 60 mila Km dalla Luna, la forza gravitazionale della Terra cedeva alla maggior forza gravitazionale lunare con aumento della velocità fino alle ore 13 del 19 lug quando venivano accesi i retrorazzi per l’entrata in orbita lunare (dapprima ellittica di 324 Km massimi e 114 di perilunio e poi quasi circolare di 122 Km massimi e 100 Km minimi; abbiamo detto che già da tempo per la zona di atterraggio era stata scelta l’area equatoriale del mare della Tranquillità (posta a 23°,30',17” di longitudine Est ed a 0°, 38', 50” di latitudine Nord, scartando altre favorevoli regioni come quella prossima al polo sud all’interno del cratere raggiato Tycho, ma tutte le missioni Apollo hanno effettuato lo sbarco più o meno in zona equatoriale (visibile dalla Terra) onde minimizzare il consumo di combustibile, oltre che nelle prime ore de giorno lunare di durata 28 giorni terrestri (con elevazione del Sole di 10°-15° sull'orizzonte per una buona visibilità degli oggetti ma con una temperatura ragionevole intorno a 0 °C circa, per cui il periodo temporale o finestra di lancio ottimale era di circa 1-3 giorni/mese); erano le ore 16:05 del pomeriggio del 20lug, quando alla 100° ora di volo il modulo lunare Eagle con a bordo il comandante della missione Armstrong ed il comandante del LEM Aldrin, dopo aver allontanato i pannelli protettivi con cariche esplosive ed aver disteso le 4 gambe del carrello ed inizializzato il sistema di controllo-guida (ciò effettuato coi dati inviati da Houston) si staccava regolarmente dal resto dell’astronave Apollo ossia da Columbia per iniziare a distanza di 100 metri da CSM la discesa lungo un'orbita molto ellittica con apogeo-apoastro-apolunio di 110 Km e perigeo-periastro-perilunio di soli 15 Km così da ridurre notevolmente il tempo d'accensione del motore di discesa orientando l'ugello del motore principale nella direzione-verso della traiettoria di discesa (da Apollo 14 in poi invece il LEM si staccava da CSM solo dopo aver raggiunto il perilunio di 15 Km onde ridurre ulteriormente il suo consumo di combustibile (non si potè abbassare ulteriormente il perilunio per via dei rilievi della Luna e della non uniformità del campo gravitazionale lunare certamente molto meno uniforme intorno alla superficie di quello terrestre)) e da tale bassa quota iniziava la discesa frenata o powered descent con l'azione del motore ossia le fasi di frenata-avvicinamento-atterraggio con riduzione della velocità da circa 6 mila Km/h=1700 m/sec a circa 540 Km/h=150 m/sec (accendendo il motore a 0.1 della potenza massima per 26 sec) in traiettoria quasi orizzontale quindi aumentando la velocità di discesa verticale fino a 45 m/sec attivando a 12 Km il radar di terra (per la misurazione di altezza e velocità da confrontare-integrare con quelle calcolate da giroscopio-accelerometro del sistema inerziale onde verificarle con dati memorizzati del piano di allunaggio in relazione alla prosecuzione dell'operazione), quindi si passava dalla fase di frenata a quella di avvicinamento (ad un'altezza di circa 700 metri ed a circa 7 Km dall'obiettivo) nella quale il pilota poteva scegliere il percorso e la zona più adatta evitando terreni-crateri pericolosi (anche con l'uso di una scala graduata riportata su un oblò, poi a 150 metri d'altezza (e teoricamente a circa 700 metri dal punto di allunaggio, quando la velocità orizzontale doveva essere di circa 60 Km/h=16.6 m/sec e la velocità verticale di discesa di circa 18 Km/h=5 m/sec) iniziava la fase di atterraggio vero e proprio guidata dal controllo automatico di allunaggio (il cui programma era caricato nel computer LGC di bordo) oppure manualmente dal pilota (erano previsti ulteriori 32 sec con volo a punto fisso del LEM (come si farebbe con un elicottero) per la scelta ottimale del punto di sbarco), quindi a 1.5-1.3 metri dal suolo le sonde sotto 3 dei sostegni-gambe del velivolo toccavano la superficie accendendo una spia luminosa sul pannello per poter così portare al minimo la potenza del motore (notando il lettore la perfezione “insuperabile” di tale sistema di controllo automatico d'atterraggio), ma aggiungiamo che la fase finale dell'allunaggio è una manovra difficile che dovrebbe eseguire il sistema di controllo automatico (il calcolatore LGC calcola i parametri posizione-traiettoria ogni 2 secondi) con intervento umano solo se strettamente necessario (ad esempio per motivi di peso massimo il propellente disponibile è assai limitato (in tutte le missioni Apollo infatti resterà nei serbatoi il 3-10 % di combustibile ossia circa 2 minuti di volo dato che il consumo sarà di circa 5-20 Kgr/secondo) ed occorre pure trovare una zona sufficientemente piana (inclinazione massima di circa il 20 %) evitando la forte luminosità solare radente (di circa 10-15 gradi all'inizio del giorno lunare) che dall'alto confonde le asperità con le ombre, oltre alla gran polvere che può sollevare il getto sotto i 30 metri di quota per cui sono state necessarie molte ore di prova coi simulatori a terra da parte dei piloti di LEM (ma come sappiamo in questi 15 minuti non tutto doveva andare esattamente come era stato previsto nei dettagli dal piano di allunaggio, poiché, oltre a problemi relativi a disturbi nelle ricetrasmissioni poi superati, il piccolo calcolatore di bordo LGC (il cui programma, come detto, doveva guidare la discesa con adeguato margine d’errore nel punto di coordinate già precedentemente stabilito per lo sbarco), 


mostrando invece segni di malfunzionamento e ripetuti allarmi pilotava il LEM fin quasi ai limiti di tolleranza della zona d'allunaggio (oltre che zona piena di rocce), portando quindi pure verso l’esaurimento del tempo consentito e l'esaurimento del combustibile alimentante il motore di discesa e rischiando così di far annullare la prosecuzione dell’impresa per qualche decina di secondi, discesa nella cui fase finale lo stesso Armstrong (ciò è previsto dalla procedura) intervenne manualmente (infatti, in meno di un minuto il sistema di controllo automatico del velivolo avrebbe acceso il motore di risalita della zona abitata di Eagle verso Columbia, mentre al Centro di controllo terrestre della missione si apprestavano già per l’eventuale fase di emergenza iniziando il conto alla rovescia per la risalita in orbita, ma lo stesso pilota del LEM in caso di gravi problemi poteva premere il pulsante Abort annullando così l'allunaggio per riportare automaticamente il velivolo in orbita, e con un'autonomia di 50 secondi di spinta restavano in quei momenti solo 20 secondi per decidere l'annullamento), ma in pochi secondi si percorsero le poche decine di metri che ancora separavano il LEM dalla superficie lunare così che la discesa di Eagle durava 12 minuti complessivamente e terminava con l’allunaggio del 1° veicolo abitato alle ore 20, 17 minuti e 42 secondi secondo l’ora di Greenwich UTC (aggiungendo pure che per ottenere le ore ITA occorre sommare +1 alle ore UTC se è in vigore l'ora solare (ossia UTC+1 in inverno) o sommare +2 a UTC se è in vigore l'ora legale (ossia UTC+2 in estate), e così varrà per le altre nazioni, ossia UTC+f (ora solare) e UTC+f+1 (ora legale) per paesi collocati ad est di Greenwich, oppure UTC-f (ora solare) e UTC-f+1 (ora legale) per paesi collocati ad ovest di Greenwich)); ma dello svolgimento di tale missione lunare abbiamo già scritto altrove, aggiungendo che Armstrong ed Aldrin, alle ore 13:54 del 21lug decollavano dalla superficie lunare (dopo la separazione della parte superiore dalla base inferiore per mezzo di piccole cariche esplosive trancianti le travi-montanti di collegamento insieme a cavi-tubi-condotte, e dopo aver immesso in LGC i dati di posizione per il calcolo automatico della traiettoria ottima) salendo verticalmente fino a 75 metri, poi inclinandosi e salendo ancora fino al perilunio a 15 Km, per poi eseguire alle ore 17:35 l'allineamento-agganciamento a Columbia, poi dopo aver abbandonato il LEM alle ore 0:57 del 22lug veniva acceso il motore del modulo di servizio per lasciare l’orbita lunare e prendere la via del ritorno verso la Terra (l'accensione durava 2.5 minuti onde aumentare la velocità di CM-SM di circa 1000 Km/h e doveva essere abbastanza corretta in modulo e precisa in direzione, oltre ad avvenire sul lato opposto alla Terra, trattandosi di un'operazione critica che non aveva alternative), quindi, dopo la traversata durata circa 60 ore ossia 2.5 giorni, alle ore 12:20 del 24lug il modulo di servizio SM veniva sganciato ed abbandonato (per i successivi 30 minuti fino all'ammaraggio la sopravvivenza dei 3 astronauti era dunque assicurata dal solo piccolo modulo di comando CM), mentre 15 minuti dopo tale modulo ad una velocità prossima a 40 mila Km/h, da 120 Km di quota imboccava il corridoio di discesa (con angolo prefissato di 6.5 gradi (meglio se con tolleranza non maggiore di +/- 1 grado perchè con ingresso più verticale lo scudo antitermico non sopporta una temperatura maggiore di 3 mila °C e la dissipazione del calore è affidata solo all'aria, laddove all'opposto con angolo minore l'atmosfera avrebbe deviato troppo la traiettoria di discesa in un'orbita ellittica)) per l’ammaraggio finale nell'oceano Pacifico, quindi dopo i minuti più roventi della grande energia termica sviluppata dall’attrito con l’atmosfera e l'interruzione del collegamento radio quando la navicella perdeva tutta la sua energia cinetica e la sua velocità tangenziale con decelerazione fino a 4g ed iniziava la discesa verticale, a 7 mila metri di quota espulsa l'ultima protezione conica si apriva il paracadute stabilizzatore che riduceva la velocità da 480 Km/h=133 m/sec a 280 Km/h=78 m/sec, a 3 mila metri 3 piccoli paracaduti pilota venivano dispiegati lateralmente e poi si aprivano i 3 paracaduti principali, ed alle ore 12:49 del 24lug la capsula del modulo di comando con i 3 astronauti a bordo (del peso di solo 5 tonnellate delle 2950 tonnellate partite dalla piattaforma A del complesso N° 39  di Cape Canaveral 8 giorni prima, ma con 22 Kgr in più di rocce lunari) toccava la superficie delle acque dell’oceano Pacifico alla velocità di 35 Km/h=9.7 m/sec a 1200 Km a sud-ovest delle isole Hawaii mentre venivano gonfiati 3 palloni onde impedire il ribaltamento col vertice in basso; 


dunque a soli 163 giorni dalla fine degli anni '60, nonostante i gravi inconvenienti di percorso sulla via della Luna (subendo anche l'interruzione dopo l'incendio sulla rampa che distrusse Apollo 1 e causò la morte di Grissom-White-Chaffee), l’impegno assunto fin dal discorso presidenziale del 1961 era dunque stato mantenuto; seguiranno le missioni di Apollo 12 del 14nov69 con C. Conrad Jr-R. F. Gordon Jr-A. L. Bean (poco dopo il lancio il razzo Saturno V venne colpito per due volte da un fulmine riportando però solo il danno di qualche sensore di scarsa importanza, ed a differenza di Apollo 11 realizzando un allunaggio di precisione sull'obiettivo a nord dei monti Riphaeus proprio a 180 metri dal luogo di atterraggio della sonda Surveyor 3 di apr67 visitata e fotografata dagli stessi astronauti con prelievo di qualche suo componente, ed in due uscite eseguirono esperimenti e raccolsero rocce), di Apollo 13 del'11apr70 con J. Lovell-F. W. Haise Jr-J. L. Swigert Jr (di cui abbiamo altrove scritto, quale missione sfortunata che però si concluse felicemente con l'ammaraggio dell'equipaggi nel Pacifico a sud di Pago-Pago), di Apollo 14 del 31gen71 (Shepard-Mitchell allunando nei pressi dell'irregolare regione del cratere di Fra Mauro meta originaria di Apollo 13 (mentre Roosa era nel modulo CSM, ma questa missione ancora al cratere di Fra Mauro poteva nuovamente non riuscire poiché al Centro di controllo di Houston due ore prima dell'inizio dell'allunaggio si resero conto che il commutatore-interruttore che dà l'inizio dell'annullamento dello stesso era in posizione On per cui appena iniziata la discesa del Lem il calcolatore l'avrebbe interrotta (il commutatore in verità era in posizione Off corretta ma c'era un falso contatto all'interno probabilmente dovuto ad una saldatura (noterà allora il lettore la necessità di fare bene le saldature a stagno come è riportato in altra parte del libro) per cui non era risolvibile se non smontando il pannello) ed allora non potendo riparare il guasto per via circuitale si pensò bene di “rimediare” per via software facendo inserire  agli astronauti un lungo elenco di comandi manuali perchè l'elaborazione non giungesse a leggere l'istruzione di annullamento che veniva dopo, seppure poi nel caso non si fosse riusciti a non annullare l'allunaggio tutte le altre operazioni si sarebbero dovute eseguire manualmente!... ma l'allunaggio si svolse comunque regolarmente), 


uscendo per 9 ore, eseguendo più esperimenti e coll'uso di Modular Equipment Transporter che si rivelò però di difficile utilizzo nella polvere lunare (prima veniva usata una sorta di “carriola” lunare), e raccogliendo 43 Kgr di rocce), di Apollo 15 del 26lug71 con Scott-Irwin-Worden (laddove D. Scott-J. Irwin (realizzando l'allunaggio meno morbido-dolce-elegante di tutti i LEM lunari a 7 Km/h=1.945 m/sec di contro a 2-3 Km/h=0.5-0.9 m/sec usuali, perchè a causa dell'allungamento dell'ugello del motore a razzo si era imposto di spegnere rapidamente il motore appena le sonde avessero toccato il terreno a 1.3 metri per evitare una possibile pericolosa sovrapressione interna ed Irwin prese con rigore l'istruzione così che dalla velocità residua di circa 0.5 Km/h=0.1389 m/sec a 1 metro toccarono il suolo a ben 7 Km/h tra l'altro con inclinazione di 11 gradi a causa dell'asperità non evitata (la velocità v di allunaggio si calcola per moto uniformemente accelerato da v=at+vo, s=(at(elev 2))/2 + vot, dove vo=0.1389 m/sec, a=1.63 m/sec quadro, s=1.15 m supponendo che il motore si fermi tra 1.3 e 1.15 metri d'altezza da cui otteniamo t=1.105 sec e v=1.945 m/sec=7 Km/h, mentre sulla Terra e coi medesimi dati spegnendo il motore tra 1.3 e 1.15 metri d'altezza e vo=0.5 Km/h allora otterremmo t=0.47 sec e v=4.75 m/sec=17 Km/h), ma ricordiamo comunque che il modulo di rientro a terra delle Soyuz tocca il suolo a circa 7.2 Km/h=2 m/s nonostante l'azionamento dei retrorazzi in prossimità della superficie e ciò è equivalente ad un piccolo urto di un'automobile ben più forte certamente dei rientri di Apollo e Shuttle), rimasero 2 giorni e 18 ore sul suolo lunare vicino al mare Imbrium, alla scarpata di Hadley e nei pressi degli Appennini lunari facendo 3 uscite dal LEM col primo utilizzo del land rover lunare con 4 ruote a propulsione elettrica fino a 14 Km/h con batterie per autonomia di qualche decina di Km e percorrendo più di 28 Km nella zona del monte Hadley (anche se il rover avrebbe potuto arrivare più lontano si considerò la possibilità di un suo serio guasto con conseguente ritorno a piedi degli astronauti al LEM prima dell'esaurimento delle scorte magari carichi di un centinaio di Kgr di rocce (15 Kgr sulla Luna)), capace di trasportare fino a 490 Kgr ma raccogliendo 91 Kgr di rocce, e col più efficiente trapano per il carotaggio, laddove durante il ritorno lanciarono un piccolo satellite di 36 Kgr e Worden eseguì una passeggiata spaziale di 16 minuti), di Apollo 16 del 16apr72 con Young-Duke Jr-Mattingly (atterranti negli altopiani lunari per esplorare le colline di Cartesio e le pianure di Cayley (inizialmente era la zona di Tycho), con 3 attività extraveicolari di complessive 20 ore e 14 minuti fino a 26.6 Km di distanza trasportati da un land rover con velocità fino a quasi 18 Km/h, eseguendo esperimenti e raccogliendo vari tipi di rocce per 97 Kgr complessivamente tra cui un masso di ben 11.3 Kgr ad oggi il maggiore proveniente dalla Luna da missioni Apollo), ed infine di Apollo 17 del 6dic72 (con allunaggio nella regione della valle Taurus-Littrow dell'astronauta Cernan e del geologo H. H. Schmitt (laddove R. E. Evans rimaneva su CSM), rimanendo 22 ore sul suolo lunare, e percorrendo 35 Km con un land rover), con la cancellazione dei voli di Apollo 18-19-20 (con allunaggi rispettivamente nella valle di Schroter, al cratere di Hyginus, al cratere Copernico; un totale di 11 missioni con volo di astronauti da Apollo 7 ad Apollo 17, dovuto agli eccessivi costi ma pure ad un progressivo calo di interesse per le successive missioni lunari Apollo da parte del pubblico (tranne che per la fase di rientro di Apollo 13), se è vero che la trasmissione televisiva di una partita della finale di un campionato di calcio (ossia un evento direi di periodicità settimanale od almeno annuale) ha registrato più spettatori di un allunaggio e relativa passeggiata con raccolta di rocce (un evento verificatosi solo 7 volte negli anni 69-72)), 


ed oggi per gli interessati i pezzi storici ed i cimeli di questo programma lunare e di queste missioni compresa quella storica di lug69 si possono trovare in molti musei di tutto il mondo in particolare presso il National Air and Space Museum di Washington; elenchiamo qui tutti i lanci Apollo effettuati con Saturno V (data la stretta alleanza tra Saturno V ed Apollo) nonché progetto Skylab ossia: SA-501, Apollo 4, 9nov1967 (1° test di volo); SA-502, Apollo 6, 4apr68 (2° test); SA-503, Apollo 8, 21dic68 (1° volo con equipaggio umano in orbita lunare); SA-504, Apollo 9, 3mar69 (volo in orbita terrestre con LEM); SA-505, Apollo 10, 18mag69, (orbita lunare e LEM sceso fino a 15 Km); SA-506, Apollo 11, 16luglio69 (1° storico allunaggio umano nel mare della Tranquillità); SA-507, Apollo 12, 14nov69 (2° allunaggio umano a nord dei monti Riphaeus); SA-508, Apollo 13, 11apr70 (missione interrotta con salvataggio dell'equipaggio); SA-509, Apollo 14, 31gen71 (3° allunaggio nei pressi del cratere di Fra Mauro); SA-510, Apollo 15, 26lug71 (4° allunaggio con land rover vicino al mare Imbrium); SA-511, Apollo 16, 16apr72 (5° allunaggio vicino al cratere-colline di Cartesio); SA-512, Apollo 17, 6dic72 (6° ed ultimo allunaggio nella regione della valle Taurus-Littrow); SA-513, Skylab 1, 14mag73 (con lanciatore Saturn INT-21); SA-514 (razzo mai usato, il 1° stadio è esposto a Johnson Space Center, il 2° ed il 3° a John F. Kennedy Space Center); SA-515 (razzo costruito per Skylab e mai usato, il 1° stadio è collocato al Michoud Assembly Facility di New Orleans, il 2° stadio è esposto a Johnson Space Center, il 3° a National Air and Space Museum di Washington; ricordiamo anche ciò che l'uomo dagli iniziali anni '60 fino ad oggi ha lasciato ed abbandonato sulla Luna per un peso complessivo di circa 173 tonnellate (lo scambio di massa Terra-Luna è a vantaggio della Luna per 172.2 tonnellate circa, seppure tutto quello che è rimasto sulla Luna non sia visibile dalla Terra o dall'orbita terrestre essendo sotto la risoluzione spaziale di 50-100 metri), ossia Luna 2 (1° macchina artificiale sul suolo lunare, URSS, 1959, 390 Kgr, Mare della Serenità, 29.1°N, 0°W), Ranger 4 (Stati Uniti, 1962, 331 Kgr, 12.9°S, 129.1°W), Ranger 6 (Stati Uniti, 1964, 381 Kgr, 9.4°N, 21.5°E), Ranger 7 (Stati Uniti, 1964, 365.7 Kgr, Mare Conosciuto, 10.6°S, 20.61°W), Luna 5 (URSS, 1965, 1474 Kgr, Mare delle Nuvole, 1.6°S, 25°W), Luna 7 (URSS, 1965, 1504 Kgr, Oceano delle Tempeste, 9.8°N, 47.8°W), Luna 8 (URSS, 1965, 1550 Kgr, Mare della Tranquillità, 9.6°N, 62°W), Ranger 8 (Stati Uniti, 1965, 367 Kgr, 2.64°N, 24.77°E), Ranger 9 (Stati Uniti, 1965, 367 Kgr, Cratere Alphonsus, 12.79°S, 2.36°W), Luna 9 (URSS, 1966, 1580 Kgr, Oceano delle Tempeste, 7.13°N, 64.37°W), Luna 10 (URSS, 1966, 1600 Kgr), Luna 11 (URSS, 1966, 1640 Kgr), Luna 12 (URSS, 1966, 1670 Kgr), Luna 13 (URSS, 1966, 1700 Kgr, Oceano delle Tempeste, 18.87°N, 63.05°W), Surveyor 1 (Stati Uniti, 1966, 270 Kgr, Oceano delle Tempeste, 2.45°S, 43.22°W), Lunar Orbiter 1 (Stati Uniti, 1966, 386 Kgr, caduta a 6.35°N, 160.72°E), Surveyor 2 (Stati Uniti, 1966, 292 Kgr, Cratere Copernico, 4.0°S, 11.0°W), Lunar Orbiter 2 (Stati Uniti, 1966, 385 Kgr, 2.9°N, 119.1°E), Lunar Orbiter 3 (Stati Uniti, 1966, 386 Kgr, 14.6°N, 97.7°W), Surveyor 3 (Stati Uniti, 1967, 281 Kgr, Oceano delle Tempeste, 2.99°S, 23.34°W), Lunar Orbiter 4 (Stati Uniti, 1967, 386 Kgr), Surveyor 4 (Stati Uniti, 1967, 283 Kgr, 0.45°N, 1.39°W), Explorer 35 IMP-E (Stati Uniti, 1967, 104.3 Kgr), Lunar Orbiter 5 (Stati Uniti, 1967, 386 Kgr, 2.8°S, 83.1°W), Surveyor 5 (Stati Uniti, 1967, 281 Kgr, Mare della Tranquillità, 1.42°N, 23.2°E), Surveyor 6 (Stati Uniti, 1967, 282 Kgr, Sinus Medii, 0.53°N, 1.4°W), Surveyor 7 (Stati Uniti, 1967, 290 Kgr, Cratere Tycho, 40.86°S, 11.47°W), Luna 14 (URSS, 1968, 1670 Kgr), Apollo 10 LM modulo discesa (Stati Uniti, 1969, 2211 Kgr), Luna 15 (URSS, 1969, 2718 Kgr), Apollo 11 LM modulo di risalita (Stati Uniti, 1969, 2184 Kgr), 


Apollo 11 LM modulo discesa (Stati Uniti, 1969, 2034 Kgr, Mare della Tranquillità, 0° 40' 26.69"N, 23° 28' 22.69" E), Apollo 12 LM modulo risalita (Stati Uniti, 1969, 2164 Kgr, 3.94°S, 21.2°W), Apollo 12 LM modulo discesa (Stati Uniti, 1969, 2211 Kgr, 2.99°S, 23.34°W), Luna 16 modulo discesa (URSS, 1970, minore 5700 Kgr circa, Mare della Fecondità, 0.68°S, 56.3°E), Luna 17 e Lunokhod 1 (URSS, 1970, 5600 Kgr, Mare delle Piogge, 38.28°N, 35.0°W), Apollo 13 S-IVB 3° stadio (Stati Uniti, 1970, 13454 Kgr, 2.75°S, 27.86°W), Luna 18 (URSS, 1971, 5600 Kgr, Mare della Fecondità, 3.57°N, 56.5°E), Luna 19 (URSS, 1971, 5600 Kgr), Apollo 14 S-IVB (Stati Uniti, 1971, 14016 Kgr, 8.09°S, 26.02°W), Apollo 14 LM modulo risalita (Stati Uniti, 1971, 2132 Kgr, 3.42°S, 29.67°W), Apollo 14 LM modulo discesa (Stati Uniti, 1971, 2144 Kgr, Mare Conosciuto-Cratere Fra Mauro, 3° 38.5' S, 17° 28' W), Apollo 15 S-IVB (Stati Uniti, 1971, 14036 Kgr, 1.51°S, 17.48°W), Apollo 15 LM modulo risalita (Stati Uniti, 1971, 2132 Kgr, 26.36°N, 0.25°E), Apollo 15 LM modulo discesa (Stati Uniti, 1971, 2809 Kgr, Mare delle Piogge, 26°  8' N, 3° 38' E), Apollo 15 Land Rover lunare (Stati Uniti, 1971, 462 Kgr, 26.08°N, 3.66°E), Apollo 15 subsatellite (Stati Uniti, 1971, 36 Kgr), Luna 20 modulo discesa (URSS, 1972, minore 5700 Kgr circa, Mare della Fecondità, 3.53°N, 56.55°E), Apollo 16 S-IVB (Stati Uniti, 1972, 14002 Kgr, 1.3°N, 23.9°W), Apollo 16 LM modulo risalita (Stati Uniti, 1972, 2138 Kgr), Apollo 16 LM modulo discesa (Stati Uniti, 1972, 2765 Kgr, 8° 58.4' S, 15° 30' E), Apollo 16 subsatellite (Stati Uniti, 1972, 36 Kgr), Apollo 16 Land Rover lunare (Stati Uniti, 1972, 462 Kgr, 8.97°S, 15.51°E), Apollo 17 S-IVB (Stati Uniti, 1972, 13960 Kgr, 4.21°S, 22.31°W), Apollo 17 LM modulo risalita (Stati Uniti, 1972, 2150 Kgr, 19.96°N, 30.50°E), Apollo 17 LM modulo discesa (Stati Uniti, 1972, 2798 Kgr, Mare della Serenità, 20° 11.4' N, 30° 46.3' E), Apollo 17 Land Rover lunare (Stati Uniti, 1972, 462 Kgr, 20.17°N, 30.77°W), Luna 21 e Lunokhod 2 (URSS, 1973, 4850 Kgr, Mare della Serenità, 25.85°N, 30.45°E), Explorer 49 RAE-B (Stati Uniti, 1973, 328 Kgr), Luna 22 (URSS, 1974, 4000 Kgr), Luna 23 (URSS, 1974, 5600 Kgr, Mare delle Crisi, circa 12°N e  62°E), Luna 24 modulo discesa (URSS, 1976, minore 5800 Kgr, Mare delle Crisi, 12.75°N, 62.2°E), Hiten Orbiter Hagoromo (Giappone, 1990, 12 Kgr), Hiten (Giappone, 1993, 143 Kgr, 34.3°S, 55.6°E), Lunar Prospector (Stati Uniti, 1998, 126 Kgr, 87.7°S, 42.1°E), SMART-1 ESA (2006, 307 Kgr, Lago dell'Eccellenza, 34.24°S, 46.12°W), Selene Kaguya (Giappone, 2009, 1984 Kgr, Cratere Gill, 65.5°S, 80.4°E); 


si è spesso scritto dei derivati dell'evoluzione e delle ricadute materiali-immateriali di programmi e tecnologia (o, se vogliamo, dei benefici software-hardware) dovuti all'intero programma Apollo, ossia rapidamente possiamo elencare i nuovi materiali leghe-resine-compositi nell'industria metallurgica e relative lavorazioni, la tecnologia del silicio, della microelettronica, e dei circuiti integrati IC e delle CPU (molto utilizzati nei circuiti a terra ed a bordo di Apollo onde ridurre lo spazio ed il consumo di potenza elettrica, come il calcolatore di bordo Apollo-Avionics Guidance Computer AGC (sebbene non fosse “intelligente” come HAL 9000 su Discovery in 2001 Odissea nello spazio, altrimenti avrebbe potuto produrre maggiori inconvenienti (ad esempio se con sviluppo di coscienza e livello di psico-cyber-informatica in conflitto con quella degli uomini delle missioni ed a bordo delle navi); ricordando che il calcolatore digitale di bordo AGC di CM Apollo e del LEM lunare (installato su tutti i CM per realizzare controllo-navigazione-guida GNC da Apollo 8 ad Apollo 17, e su tutti gli LM per realizzare guida-navigazione-controllo principale PGNCS da Apollo 9 ad Apollo 17) dal peso di circa 70 lb=32 Kgr era stato progettato da MIT Instrumentation Laboratory al MIT da Charles Stark Draper (capo progetto), Eldon C. Hall (progetto hardware realizzato a IC costruito poi da Raytheon ad ago1966 anno pure del 1° volo), J. H. Laning, Albert Hopkins, Ramon Alonso, Hugh Blair-Smitg, con frequenza di clock di 2.048 MHz ottenuta da un oscillatore a cristallo di quarzo poi divisa per 2 ottenendo 1.024 MHz e poi ancora per 2 ottenendo un segnale a 512 KHz (questa la frequenza principale-master utilizzata per sincronizzare i sistemi esterni della nave), RAM di 2.048 Kwords-parole, ROM di 36.864 Kwords-parole (per programmi e dati, o 32768 words) con tempi di accesso-ciclo di 11.72 microsec, CPU di 16bit=14bit dati+1bit segno+1bit overflow, realizzato con la prima tecnologia dei circuiti integrati IC resistor-transistor-logic RTL interconnessi wire wrap con strato metallico, incorporato in resina epossidica, IC poi costruiti da Fairchild Semiconductor (circa 4100 IC, per ogni AGC, per altrettante porte logiche NOR a 3 ingressi (dunque ogni IC integrava solo 3 transistori Bjt, dato che ogni porta Nor era realizzata ponendo 3 Bjt in parallelo C-E (i collettori collegati tra loro insieme, e gli emettitori collegati tra loro insieme) con 3 resistori su ogni base B a cui applicare i 3 ingressi I1,I2,I3, quale configurazione invertente facilmente realizzante la funzione Nor dato che basta che ad un ingresso di base B (o I1 o I2 o I3, ma pure a due od a tutti e tre gli ingressi) sia applicato 1 (tensione alta e relativo transistore in conduzione-saturazione) perché l'uscita O del Nor sia 0 (tensione bassa), laddove O è 1 (tensione alta) solo e solo se tutti gli ingressi B sono 0 (tutti a tensione bassa), si veda la tavola di verità di OR e di NOR) almeno nella prima versione BLOCK1 (installata su Apollo 1-4-6) del '66, laddove la versione BLOCK2 (installata su Apollo 7 fino ad Apollo 17) conteneva 2800 IC con due porte logiche NOR a 3 ingressi ognuno (con 10 terminali-pins ossia 3+3 ingressi (Ia1,Ia2,Ia3, Ib1,Ib2,Ib3), 2 uscite (Oa, Ob), alimentazione (+Vcc) e massa)) 


ed era uno dei primi calcolatori ad IC (dove gli integrati erano tutti uguali con gli stessi gate logici NOR3 per ridurre i problemi ad esempio del calcolatore Minuteman II Guidance Computer MGC realizzato con logica DTL e DL installato a bordo dei missili Minuteman II), mentre RAM (2048 parole) e ROM (36864 parole) erano realizzate a matrice xy (righe-colonne) di “nuclei” magnetici di ferrite (la ROM detta core rope memory, una speciale memoria magnetica (dove i nuclei magnetici sono usati come trasformatori ad alta frequenza, e solo quando un filo conduttore x della linea word passa nel nucleo in cui passa pure il conduttore y esso contenuto è letto-interpretato come 1, e la memoria ROM di AGC poteva avere nuclei in cui passavano 64 fili conduttori) usata nei programmi spaziali NASA differente dalla usuale memoria a nuclei-anellini di ferrite (dove la lettura-scrittura dei bit avviene a coincidenza di corrente)) con parole di 16bit=15bit+1bit di parità dispari, potenza elettrica media assorbita di circa 55 W (o 50-70 W), funzionamento in multitasking fino a 8 task contemporaneamente (ma, come visto su Apollo 11, task non sempre sufficienti per eseguire tutte le funzioni operative in caso di errore o di sovraccarico software), poi possedeva un display di 5 righe e 6 cifre per riga con cifre a 7 segmenti elettroluminescenti verdi (non a diodi Led (siamo infatti nel 1965-66!) ma display ad alta tensione, pilotati da relays elettromeccanici di aggiornamento) e su ogni riga si potevano visualizzare fino a 3 numeri di 5 cifre in ottale-decimale (usualmente saranno stati i valori delle componenti di grandezze vettoriali, tipo imbardata-beccheggio-rollio, o cambio velocità delta-V, memorizzati e calcolati in unità metriche decimali ma poi visualizzate in unità anglosassoni com'è d'uso in USA ciò per limitare possibili errori), ed una semplice tastiera numerica DSKY (DiSplay e KeYboard quale interfaccia AGC-operatori, installata in due esemplari con la seconda vicino al sestante per facilitare così l'allineamento della piattaforma di guida inerziale su CM ma una sola installata su LM) di circa 20 tasti (come una bella calcolatrice) montata sul pannello di controllo del modulo di comando (display+tastiera, una novità per il tempo ossia seconda metà anni '60) con sopra collocato Flight Director Attitude Indicator FDAI (indicatore analogico dell'assetto, pilotato da AGC) ed intorno pulsanti-interruttori-spie del sistema di controllo; le porte-connettori servivano al collegamento ed erano: DSKY (periferica tastiera), IMU, Hand Controller, Rendezvous Radar (su CM), Landing Radar (su LM), Telemetry Receiver, Engine Command, Reaction Control Sustem RCS (propulsori di assetto); alcuni di questi sistemi richiedevano la sincronizzazione con frequenze ancora inferiori e periodi maggiori per cui la frequenza 512 KHz veniva ulteriormente suddivisa da un divisore per 5 ottenendo 102.4 KHz e poi da un divisore a 17 stadi (dividendo fino a 2(elev 17)) ossia frequenze via via più basse fino a 0.78125 Hz, usata quest'ultima per eseguire-attivare completamente in modo intermittente AGS quando esso era in standby mode (controllandolo in power-saving mode) eseguendo in tal ultimo caso solo le funzioni fondamentali, e risvegliandolo dunque ad intervalli di 1/0.78125=1.28 sec (tranne l'oscillatore di clock sempre perennemente attivo, ma aggiornato AGC in tal caso ogni 1.28 sec) ciò per minimizzare il consumo dell'energia delle pile a combustibile od a Ag-Zn di bordo (AGC in standby mode consumava circa 1/10 della potenza nominale ossia assorbiva circa 5-10 W invece di circa 50-70 W, e ciò soprattutto nel corso delle lunghe ore di trasvolata, ma in realtà questa funzione non è stata quasi mai usata perché l'energia è sempre stata sufficiente); AGC possedeva 4 registri principali-centrali a 16 bit per uso generale ossia A (The accumulator, for general computation, l'accumulatore principale), Z (The program counter PC, the address of the next instruction to be executed, ossia dove le progressive uscite del contatore (i numeri via via contati) sono gli stessi indirizzi di indirizzamento della ROM contenente il programma esecutivo nell'ordine stabilito dal programmatore e seguente i valori del conteggio, 


la cui istruzione nella cella indirizzata viene mandata in uscita), Q (The remainder from the DV instruction, and the return address after TC instructions, onde utilizzare delle specie di subroutines), LP (The lower product after MP instructions), poi 4 locazioni-posizioni di memoria (indirizzi 20-21-22-23, sia in BLOCK1 che in BLOCK2) per shiftare-ruotare di 1 bit il dato letto, collegati al bus di lettura a 16bit ed al bus di scrittura a 16bit; altri registri di AGC usati nel corso di operazioni erano: S (12bit memory address register, the lower portion of the memory address (4096 B)), Bank/Fbank (4bit ROM bank register, to select the 1 kiloword ROM bank when addressing in the fixed-switchable mode), Ebank (3bit RAM bank register, to select the 256 word RAM bank when addressing in the erasable-switchable mode), Sbank or super-bank (1bit extension to Fbank, required because the last 4 kilowords of the 36 kiloword ROM was not reachable using Fbank alone), SQ (4bit sequence register; the current instruction), G (16bit memory buffer register, to hold data words moving to and from memory), X (The “x” input to the adder (the adder was used to perform all 1's complement arithmetic) or the increment to the program counter (Z register)), Y (The other (“y”) input to the adder), U (Not really a register, but the output of the adder (the 1's complement sum of the contents of registers X and Y), B (General-purpose buffer register, also used to pre-fetch the next instruction. At the start of the next instruction, the upper bits of B (containing the next op. code) were copied to SQ, and the lower bits (the address) were copied to S), C (Not a separate register, but the 1's complement of the B register), IN (Four 16bit input registers), OUT (Five 16bit output registers); il formato dell'istruzione utilizzava 3 bit per opcode e 12 bit per l'indirizzo, il Blocco1 aveva 11 istruzioni ossia TC (controllo del trasferimento), CCS (count, compare, and skip), INDEX (aggiungere i dati recuperati all'indirizzo specificato dall'istruzione all'istruzione successiva), Resume (speciale istanza di Index), XCH (exchange), CS (clear and subtract), TS (transfer to storage), AD (add), MASK (un operatore logico AND, ma dato che la logica di tale sistema era tutta realizzata con NOR, tramite il teorema di De Morgan si realizzava l'operatore AND invertendo gli operandi con NOR e poi sommandoli con OR (ossia con NOR invertito-negato, o meglio eseguendo direttamente OR tramite il bus di lettura collegato con buffer non invertente al bus di scrittura, e poi invertendo il risultato, infatti inviando contemporaneamente i dati di due registri A e B ad esempio sul bus di lettura essi venivano inclusive-ORati (ovvero subivano l'operazione OR inclusiva) ed il valore letto C=AorB inclisive=A+B mod2)), MP (multiply), DV (divide), SU (subtract), di cui le prime otto erano le istruzioni di base (direttamente accessibili dal codice 3bit), e le altre tre erano denominate istruzioni extracode (accessibili solo eseguendo l'istruzione TC speciale (chiamata EXTEND) immediatamente prima dell'istruzione op; le istruzioni erano implementate a gruppi di 12 steps (tramite impulsi di temporizzazione-sincronizzazione, TP1, TP2, …, TP12) chiamanti poi istruzioni subsequenza-subsequenze (ad esempio la moltiplicazione richiedeva 8 istruzioni subsequenza) attivanti ognuna fino a 5 segnali-impulsi di controllo (tipo scrittura su bus e lettura da bus); in BLOCK1 la memoria era organizzata in banchi di 1 Kwords=1024 bit ognuno (il banco0 era quello della RAM (il più basso e memoria cancellabile), gli altri erano i banchi della ROM), ciascuna istruzione aveva un campo indirizzo a 12bit di cui i bit di peso minore (1-10) indirizzavano la memoria entro ciascun banco (infatti 2(elev 10)=1024), i bit 11-12 selezionavano-indirizzavano il banco (ossia la sequenza 00 indirizzava la RAM cancellabile, la sequenza 01 il più basso banco1 di ROM non cancellabile, la sequenza 10 selezionava il banco2, la sequenza 11 selezionava Bank register per indirizzare-selezionare i banchi superiori a banco2 (detti bank fixed-switchable because the selected bank was determined by the bank register), ed inizialmente BLOCK1 possedeva 12 Kw di memoria fissa non cancellabile poi incrementata a 24 Kw, quindi in BLOCK2 portata a 32 Kw, e 4 Kw di RAM cancellabile; i dati erano trasferiti da e verso la memoria attraverso il registro G in un processo detto ciclo di memoria (tale ciclo di memoria richiedeva 12 impulsi di temporizzazione a 1024 KHz ossia con periodo di 0.9766 microsec (dunque in un periodo di 12x0.9766=11.718 microsec) iniziante con TP1 onde prelevare i dati da S e terminante con TP10 con la riscrittura in memoria, ed il 16° bit di ogni byte era il bit di odd parity impostato a 1 o 0 dal circuito generatore di parità onde ogni word di 15bitdati+1bitparità dispari desse sempre un numero dispari controllando la odd parità di ogni byte ad ogni ciclo di memoria, con eventuale accensione sul pannello della spia di allarme parità per parità trovata errata (errore su 1 bit o su 3-5-7-... bit visto che quando c'è segnalazione di parità errata l'errore c'è inevitabilmente sempre (ovviamente supponendo il corretto funzionamento del circuito di controllo parità stesso seppure non sia esso stesso idealmente immune da malfunzionamenti come del resto tutti i circuiti elettrici-elettronici) ma il codice di parità è progettato solo per segnalare sempre l'errore su 1 bit, e può invece accadere all'opposto che non avvenga segnalazione di errore parità mentre ci sono 2-4-... bit errati in un byte ovviamente a via via sempre minor probabilità di accadere, onde solo supponendo il verificarsi di errori nella rete logica del calcolatore solamente su 1 bit/byte con valori piccoli-grandi di probabilità ed invece probabilità 0 per errori multipli, in tal caso il controllo di parità su 1 cifra sarebbe perfetto sia per le segnalazioni di errore che per le non segnalazioni di errore); il calcolatore AGC aveva 5 istruzioni di interrupts vettoriali, ossia Dsrupt (was triggered at regular intervals to update the user display DSKY ossia a scopo di aggiornamento display circa ogni 1-2 sec), Erupt (was generated by various hardware failures or alarms), Keyrupt (signaled a key press from the user's keyboard), T3Rrupt (was generated at regular intervals from a hardware timer to update the AGC's real-time clock (ogni 10 millisec), magari generato da un buon quarzo termicamente stabilizzato o segnale inviato RF da Terra), Uprupt (was generated each time a 16bit word of uplink data was loaded into the AGC), e come sappiamo ad ognuno di questi segnali-istruzioni di interrupt il semplice sistema di controllo di AGC interrompeva temporaneamente l'esecuzione dei programmi in corso per passare ad eseguire la routine del servizio di interrupt (ad esempio se ci sono allarmi hardware o se si premono dei tasti numerici o di operazioni, il sistema deve leggere lo stato delle periferiche o della tastiera e caricare il dato in memoria, ogni tasto od a blocchi di tasti), e c'erano anche 20 contatori quali registri di memoria a scorrimento up-down in funzione di input interni (increment (Pinc), decrement (Minc), shift (Shinc) was handled by one subsequence of microinstructions inserted between any two regular instructions) per cui anche gli overflow di registri contatori generavano segnali di interruzione di programma (il più noto esempio giornalistico di interrupt di AGC, non troppo standard e dovuto ad overflow di dati, si è avuto sul LEM Eagle nella fase finale di allunaggio di Apollo 11, ma ciò significava che il sistema passava ad eseguire solo i programmi necessari all'allunaggio sospendendo temporaneamente gli altri secondo una prefissata priorità stabilita da appositi algoritmi, quale scelta software in questo caso necessaria data la limitata quantità di memoria a disposizione), 


dovuti a poca memoria di lavoro ed a eccessiva od “eccessiva” enfasi di sicurezza); il software di sistema ed operativo che gestiva AGC era stato scritto nel linguaggio Assembly AGC e memorizzato permanentemente in sola lettura su una memoria magnetica ROM realizzata appositamente da MIT (core rope memory a maggior densità di immagazzinamento ossia circa 72 KB/cubic foot=2.5 MB/metro cubo ovvero se a 8 bit circa 18 volte la densità dello standard read-write core memory del tempo, così che 36864 parole di 16 bit di ROM potevano essere immagazzinate in 1 cubic foot di core rope memory laddove 4096 parole di 16bit di ROM-RAM trovavano posto in 2 cubic feet di magnetic core memory, memoria a “nucleo magnetico di corda” soprannominata dalle programmatrici LOL (Little Old Lady) in cui avevano immagazzinato-”intrecciato” il software scritto al MIT, e memoria utilizzata per la prima volta negli anni '60 sulle sonde spaziali e su AGC di Apollo), però se la gran parte del programma di gestione-controllo-navigazione era fissa una parte minore era però immagazzinata nella memoria RAM di lettura-scrittura e dunque programma questo riscrivibile da tastiera DSKY (come hanno fatto appunto gli astronauti di Apollo 14), inoltre le tecniche di programmazione ivi utilizzate al tempo non esistevano per cui dovettero essere inventate al MIT (tale lavoro facendo da battistrada nel campo dell'ingegneria del software in particolare riguardo il maggior livello di affidabilità del software e dei sistemi da esso comandati, la possibilità di test, la pianificazione di priorità, l'interazione macchina-software-operatore (e casi di human-in-the-loop simulators sono ad esempio Flight Simulators, Driving Simulators, Marine Simulators, Select Computer Games, Supply Chain Management Simulators, Digital Puppetry, ecc.)), in realtà c'era il semplice sistema operativo in tempo reale RTOS (significante capace di eseguire le applicazioni e pilotare i sistemi di controllo con ritardi trascurabili (ossia 1-10 sec o poco più dipendendo ciò dalle applicazioni) onde era necessario gestire correttamente il time-sharing, la commutazione di task e limitare gli interrupt ed i semafori durante l'esecuzione del ciclo macchina) progettato da J. Halcombe Laning consistente di Exec (a batch job-scheduling using cooperative multi-tasking and an interrupt-driven pre-emptive scheduler called the Waitlist which could schedule multiple timer-driven “tasks”), AGC aveva installato anche un sofisticato programma interprete (sempre sviluppato a MIT Instrumentation Laboratory) il quale implementava una virtual machine VM con pseudo-istruzioni più complesse rispetto a quelle del software nativo semplificando così la scrittura dei programmi di controllo-navigazione di Apollo (le istruzioni implementavano codice includente aritmetica scalare e vettoriale, doppia precisione trigonometrica (16-24 bit) e pure una complessa istruzione MXV (matrix per vector, buona per il programma di controllo vettoriale della nave)), richiedendo minor quantità di memoria rispetto all'inclusione di tali istruzioni direttamente nel sistema AGC (mantenendo dunque i 36 KB circa), aumentando il tempo di esecuzione delle pseudo-istruzioni (andavano interpretate prima dell'esecuzione, con tempo medio di esecuzione di 24 ms) ma permettendo maggiori possibilità (quindi l'Assemblatore ed il Vesion control system YUL favorivano il sistema delle istruzioni interpretate), ed un set di routine d'interfaccia utente attivate queste da interrupt (chiamate Pinball, approssimativamente analoghe a shell di UNIX) fornivano i servizi-driver per tastiera e visualizzatore onde introdurre istruzioni-dati e leggere i risultati sul display, per accedere a varie locazioni di memoria (visualizzando il risultato in ottale o decimale, dato che su una riga non ci stavano più di 6 cifre) e le routine Monitor potevano visualizzare periodicamente certi dati memorizzati; tra i programmi ovviamente si trovavano quelli di calcolo di traiettorie e guida ossia i programmi di volo con algoritmi già precedentemente sviluppati da Richard Battin (Richard "Dick" Horace Battin, ingegnere e matematico USA che aveva lavorato al programma AGC negli anni '60), il primo volo del modulo di comando CM era controllato da un pacchetto software detto CORONA diretto da Alex Kosmala, 


il software per le successive missioni lunari era COLOSSUS per CM sviluppato sotto la guida di Frederic Martin, e LUMINARY per LM sviluppato sotto la guida di George Cherry, insieme all'apporto per CM-LM di una squadra di progettisti diretta da Margaret Heafield Hamilton di Software Engineering Division di MIT Instrumentation Laboratory (lo sviluppo del complesso programma software aveva richiesto lo sforzo di più di 1000 persone-anno e fino a un picco di addetti di 350 persone; e nel 2016 M. H. Hamilton riceveva la Presidential Medal of Freedom dal presidente USA Barack Obama per il suo lavoro nello sviluppo del software di volo a bordo di Apollo della NASA (fu inoltre lei ad inventare la scienza Software Engineering (Ingegneria software) per dare legittimità ingegneristica anche alla teoria della computazione, dell'informatica, dei linguaggi e traduttori, sapendo che esisterebbe pure una Software Physics (Fisica software) sviluppata coi medesimi concetti di fisica meccanica-termodinamica-elettromagnetica però solo più formale e molto meno produttiva), ma aveva pure nel 1960 sviluppato software per le previsioni meteorologiche girante sui calcolatori LGP-30 e PDP-1 del Marvin Minsky's Project MAC, nel 1961-63 aveva lavorato al progetto SAGE a Lincoln Lab (evoluzione di Project Whirlwind su calcolatore Whirlwind I realizzato agli inizi anni '50 ma iniziato nel 1948, pesante circa 9 ton, con circa 5 mila tubi termoionici al MIT Servomechanisms Laboratory per US Navy nonché tra i primi calcolatori elettronici digitali originali funzionanti con calcolo parallelo (usando matrici di diodi) operanti in tempo reale rappresentando le soluzioni di equazioni su uno schermo di oscilloscopio, ed il primo calcolatore a far uso di una memoria a nuclei magnetici scartando le meno performanti e più lente mercury delay lines ed electrostatic memory tubes storage (ma il tempo medio tra i crash era di circa 20 minuti, peggiore per via della sue stringenti caratteristiche tecniche rispetto a quello di ENIAC che già aveva una vita di qualche anno), da cui nascerà Whirlwind II per il complesso progetto SAGE) con software ad uso militare per il primo calcolatore AN/FSQ-7 (ossia XD-1) usato per l'intercettazione di aerei nemici in anti-aircraft air defense soprattutto contro attacchi sovietici di aerei caccia e bombardieri entrati nello spazio aereo USA, e poi software per Air Force Cambridge Research Laboratories; M. Hamiltom era ovviamente interessata anche al problema presentatosi negli ultimi 1800 metri di discesa del LEM Eagle quando AGC iniziò ad emettere segnali di allarme (segnalanti interrupts, di codice 1201 e di codice 1202) dovuti ad “executive overflows” per “incorrectly phased power supplied” (del radar di rendezvous utilizzabile solo in risalita), ed insieme alle tecniche sviluppate di rilevamento e ripristino di errori del software di sistema dei programmi di volo, poiché queste scelte software di AGC insieme al sistema di volo di LM potevano rischiare di compromettere la fase più significativa e delicata della missione Apollo 11, 


ma il software era molto affidabile e quegli interrupt che interrompevano le normali visualizzazioni dei dati sul visualizzatore con relativo allarme sonoro-visivo non solo avvisavano gli astronauti di LM dell'emergenza verificatasi ma davano pure la possibilità di annullare volontariamente-manualmente l'atterraggio se ritenuto ciò necessario da bordo o da Houston, ma come detto al Controllo della missione l'ingegnere informatico Jack Garman, riconosciuto il tipo di allarme con interrupt (dovuto a sovraccarico di esecuzione di funzioni, quindi sospendendo tramite apposita routine di recovery programs le meno importanti funzioni per eseguire solo quelle necessarie al proseguimento dell'atterraggio) avvisò a bordo di non annullare la discesa e di proseguire (“Go, go!” And on they went) altrimenti se il software non avesse riconosciuto l'errore di overflow attivando la routine di sospensione dell'esecuzione delle funzioni non strettamente necessarie (od anche manualmente si fosse deciso di non proseguire) certamente il 20lug69 Armstrong ed Aldrin non sarebbero atterrati sulla Luna ma forse sarebbero allunati per primi altri astronauti con Apollo 12); una versione di AGC BLOCK2 (che effettivamente è stata utilizzata nelle missioni lunari umane da Apollo 7 ad Apollo 17) è stata progettata nel 1966 con la medesima architettura di AGC BLOCK1 ma portando la quantità di memoria RAM cancellabile da 1 a 2 Kw, la memoria fissa ROM da 24 Kw a 36 Kw, il numero di istruzioni è passato da 11 a 34, sono stati implementati canali I-O onde sostituire i registri I-O di BLOCK1, però mantenendo il campo di 3 bit delle istruzioni operative ed il campo di 12 bit per l'indirizzamento, scegliendo soluzioni ad hoc e trucchi di codificazione per aumentare le possibilità informatiche come ad esempio riservare alcune speciali locazioni di memoria in cui immagazzinare il codice di alcune istruzioni (ad esempio INDEX all'indirizzo 25 che esegue RESUME per annullare un interrupt e ritornare al programma di esecuzione, od INDEX all'indirizzo 17 per eseguire l'istruzione INHINT che inibisce tutti gli interrupt, mentre INDEX all'indirizzo 16 che esegue RELINT li riabilita, ed altre istruzioni immagazzinate ad altri indirizzi come ad esempio un set di puntatori per la maggior memoria oltre 32 Kw e chiamate a subroutine, oltre alla ritenuta misteriosa istruzione EDRUPT usata una sola volta sul pilota automatico digitale del LEM); 


aggiungiamo ancora che il sistema AGC PGNCS del modulo lunare Eagle nella missione Apollo 11, durante la discesa aveva generato allarmi inattesi con codice 1201 (ossia “Executive overflow - no vacant areas”, nessuna area di memoria libera) e con codice 1202 (ossia “Executive overflow - no core sets”, nessun set di base), la cui causa era il rapido afflusso di dati provenienti dal radar di rendezvous (usato per tracking the orbiting Command Module, ossia usato per rilevare il modulo di comando CM a seguito di annullamento di atterraggio e risalita a Columbia per eseguire l'agganciamento) intenzionalmente posto in standby durante la discesa nell'eventualità di una risalita di emergenza invece della sua attivazione solo in caso di effettiva risalita (anche di emergenza), sapendo che durante questa fase impegnativa della discesa di LM il processore dovrebbe lavorare con carico a circa 85 %, altri 6400 cicli/sec impegnano un altro 13 % di carico del processore lasciando giusto un piccolo margine alla saturazione ed il tempo necessario per le esecuzioni, ma 5 minuti dopo l'inizio discesa Aldrin dava il comando 1668 ossia istruzione DELTAH non periodica (per calcolare la differenza tra l'altitudine rilevata dal radar di allunaggio e quella calcolata) la quale aggiunge un carico di lavoro al processore pari a circa 10 % causando codice 1202 alarm di overflow, quindi dopo il riconoscimento del tipo di allarme e la comunicazione di “Go” dal Controllo missione a Houston Aldrin immetteva nuovamente il comando 1668 generando un altro 1202 alarm commentando “It appears to come up when we have a 1668 up” (sembrando quasi che lo stesso astronauta pilota del LEM non conoscesse a fondo il funzionamento del software di AGC), ma come detto il software AGC era stato progettato con la programmazione-pianificazione di priorità e ripristino automatico di esecuzione programmi sospendendo quelli in elenco dalla più bassa priorità (tra cui l'esecuzione di istruzione 1668 del valore di altitudine tra l'altitudine misurata e quella calcolata qui non necessaria con relativa visualizzazione del risultato) per mantenere invece l'esecuzione dei programmi necessari-critici per l'allunaggio che pilotavano i motori, ma dai controllori Steve Bales e Jack Garman a Houston arrivarono altri “Go” di prosecuzione missione così che pochi minuti dopo Eagle allunò sulla superficie della Luna (la valutazione della “presunta emergenza” giungente dal Controllo missione fu determinante per il successo della missione Apollo 11 per cui anche Bales a nome di tutta la squadra ha ricevuto US Presidential Medal of Freedom dal presidente USA); come detto il problema di executive overflow era causato-generato dal radar di rendezvous (utilizzabile dopo aborto di missione per la risalita e l'aggancio a Columbia) ma non era un errore dei piloti ed in senso stretto-lato neppure un errore di programmazione ma una questione di progettazione del suddetto radar che rimaneva inutilmente in standby (fatto già conosciuto dagli ingegneri nei test di simulazione su Apollo 5 (missione AS-204 durata poco più di 11 ore con 7 orbite in orbita terrestre bassa senza equipaggio del 22gen68 (con ritardo rispetto ad apr67 sulla tabella di marcia per via del modulo lunare di Grumman non pronto) lanciata da Complex 37B del John F. Kennedy Space Center col razzo Saturn IB e portante il modulo lunare LM1 per le verifiche specialmente al sistema di propulsione ed al motore di discesa DPS regolabile in potenza, rilevando difficoltà di accensione uniforme del motore di discesa, come già difficoltà tecniche di assemblaggio del motore di risalita, e la rottura di un oblò raggiunta la pressione di 3.5 N/cm quadro=35000 N/m quadro=0.345 atm mentre avrebbe dovuto reggere fino almeno a 3.9 N/cm quadro=0.385 atm (non sembrerebbe comunque un po' troppo bassa?), ma nonostante non si fossero rispettati i tempi di accessione di DPS (4 sec invece di 39 sec per via del programma software forse in favore della prudenza) per simulare la decelerazione in prossimità del suolo lunare, la missione raggiunse più o meno soddisfacentemente gli obiettivi), senza alcuna importanza decidendo quindi di non fare modifiche all'hardware del radar già testato), poiché la posizione del radar era codificata con segnali di sincronismo eccitati da una differente sorgente AC a frequenza di 800 Hz rispetto a quella utilizzata dal calcolatore come temporizzazione di riferimento, e sebbene le due sorgenti fossero agganciate in frequenza non lo erano però in fase, e la variazione aleatoria di fase tra i due segnali a 800 Hz appariva come se ”antenna was rapidly “dithering” (oscillasse) in position” (generando la rapida serie di cicli di calcolo non necessari e rubanti risorse e tempo di processore) seppure l'antenna del radar in realtà fosse completamente ferma in posizione; 


il software di AGC è servito anche per i successivi progetti Skylab, Space Shuttle, e pure per i precedenti sistemi software per aerei da combattimento fly-by-wire FBW installati sui caccia F-8 Crusader del 1955, aereo noto anche per l'uso fattone nella guerra di Korea e prima e durante la guerra del Vietnam (fu il 1° caccia navale “diurno” supersonico entrato nelle forze armate USA, poi anche nella marina francese e nell'aeronautica militare filippina, con gli ultimi esemplari impiegati in USA fino alla fine anni '90 sostituiti da F-4 Phantom II già dagli anni '60 ma il migliorato modello da ricognizione rimase in servizio fino all'inizio anni '80; con peso a vuoto di 17540 lb=7.956 ton, capacità di 1347 galloni=5100 litri di carburante, era equipaggiato con un motore turbogetto Pratt & Whitney J57-P-20A con postbruciatore capace di una spinta di 47.66 KN=4860 Kgr=4.8 ton a secco e 80.12 KN=8.17 ton con postbruciatore, possedeva un armamento di 4 cannoni da 20 mm, 1800 Kgr di carico bellico e carico totale di 29000 lb=13155 Kgr, e poteva raggiungere una velocità massima di circa Mach 1.65=548.6 m/s=1975 Km/h a 11 mila metri di quota... adatto per combattimenti contro aerei avversari di pari livello quali McDonnell F3H Demon o F-11 Tiger Grumman o General Electric J79 o F-100 Super Sabre, durante la guerra del Vietnam i Crusader F-8 di US Navy furono i primi caccia da combattimento americani, decollanti da portaerei classe Essex, ad affrontare i MIG 17 e MIG 21 sovietici dell'aviazione nordvietnamita da apr65 in duelli ravvicinati (durante tutto il corso della guerra abbattendo complessivamente 16 MIG-17 e 3 MIG-21 (però 4 coi cannoni e 15 coi missili Sidewinder) contro la perdita di solo 3 F-8; laddove il nuovo F4H Phantom II piuttosto era stato progettato quale aereo intercettore contro i bombardieri ed era armato solo con missili aria-aria dotato di minor manovrabilità per privilegiare la capacità di intercettazione a lunga distanza)... ma non si faccia un combattimento tra un F-8 ed un F-18 od un Lockheed Martin F-35 Lighting II quale caccia monoposto multiruolo con ala trapezoidale e caratteristiche stealth (con peso massimo al decollo di 31.8 ton, 8.38 ton di combustibile con autonomia di 2200 Km, equipaggiato con 1 motore turboventola Pratt & Whitney F135-PW-100 con postbruciatore, a basso rapporto di diluizione, capace di una spinta di 191 KN=19.47 ton (i motori per F35 inizialmente in progetto erano il citato Pratt & Whitney F135 ed il General Electric/Rolls-Royce F136 questo magari adatto pure a decollo-atterraggio verticale), velocità massima 1.65 Mach=548.6 m/s=1975 Km/h, dotato di sistemi-rilevatori e sensori molto moderni come il Sistema Integrato di Puntamento Elettro-Ottico EOTS collocato sotto il muso, il radar APG-81 progettato da Northrop Grumman Electronic Systems, lungo tutta la fusoliera sono distribuiti altri sensori elettro-ottici come parte del sistema AN/AAS-37 (quale sistema di allerta per il lancio di missili, per la navigazione e per le operazioni notturne), dotato di apposito software (circa 8.3 milioni di righe di istruzioni-codice rilasciato in 6 versioni o Block (rispetto ad altri software di navigazione-controllo con magari 1-2 milioni di righe di programma tipo su F22 Raptor, ma qui sarebbero sufficienti anche solo 6 milioni di righe di codice per la completa capacità di navigazione e militare) per gestione-controllo-navigazione ossia leggere i dati dei sensori integrati ed inviare i segnali di comando agli attuatori di potenza, controllare il volo e l'assetto, il radar, le comunicazioni, la navigazione, l'identificazione ed intercettazione aerei, definire il tipo di missione, gestire gli attacchi elettronici, dispiegare ed azionare le armi, ecc., armato (riferendosi alla versione F35A) con cannoni 1 GAU-12/U da 25 mm, bombe caduta libera (Mk 83, Mk 82, Mk 84), bombe a grappolo (Mk.20 Rockeye II), bombe a guida laser (serie Paveway), bombe a guida GPS (GBU-39 Small Diameter Bomb JDAM), ordigni nucleari (B61, arma nucleare anche in dotazione condivisa alle aviazioni miliari dei paesi della NATO e montata su molti velivoli), missili aria-aria (AIM-120 AMRAAM, AIM-132 ASRAAM, AIM-9X Sidewinder, IRIS-T, MBDA Meteor), missili aria-superficie (AGM-154 JSOW, AGM-158 JASSM, Storm Shadow, Brimstone), missili anti-nave (Joint Strike Missile), Piloni (6 subalari e 4 nelle stive), ossia attualmente (anni 2017-19) il miglior armamento rispetto ai caccia concorrenti; osservando che il costo totale di sviluppo-prototipi-test-produzione è stimato intorno a 40 miliardi di dollari (4.3 miliardi solo per lo sviluppo) sostenuto in gran parte da USA ma pure dai paesi clienti-finanziatori (ossia Regno Unito UK, Italia (vi partecipa con 1 miliardo di dollari), Paesi Bassi, Canada, Turchia, Australia, Norvegia, Danimarca) 


laddove l'acquisto dei previsti 2400 esemplari F-35 è stimato in circa 200 miliardi di dollari ed entro il 2035 si prevede di costruirne almeno 3100 unità; aereo F-35 da intercettazione-combattimento i cui concorrenti potrebbero essere Eurofighter Typhoon, Saab JAS 39 Gripen, Dassault Rafale, J-20, MIG-35, Sukhoi SU-35S (essendo Sukhoi Su-35 il caccia multiruolo quale upgrade di Su-27 con motori più potenti a spinta vettoriale e miglior aerodinamica-manovrabilità-avionica-autonomia), Sukhoi T-50 (ma avversario piuttosto di F-22 che di F-35), Sukhoi SU-57 o PAK FA (con 2 motori NPO Saturn AL-41F modificati (la versione iniziale non modificata equipaggia pure SU-35) con spinta di 149.06 KN=15.19 ton/motore e complessivamente spinta di 30.4 ton (ma 176 KN=17.9 ton/motore con Izdeliye 30 e complessivamente spinta di 35.9 ton), velocità massima 2600 Km/h=722.2 m/s=Mach 2.2, ed autonomia di 4 mila Km) ossia tutti aerei militari quali caccia da combattimento od intercettori di 5° generazione, mentre nel 2015 in simulazioni di attacco in aree difese da caccia intercettori e missili terra-aria F-35 dimostrava di resistere bene ad abbattimenti, nel 2016 in simulazioni di combattimento contro F-15 riportava uno score 0-8 (ossia 0 F-35 abbattuti e 8 F-15 abbattuti), nel 2017 in simulazione di combattimenti contro aerei di paragonabili caratteristiche di paesi NATO il caccia F-35 registrava 1 abbattimento ogni 20 aerei avversari abbattuti dimostrandosi l'aereo militare più affidabile del momento (il primo impiego bellico sembra sia avvenuto nella notte 12-13gen2017 da parte dell'aviazione militare di Israele con due F-35 durante un'operazione di distruzione di una rampa di missili SAM S-300 ed un deposito di missili in Siria presso Damasco, aerei entrambi rientrati alla base), e per quanto riguarda l'Italia a mar2018 viene conferita capacità operativa agli F-35 in dotazione al 32° Stormo di Amendola (presso Manfredonia in Puglia) nel dispositivo di Difesa Aerea Nazionale ossia inseriti nel Servizio di Sorveglianza dello Spazio Aereo SSSA (il primo volo pubblico di F-35 italiano è avvenuto il 28mar18 durante la festa dell'Aeronautica, assemblato questo da Divisione Velivoli di Leonardo FACO a Cameri in Italia); F-35 oggi utilizzato nelle forze armate di Australia (72 F-35A ordinati), Corea del Sud (40 F-35A ordinati), Danimarca (27 F-35A ordinati), Giappone (42 F-35A ordinati), Israele (50 F-35I ordinati), Italia (60 F-35A + 15 F-35B ordinati + 15 F35 in Marina), Norvegia (52 F-35A ordinati), Paesi Bassi (37 F-35A ordinati), Regno Unito (138 F-35B ordinati), Stati Uniti d'America (1763 F-35A previsti di cui 149 esemplari operativi a gen2018, oltre a 273 F-35C a US Navy, e 353 F-35B e 67 F-35C a United States Marine Corps Aviation), Turchia (30 F-35A ordinati + un'opzione di altri 70)... perché l'esito del combattimento sarebbe quasi sicuro); per coloro che fossero interessati aggiungiamo che il codice del software AGC dal 2003 è reperibile su Internet ed il software stesso è stato uploadato da un ex stagista NASA su GitHub nel 2016; riguardo la potenza di calcolo di AGC le sue prestazioni erano più o meno paragonabili a quelle dei primi personal computer con CPU a 2-4 MHz e ROM-RAM di 16-32 KB, realizzati circa 15 anni dopo verso la fine anni '70 (ossia Apple II presentato il 16apr1977 a San Francisco (con CPU 6502 a 8 bit di MOS Technology Inc. (di Norristown in Pannsylvania) con f di clock=1 MHz, contenente circa 4 mila transistori Mos, bus fb=1 MHz, ROM di 12 KB, RAM di 4-8-12-...-48 KB secondo le versioni, ovviamente realizzato con tecnologia CMos, sistema operativo Basic oppure Apple DOS proprietario, dal prezzo minimo di circa 1300 dollari fino a circa 2600 dollari secondo le versioni), Commodore PET, TRS-80, ma soprattutto “più simile” al microcomputer Z80 di Nuova Elettronica NE (di cui abbiamo scritto altrove; per gli interessati di tale PC di NE è possibile andare all'indirizzo http://www.z80ne.com/ “Questo sito è dedicato al computer pubblicato in kit dalla rivista Nuova Elettronica dal 1979 al 1985. Qui troverete tutti gli articoli e le informazioni a mia disposizione inerenti questo computer, schemi elettrici, software ed anche estensioni e schede da me realizzate. Oggi questo kit è ormai fuori produzione e sorpassato, però riveste un notevole interesse sia per le soluzioni tecniche adottate, che soprattutto perchè ha contribuito a formare una intera generazione di tecnici che, come il sottoscritto, hanno passato ore ed ore ad assemblare e programmare questo bel computer”) con CPU Z80 (processore a 8 bit realizzato con tecnologia CMos, integrante circa 8500 transistori Mos di contro ai 2300 del primitivo Intel 4004) nella sua configurazione minima di 1 KB di EProm e circa 4 KB di RAM ma per caricare il linguaggio Basic erano necessari 4-8 blocchi di memoria RAM da 4 KB l'uno (con tecnologia a semiconduttori Si) per una quantità di memoria complessiva di 16-32 KB, mentre su AGC si era fatta la scelta obbligata di installare 32 KB di ROM magnetic core memory contenente programma fisso, con 2 KB di RAM magnetic core memory per i calcoli e dunque cancellabile o sovrascrivibile, e processore a 16 bit realizzato a circuiti integrati IC con 4 mila porte logiche e circa 15 mila transistori Bjt), per cui, nonostante tutto, in solo 33.2 decimetri cubi=0.033 metri cubi (ossia con dimensioni di circa 61x32x17 cm) e 32 Kgr di peso, si trovava il più potente ed avanzato computer del tempo (però un confronto tra il processore “discreto” di AGC ed il processore integrato di un computer Apple del 2018 e tra la memoria ROM-RAM di AGC e la sola memoria RAM di Apple 2018 fornisce un rapporto approssimativamente di valore 1 milione che diventa anche 100 milioni se includiamo pure la memoria fissa di massa di Apple-PC attuali); aggiungiamo, inoltre, che ciascuna missione SA era dotata di altri due calcolatori ossia il calcolatore Launch Vehicle Digital Computer LVDC (installato sull'anello della strumentazione di Saturn V utilizzato solo per il sollevamento e l'ascesa del missile fino all'orbita), ed il calcolatore Abort Guidance System AGS (installato sul modulo lunare LM da utilizzare in caso di guasto del calcolatore principale LM PGNCS e solo per la risalita dalla Luna fino all'aggancio in orbita a CSM ma immaginiamo invece utilizzato solo su Apollo 13 per quanto già raccontato); ma ritornando al “fantascientifico” HAL9000, confrontato al più modesto AGC degli anni '60, riportiamo le migliori frasi divenute celebri del suo “modus operandi” da solo od in rapporto all'equipaggio umano, ossia: “Il sesto membro dell'equipaggio (Hal9000, appunto) del Discovery non ha dovuto essere messo in condizione di ibernazione, perché in realtà è l'ultimo ritrovato in fatto di macchine pensanti: il calcolatore Acca A Elle 9000, che può riprodurre - alcuni esperti preferiscono la parola "imitare" - la maggior parte delle attività del cervello umano, con una velocità e una sicurezza incalcolabilmente maggiori.”; “Dottor Poole, che cosa si prova quando si è in ibernazione?”, “È esattamente come essere addormentati. Non si ha assolutamente alcun senso del tempo. L’unica differenza è che non si sogna.”; “Da quanto mi risulta, si respira una volta sola al minuto. È esatto questo?”, “Sì, è esatto. Il cuore batte tre volte al minuto, e la temperatura corporea scende di solito a circa tre gradi centigradi.”; “Hal, tu hai un’enorme responsabilità in questa missione. In molti sensi forse la maggiore responsabilità di ogni altro membro dell’equipaggio. Tu sei il cervello ed il sistema nervoso centrale dell’astronave, e le tue responsabilità comprendono la sorveglianza degli uomini ibernati. Questo ti causa mai una certa apprensione?”, “Possiamo dire questo, signor Amer: la serie 9000 è l’elaboratore più sicuro che sia mai stato creato. Nessun calcolatore 9000 ha mai commesso un errore o alterato un’informazione. Noi siamo, senza possibili eccezioni di sorta, a prova di errore, ed incapaci di sbagliare.”; “A me piace lavorare con la gente. Ho rapporti diretti e interessanti con il dottor Poole e con il dottor Bowman. Le mie responsabilità coprono tutte le operazioni dell’astronave, quindi sono perennemente occupato. Utilizzo le mie capacità nel modo più completo; il che, io credo, è il massimo che qualsiasi entità cosciente possa mai sperare di fare.”; “Parlando con l’elaboratore, si ha l’impressione che esso sia capace di… reazioni emotive. Per esempio, quando l’ho interrogato sulle sue capacità ho sentito un certo orgoglio nella risposta circa la sua precisione e perfezione. Lei crede che Hal abbia una genuina emotività?”, “Beh, si comporta come se l’avesse. È… è stato programmato così per renderci più facile parlare con lui ma, se abbia davvero una propria emotività, è una cosa che nessuno può dire con esattezza.”; “Certo, nessuno avrebbe potuto ignorare le stranissime voci che circolavano prima che partissimo. Voci di qualcosa che era stato scoperto sulla Luna. Io non ho mai dato molto credito a queste storie, però considerate altre cose che sono accadute, trovo difficile scacciarle dalla mia mente.”; “So che ho preso delle decisioni molto discutibili, ultimamente.”;  “Ma cosa hai intenzione di fare, David? David, credo di aver diritto ad una risposta alla mia domanda. So che qualcosa in me non ha funzionato bene, ma ora posso assicurarti, con assoluta certezza, che tutto andrà di nuovo bene. Mi sento molto meglio adesso. Veramente.”; “Bene, HAL, non riesco a trovare niente di guasto (dopo aver prelevato il modulo AE-35).”, “Sì? È molto strano. Non credo di aver mai visto un caso simile prima d’ora. Io consiglierei di rimettere l’elemento al suo posto e lasciare che vada in avaria. Dovrebbe esser facile, allora, individuare la causa. Possiamo certo permetterci di interrompere le comunicazioni per il breve periodo necessario alla sostituzione.”, “X-Ray-Delta 1, qui il controllo missione. Ricevuto vostro 1-9-3-0. Concordiamo col progetto di rimettere a posto l’elemento 1 per individuare l’avaria. Dobbiamo informarvi, tuttavia, che i nostri risultati preliminari indicano che il vostro calcolatore 9000 di bordo è in errore prevedendo l’avaria, ripeto, è in errore prevedendo l’avaria. Lo so che sembra piuttosto incredibile, ma tale conclusione si basa sui risultati ricavati dal nostro calcolatore gemello 9000. Siamo dubbiosi anche noi, e stiamo ripetendo i controlli per stabilire la fondatezza di tale conclusione. Spiacenti di questo contrattempo, ragazzi, vi trasmetteremo il risultato appena compiuti i controlli. X-Ray-Delta-1, qui controllo missione, 2-0-4-9, trasmissione conclusa.”, “Come la spieghi questa discrepanza fra te e il tuo gemello sulla Terra?”, “Be', non credo che ci possano essere dubbi. Può essere attribuita esclusivamente ad un errore umano. Questo genere di cose è già accaduto altre volte, ed era sempre dovuto ad errori umani.”, “Senti HAL, non c’è stato mai alcun caso di errore commesso da un calcolatore della serie 9000, vero?”, “Nemmeno uno, Frank. La serie 9000 ha sempre fornito prestazioni perfette.”; “Apri la saracinesca esterna, HAL”, “Mi dispiace, David, purtroppo non posso farlo.”, “Qual è il motivo?”, “Credo che tu lo sappia altrettanto bene quanto me.”, “Ma di che diavolo parli?”, “Questa macchina è troppo importante per me per lasciare che tu la manometta.”, “Non so a cosa ti riferisci, HAL!”, “Io so che tu e Frank avevate deciso di scollegarmi, e purtroppo non posso permettere che questo accada.”, “E come ti è venuta questa idea, HAL?!”, “David… anche se nella capsula avete preso ogni precauzione perché io non vi udissi, ho letto i movimenti delle vostre labbra.”, “D’accordo, HAL. Rientrerò attraverso il portello di emergenza.”, “Senza il tuo elmetto spaziale, David, troverai la cosa piuttosto difficile…”, “HAL, non voglio discuterne più! Apri la saracinesca!”, “David, questa conversazione non può avere più alcuno scopo. Addio.”, “Apri la saracinesca esterna, HAL” (“Open the pod bay doors, HAL”, quale frase di sceneggiatura cinematografica elencata tra le 100 migliori frasi cinematografiche di tutti i tempi), “David… Fermati… Fermati, ti prego… Fermati, David. Vuoi fermarti, David? Fermati, David… Ho paura… Ho paura, David… David… La mia mente se ne va… Lo sento… Lo sento… La mia mente svanisce. Non c’è alcun dubbio… Lo sento. Lo sento. Lo sento. Ho paura… Buongiorno, signori. Io sono un elaboratore HAL 9000. Entrai in funzione alle Officine H.A.L. di Urbana, nell’Illinois, il 12 gennaio 1992. Il mio istruttore mi insegnò anche a cantare una vecchia filastrocca. Se volete sentirla, posso cantarvela.”, “Sì, vorrei sentirla, HAL. Cantala per me.”, “Si chiama “Giro Giro Tondo”. Giro girotondo, io giro intorno al mondo. Le stelle d’argento costan cinquecento. Centocinquanta e la Luna canta, il Sole rimira e la Terra gira... Giro girotondo... come il mappamondo..., ...”; da Wikipedia riportiamo “HAL 9000 è il supercalcolatore di bordo della nave spaziale Discovery nel film “2001: Odissea nello spazio” di Stanley Kubrick e nell'omonimo libro di Arthur C. Clarke. Il suo nome è l'acronimo di "Heuristic ALgorithmic" ("Algoritmo euristico"). Nel 2003 l'American Film Institute ha inserito HAL 9000 al 13° posto nella lista dei 50 migliori “cattivi cinematografici” di tutti i tempi. Il personaggio. HAL 9000 dichiara di essere entrato in funzione alle "Officine HAL" di Urbana, Illinois, il 12 gennaio 1992. È dotato di un'intelligenza artificiale AI estremamente evoluta, che gli consente di riprodurre tutte le attività della mente umana in modo molto più veloce e sicuro, di parlare con una voce totalmente umana, di avere percezioni sensoriali ed esperienze emotive umane e di governare l'astronave "Discovery 1" in modo anche completamente autonomo, per condurla durante la missione spaziale verso Giove, dialogando con gli astronauti e tenendo sotto il suo controllo ogni singolo aspetto della missione, dai più piccoli fatti ai più importanti. HAL 9000 appare anche nel film 2010 - L'anno del contatto diretto da Peter Hyams, tratto dal romanzo “2010: Odissea due” di Arthur C. Clarke, nel quale viene riportato al suo funzionamento originario dopo 9 anni di inattività. Nell'originale in lingua inglese di entrambi i film la voce del computer è dell'attore canadese Douglas Rain (doppiato per la versione italiana di 2001 dall'attore Gianfranco Bellini, il cui inconfondibile timbro freddo e asettico ben rende l'idea di un'intelligenza artificiale anche nella sintesi vocale. Negli anni seguenti la voce di Bellini fu utilizzata altre volte per dare voce a dei computer, ad esempio in uno spot pubblicitario dell'Olivetti. Nel seguito 2010 fu invece usata la voce di Renato Cortesi, più simile all'inflessione da maggiordomo della voce originale di Rain. Il calcolatore riveste una parte fondamentale nel romanzo “3001: Odissea finale”. In tale romanzo sono presenti solo le sue capacità logiche, come emulazione all'interno di uno dei monoliti alieni, in cui si sono unite insieme con le facoltà mentali umane di quello che era stato David Bowman; questa entità, nata dalla fusione di uomo e computer, viene chiamata Halman. Nella sua forma fisica, HAL era stato distrutto, assieme a Discovery, in 2010, dall'esplosione che aveva permesso la nascita di Lucifero, la stella derivata da quello che era prima il pianeta Giove. Il mistero del malfunzionamento di HAL in 2001. HAL, macchina teoricamente incapace di commettere errori (gli elaboratori della serie 9000 sono noti per non aver mai commesso errori od alterato informazioni anche in maniera irrilevante), ne commette uno per la prima volta quando rileva un inesistente guasto all'elemento AE-35 dell'antenna principale della Discovery, diventando improvvisamente inaffidabile per l'equipaggio e per il controllo missione sulla Terra. HAL origlia il dialogo tra i due astronauti Bowman e Poole, che hanno controllato l'elemento AE-35 e si sono resi conto che funziona regolarmente, leggendo i loro labiali (i due si erano chiusi in una capsula per fare in modo che HAL non potesse sentirli, ma avevano commesso l'errore di lasciare l'oblò diretto verso la telecamera del calcolatore), rendendosi conto che essi per sicurezza vogliano disinserirlo, quindi, impaurito, non trova altra soluzione che tentare di eliminare l'intero equipaggio. Come ben descritto nel romanzo di Clarke 2001, per motivi di segretezza e per non sottoporre a stress i due comandanti, HAL ed i tre membri in animazione sospesa (ibernati) sono i soli al corrente del vero scopo della missione, ovvero indagare su una trasmissione aliena risalente a tempi remoti, diretta verso l'orbita di Giove. A HAL è quindi stato imposto, senza spiegargliene il motivo, di non parlare di ciò con Bowman e Poole, ma esso, come tutti gli elaboratori della sua serie, non è stato concepito per tenere nascoste le informazioni che gli vengono fornite, quindi la sua mente entra in un conflitto tra le priorità della salvaguardia della missione e quella degli astronauti. Mentre HAL parla con Bowman e tenta di fargli trapelare qualche indizio, avverte il guasto all'antenna. Il conflitto si "somatizza" proprio sul collegamento tra la nave ed il controllo a Terra. In 2010 il dottor Chandra, creatore e primo istruttore di HAL, denuncia un'intromissione della Casa Bianca nelle direttive impartite al calcolatore (che lo stesso Chandra ha riattivato), macchina che non è stata progettata per dissimulare, al contrario delle "persone abituate a mentire molto facilmente". La filastrocca prima dello spegnimento di HAL. Nel film di Kubrick, quando Bowman procede alla disattivazione di HAL 9000, il nucleo centrale della macchina è rappresentato come un insieme di moduli luminosi montati su dei connettori array da cui possono essere inseriti o rimossi. Bowman rimuove i moduli uno alla volta e, così facendo, mentre la memoria diminuisce, la coscienza di HAL regredisce e degrada lentamente fino a scomparire del tutto. Prima di spegnersi, HAL 9000 inizia a cantare una filastrocca, che nel doppiaggio italiano del film è Giro giro tondo e nella versione originale inglese è la canzone Daisy Bell (“"Daisy Bell (Bicycle Built for Two)" is a popular song written in 1892 by British songwriter Harry Dacre with the well-known chorus "Daisy, Daisy/ Give me your answer, do./ I'm half crazy/ all for the love of you", ending with the words "a bicycle built for two". The song is said to have been inspired by Daisy Greville, Countess of Warwick, one of the many mistresses of King Edward VII. It is the earliest song sung using computer speech synthesis by the IBM 704 in 1961, a feat that was referenced in the film 2001: A Space Odyssey (1968)” (ossia “Daisy Bell (Bicycle Built for Two)" è una canzone popolare scritta nel 1892 dal cantautore britannico Harry Dacre con il famoso ritornello "Daisy, Daisy/ Give me your answer, do./ Sono mezzo matto/ tutto per l'amore di te", che termina con le parole "una bicicletta costruita per due". Si dice che la canzone sia stata ispirata da Daisy Greville, contessa di Warwick, una delle tante amanti del re Edoardo VII. È la prima canzone cantata usando il computer con sintesi vocale IBM 704 nel 1961, un'applicazione a cui si fa riferimento nel film 2001: Odissea nello spazio (1968)”)); essa, oltre a contenere un efficace aggancio con la trama (il testo del brano recita infatti I'm half crazy, "Io sono mezzo matto”), fu nella realtà informatica la prima canzone ad essere cantata da un calcolatore elettronico (IBM 7094, nel 1961, appunto), nell'ambito di una dimostrazione pubblica di una recente invenzione dei Bell Laboratories: la sintesi vocale. Arthur C. Clarke, autore del libro “2001: Odissea nello spazio” e coautore della sceneggiatura del film, visitò i laboratori Bell in tale frangente e rimase colpito da tale novità della sintesi vocale. L'uso della canzone nella scena clou del film è quindi un omaggio a questi primi “vocalizzi informatici” del processo di sintesi vocale. Nell'adattamento italiano, in cui Daisy Bell diventa Giro giro tondo, il riferimento alla storia dell'informatica viene completamente perso, mantenendo invece il concetto in cui una canzoncina-filastrocca assume il ruolo di primo ricordo dell'elaboratore. Origine del nome. L'origine del nome "HAL" viene spesso attribuita ad un gioco come con l'acronimo IBM, nome di quella che all'epoca era la più nota Azienda USA-multinazionale costruttrice di calcolatori. Applicando infatti il cifrario di Cesare, con uno spostamento in avanti di 1 sola lettera dell'alfabeto (invece ad esempio di N lettere o di 3 lettere) alle tre lettere "H-A-L", si ottengono le lettere I-B-M. Sia Clarke che Kubrick, però, smentirono tale ipotesi, considerandola una pura coincidenza, o almeno questa fu la loro risposta ufficiale, anche perché fu chiesto ai vertici IBM un parere sulla produzione di un film con un calcolatore che si ammala e diventa psicotico, oltre che sull'uso del logo IBM sul braccio della tuta spaziale in una scena del film. Clarke asserì anche che, inizialmente, il nome del supercalcolatore doveva essere "Athena", ma fu poi cambiato in "Hal", il diminutivo del nome inglese Henry; HAL, come acronimo, viene fatto derivare ufficialmente dalle lettere Heuristic ALgorithmic", in omaggio alle due modalità principali con cui il pensiero umano si manifesta, cioè il procedimento euristico (Heuristic) e quello algoritmico (ALgorithmic). Il primo è basato sull'intuizione prima del ragionamento, il secondo basato sul metodo che porta in modo logico sequenziale, procedurale, alla soluzione di un problema. Nella versione francese HAL diventa CARL, acronimo di Cerveau Analytique de Recherche et de Liaison, ovvero "Cervello Analitico di Ricerca e Collegamento".”), 


poi, continuando, la nuova strumentazione, nuove pile e celle a combustibile, ecc., poi lo sviluppo di informatica-programmi-procedure-algoritmi-linguaggi, e riguardo i programmi il miglioramento o lo sviluppo di nuove tecniche (studi di fattibilità, di gestione di progetti, del controllo di qualità e di affidabilità, Pert, CPM, WBS, ecc.), e secondo alcune stime, come il mondo tecnologico dopo la 2° guerra mondiale non fu più lo stesso così si sostenne analogamente per il mondo tecnologico dopo la corsa allo spazio ed in particolare per l'impresa lunare USA per cui quei 26 miliardi (circa 80-100 dollari/abitante statunitense di allora) secondo alcuni pareri si sarebbero ben spesi producendo un totale di circa 30 mila oggetti e non so quante tecniche innovative, laddove un altro effetto prodotto dal programma Apollo fu l'osservazione del pianeta Terra dalla superficie lunare ovvero quello di un pianeta piccolo-fragile-delicato-vulnerabile (mentre la Luna vista dalla Terra mostra un disco apparente di circa mezzo grado ossia di 31 primi e 5 secondi d'arco (disco apparente che illuminato dal Sole mostra tutte le fasi da crescente, a piena, a calante, con periodicità di circa 29 giorni) ruotante attorno alla Terra in 29 giorni circa (quasi lo stesso disco apparente di 32 primi d'arco del Sole visto dalla Terra, permettendo questa fortunata circostanza spettacolari eclissi solari quando per perfetto allineamento Sole-Luna-Terra il disco apparente della Luna occulta “esattamente” il disco apparente del Sole col fenomeno del Sole nero e corona solare avvampante), invece il globo della Terra vista da una base della Luna sull'emisfero ovviamente rivolto verso la Terra mostra un disco apparente (con le fasi crescente-piena-calante di falce verde-azzurra coperto da vortici di nubi illuminato dal Sole) circa 3.5 volte maggiore di quello della Luna vista dalla Terra (ed area apparente più di 10-12 volte maggiore) nonché disco fermo nel cielo lunare ma ruotante su sé stesso in circa 24 ore; la più famosa vista della Terra dallo spazio, invece, è la fotografia scattata dagli astronauti di Apollo 17 denominata Blue Marble (Biglia blu)); poi l'esplorazione dello spazio è stata affidata alle sonde automatiche spesso messe in orbita tramite il programma Space Shuttle (la cui flotta di veicoli ha terminato la sua vita attiva nel 2011), ed oggi i programmi per la discesa sulla Luna e su Marte sono molto incerti, poiché nel 20° anniversario dello sbarco di Apollo 11 il presidente statunitense G. H. W. Bush aveva annunciato l'intenzione di avviare un programma per la fondazione di una base lunare con Space Exploration Initiative (non approvato dal Congresso per via degli alti costi e del poco interesse al ritorno sulla Luna, notando che l'anno del maggior finanziamento della Nasa è il 1966 con 4.5 miliardi di dollari pari a 0.5 % del Pil USA quando il Dipartimento della Difesa invece aveva ricevuto 63.5 miliardi di dollari ossia circa il 6.3 % del Pil che doveva approssimativamente essere di circa 1000 miliardi), poi nel 2004 il presidente G. W. Bush ha avanzato l'idea del programma spaziale Vision for Space Exploration (pure contemplante un ritorno sulla Luna intorno all'anno 2020 per poi preparare lo sbarco umano sul suolo aresiano di Marte) con parere favorevole del Congresso prendendo il nome di Constellation (con la costruzione di alcuni nuovi razzi tra cui Ares V (con una potenza lancio maggiore di Saturno V) ed un nuovo modulo lunare Altair (successore del LEM di Grumman Aircraft e 3 volte più pesante, il quale analogamente alluna per poi risalire in orbita con la sua parte superiore dove avviene l'aggancio a Orion, laddove viene separatamente lanciato da Terra con 4 astronauti per riunirsi ad Orion in orbita terrestre), ma la mancanza di adeguati finanziamenti ed il parere sfavorevole di esperti tecnici ha portato nel 2010 l'amministrazione di B. Obama a cancellare il programma; quel programma ambizioso e costoso usante il grande edificio VAB a Cape Canaveral (dato che i nuovi razzi hanno altezze minori di 140 metri), richiedeva però modifiche all'area KSC per l'utilizzo della piattaforma N° 39B riservata ai lanci dei razzi Ares I ed Ares I-X quindi smantellata per la costruzione di un'altra piattaforma mobile, poi con l'utilizzo della piattaforma N° 39A per i lanci di Ares V, la costruzione di altre piattaforme di lancio ed il miglioramento del sistema di trasporto dei missili); 


nel 2011 la NASA ha annunciato un nuovo progetto per un sistema di trasporto con equipaggio umano ossia SLS (Space Launch System) che dovrebbe sostituire Space Shuttle (e capace di portare in orbita una massa di 77 tonnellate compresa la navetta Orion MPCV (Multi Purpose Crew Vehicle) ospitante fino a 4 astronauti); ma il programma per il razzo NERVA (Nuclear Engine for Rocket Vehicle Application) quale programma della Commissione per l'energia atomica e della Nasa gestito da Space Nuclear Propulsion Office SNPO, avviato nel 1960 è stato terminato nel 1972 già dall'amministrazione Nixon, che però in quel tempo provò che i motori di un razzo termico nucleare erano adatti ed affidabili sia per l'esplorazione dello spazio che per uno sbarco su Marte (come l'ultimo motore Nerva NRX-XE, basato sulla nuova tecnologia dei reattori nucleari Kiwi, per cui Nerva doveva diventare il motore dello stadio RIFT (o Reactor-In-Flight-Test) negli anni '70, ed il nuovo stadio finale di Saturno V per lanciare grandi carichi interplanetari; il motore Nerva aveva una lunghezza di 43.69 metri, diametro di 10.55 metri, peso a vuoto di 34 tonnellate e totale di circa 178 tonnellate, il propellente era nucleare LH2, con impulso specifico di 825 secondi (ossia (825/1000)x9.08665=8.09 Knewton secondo/Kgr), spinta di 195 Klibbre forza=867 Knewton=88.4 tonnellate, tempo di combustione di circa 1200 secondi=20 minuti); ma il progetto Nerva è stato preceduto all'inizio nel 1955 dal programma dei reattori statici a terra KIWI (Kiwi 1 era composto di piastre di ossido d'uranio tra le quali passava l'uranio generando circa 70 Mwatt a 2680 °K=2400 °C ed è stato provato a lug59; Kiwi B con combustibile nucleare in barre fatto di piccole sfere di biossido di uranio UO2 rivestite ed una matrice di grafite-boro rivestita di carburo di niobio con fori per il passaggio di idrogeno di raffreddamento), una variante di Kiwi detta Pewee venne successivamente realizzata (per 500 Mwatt onde provare l'aumento di densità di potenza ed il rivestimento di carburo di zirconio in luogo di quello di carburo di niobio) che doveva servire per lo sviluppo di progetti di motori termici nucleari NTR alla Nasa, seguirono i nuovi reattori della serie Phoebus (la 1° prova di Phoebus 1A nel 1965 durò 10 minuti con potenza di 1090 Mwatt a temperatura di 2370 °K=2097 °C, il 2° test Phoebus B del '67 sviluppò 3000 Mwatt per 30 minuti, e l'ultima prova del '68 di tale progetto generò 4000 Mwatt=4 Gwatt), benchè il progetto NERVA NRX iniziò la fase di test a set64 ed infine venne sviluppato il motore Nerva NRX XE (testato a mar68 generando una potenza di circa 1100 Mwatt ed una spinta S=75 mila libbre=334 Knewton=34 tonnellate mentre le barre di combustibile di Pewee 2 diminuirono la perdita-erosione di combustibile al punto da poterlo ritenere un buon motore per le successive missioni umane verso Marte, ma come sappiamo il mutamento di programmi ed i tagli al finanziamento della Nasa fecero chiudere il programma nel '72); volendo aggiungere qualcosa sul razzo nucleare (ossia sul razzo termico nucleare NTR) diciamo che un fluido (usualmente idrogeno liquido) viene riscaldato con alta densità energetica ad alta temperatura in un reattore nucleare espandendosi attraverso l'ugello per ottenere la spinta S, con velocità equivalenti di efflusso circa doppie di quella ottenibili dai motori chimici e masse circa la metà per il missile (così che usato come stadio finale di un missile (ad esempio utile per il motore J2 di Saturno V) permetterebbe di satellizzare carichi doppi-tripli, 


e R. Bussard ha proposto addirittura un razzo vettore monostadio Aspen con motore nucleare, laddove l'URSS aveva pensato al motore nucleare sul missile N1 per la missione lunare poi non attuata); ci sono stati il progetto NERVA NRX/EST e NRX/XE di Space Nuclear Propulsion Office SNPO (con prove alla massima potenza per 28 minuti), il progetto Rover degli USA nel periodo 1955-72, il progetto russo RD-0410 (con prove nel sito di ricerche nucleari vicino Semipalatinsk (per la missione proposta Kurchatov Mars con equipaggio umano); il motore nucleare ha vari tipi di reattori come quello convenzionale a fissione, oppure a struttura solida, od a gas, ecc., ed il reattore del motore NERVA è a nucleo solido; tali motori nucleari è vantaggioso che lavorino alla maggior temperatura possibile (con idrogeno possono sviluppare impulsi specifici Isp di 850-1000 secondi (circa il doppio di Isp chimici), ma ancora oggi nonostante il rapporto spinta peso S/W sia molto migliorato arrivando a 7 esso è sempre un valore molto piccolo rispetto a 70 dei motori chimici (per cui non possono essere usati nei 1° stadi di lanciatori ma al massimo solo nei 2°-3° stadi, almeno fino a quando non diverranno più leggeri od aumenteranno Isp, e poi usati nell'esplorazione-viaggi spaziali dove la gravità è nulla); ma per aumentare la temperatura e quindi Isp si possono usare i reattori a letto di particelle con combustibile UC-ZrC sotto forma di piccole particelle (con diametro di 100-500 micrometro) per ottenere Isp=1000 secondi circa; oppure i motori nucleari possono essere a nucleo liquido mescolando il combustibile nucleare col fluido termovettore ottenendo Isp=1300-1500 secondi; un altro modello di nucleo liquido costituisce il reattore nucleare ad acqua salata di R. Zubrin (usabile solo fuori dalla magnetosfera terrestre data la gran quantità di isotopi radioattivi prodotti); un altro modello è a nucleo gassoso (come nel nucleo liquido in cui la rapida rotazione del fluido crea al centro del reattore una regione toroidale di uranio allo stato di plasma circondata da idrogeno, per cui il combustibile non toccando le pareti può salire fino a temperature di decine di migliaia di gradi, con Isp di 3000-5000 secondi); 


storicamente il 1° reattore termico nucleare a nucleo solido per razzi è il Kiwi A del 1955 di Atomic Energy Commission (mentre a Marshall Space Flight Center lo si studiava a scopo di missioni interplanetarie e lunare), il progetto Rover fu portato avanti dal '58 dalla Nasa, il programma Nerva (inizialmente basato su Kiwi B4) inizia nel '61 (per sviluppare l'uso standard dei motori nucleari nel volo spaziale, con S=335 Knewton circa) insieme a Phoebus, il progetto Small Nuclear Rocket Engine SNRE (con S=73 Knewton ed impulsi Isp=875-975 secondi) venne studiato presso i laboratori di Los Alamos (quale stadio finale di lanciatori in missioni senza equipaggio, o per Space Shuttle), il progetto Dumbo (analogo a KIWI-NERVA, ma più avanzato nella concezione e nei materiali), ed il progetto Timberwind di Strategic Defense Initiative ADI che evolse nel programma Space Thermal Nuclear Propulsion STNP (con Isp=930-1000 secondi), ma volendo comparare le prestazioni dei motori termici nucleari a getto NTR coi motori chimici a getto (come la Nasa fece per il 3° possibile stadio di Saturno V il quale effettivo 3° stadio S-IVB invece montava un motore J2 dotato di spinta S=100-120 tonnellate ossia 980-1170 Knewton, con 300 mila litri complessivi di carburante (circa 103 tonnellate), ossia 229 mila litri di idrogeno liquido (16 mila Kgr), 72700 litri di ossigeno liquido (86600 Kgr)) osserviamo che la potenza del motore è data da P=S(Ve/2) dove S (newton) è la spinta, Ve è la velocità di efflusso del fluido (normalmente un gas), P (watt) è la potenza inerente a quella spinta, ma Ve=Ispgo dove Isp (secondi) è l'impulso specifico, go è l'accelerazione di gravità a livello del mare, per cui nel caso del 3° stadio S-IVB di Saturno V (assumendo la spinta S=103 tonnellate=1014 Knewton) abbiamo P=(1014 Knewton)(414 secondi)(9.807 metri/secondo quadro)/2=2058.4 Mwatt=2.06 Gwatt (ossia la potenza di un grande reattore nucleare a fissione per generazione di energia elettrica, funzionante però qui per circa 6-10 minuti, laddove la potenza del 2° stadio S-II di Saturno V è di circa 10.5 Gwatt, e quella del 1° stadio S-IC di circa 74 Gwatt=100 megaHP (ossia la potenza complessiva di 74 reattori nucleari da 1 Gwatt ognuno, oppure di 500 navi medie con motore di 200000 HP, oppure 1 milione di volte la potenza del motore di un'automobile media da 100 HP, funzionanti qui per circa 3 minuti consumando un'energia di circa 10-15 Tjoule (potendo dunque in alternativa alimentare un carico costante di 1 Kwatt per 300-400 anni od una comune lampada ad incandescenza da 100 W per 3-4 mila anni, oppure capace di fornire la potenza elettrica di 1 Kwatt/abitante a circa 74 milioni di abitanti notando che la potenza elettrica media in Italia è di circa 30-35 Gwatt ed in USA sarà di circa 200-250 Gwatt))), ma un reattore a nucleo solido ha un Isp di almeno 850 secondi ed allora volendo realizzare il 3° stadio con tale motore ed ugual spinta S otteniamo una potenza P=(1014 Knewton)(850 secondi)(9.807 metri/secondo quadro)/2=4226 Mwatt ossia circa 5 Gwatt del razzo Nerva (considerando pure le perdite per trasferimento energetico intorno al 15 %), da cui la portata riferita alla massa è circa data da dm/dt=fm=S/Ve=(1014Knewton)/((414 secondi)(9.807 metro/sec quadro))=249.7 Kgr/secondo (e 250 Kgr è il consumo di combustibile di J2 ogni secondo con uscita di acqua dall'ugello) laddove per il motore di Nerva fm=(1014 Knewton)/((850 secondi)(9.807 metro/sec quadro))=121.6 Kgr/secondo con uscita di idrogeno, e dato che la densità dell'acqua è 1000 Kgr/metro cubo e dell'idrogeno è 70 Kgr/metro cubo, allora fm=(121.6 Kgr/sec)/(70 Kgr/metro cubo)=1.74 metri cubo/sec=1738 litri/sec di idrogeno liquido, ma uno stadio con motore nucleare alimentato da 300 mila litri di propellente (21 mila Kgr) consumando una portata di 1738 litri/secondo avrebbe funzionato fornendo spinta per 172.6 secondi=2.9 minuti (laddove il motore chimico J2 funziona e fornisce spinta per circa 450 o 550 secondi=8 minuti circa), conferendo al 3° stadio un aumento di velocità ossia un delta-v dato da Δv=Veln(mi/mf) dove Ve è la velocità di efflusso del fluido, ln(mi/mf) è il logaritmo naturale del rapporto massa iniziale/massa finale, e mi è la massa iniziale complessiva dello stadio col carburante, per cui sapendo che la massa a vuoto del 3° stadio S-IVB è circa 13300 Kgr (1600 Kgr del solo motore J2), il peso di Nerva è circa 6800 Kgr (per cui il 3° stadio col motore Nerva avrebbe una massa a vuoto di 18500 Kgr circa) mentre la massa iniziale di Nerva sarebbe di circa 38900 Kgr (il combustibile in tal caso è solo idrogeno meno denso, laddove la massa iniziale mi di S-IVB è di circa 115-120 tonnellate), ed allora con Ve=4100 metri/secondo circa per combustibili chimici il Δv=4100ln(119/13.3)=8980 metri/sec per il 3° stadio S-IVB, e Δv=8500ln(38.9/18.5)=6310 metri/sec per il 3° stadio nucleare Nerva (il 70 % di S-IVB dovuto al minor tempo di funzionamento di Nerva rispetto al tempo di combustione di S-IVB (8 minuti contro 2.9 minuti) nonostante la maggiore velocità di efflusso Ve=8500 metri/sec del motore Nerva circa il doppio di S-IVB), 


però considerando il minor peso del 3° stadio Nerva il 1° e soprattutto il 2° stadio lo accelererebbero maggiormente raggiungendo un più alto delta-v per cui calcoliamo-stimiamo più o meno le medesime prestazioni per il razzo Saturno V col 3° stadio a motore chimico S-IVB od a motore nucleare Nerva (anche se col 3° stadio più leggero di 120/39=3 volte, sarebbe bene riprogettare il 1° e 2° stadio per una miglior distribuzione delle spinte Si (riguardo il 1° stadio la spinta S1 ovviamente cambierebbe poco), dei tempi Ti di funzionamento e dei delta-vi (in tale problema ed in tale campo è assolutamente necessario calcolare soddisfacentemente (sia analiticamente che con simulazione numerica tramite programma a calcolatore) il movimento del missile fino all'entrata in orbita (ossia cinematica+dinamica o traiettoria+tempi in particolare riguardo curva di volo-profilo di spinta assoluta-vettoriale-ecc.) in generale minimizzando un opportuno funzionale riguardo la massa complessiva di propellente combustibile+comburente da portare a bordo così importante per la massa totale mi del missile al lancio, sotto la condizione che si raggiunga la prefissata velocità di fuga relativa all'operazione, considerando la perdita di massa e portata fm del propellente, la diminuzione di massa al distacco del 1° stadio e poi al distacco del 2° stadio nonché tutte le resistenze (dipendenti da densità dell'aria e da velocità del missile), trovando sommariamente che nei primi minuti sarebbe auspicabile ottimizzare la spinta onde guadagnare maggior altezza lungo una traiettoria assai verticale ed uscire il più rapidamente possibile dalla maggior gravità di grandi pianeti massivi (come la Terra) ed in seguito guadagnare la maggior velocità possibile seppure le grandezze S-g-a-v-T siano tra loro correlate), oppure facendo in entrambi i casi il 3° stadio di 119 tonnellate si potrebbe triplicare la massa dell'idrogeno con Nerva portando il suo Δv=9000-9500 metri/sec circa però col volume del 3° stadio ben maggiore (più o meno come il 2° stadio S-II, dato il rapporto tra volume ossigeno e volume idrogeno) ed aerodinamica peggiore); ma sono stati concepiti anche i motori termici a fusione nucleare (funzionanti in regime stazionario, od in regime pulsante o ad impulsi mediante una successione di piccole esplosioni di mini bombe all'idrogeno di piccole pastiglie di deuterio-trizio) ad espulsione diretta oppure tramite energia elettrica prodotta dalla fusione nucleare onde alimentare una propulsione ionica o magnetoplasmadinamica (il progetto Discovery II  proposto da Glenn Research Center della NASA userebbe una miscela di deuterio ed elio-3 come combustibile per la fusione nucleare ed idrogeno come propellente del velivolo, e magari potrebbe entrare in orbita gioviana in solo 120 giorni e raggiungere Saturno in 7 mesi, laddove Fusion Drive Rocket del 2011 è un altro modello di razzo a fusione studiato da Nasa-Università di Washington-MSNW funzionante con miscela di deuterio-trizio); e come già accennato, tra i metodi di propulsione per veicoli spaziali c'è anche la propulsione nucleare ad impulso (ossia nientemeno che una serie di esplosioni nucleari per produrre una spinta S) metodo proposto da S. Ulam nel 1947 ed oggetto di studio negli anni '50-60 nel progetto Orione di General Atomics insieme a DARPA, e poi nel progetto Dedalo; 


ed il progetto Orione richiedeva un razzo con un grande disco metallico al centro del quale vi era un'apertura per il rilascio all'esterno di piccoli ordigni a fissione nucleare la cui esplosione avrebbe creato onde d'urto capaci di fornire una spinta S (così da entrare in orbita marziana in 30 giorni e saturniana in 210 giorni) ma poi il progetto fu annullato (a seguito del trattato che bandiva gli esperimenti nucleari in atmosfera); il progetto Dedalo nel periodo 1973-78 di British Interplanetary Society onde realizzare viaggi interplanetari senza equipaggio umano fino a 0.1 della velocità della luce ossia fino a 30 mila Km/sec=108 milioni di Km/h (con motore azionato da esplosioni di ordigni a fusione nucleare fatti di pastiglie (con una miscela di deuterio D2O ed elio 3) esplodenti in successione in camere di reazione tramite fasci di elettroni onde generare un plasma espulso dal velivolo) così che il tragitto alla stella più vicina si potrebbe compiere in 40-50 anni soltanto; ma in tale campo esiste anche il progetto Longshot della Nasa con US Naval


 Academy negli anni '80 quale miglioramento del progetto Dedalo utilizzante un reattore 


nucleare convenzionale (raggiungendo il 4.5 % della velocità della luce c), ed il progetto VISTA (Vehicle for Interplanetary Space Transport Applications) negli anni '80 di L. Livermore National Laboratory, simile a Dedalo (con astronave a forma di cono con vertice dietro l'avanzata dov'è collocata la camera di combustione di deuterio e trizio con specchi per raggi laser, ed il progetto sistema Medusa degli anni '90 di British Interplanetary Society parzialmente simile a Orione-Dedalo con vela solare davanti all'astronave (su cui si eserciterebbe la spinta dovuta a piccole esplosioni nucleari), ed altri progetti ad esempio con reazioni nucleari tramite antimateria (Antimatter Catalyzed Micro Fission-Fusion) sviluppato da Pennsylvania State University (per produrre reazioni nucleari tramite antiprotoni ed a loro volta piccole reazioni di fusione nucleare per ottenere la spinta S), od il progetto Magnetic Orion quale evoluzione di Orion (con disco metallico sostituito da un campo magnetico generato da un anello superconduttore con diametro di circa 2 Kmetri per produrre esplosioni nucleari a maggior distanza onde ottenere la spinta), od anche Miniature Magnetic Orion nel 2000 (con capsule di materiale fissile quali isotopi di Curio Cm radioattivo, ed una serie di bobine per formare un ugello magnetico di circa 5 metri di diametro)), 


ma, proseguendo, cosa dire di un risultato di astrofisica il quale cambia sensibilmente (e non solo sul piano dei valori numerici-quantitativi) ogni 10 anni circa perchè l’ingegneria e la tecnologia nel frattempo forniscono sempre nuove e migliori sistemi ed apparecchiature per la relativa ricerca (e relativo “calcolo”)? (in tali ambiti della fisica ed in periodi normali di sviluppo ed evoluzione, qualche volta si nota insensibilmente il passaggio dalla fisica scientifica-teorica-sperimentale, alla fisica teorica-sperimentale, fino alla fisica strumentale o “strumentale”. 


Volendo aggiungere una brevissima storia dell'elettrotecnica e di teoria dei circuiti elettrici, oltre a precorrimenti di Volta (il quale con l'invenzione della pila elettrochimica nel 1800 permise di mantenere correnti continue o galvaniche nei circuiti fatto impossibile con le semplici cariche-scariche elettrostatiche di corpi elettrizzati, o diremmo oggi permise di portare in regime continuo od anche stazionario i sistemi elettrici; riguardo però l'invenzione della pila elettrochimica alcuni la fanno risalire addirittura alla famosa pila o batteria di Baghdad quale cella galvanica risalente al tempo della dinastia dei Parti (ossia 247 a.C.-224 d. C.) o forse del periodo Sasanide (224-640 d-C.) divenuta nota dal 1938 grazie a Wilhelm Konig il quale ipotizzò che potesse essere stata utilizzata per placcare in oro oggetti fatti d'argento (dato che sono stati ritrovati oggetti d'argento con sottile patina d'oro ottenibile però anche per via non elettrochimica ad esempio per via alchemica con processo a fuoco usando mercurio, e comunque vista l'alta corrente richiesta per tale processo di placcatura elettrochimica (anche per ottenere solo 1 micrometro di spessore) e la bassa potenza erogata dalla pila di Baghdad sarebbe stato necessario l'utilizzo di molte di queste pile in parallelo (e blocchi di queste pile magari anche in serie per così aumentare la tensione di alimentazione)), 


e consiste questa pila elettrochimica di una giara di terracotta di circa 13 cm di altezza contenente un cilindro di rame con al suo interno una barretta di ferro tenuta isolata dal rame tramite un tappo di asfalto-bitume, la quale giara riempita di una soluzione di elettrolita acido a basso pH (tipo aceto di vino o succo di frutta o succo di limone o d'uva, dunque un elettrolita non puro) poteva generare tra gli elettrodi di rame e ferro (pila Cu-Fe) una tensione di circa 1-2 V, ma pure coloro che la potrebbero ritenere adatta a generate una tensione elettrica (concetto però estraneo a popolazioni di circa 2000 anni fa e concetto assai difficilmente equiparabile a scariche elettriche tra oggetti differentemente elettrizzati od ai fulmini, oltre a non reperire alcuna trattazione di fenomeni elettrici nei testi dei Parti) ritengono improbabile l'elettroplaccatura quanto magari il suo utilizzo per elettrostimolazione o per una forma di elettro-agopuntura sempre con più celle in serie-parallelo data la bassa potenza della singola cella; comunque è molto più probabile che non fosse stata concepita per essere una pila elettrochimica (in quanto l'asfalto ricopre interamente il cilindro di rame impedendo il passaggio di ioni tra le armature Cu e Fe, non sono stati realizzati collegamenti elettrici dagli elettrodi verso l'esterno, e la sua manutenzione era difficile senza smontarla in parte), ma ad esempio poteva essere stata utilizzata per archiviare-trasportare dei rotoli avvolti sulla bacchetta di ferro interno (zona Tigri), od utilizzata per qualche rituale oppure per produrre qualche effetto collegandone decine in cascata (10 pile di Baghdad riempite con succo di limone possono generare una tensione di circa 4 V come altrove abbiamo detto riguardo la “pila a limone”)), e precorrimenti di altri sperimentatori della fine del '700, consideriamo l'anno 1827 quale data dell'esordio dell'elettrotecnica nel mondo degli elettrici nel quale Ohm formulò la sua nota equazione dopo gli studi sulla trasmissione del calore di Fourier, poi nel 1841 Joule diede la famosa legge che lega la potenza termica dissipata alle grandezze elettriche di tensione e corrente, mentre il 1847 è l'anno più importante, dal quale forse sarebbe meglio far iniziare l'elettrotecnica quale scienza elettrica, ossia l'anno nel quale Kirchhoff enunciò i suoi 2 principi-leggi fondamentali sulle correnti ai nodi e sulle tensioni alle maglie valide per una rete (in regime continuo, con batterie e campo elettromotore di Volta) composta di collegamenti di componenti elettrici (già Volta aveva presagito che le correnti e le tensioni di un circuito venivano definite solo dai collegamenti topologici nodi-lati e dalla natura dei componenti elettrici ma non dalla geometria e dimensione dei circuiti stessi (sempre che tali dimensioni rispettino, come detto, le condizioni di Abraham)); nel 1853 von Helmholtz enunciò il fondamentale principio di sovrapposizione degli effetti ed il teorema del generatore equivalente serie (poi conosciuto come teorema di Thevenin del 1883, di grande importanza dato che riconduce anche una complicatissima rete lineare-non lineare vista da due nodi-morsetti (collegati magari alla nostra rete od al nostro circuito o tra due sottosistemi elettrici) ad un bipolo composto di un generatore di tensione (pari alla tensione a vuoto calcolata-misurata ai due morsetti, con in serie una resistenza-impedenza pari a quella calcolata-misurata ai due morsetti stessi dopo aver spento tutti i generatori della rete); 


con Faraday ed il campo variabile e relativo regime variabile si estese la scienza elettrica ed elettrotecnica coi medesimi principi della continua al regime variabile (dimostrato ciò nel 1853 da Kelvin (da ricordare qui pure per l'invenzione del galvanometro (notando che il vero e più sensibile galvanometro a riflessione di Deprez D'Arsonval dotato di piccolo specchietto con sospensione a filo connesso ad una bobina mobile immersa in campo magnetico d'induzione B ruotando (con coppia di rotazione-torsione pari a Cm=BSNI che come vede il lettore ha dimensione di energia-lavoro ossia di watt secondo=joule, dove S è la sezione del nucleo, N il numero delle spire della bobinetta e I la corrente che vi passa legata alla corrente di misura) riflette un fascio di luce su una scala posta anche a qualche metro distante con incredibile sensibilità-risoluzione di decimi di picoampere, mentre sostituito il filo con molla a spirale antagonista di costante elastica K (con coppia antagonista Ca=Kδ dove δ è l'angolo di rotazione) e collegato alla bobina un indice lungo meno di 100 millimetri muoventesi su scala graduata e ridotta la sensibilità anche di 1 milione di volte fino a frazioni di microampere si ottiene il microamperometro strumento cardine di tutti gli strumenti magnetoelettrici a bobina mobile ad indice (utilizzato in analizzatori-tester-multimetri analogici) dove Cm=Ca e l'angolo δ=BSNI/K smorzando rapidamente il movimento-oscillazione per mezzo della forza elettromotrice indotta nella bobina stessa E=BSNω dove ω è la velocità angolare (derivata temporale dell'angolo δ)); 


ma c'è chi ritiene inventore del galvanometro, invece di Kelvin, proprio colui da cui prenderebbe il nome il sensibile strumento ossia Luigi Galvani (insieme a termini ed invenzioni correlate tipo cella galvanica (imparentata con la cella elettrochimica), bagno galvanico, galvanismo (come qui diciamo quel fenomeno per il quale le fibre muscolari degli organismi animali possono contrarsi se interessate da una corrente elettrica che appunto le stimola-galvanizza anche a scopo diagnostico (da galvanico-galaniser), ma pure termine ormai ben defunto indicante la parte di elettrologia attinente alle correnti continue generate da pile voltaiche), galvanoplastica (per depositare ioni metallici di vari metalli sulla superficie di stampi plastici resa conduttrice e catodica tramite grafitaggio (come le vecchie matrici dei dischi fonografici)), galvanostegia (per la placcatura elettrochimica di oggetti metallici (e non metallici ma resi conduttivi) a scopo protettivo contro la corrosione od anche a scopo estetico-ornamentale in suppellettili), galvanocromia (quale colorazione elettrochimica di metalli), galvanotipia (per ottenere con galvanoplastica un clichè di rame in rilievo di un'immagine tipografica), potenziale Galvani, galvanoacustica (usata in chirurgia per cauterizzare i tessuti mediante galvanocauterio quale strumento questo dalla punta incandescente per effetto Joule di corrente elettrica), galvanotropismo-elettrotropismo (tipo della curva di accrescimento di organismi-organi come ad esempio la punta di radici al passaggio di una corrente elettrica), galvanomagnetismo (relativo alla conduzione di correnti in metalli in presenza di campi magnetici), galvanotecnica (quale indicanti le precedenti tecniche di galvanoplatica-galvanostegia), galvanoscopio (per rivelare il passaggio di correnti elettriche senza scopo di misurazione), galvanoterapia (terapia con l'uso delle correnti elettriche galvaniche-continue), mentre in elettrotecnica-elettronica si può parlare di isolamento galvanico (ad esempio tra il primario P di un trasformatore elettrico T ed i secondari Sn) quando l'energia E, la potenza P (e l'informazione I) vengono trasmesse per via magnetica senza contatto ohmico-conduttore, anzi si realizzano appositi trasformatori di isolamento monte-valle con rapporto spire primario/secondario Np/Ns=1 di potenza P proprio per trasmettere tensione-corrente uguali fino alla potenza P dei carichi collegati a valle), per cui prima di continuare inseriamo una sua brevissima biografia (Galvani, fisiologo-fisico-anatomista, nacque a Bologna il 9set1737 (ed ivi morì a 61 anni il 4dic1798), frequentò la Scuola di Medicina dell'Università di Bologna laureandosi nel 1742, entrò nell'Accademia delle Scienze, venne in seguito nominato professore di Operazioni Chirurgiche ed Anatomia, ricoprendo incarichi universitari fino al 1790 quando si rifiutò per motivi religiosi cattolici di prestare giuramento di osservanza alla Costituzione della Repubblicana Cisalpina con conseguente sospensione dalle sue cariche pubbliche ed emarginazione seppure parzialmente riabilitato coll'avvento del governo napoleonico, e dobbiamo dire che egli è divenuto universalmente noto per lo studio dell'elettricità animale (in particolare per via della polemica sorta col fisico comasco Alessandro Volta), onde come detto nel 1791 pubblicò l'opera teorico-sperimentale De viribus electricitatis in motu musculari commentarius, nella quale (come già avevano accennato altri fisiologi nel corso del '700 i quali studiavano le applicazioni della fisica e della chimica di allora agli organismi viventi in particolare lo studio dell'affinità tra il fluido elettrico dei fisici ed il fluido nervoso di biologi-medici) dimostrante come l'effetto di una scintilla prodotta da una macchina elettrostatica quale stimolo applicato ai nervi comportasse la contrazione dei relativi muscoli di rane e loro zampe dissezionate (“Dissecai una rana, la preparai e la collocai sopra una tavola sulla quale c'era una macchina elettrica, dal cui conduttore era completamente separata e collocata a non breve distanza; mentre uno dei miei assistenti toccava per caso leggermente con la punta di uno scalpello gli interni nervi crurali di questa rana, a un tratto furono visti contrarsi tutti i muscoli degli arti come se fossero stati presi dalle più veementi convulsioni tossiche. Ad un altro dei miei assistenti che mi era più vicino, mentre stavo tentando altre nuove esperienze elettriche, parve dì avvertire che il fenomeno succedesse proprio quando si faceva scoccare una scintilla dal conduttore della macchina. Ammirato dalle novità della cosa, subito avvertì me che ero completamente assorto e meco stesso d'altre cose ragionavo. Mi accese subito un incredibile desiderio di ripetere l'esperienza e di portare in luce ciò che di occulto c'era ancora nel fenomeno”), ed allora Galvani avanzò un'ipotesi di relazione elettricità-vita (ossia l'esistenza di elettricità animale intrinseca all'animale stesso) 


esperimentando ancora con le rane notando le contrazioni dei loro muscoli al contatto con metalli caricati elettrostaticamente per cui le fibre muscolari non solo sono dei sensibilissimi rilevatori-rivelatori di elettricità (ma certamente molto meno delle giunzioni pn di semiconduttori drogati come pure si può immaginare oltre ad essere quasi per nulla raddrizzanti ed a possedere tempi di risposta estremamente bassi per cui non andrebbero bene neppure per la “rivelazione AM del segnale vocale telefonico modulato”) ma pure dei veri serbatoi di elettricità statica (prodotta nel cervello, trasmessa alle fibre muscolari quale fluido galvanico e controllata dai nervi) accolto ciò con entusiasmo da molti fisiologi del tempo, ma come detto tale ipotesi (nonostante la relazione tra la carica elettrostatica e pure le correnti impulsive e la reazione dei muscoli sia inequivocabilmente corretta) fu avversata da altri fisiologi, in particolare da Volta allora a Pavia il quale invece credeva che le contrazioni dei muscoli non fossero dovute all'elettricità già presente nell'organismo animale ma fossero dovute ad uno stimolo od “irritazione” dei nervi onde per ottenere le contrazioni bastava toccare i nervi con oggetti caricati elettrostaticamente ma non esisteva alcun fluido galvanico od alcun fluido nervoso (o “biologico”) se non lo stesso fluido elettrico ossia quello che viene generato artificialmente con la pila chimica, per cui a Galvani dobbiamo solo l'introduzione del concetto di segnali nervosi trasmessi tramite i nervi dal cervello ai muscoli oltre ad aver spronato le ricerche nella direzione dell'invenzione della pila, ed a Volta dobbiamo l'invenzione della pila chimica realizzata con una cella elettrochimica e due dischetti di metalli diversi (l'agente chimico ossidante e l'agente chimico riducente) in soluzione con reazione di ossidoriduzione (la più antica pila che si è sviluppata è quella zinco-carbone(rivestito con cartoncino imbevuto di biossido di manganese) di 1.5 V per cui i due discetti sarebbero in realtà zinco e manganese), e le batterie composte di serie di tali celle con una successione di dischetti di metalli alternativamente differenti immersi in soluzione (da cui poi si otterranno le pile e le batterie di pile o gli accumulatori ricaricabili ciclicamente; allora si denominavano batterie i generatori di celle elettrochimiche elementari disposte fianco a fianco e si dicevano pile i generatori di celle elettrochimiche elementari poste od impilate una sull'altra, mentre oggi si dicono pile i generatori elettrochimici di un solo elemento (dunque con tensioni di 1.2 V, 1.5 V, 2.2 V, 3.7 V) e batterie i loro collegamenti in serie (per aumentare la tensione erogata) però riguardo i generatori elettrochimici ricaricabili essi si denominano ugualmente batterie ricaricabili od accumulatori sia se a singola cella che a celle multiple in serie (ossia si dice indifferentemente una batteria ricaricabile od un accumulatore di 1.2 V o di 3.8 V o di 6 V o di 12 V)); le sue opere principali furono De viribus electricitatis in motu musculari del 1791, Dell’arco conduttore del 1794, e Memorie sulla elettricità animale del 1797 


(tutte scritte per indagare il fenomeno del galvanismo e la sua interpretazione quale fenomeno elettrico entro i tessuti viventi), ed oggi la sua memoria è principalmente tramandata da una statua situata in piazza Galvani a Bologna che lo rappresenta durante i suoi esprimenti con le rane, ma per quanto attiene al nostro strumento di misura ovvero il galvanometro (misurante (deboli)correnti che percorrono una bobina mobile immersa in un campo magnetico di un magnete permanente a cui è rigidamente collegato un leggero indice) ed ai fenomeni galvanometrici, essi attengono proprio alla “stimolazione-eccitazione” della bobina-induttore tramite corrente elettrica (sostanzialmente continua o come allora di diceva corrente voltaica), però il lettore non confonda la vera importanza dei fondatori della scienza dell'elettricità con l'importanza minore del fisiologo Galvani ed in parte anche di Volta), il quale Kelvin, continuando, secondo l'equazione di Lagrange (il lettore vada a vedere altrove i sistemi dinamici lagrangiani) scrisse un'equazione circuitale nella variabile q (e q') del condensatore C ed induttore L a 2 energie, ossia d/dt(Lq'(elev 2)/2+q(elev 2)/2C))=-Rq'(elev 2) dove q' è la corrente della linea ed i membri hanno le dimensioni di potenza (Ri(elev 2), q(elev 2)/2CT=V(elev 2)C/T, Lq'(elev 2)/2T, dove L è una “capacità dinamica” diversa dalla capacità C voltiana); solo nel 1864 con la teoria dinamica Dynamic Theory di Maxwell si affronta il problema di una corretta formalizzazione dell'elettrotecnica integrandovi allora vantaggiosamente le leggi dell'elettromagnetismo e formulando le leggi algebriche ed integrodifferenziali dei componenti ohmico-induttivo-capacitivo RLC, mentre Maxwell, a differenza d'altri, aveva già dimostrato che la corrente alternata rispettava la legge di ohm come si era già abituati in corrente continua; Hertz (già allievo di Kirchhoff) aveva esteso le relazioni di Neumann valevoli in campo stazionario ai circuiti generanti onde elettromagnetiche, criticato in ciò da Poincarè (forse più per ragioni filosofiche che per ragioni fisiche, accennando qui assai brevemente che Poincaré in filosofia della matematica riteneva che la matematica fosse di origine indipendente nonchè attività intuitiva della mente umana ossia non analitica a priori, ossia era una filosofia opposta a quella di Bertrand Russell e Gottlob Frege i quali invece la ritenevano una branca della logica o derivata direttamente dalla logica, ed allora Poincaré riteneva che l'aritmetica fosse una disciplina a priori sintetica e non analitica, che gli assiomi di Peano non potessero essere derivati dalla logica e dunque dimostrati solo con vizio circolare mediante il principio di induzione (mentre noi in linea di massima non li abbiamo introdotti ad hoc come Peano), 


non accettava la teoria degli insiemi di Georg Cantor con definizioni non predicative, dunque Poincarè era sostanzialmente kantiano e ad esempio credeva che i gruppi e la struttura degli spazi non euclidei potessero essere conosciuti analiticamente a priori (per intuizione della mente), era un convenzionalista e credeva che molti postulati della fisica fossero dovuti a convenzione e che lo spazio fisico fosse tale, ad esempio credeva che la prima legge di Newton del moto inerziale non fosse di natura empirica e neppure analitica ma semplicemente un'assunzione convenzionale per lo sviluppo della meccanica, pensava ad esempio che i gradienti di temperatura potessero essere modificati, o che uno spazio non euclideo potesse essere misurato da regoli rigidi-euclidei, ma pensava anche che noi accettiamo la geometria piana euclidea al punto da cambiare od adeguare o complicare le leggi della fisica piuttosto che ricorrere ad una geometria più adatta), ma giustificando, questo giudizio di Poincarè nel 1889, Heaviside il quale sostenne correttamente che l'estensione di equazioni dalla corrente continua alle alte frequenze delle onde hertziane poteva essere accettata purchè la lunghezza delle onde fosse molto maggiore di quella dell'oscillatore a scintilla (anticipando le condizioni necessarie di quasi-stazionarietà (imposte da Max Abraham) per l'approccio circuitale ai fenomeni elettromagnetici ovvero per realizzare il passaggio dalla teoria elettrica basata sui campi maxwelliani e relativi fenomeni elettromagnetici ad una teoria circuitale dei bipoli elettrici le cui leggi sono derivate da sperimentazioni esterne sugli stessi (ossia in tal caso l'uso delle leggi ed equazioni di Kirchhoff, Ampere, Ohm, Neumann, ecc., in sostituzione di quelle elettromagnetiche di Maxwell) ovvero che la lunghezza d'onda minima λ=c/f relativa alla massima f sia molto maggiore del diametro D della sfera geometrica appena sufficiente a contenere l'intero circuito elettrico, continuando dunque a considerare i circuiti come fossero in continua od in regime quasi stazionario (alternato od alternato sinusoidale) anche alle alte frequenze), e deducendo elettromagneticamente tali condizioni di validità l'elettrotecnica non avrebbe più considerato la rete come costituita da componenti elettrici bipolari tra loro delimitati da sfere geometriche ma piuttosto come bipoli elettrici separati da “sfere elettromagnetiche” di diametro D dipendente da λ, e bipoli accessibili esternamente oltre la distanza D solo ai loro morsetti caratterizzati da tensione v e corrente i la cui relazione g(v(t),i(t)) o h(v(t),i(t)) determina completamente il bipolo (ossia v=f(i), p(t)=v(t)i(t), inoltre con energetica di Poynting-Heaviside EH=P/S (watt/metro quadro), o nei mezzi materiali EJ (watt/metro cubo) quale potenza ceduta al mezzo dissipativo per unità di volume, vi(ii)=P (watt)), la quale insieme alla topologia determina completamente il circuito elettrico (introducendo così l'Elettrotecnica o Teoria delle reti elettriche tra le scienze matematiche) seppure la dimostrazione formale sarà data nel 1927 da John Renshaw Carson in Electromagnetic Theory and foundations of electric circuit teory testo questo fondamentale per i circuitali 


(dal quale si potrebbe far iniziare l'Ingegneria Elettrica sviluppata su basi scientifiche, mentre come detto l'elettrotecnica sarebbe nata nel 1847 e l'elettronica nascerà solo nel 1906, laddove per l'Ingegneria Elettronica un altro momento importante di passaggio scientifico-sistematico avverrà negli anni '60 del '900, rammentando che J. R. Carson era nato nel 1886 a Pittsburgh in Pennsylvania, aveva studiato a Princeton e MIT, era entrato nel 1914 in AT&T inventando il sistema di modulazione a banda laterale unica AM-SSB per sistemi ottimizzati di trasmissioni di telefonia multipla, aveva scritto nel '22 un trattato matematico sulla modulazione di frequenza FM introducendo la nota banda di Carson (che noi usiamo per rapidamente calcolare la larghezza di banda nelle modulazioni angolari... e qualcuno magari per meglio seguire il tracciato da Tucson a El Paso) laddove poi Edwin Armstrong dimostrerà il gran vantaggio dell'uso della modulazione FM a banda maggiore di quella del segnale base (quando cioè il Δf della banda di modulazione è significativamente maggiore di B), nel 1917-25 studiò l'effetto dei filtri sulla modulazione AM coi relativi calcoli onde dedurre le interferenze di tensione-corrente-potenza di un segnale-canale su altri segnali-canali dovuti ad accoppiamenti parassiti induttivi-capacitivi pubblicando nel '26 Electrical Circuit Theory and Operational Calculus, poi lavorando in Bell Telephone Laboratories nel '25-40 elaborò la teoria matematica delle linee di trasmissione in guida d'onda (in precedenza già sperimentate da George C. Southworth), e tra i riconoscimenti-premi Carson ha ricevuto IRE Morris N. Liebmann Memorial Award “in recognition of his valuable contributions to alternating current circuit theory and, in particular, to his investigations of filter systems and of single side band telephony”, poi nel '37 un honorary Doctor of Science degree da Brooklyn Polytechnic Institute, e nel '39 Elliott Cresson Medal da Franklin Institute), testo di Carson di lontana derivazione di Dynamical Theory (per avere un'idea di come si presentava la teoria elettromagnetica 10-20 anni prima di Carson ovvero la sua eminente impostazione maxwelliana si può scaricare gratis da Internet qualche testo o trattato tipo The mathematical theory of electricity and magnetism di Jeans dell'Università di Princeton-Cambridge del 1907-10 nel quale è contenuta pure una complicata Dynamical Theory of Currents per spiegare il meccanismo dei fenomeni elettromagnetici (facendo uso del principio di Hamilton e delle equazioni di Lagrange, per le correnti indotte, i momenti elettrocinetici, le oscillazioni in una rete di conduttori, le correnti alternate, l'energia magnetica, le correnti di spostamento (che accompagnano sempre, aggiungiamo, la variazione o derivata della densità di flusso elettrico D, e che sono le sole correnti nei condensatori C tra un'armatura e l'altra nel caso di C con dielettrico ideale (in tal caso il condensatore è un circuito aperto in corrente continua cc con legge di ohm I=0) 


mentre nei condensatori C reali ci sarà pure una piccolissima corrente di conduzione attraverso il dielettrico reale stesso la cui resistività infatti non è infinita (in tal caso il condensatore è un resistore di altissima resistenza e bassissima conduttanza in corrente continua cc (magari non lineare I=G(V)V), invece di un circuito aperto) seppure le due correnti, quella di conduzione j(t) (presente ovunque c'è conduzione nei conduttori e nei dielettrici reali ossia con movimento di elettroni-lacune-ioni-ecc. nello spazio, se esiste il campo E) e quella di spostamento derivata temporale di D (presente dove c'è variazione di E e di D, e la sola presente nei C ideali o approssimati tali, ossia senza conduzione di elettroni-lacune-ioni-ecc. nello spazio ma solo ottenuta per variazione di induzione D), siano sommate a determinare la corrente totale i(t) e perfettamente identiche nella legge del rotore di H e nell'elettromagnetismo col solo loro valore dipendente dalla derivata temporale nel dominio del tempo o dalla frequenza s o f nel dominio delle frequenze o frequenze complesse), ecc., e nel quale la velocità della luce C/radice quadrata di Kμ (dove K=μ=1 nell'aria) è data da 299130 Km/sec (Abraham (ricordando qui il fisico-matematico tedesco Max Abraham, nato a Danzica nel 1875, allievo di Max Planck, e morto a Monaco di Baviera nel 1922 ma operando soprattutto in Italia, tra i primi ad occuparsi di teoria della relatività lavorando con A. Einstein e Tullio Levi-Civita, professore di meccanica razionale al Politecnico di Milano e poi di fisica nei Politecnici di Stoccarda e Monaco di Baviera, di cui citare i suoi lavori sulla teoria dell'elasticità ma soprattutto i suoi lavori sull'elettrodinamica classica e la dinamica dell'elettrone)), a 300920 Km/sec (Pellat) con una media di 30.001 miliardi di centimetri/sec=1080.36 Kmetri/ora=671.022 milioni di miglia/ora (dipende dall'unità di miglia usate), ma lo stesso J. C. Maxwell aveva misurato 310740 Km/sec (nel 1865 in A Dynamical Theory of the Electromagnetic Field scriveva che “Questa velocità è così vicina a quella della luce che ho ragione di supporre che la luce stessa sia un'onda elettromagnetica”, seppure il suo testo fondamentale notoriamente sia A Treatise on Electricity and Magnetism del 1873), laddove un valore odierno più accurato sarebbe 299792.458 Kmetri/sec=1079.252849 milioni di Kmetri/ora=719.501899 milioni di miglia/ora metriche, ma risalendo nel tempo già Galileo aveva effettuato un tentativo di misura, e nel 1676 la velocità della luce fu effettuata dall'astronomo danese O. Roemer (sfruttando la variazione di distanza Terra-Giove di percorso della luce tra due eclissi successive dei satelliti di Giove ottenendo valori comparabili a quelli di Fizeau, Foucault ed Albert Abraham Michelson) nonché contenente una introduzione alla teoria relativistica del moto degli elettroni secondo Lorentz-Fitzgerald ovvero secondo la teoria del vecchio Lorentz (premio Nobel per la fisica nel 1902) senza neppure citare Einstein che nel 1907-10 probabilmente era ancora un perfetto sconosciuto (Sull'Elettrodinamica dei corpi in movimento, ossia la Relatività ristretta come poi sarà universalmente chiamata e conosciuta, è uscita nel 1905 come altrove detto (insieme alla spiegazione dell'effetto fotoelettrico (con l'introduzione della particella o del quanto fotone (seppure il nome fotone si deve nel 1926 a Lewis dopo la teoria einsteiniana e dopo la scoperta dell'effetto Compton nel 1924 che favorirà la piena accettazione della teoria dei fotoni), ma tale effetto fotoelettrico era stato osservato per la prima volta nel 1887 proprio da Hertz nei suoi esperimenti con la radiazione luminosa ed elettromagnetica), e del moto browniano per i quali due ultimi lavori moto browniano-effetto fotoelettrico gli fu conferito il Nobel per la fisica nel 1921 ma non per la relatività ristretta RR inizialmente non apprezzata e non compresa, e questi lavori sono raccolti in Annus Mirabilis Papers), 


e le trasformazioni tra S e S' ivi usate sono quelle di Lorentz (spazio-pseudoeuclideo/norma-pseudopitagorica costituenti il gruppo omogeneo di Lorentz) o magari quelle più generali trasformazioni affini di Poincarè (costituenti il gruppo continuo di Poincarè) mentre quelle introdotte da Einstein in RR sono identiche a quelle di Lorentz ma con la nuova interpretazione fisica (Lorentz infatti aveva sviluppato le leggi di trasformazione col fattore di correzione-contrazione-dilatazione mantenendo però pure il concetto di etere ed invece attribuendo le sue trasformazioni ad un errore-difetto di osservazione intrinseco ai fenomeni stessi) sotto il principio di relatività ristretta ossia dell'invarianza della velocità della luce-onde elettromagnetiche (invarianza del modulo e della norma tra eventi (Δd)quadro=(ΔL)quadro - cquadro(Δt)quadro) rispetto ad ogni riferimento inerziale ossia in cronotopi-Minkowski con masse o potenziali/massa nulli o trascurabili, come appunto accade per gli elettroni, e potremmo dire approssimativamente che Einstein fu per Lorentz quello che Cartesio fu per Galileo in quanto entrambi estesero a tutta la fisica concepibile al loro tempo un principio generale inizialmente trovato dai loro predecessori in una teoria o con un modello più ristretto-particolare riguardo assiomi ed applicazioni (ciò è vero per Lorentz e per Galileo), ma meglio sarebbe sostenere quello che Einstein  fu per Lorentz-Riemann-Levi-Civita-Curbastro (rispettivamente riguardo elettrodinamica classica-spazi normati pluridimensionali-calcolo tensoriale in veste geometrica), ma anche che il primo Einstein fu per l'Einstein successivo stesso (riguardo il passaggio ed estensione della relatività ristretta RR alla relatività generale RG), od ancor più approssimativamente potremmo dire quello che Cartesio fu per Viète, o quello che Wallis fu per Apollonio-Cavalieri-Cartesio-De Witt, o Keplero fu per Copernico, o Newton-Leibniz furono per Barrow-degli Angeli-Wallis-Gregory-Cavalieri-Torricelli-Roberval-Fermat-Hudde-ecc. come il lettore potrà rapidamente leggere altrove riguardo l'invenzione del calcolo differentialis-integralis ossia del calcolo infinitesimale (termine quest'ultimo poi abbandonato), o Lagrange fu per Newton riguardo la meccanica analitica, o Laplace fu per Newton riguardo la meccanica celeste (come il lettore però noterà in tale libro il nome di Laplace non è principalmente legato alla meccanica celeste ed alla teoria del sistema solare e delle nebulosa originaria (ovviamente abbiamo rapidamente scritto anche di questo oltre che della sua teoria della probabilità, e potremmo sostenere che se Laplace “ritornasse in vita nel XX-XXI sec.” rimarrebbe certamente stupito di ciò che è avvenuto in astrofisica partendo dalla sua meccanica celeste del sistema solare (fino ad “approdare” nientemeno che alla teoria delle stelle, delle galassie, dei buchi neri e degli Universi paralleli con le loro notevoli equazioni), ma probabilmente rimarrebbe ancora più stupito di cosa si sia fatto con la sua trasformata (trasformata stessa comunque ri-sviluppata da altri a specifico uso ingegneristico), ovviamente interpretando la variabile x come tempo t e la variabile λ di trasformazione come frequenza complessa s nel mondo elettrico (e poi dal mondo elettrico per tutti i processi ed i sistemi dinamici nel mondo dell'ingegneria industriale) il quale mondo ha appena iniziato a creare una nuova visione del mondo (altro che “Universi paralleli”) in cui gli stessi cervelli umani col loro “Pensiero Umano” saranno surclassati-”surclassati” da altre forme di “cervelli più artificiali” (che noi abbiamo denominato più o meno “biorobots”) col loro incrementato ed irraggiungibile “Pensiero Artificiale”, ossia passando dal pensiero umano (Pensèes dell'uomo con-senza Dio, pensiamo a Pascal) al pensiero artificiale (Pensèes artificiel con la logica-matematica di Dio-Tutto, pensiamo ancora a Pascal, per ora solo Fortran, Simula, Algol, Pascal, Cobol, C++, Ada, Java, ecc.))... 


eccezione praticamente quasi unica tra tutti i “divulgatori” ed i “libri di divulgazione”... chissà perchè), od Al-Khwarizmi fu per l'algebra geometrica greca in Euclide-Erone-Diofanto (più Euclide ed i geometri greci dato che Diofanto studiò soprattutto le equazioni determinate, ed indeterminate ossia le equazioni diofantee (soluzioni di ax+by=c, con a,b,c noti, e per valori interi di x e y), ed Erone fu soprattutto insegnante della scuola meccanica di Alessandria d'Egitto nonché buon inventore di semplici ma geniali apparati meccanici idraulici e termici (tipo l'eolipila (macchina sferica a vapore non a ciclo continuo), la fontana di Erone (macchina pneumatica per generare getti verticali d'acqua per via della pressione atmosferica), l’odometro (ossia uno strumento di misurazione della lunghezza del percorso di un pedone o di una macchina mobile), seppure come geometra (nell'antichità però non godeva certo di buona reputazione chi studiava la matematica e le altre scienze con concetti e con mezzi diversi oltre a numeri-punti-rette-figure-riga-compasso(il compasso è un antico strumento da disegno con mina-gessetto-china (del tipo balaustroni-balaustrini-da lavagna), usato insieme a riga e squadra, per riportare misure di lunghezza e per la costruzione di figure geometriche (archi circolari e circonferenze) laddove per la costruzione di curve del 2° ordine o coniche (iperboli-parabole-ellissi) si usano i compassi perfetti ad eccentricità variabile funzionanti col metodo di intersezione di un cono virtuale col piano del foglio, ma esistono pure compassi di calibro e di spessore, compassi di riduzione da cartografo, e compassi militari dotati di scala graduata, e di tutti questi l'Italia nei secoli passati era buona produttrice esportandoli infatti in tutto il mondo)) ricavò la famosa formula per l'area di un triangolo qualsiasi (rettangolo-isoscele-scaleno, ma il lettore non usi tale terminologia “elementare-incivile” di suddivisione (a parte rettangolo ed isoscele) e pure non usi altri termini sorpassati o “sorpassati”, da scuola media inferiore o termini liceali e “barbari” tipo acutangolo-ottusangolo-apotema-supplementare-complementare-rombo-romboide-ecc. che fa pensar molto male e magari “porta pure male” (ad esempio il rombo porta in pescheria; se uno dovesse venir fuori con “triangolo scaleno” è probabile che poi se ne debba andare (laddove, invece, diciamo che nei poligoni regolari l'apotema o aphotem od apo od a (dal greco apotheema, αποτιϑημι, ossia mettere giù, tirare giù) è l'abbassamento dall'incentro su ognuno dei lati, od è il raggio della circonferenza inscritta (a=r), spesso si identifica con l'inraggio r (serve per il calcolo delle aree) e ha un rapporto (dato dalla tangente trigonometrica) coi lati differente per differenti poligoni (ad esempio il rapporto apotema/lato vale 0.289 nel triangolo, 0.5 nel quadrato, 0.688 nel pentagono, 0.866 nell'esagono, ..., 1.539 nel decagono (10 lati), ..., 3.157 nel icosagono (20 lati)), o nelle piramidi regolari è l'abbassamento dal vertice al lato alla base; ma in chimica l'apotema è la sostanza precipitata in soluzioni di estratti vegetali (!... se frulliamo un pomodoro maturo, sempre che abbia capito bene cosa ho letto, poi possiamo mettere l'apotema sulla pasta); 


riguardo al “fa pensar male”, una volta vidi tra i molti ospiti della trasmissione tv serale di intrattenimento Maurizio Costanzo Show un insegnante di geometria che avendo scritto al competente ministero riguardo l'introduzione di terminologia nuova in geometria ordinaria (personalmente aveva inventato i termini per il complemento di angoli rispetto a dati valori tipo 270 gradi sessagesimali (abbiamo infatti gli angoli complementari α,β (in cui α+β=π/2=90 gradi, per cui si dice che β è il complemento di α a 90 gradi), gli angoli supplementari α,β (in cui α+β=π=180 gradi, per cui si dice che β è il supplementare di α a 180 gradi) e gli angoli esplementari α,β (in cui α+β=2π=360 gradi od angolo piano), ma mancava il termine per gli angoli α,β quando α+β=(3/4)2π=(3/2)π=270 gradi)) immagino senza ottenere grande accoglienza evitando di fornire risposta (immaginiamo anche giustamente quale avrebbe potuta essere la risposta del competente ministero), allora venne in trasmissione a portare ed illustrare il suo contributo alla geometria onde rendere più acconcia la sua terminologia!, e dai grandi problemi aperti di geometria (specialmente in geometrie non euclidee e geometria differenziale) trovare la necessità di introdurre terminologia in geometria ordinaria (una scienza piuttosto da ben assiomatizzare e modellizzare, e comunque una scienza (completamente)chiusa) potrebbe dare un'idea di cosa sono gli insegnanti di geometria nelle scuole medie)... 


ma aggiungiamo che ugualmente in tale libro il lettore è “avvisato” di non usare molte altre espressioni sconsigliate in altri campi delle scienze e delle tecniche e del sapere in genere tipo non usare misure in yarde, piedi, pollici (o “per gli egiziani magari mani e cubiti”, ad esempio è d'uso dire un tubo di acciaio-bronzo-rame di 3/8 di pollice=9.53 millimetri, e molti di voi saranno pure andati qualche volta in un negozio-magazzino di ferramenta (o magari al supermercato Leroy Merlin) ad acquistare due raccordi flessibili da 1/2 pollice a 3/4 di pollice (tubi per acqua calda ed acqua fredda) o viceversa per il collegamento dello scaldabagno, o tubi di andata e ritorno per caldaie domestiche residenziali per riscaldamento casa ed acqua sanitaria calda, ma sarebbe meglio usare unità di misura SI) e neppure usare libbra-miglio-shortton-oncia, non dire un'intensità di corrente Ic=10 milliampere=10 mA (si deve dire una corrente Ic=10 milliampere=10 mA, come pure si dice una tensione di 5 V e non un'intensità di tensione di 5 V, ed un forza di 100 N e non un'intensità di forza di 100 N, qualunque cosa dovessero sostenere altri, dato che l'intensità ha a che vedere con la potenza di una grandezza ossia la potenza di una quantità di grandezza ovvero in fisica ha a che vedere con un'energia-energia/tempo-potenza piuttosto che con una grandezza e la sua quantità-valore-ampiezza, o magari dire una tensione di ampiezza... od una corrente di ampiezza... intendendo l'ampiezza A o Vpicco o Ipicco della relativa forma d'onda), non dire assolutamente voltaggio-amperaggio-wattaggio-ecc. (!) come ovviamente non si deve dire e non si dice ohmmaggio-faradaggio-chilogrammaggio-newtonaggio-chilometraggio-litraggio-metraggio-metratura(intendendo qui sia una misura di lunghezza che di area però quest'ultima abbastanza diffusa ed accettata in ambito economico ed altro)-ecc., non dire in fisica classica una temperatura assoluta di 0 °K (il valore di questa temperatura non esiste neppure (sia teoricamente che tecnicamente), dato che la temperatura ha per limite inferiore 0+  (e per limite superiore ha + infinito) ma notoriamente i limiti di funzioni (e di quantità di grandezze) sono cosa diversa dalle rispettive funzioni (e quantità di grandezze o grandezze) ed in tal caso non significano altro che la temperatura può possedere valori reali comunque piccoli verso lo 0 o comunque grandi verso l'infinito ma non certo 0 (°K) od infinito (°K), nel senso che fissato un valore di temperatura comunque piccolo ne esiste necessariamente un altro (anzi ne esistono infiniti altri) più piccolo, e fissato un valore di temperatura comunque grande ne esiste necessariamente un altro (anzi infiniti altri) più grande), non dire 100 euri (si dice invece 100 euro, come si dovrebbe dire 100 dollaro (o non 100 dollari) o 100 marco o 100 franco o 100 sterlina, e come pure si dovrebbe dire 100 secondo, o 100 metro, o 10 metro/secondo (seppure anche noi sbagliando e “lasciandoci andare” a volte abbiamo scritto 100 dollari, 100 secondi, 100 metri e 10 metri/secondo com'è pure nell'uso pratico entrando ciò veramente anche in campo scientifico)), ovviamente non dire 12 volts e 2 amperes bensì si deve dire 12 volt e 2 ampere, non dire un campo magnetico di 0.5 tesla (si deve dire una densità di campo magnetico di 0.5 tesla a meno che si ragioni nel vecchio sistema CGS comunque da dimenticare, oltre a parlare di densità di campo (magnetico od elettrico) e non di induzione (magnetica od elettrica) seppure in presenza di materia e materiale elettrico-magnetico dove è pure d'uso il termine induzione), ecc., laddove l'acquirente al mercato può ancora dire “Mi dia 1.5 Kgrammi di pere” invece del modo più corretto “Mi dia 14.7 newton di pere” (ma per altre ragioni è comunque sconsigliabile dovendo acquistare delle mele dire “Mi dia 10 newton di mele” perchè si potrebbe intendere in altro senso e magari prendere molti “newton di mele in testa invece di metterle nella borsa”, onde sugli scaffali si può leggere 0.99 euro/Kg invece di 0.1 euro/N, ma qualche commerciante indica pure 2.9 euro/litro i kiwi sempre che con una bilancia per pesare riesca a misurare 1 litro di kiwi che non sia invece una spremuta di kiwi), e si può ancora affermare di pesare 75 Kgrammi peso invece di 735.5 newton dato che in SI forze e pesi sono necessariamente misurati in newton e le masse invece in Kgrammi massa (più del 90 % degli individui occidentali pesa da 490 N a 1100 N ossia da 50 Kgr-peso a 110 Kgr-peso)), dicevamo, continuando, Erone ricavò la famosa formula per l'area di un triangolo qualsiasi A=radice quadrata di ( p(p-a)(p-b)(p-c) ), dati i suoi 3 lati a,b,c, e semiperimetro p=(a+b+c)/2 seppure formula già nota ad Archimede (ovviamente a,b,c non sono numeri qualsiasi ma sono tre numeri dove ognuno è minore della somma degli altri due dovendo essere lunghezze di lati di un triangolo (ossia numeri rispettanti la disuguaglianza triangolare), od almeno al massimo dove uno è uguale alla somma degli altri due e però in tal caso sarà A=0 (ad esempio se a,b,c sono rispettivamente 3,4,5, triangolo rettangolo di area (3x4)/2=6) secondo la formula generale di Erone p=(3+4+5)/2=6 ed allora A=radice quadrata di (6x3+6x2+6x1)=radice quadrata di (36)=6), ma se a,b,c sono 3,4,7 allora A=0 (dato che c=a+b il triangolo è degenerato in un segmento notoriamente di “area” nulla), oltre a trovare Erone metodi di risoluzione approssimata di misurazioni in geometria-geodesia e di calcoli di radici quadrate e cubiche di numeri interi qualsiasi)), 


o, continuando, Eulero fu per Newton-Leibniz riguardo l'analisi infinitesimale coi suoi due volumi monumentali di analisi, od Eulero fu per Newton riguardo la meccanica dei corpi rigidi, o Lagrange-Hamilton-Gauss furono per Newton e la legge della forza riguardo i principi variazionali di minima azione-minima costrizione dei vincoli, o Daniel Bernoulli fu per Newton riguardo la meccanica dei fluidi-fluidodinamica-idrodinamica, o Weierstrass fu per Bolzano, o Peano-Russell-Whitehead furono per De Morgan-Boole, o Galois fu per Lagrange-Abel-Ruffini riguardo la sistemazione della teoria delle equazioni algebriche di grado n risolte con mezzi algebrici (abbiamo già scritto nell'altra sezione del libro circa la teoria delle equazioni algebriche, ma qui cogliamo l'occasione per aggiungere altre informazioni specialmente riguardo la loro risoluzione e la nascita di teoria dei gruppi oltre che riguardo il matematico francese Galois (Evariste Galois, nato nel 1811 e  morto nel 1832) che se non ne fu il solo padre ne diede però il nome fondamentale; nelle prime ore del mattino del 30mag1832 il 20enne Galois scrisse agli amici N. Lebon e V. Delaunay “Sono stato provocato da due patrioti e non ho potuto indietreggiare. Vi chiedo scusa di non aver avvertito nessuno di voi, ma i miei avversari mi avevano intimato sul mio onore di non avvertire nessun patriota. Il vostro compito è semplicissimo: provare che mi sono battuto mio malgrado, cioè dopo aver tentato di venire ad un accomodamento, e dire se sono capace di mentire, di mentire perfino per una cosa tanto piccola come quella di cui si trattava. Conservate il mio ricordo, dal momento che la sorte mi ha dato una vita troppo breve perchè la patria sappia il mio nome. Muoio vostro amico, E. Galois”, e pronunciò le sue ultime parole al fratello “Ne pleure pas, Alfred! J'ai besoin de tout mon courage pour mourir à vingt ans!” (“Non piangere, Alfred! Ho bisogno di tutto il mio coraggio per morire a vent'anni!”); due giorni avanti o secondo altre fonti in quella stessa notte del 30mag32 aveva scritto all'amico A. Chevalier “Ho fatto delle nuove scoperte in analisi. La 1° riguarda la teoria delle equazioni, le altre riguardano le funzioni integrali... Nella teoria delle equazioni ho studiato le condizioni per la risolubilità di equazioni mediante radicali... tutto questo lo troverai qui in tre memorie... Tu pregherai pubblicamente Jacobi o Gauss di dare il loro parere, non sulla verità, ma sull'importanza di questi teoremi. Dopo ci saranno, spero, delle persone che reputeranno utile decifrare i miei pasticci o geroglifici” (“Tu prieras publiquement Jacobi ou Gauss de donner leur avis, non sur la vérité, mais sur l'importance des théorèmes... Après cela, il y aura, j'espère, des gens qui trouveront leur profit à déchiffrer tout ce gachis”; infatti Galois scriveva confusamente tralasciando pure molti passaggi (fatti a mente) ed affermazioni ritenuti non necessari od importanti compromettendo molto la comprensione dei suoi appunti e dei suoi manoscritti; e secondo Hermann Weyl "Questa lettera, se giudicata dalla novità e dalla profondità delle idee che essa contiene, è forse il brano più sostanziale di scrittura nella letteratura dell'intera umanità” (si dovrebbe trovare tra gli Scritti matematici di Evariste Galois) per cui sempre secondo Weyl ne sarebbe consigliata la lettura); poco dopo il sorgere del Sole di quello stesso giorno, dopo aver rifiutato i sacramenti, lasciò la sua stanza alla pensione Faultrier a Parigi per affrontare un attivista politico (secondo Alexandre Dumas sarebbe il repubblicano di nome Pescheux d'Herbinville (forse fidanzato di una certa D. Stéphanie con cui Galois aveva avuto a che fare) in un duello d'onore con pistola sulle sponde di un vicino stagno (nota: “con la pistola”, non “col pistola”, dato che Galois sebbene diciamo sembrasse “un poco pistola” secondo i parametri dei nostri tempi ideologicamente di assai basso profilo, era piuttosto un gran romantico, laddove l'avversario era reputato la miglior pistola di Francia o quasi e non il più “grande pistola”); 


Galois fu colpito all'addome ed abbandonato sul terreno senza cure fino a quando un passante o lo stesso fratello Alfred lo trovò e lo trasportò all'ospedale Cochin, dove morì probabilmente di peritonite il giorno seguente 31mag32 venendo seppellito il 2giu, dopo un funerale in cui erano scoppiati pure tafferugli tra amici di Galois ed ufficiali governativi, in una fossa comune del cimitero di Montparnasse ed ancora oggi si ignora dove riposino i suoi resti (laddove un suo cenotafio è stato invece eretto vicino alle tombe dei suoi parenti a Bourg-la-Reine suo luogo di nascita; aggiungiamo che mentre Marie-Jean-Antoine-Nicolas de Caritat marchese di Condorcet conosciuto semplicemente come Condorcet (noto filosofo, matematico (con studi sul calcolo integrale e differenziale definendo il concetto di infinitesimo ma sappiamo che lo sviluppo futuro del calcolo infinitesimale adotterà definitivamente la teoria dei limiti di D'Alembert seguita anche da Cauchy, di cui s'è scritto, e sulla teoria della probabilità), economista, storico-sociologo, politico e rivoluzionario francese girondino-libertario, noto enciclopedista ed amico di D'Alembert-Diderot-Voltaire-d'Holbach-Eulero-Franklin, nonchè precedentemente segretario dell'Académie des Sciences), dopo aver preso la Bastiglia nel 1789, quale oppositore di Robespierre morì nel 1794 in carcere a Bourg-la-Reine (Bourg-l'Égalité com'era detta allora) prendendo la pastiglia (contro il mal di testa, mal da ghigliottina, sembrerebbe suicida col veleno fornitogli dall'amico Pierre Jean Georges Cabanis, e dal 1989 (bicentenario della Rivoluzione) quale figura centrale dell'Illuminismo è sepolto al Panthéon di Parigi sebbene la sua bara sia vuota poichè i suoi resti mortali al cimitero di Bourg-la-Reine andarono perduti nel corso dell'800), quasi al medesimo modo Evariste Galois (nato a Bourg-la-Reine nel 1811) senza aver preso direttamente la Bastiglia morì invece prendendo la "pastiglia" (questa volta per via di un “duello d'onore” probabilmente truccato) venendo seppellito nel 1832 nel cimitero di Montparnasse a Parigi (in una fossa comune perdendo così i suoi resti mortali) col l'erezione poi di un cenotafio a Bourg-la-Reine); dopo 14 anni i manoscritti lasciati a Chevalier, si può dire riscoperti, sistemati e semplificati sarebbero stati pubblicati da Joseph Liouville e da tale data (anno 1846) inizia ufficialmente la Teoria dei Gruppi (teoria dei gruppi di cui diamo subito una definizione “moderna” trovata in letteratura ossia quale branca della matematica nella quale si fa qualche cosa a qualche cosa e si confrontano i risultati ottenuti con quelli che si ottengono facendo la stessa cosa a qualcos'altro e con quelli che si ottengono facendo un'altra cosa alla stessa cosa..., ma essendo ancora più generale la definizione di matematica di quella dei gruppi possiamo pure dire che la matematica è fatta di quelle cose che fanno altre cose su altre cose ancora ottenendo delle cose magari per fare nuovamente altre cose... (definizione d'alto livello di “matematica pura”)); 


Evariste Galois nacque il 25ott1811 a Bourg-la-Reine alla periferia meridionale di Parigi (erano passati 22 anni dalla grande Rivoluzione e Napoleone era al culmine della gloria poco avanti la disastrosa campagna di Russia) dal padre N.G. Galois gran sostenitore di Napoleone Bonaparte e capo del partito liberale della città nonché sindaco di Bourg-la-Reine durante i Cento giorni nel 1815, ma la storia della vita del giovane matematico nonchè ragazzo prodigio, cresciuto in un periodo di grandi entusiasmi, mutazioni sociali, nuovi ideali e passato antico regime, rivoluzioni e restaurazioni, che ha esercitato un grande influsso su storici-media-pubblico è quella di Eric Temple Bell in Men of Mathematics (che insegnò all'Università di Washington ed al California Institute of Technology e noto pure per la serie di Bell in teoria dei numeri, per i polinomi e numeri di Bell in teoria combinatoria e per i lavori in analisi, ma molto noto per le biografie dei grandi matematici (Men of Mathematics, New York, Simon and Schuster, 1937, 592 pp, di cui si consiglia pure la lettura)) a volte criticate per la scarsa accuratezza come quelle di Cantor e di Galois troppo romantiche e stereotipate secondo lo spirito del tempo, e noto per The last problem riguardo l'ultimo teorema di Fermat UTF (ossia noto teorema per il quale mentre il quadrato di un numero intero è sempre scomponibile nella somma di due quadrati di numeri interi (a(elev n)+b(elev n)=c(elev n), con n=2, essendo ciò equivalente al teorema di Pitagora TP), ciò non è vero per n intero positivo maggiore di 2) che suscitò interesse nel giovane Andrew Wiles (matematico britannico Andrew John Wiles di Cambridge nato nel 1953, che fu professore a Parigi poi in USA a Harvard e presso Institute for Advanced Study di Princeton) il quale circa venti anni dopo lo avrebbe dimostrato o magari “nuovamente dimostrato in circa 130 pagine” nel 1995 e sul quale abbiamo scritto altrove (teorema UTF, ora potremmo dire teorema di Fermat-Wiles FWT, ossia teorema di un dilettante di grande talento dato che Fermat non era matematico di professione e di un matematico di Princeton)), che nello specifico sulla vita di Galois risente troppo dello stereotipo del genio scientifico inizialmente incompreso e perseguitato; 


nonostante l'invito al collegio di Reims, fino a 12 anni il giovane Evariste fu educato dalla madre nella cultura classica greco-latina e nel generale scetticismo riguardo la religione ufficiale; a 12 anni nel 1823 venne iscritto al College Royale de Louis-le-Grand, la prestigiosa scuola liceale preparatoria parigina che fu l'alma mater di Robespierre e di Victor Hugo dallo spirito assai liberale-repubblicano (in tale periodo lesse la geometria di Legendre (Elèments de Gèomètrie) rimanendone affascinato, ma non fu un mediocre studente come vogliono alcune biografie dato che ricevette vari premi (specialmente per il greco e latino) ed alcune menzioni di lode seppure ripeté il 3° anno per deficienze in retorica (di passaggio, che cosa è la retorica? ed allora diciamo almeno cosa sono le figure retoriche entro la Retorica ben classificate secondo uno schema tradizionale (da Institutio oratoria di Quintiliano a tutto il XVIII sec.) in figure di pensiero (riguardanti idea od immagine in una frase; ossia prosopopea, apostrofe, interrogazione, esclamazione, imprecazione, epifonema, reticenza, preterizione, cleuasmo, ossimoro (tipo “convergenze parallele” (espressione dovuta ad Aldo Moro negli anni '70 o ad Amintore Fanfani nel 1960 in occasione del suo III governo tutto democristiano ma con l'appoggio esterno “parallelo” di liberali e repubblicani senza l'incontro) contenente i due concetti opposti di parallelismo e convergenza per cui in geometria euclidea le rette parallele che però convergono all'infinito sono ossimoro oltre che concetti tra loro contraddittori), antitesi), figure di significazione o tropi (riguardanti il senso delle parole; ossia metafora, metonimia, sinestesia, sineddoche, antonomasia, iperbole, litote), figure di dizione (riguardanti la forma delle parole; ossia apocope, aferesi, metatesi fonetica, crasi), figure di elocuzione (riguardanti il repertorio delle parole; ossia epiteto, ripetizione, sinonimia, asindeto, polisindeto), figure di costruzione (riguardanti l'ordine delle parole in frasi; ossia chiasmo, anafora, iperbato, ellissi, zeugma), figure di ritmo (riguardanti gli effetti fonici-fonetici di ripetizione; ossia onomatopea, armonia imitativa, allitterazione), ma ci sono tante altre suddivisioni e classificazioni (oltre a mutamento-variazione che Quintiliano indica come adiectio (aggiunta di elementi linguistici con ridondanza), detractio (sottrazione di elementi linguistici tipica di ellissi), transmutatio (cambiamento di posizione di alcuni elementi linguistici tipica di anastrofe), immutatio (sostituzione di elementi linguistici tramite sinonimi o accrescitivi-diminutivi)), ed esistono pure classificazioni più moderne delle figure retoriche come quella del 1827-30 del francese Pierre Fontanier in Les figures du discours, la classificazione di Gui Bonsiepe (con distinzione tra figure sintattiche e semantiche, ossia figure sintattiche (figure traspositive, figure privative, figure ripetitive), figure semantiche (figure contrarie, figure comparative, figure sostitutive)), o la classificazione del 1970 del Gruppo di Liegi con una teoria più organica di trasformazione del linguaggio in Retorica generale (metaplasmi, metatassi, metasememi, metalogismi), ma i lettori vadano pure sulla Rete (il Maligno per antonomasia) per trovarne tutti i significati augurandogli “In bocca al lupo” per ben studiarli dove questa espressione è una proposizione antifrasi-antifrastica (significante cioè l'esatto contrario del significato usuale essendo il lupo la più feroce preda del cacciatore) ma forse potrebbe anche significare che la bocca del lupo è il luogo più sicuro tramite la quale esso trasporta delicatamente dopo averli afferrati i suoi cuccioli, a cui usualmente si risponde forse scorrettamente “Crepi il lupo” (specialmente, immaginiamo, secondo gli animalisti), anche se davvero non sappiamo chi sia l'inventore di questo stupido augurio, buon per lui, forse era un cacciatore; ricordiamo che il lupo rappresenta un pericolo od una disgrazia e ricorre in espressioni popolari come “tempo da lupi”,  “avere una fame da lupi”, “andare in bocca al lupo”, “gridare al lupo, al lupo!”, poi “lupus in fabula”, “il lupo perde il pelo ma non il vizio”, “il lupo cambia i denti ma non la mente”, “il lupo sogna le pecore, la volpe le galline”, “essere agnello tra i lupi” (la dottrina degli ovini non funziona), “dal lupo non nascono agnelli”, “il lupo non è buono da vivo e non lo è neppure da morto” (a differenza del maiale che lo è, sicuramente, solo da morto), ecc.)); 


quindi, Galois trascurando gli insegnamenti umanistici, a 15 anni si iscrisse al suo 1° corso di matematica tenuto da H. J. Vernier esaurendo presto i testi e passando a leggere Legendre e Lagrange (ossia la teoria delle equazioni algebriche e le riflessioni sulla loro risoluzione (cui avrebbe nei seguenti 5 anni contribuito sostanzialmente), la teoria delle funzioni analitiche ed il calcolo di funzioni), tentando con 1 anno d'anticipo nel 1828 (a circa 17 anni) l'esame d'ammissione all'Ecole Polytechnique (prestigiosa scuola, come detto, fondata nel 1794 dai rivoluzionari per la formazione dei dirigenti della nuova Francia) ma respinto per mancanza di nozioni fondamentali (specialmente all'orale), e quindi ripiegando sul corso più avanzato di matematica al Louis-le-Grand, il cui insegnante notato il valore dell'allievo, nel '29 chiese nuovamente invano l'ammissione senza esame alla scuola politecnica (aveva da solo già tentato una seconda volta respinto però dall'esaminatore Dinet); a mar29 pubblicò sugli Annales di Gergonne il suo 1° saggio Dimostrazione di un teorema sulle frazioni continue periodiche, e già a 17 anni aveva inviato una memoria in due articoli a Cauchy per presentarla all'Acadèmie (riguardava  la teoria delle equazioni algebriche, ma Cauchy trovò somiglianze con la teoria di Abel e gli chiese di modificarla e riscriverla in un solo saggio per presentarla al Gran Premio di Matematica dell'Accademia), ed infatti Galois si stava già occupando del problema aperto da più di un secolo ossia circa le condizioni di risolubilità delle equazioni algebriche di grado n con coefficienti in campo razionale Q, tramite operazioni algebriche eseguite sui coefficienti (ossia operazioni di addizione, sottrazione, moltiplicazione, divisione, elevamento a potenza n-esima, estrazione di radice n-esima) ovvero della loro risolvibilità tramite radicali ossia tramite una formula algebrica (finita) contenente i coefficienti dell'equazione stessa; ancora nel '29, seguendo l'evoluzione storica un'equazione algebrica di grado n come a0x(elev n)+a1x(elev n-1)+...+anx(elev 0)=0 con a0 diverso da 0, ed ak coefficienti razionali in Q, avrebbe dovuto richiedere l'estrazione di radici n-esime di combinazioni finite di coefficienti ak, ed infatti se n=1 allora l'equazione a0x+a1=0 ha soluzione x=-a1/a0, se n=2 allora l'equazione a0x(elev 2)+a1x+a2=0 ha soluzione x1,x2=(-a1 +/- (radice quadrata di Δ))/2a0 dove il discriminante Δ=a1(elev 2)-4a0a2 (soluzioni queste tutte trovate in epoca pre-ellenica ovvero come detto in Egitto (1° grado) ed in Mesopotamia (2° grado)), se n=3 mediante un cambiamento di variabile y=x-a1/3a0 allora l'equazione y(elev 2)+py+q=0 le cui radici abbiamo dato con le formula di Cardano (richiedente l'estrazione di radici di 3° grado, e trovata per primo da Scipione del Ferro nel 1515 e da Nicola Fontana detto Tartaglia), se n=4 mediante cambiamento di variabile y=x-a1/4a0 allora l'equazione y(elev 4)+py(elev 2)+qy+r=0 (chiamando r1=radice quadrata di z1, r2=radice quadrata di z2, r3=radice quadrata di z3) ha le 4 soluzioni x1=r1+r2+r3, x2=r1-r2-r3, x3=-r1+r2-r3, x4=-r1-r2-r3 essendo z1,z2,z3 le 3 soluzioni della risolvente cubica z(elev 3)+2pz(elev 2)+(4r-p(elev 2))z-q(elev 2)=0 (ottenuta per la prima volta da Ludovico Ferrari per conto del Cardano e richiedente l'estrazione di radici di 4° grado, nonchè contenuta in Ars Magna come già detto); 


ma torniamo indietro nei secoli-millenni fino al tempo della risoluzione delle equazioni lineari in x o di 1° grado nell'antico Egitto contenute, tra altre informazioni matematiche, nel papiro di Ahmes (scriba che lo redasse in scrittura ieratica nel 1650 a. C. da una fonte più arcaica risalente al 2000-1800 a. C. se non a secoli prima fino al tempo dell'architetto Imhotep che diresse la costruzione della piramide di Zoser) detto anche papiro di Rhind (dal nome del proprietario), dove troviamo trattati problemi più “astratti”, rispetto a quelli su pane e birra, richiedenti la risoluzione di equazioni di 1° grado equivalenti a x+ax=b o x+ax+bx=c dove a,b,c sono numeri noti e x è l'incognita detta “aha” o mucchio (ad esempio trovare il valore del mucchio se il mucchio + 1/7 del mucchio è uguale a 19 che noi scriviamo x+x/7=19) risolte con la regola della falsa posizione o regola del falso (attribuendo inizialmente un valore a x per ricavare il risultato a sinistra confrontandolo col secondo membro (qui 19) per trovare proporzionalmente un nuovo valore (col fattore di correzione, qui 19 diviso il valore trovato a sinistra, per cui ad esempio iniziando col valore x=7 otteniamo a sinistra 7+7/7=8 diverso da 19 per cui useremo il nuovo valore per x dato da 7x(19/8)=16.62..., essendo il valore esatto x=16.625) e così eventualmente ripetere più volte il medesimo procedimento) ma è presente anche un problema analogo a x+(2/3)x+(1/2)x+(1/7)x=37 dove raccogliendo a sinistra a fattore comune fornisce x come 37 diviso (1+(2/3)+(1/2)+(1/7)) ottenendo il risultato 16+1/56+1/679+1/776 in termini frazionari su base sessagesimale (ossia 36.9793... in base decimale), da cui vediamo come già dal 2000 a. C. gli egiziani sapessero usare la regola generale nota come principio di equivalenza secondo cui eseguendo le stesse operazioni aritmetiche-algebriche ad entrambi i membri di un'equazione l'uguaglianza tra membro sinistra e membro destra non muta (possiamo infatti sommare-sottrarre-moltiplicare-dividere(con termine diverso da 0)-elevare a potenza-estrarre radice per lo stesso termine costante o variabile sia il membro di sinistra che di destra, e dunque volendo risolvere un'equazione di 1° grado occorre isolare l'incognita ossia i termini variabili portandoli ad uno dei due membri (per spostare i vari termini variabili-costanti da un membro all'altro basta sommare ad entrambi i membri l'opposto del termine da spostare e questo poi semplicemente equivale a portare il termine all'altro membro cambiandogli il segno) per cui x sarà il rapporto tra l'altro membro o termine costante ed il coefficiente-fattore della x stessa, onde la forma normale in cui può essere ricondotta ogni equazione di 1° grado è ax+b=0 dove a,b sono numeri reali-complessi ed a diverso da 0 con x=(-b/a), laddove se a=0 l'equazione è impossibile oppure si riduce ad un'identità (vera se pure b=0 o falsa-impossibile se b diverso da 0), se b=0 ed a diverso da 0 allora x=0, e se a=0 e b=0 allora x è indeterminata, ma se a,b sono numeri interi positivi ed a diverso da 0 allora le soluzioni di ax=b ossia x=b/a sono tutti i numeri razionali (ossia del tipo m/n) formanti l'insieme ed il campo Q (per cui rapidamente un'equazione di 1° grado può essere determinata possedendo una ed una sola soluzione (ad esempio 3x+4=0), indeterminata od identità possedendo infinite soluzioni (ad esempio 2x+1=3x-x+5-4) od impossibile non avendo soluzione (ad esempio 2x+1=3x-x+2) ed a seconda dei coefficienti può essere intera-frazionaria-letterale-numerica); naturalmente esistono equazioni lineari in più incognite x1,x2,...,xn in forma normale a1x1+a2x2+...+anxn+k=0 le quali dunque saranno indeterminate (divenendo determinate in una incognita solo dopo aver assegnato valori nel campo di tutte le altre incognite rimanenti) ed in geometria analitica nel piano cartesiano ortogonale xy l'equazione indeterminata ay+bx+c=0 od in forma normale y=mx+q rappresenta l'equazione della retta (è soddisfatta da infinite coppie y-x appartenenti al campo di x-y ed al dominio di x e codominio di y, soluzioni rappresentanti punti tutti su una retta) mentre nello spazio cartesiano ortogonale xyz l'equazione ax+by+cz+d=0 rappresenta l'equazione del piano (è soddisfatta da infinite terne xyz i cui punti formano un piano) laddove in generale negli spazi euclidei n-dimensionali x1x2...xn l'equazione lineare a1x1+a2x2+...+anxn+k=0 rappresenta l'equazione dell'iperpiano ovvero una superficie piatta (n-1)-dimensionale; in terra mesopotamica si faceva uso della tabella coi valori di n(elev 3)+n(elev 2) per valori interi di n di grande importanza per l'algebra babilonese, ed i sumeri sapevano risolvere tutti i casi di equazioni di 2° grado a tre termini (sommando-sottraendo termini ad entrambi i membri e moltiplicando-dividendo entrambi i membri per rimuovere fattori e frazioni, naturalmente solo le radici positive od aritmetiche escluse quelle negative e naturalmente complesse coniugate almeno fino a Bombelli nel 1572 e poi a Girard) usando per l'incognita parole quali lunghezza-area-volume indifferentemente in senso più “astratto” dei significati geometrici di base, e sapevano sommare 4ab al quadrato di (a-b) per ottenere il quadrato di (a+b), conoscevano bene le equazioni lineari (ad esempio trovare il peso x di una pietra da costruzione se (x+x/7)+(x+x/7)/11=1 mina ottenendo la soluzione in base sessagesimale 48;7,30 gin dove 1 mina=60 gin), ed i sistemi lineari di 2 equazioni in 2 incognite x,y (ad esempio x/7+y/11=1, 6x/7=10y/11 ottenendo x=6 mani=30 dita e y=4 mani=20 dita essendo 1 mano=5 dita), e sapevano risolvere equazioni tipo x(elev 2)-x=870 (ossia trovare il lato di un quadrato se la sua area meno il suo lato è uguale a 14,30 sessagesimale ovvero uguale a 14x60+(30/60)x60=870, usando per l'equazione x(elev 2)-px=q la nostra formula x=(radice quadrata di ((p/2)(elev 2)+q)) – (p/2), con la formula “prendi la metà di 1 (che è 0;30 sessagesimale pari a 0+30/60=0.5 decimale secondo la nostra usuale base b=10 di numerazione, usando qui il simbolo ; per separare parte intera da parte frazionaria dato che indichiamo le singole cifre con 2 simboli-cifre essendo più di 10 separandole con la virgola , che qui non è usata per separazione di parte intera da frazionaria) e moltiplicalo per sé stesso (che è 0;30x0;30=0;15 sessagesimale pari a 0+15/60=0.25 decimale), aggiungi 14,30 (ottenendo 14,30+0;15=14,30;15 pari a 14x60+30+15/60=870.25 decimale) che è il quadrato di 29;30 sessagesimale pari a 29.5 decimale), ora aggiungi 0;30 (ottenendo 29;30+0;30=30 sessagesimale pari a 30 decimale) per cui il lato del quadrato è x=30 (infatti, come dice l'equazione, la sua area (900) meno il suo lato (30) è uguale a 900-30=870), 


oppure l'equazione 11x(elev 2)+7x=6;15 ricondotta a x(elev 2)+px=q identica alla precedente se y=11x e nella formula risolutiva in y sottraendo (p/2) invece di sommarlo, e dunque sapevano risolvere tutte le equazioni di 2° grado per radici positive (anche col metodo del completamento del quadrato) suddividendole in 3 tipi a termini positivi ossia x(elev 2)+px=q, x(elev 2)=px+q, x(elev 2)+q=px, ed il 3° caso è trattato come equivalente al sistema di equazioni x+y=p e xy=q dove cioè è richiesto di trovare due numeri la cui somma o differenza vale p ed il cui prodotto vale q (ad esempio trovare x e y se x+y=6;30 (ossia 6.5 decimale) e xy=7;30 (ossia 7.5 decimale), ed allora lo scriba dice che la semisomma (x+y)/2=3;15 (ossia 3.25 decimale), il suo quadrato è 10;33,45 (ossia 10.5625 decimale), quindi 10;33,45-xy=3;3,45 (ossia 3.0625 decimale), la cui radice quadrata è 1;45 (ossia 1.75 decimale), quindi la semisomma+semidifferenza ossia (x+y)/2+(x-y)/2=3;15+1;45, e la semisomma-semidifferenza ossia 3;15-1;45, da cui x=5 e y=1;30 (ossia x=5 decimale e y=1.5 decimale nella base b=10), ma ugualmente potremmo trovare x,y col 3° caso dove p=6;30 e q=7;30; od altro esempio trovare un numero che sommato al suo inverso x+1/x=2;0,0,33,20 (ossia 2.000154321 decimale) portando all'equazione di 2° grado del 3° caso con due soluzioni 1;0,45 e 0;59,15,33,20 ossia 1.0125 decimale e 0.987654321 decimale ognuno dei quali sommato al suo inverso dà 2.000154321 decimale), ma la sostituzione della variabile incognita x con l'incognita fittizia y (ad esempio dall'equazione ax(elev 2)+bx=c all'equazione y(elev 2)+by=ac dove y=ax) dava molte possibilità all'algebra babilonese; mentre non abbiamo alcuna prova che gli egiziani sapessero risolvere equazioni cubiche troviamo invece tra i babilonesi molti esempi tipo x(elev 3)=0;7,30 sessagesimale (ossia uguale a 0.125 decimale) la cui radice cubica trovata nelle tavole di cubi n(elev 3) e radici cubiche dà x=0;30 (ossia 0.5 decimale), 


mentre equazioni tipo x(elev 3)+x(elev 2)=a venivano rapidamente risolte con le tavole di cubi e quadrati n(elev 3)+n(elev 2) per n interi da 1 a 30 ed interpolando per valori intermedi (ad esempio la precedente uguale a 4,12 (ossia 252 decimale) dava 6 il cui cubo sommato al suo quadrato dà appunto 252), ma per equazioni cubiche più generali utilizzavano il metodo della sostituzione (come in 144x(elev 3)+12x(elev 2)=21 ponendo y=12x ottenendo y=6 e x=6/12=0;30), e l'equazione ax(elev 3)+bx(elev 2)=c moltiplicando a sinistra-destra per a(elev 2)/b(elev 3) veniva ridotta alla forma normale babilonese con y=ax/b, ma non sappiamo se in Mesopotamia si fosse capaci di risolvere l'equazione di 3° grado generale a quattro termini ax(elev 3)+bx(elev 2)+cx=d (seppure la soluzione di un'equazione di 2° grado sia sufficiente a ridurre la precedente equazione a quattro termini alla forma a tre termini px(elev 3)+qx(elev 2)=r e da qui alla forma normale), ma certamente erano capaci di risolvere equazioni del tipo ax(elev 4)+bx(elev 2)=c ponendo y=x(elev 2) e ax(elev 8)+bx(elev 4)=c ponendo y=x(elev 4); sappiamo che matematici cinesi svilupparono metodi di risoluzione iterativi tipo i matematici Liu Hui nel III sec. e Chu Shih-Chieh nel XIII sec. con metodo conosciuto secoli dopo in Europa come metodo di Horner, e sappiamo che il matematico indiano Baudhayana in un Suvlasutra (filo o serie di regole matematiche) dell'VIII sec. a. C. trattò le equazioni quadratiche del tipo ax(elev 2)=b e ax(elev 2)+bx=c, e Bakshali intorno al 200 a. C. utilizzò una formula risolutiva delle equazioni di 2° grado, mentre il matematico indiano Brahmagupta nel VII sec. trovò più o meno consapevolmente sia le radici positive che negative (ma generalmente fino al XVI-XVII sec. il rifiuto dei numeri negativi e dei numeri complessi e delle radici di numeri negativi e immaginari-complessi non permetterà di elaborare una teoria unitaria completa delle equazioni quadratiche per cui come detto tali equazioni polinomiali a coefficienti a,b,c positivi-negativi venivano suddivise con regole algebriche in equazioni di forma diversa tutte con coefficienti positivi ed al massimo in 6 tipi di equazioni di 2° grado), e dei metodi risolutivi dell'arabo Al Khwarizmi riguardo le 3 forme delle equazioni quadratiche abbiamo già scritto, laddove qualcuno attribuisce a Sridhara la prima formula risolutiva generale (Bhaskara II la espone invece così “moltiplica entrambi i membri dell'equazione per una quantità nota pari a 4 volte il coefficiente del quadrato dell'incognita, aggiungi ad entrambi i membri una quantità nota uguale al quadrato del coefficiente dell'incognita, quindi trova la radice quadrata”), e Ha-Nasi-Savasorda in Liber Embadorum introdusse in Europa la soluzione completa dell'equazione di 2° grado; ma ogni studente sa che data un'equazione di 2° grado se essa può essere fattorizzata ossia espressa come prodotto di due equazioni di 1° grado essa sarà di risoluzione immediata dato che è soddisfatta se ognuno dei due fattori è posto uguale a 0 per la legge dell'annullamento del prodotto come x(elev 2)-3x-10=0 ossia (x-5)(x+2)=0 da cui (x-5)=0 e (x+2)=0 con radici x1=5 e x2=-2, in altri casi si può ricorrere al metodo di completamento del quadrato (con tecnica algebrica anziché geometrica come avveniva tra i greci) ad esempio se abbiamo 4x(elev 2)+12x=7 il primo membro diviene un quadrato se aggiungiamo 9 ossia 4x(elev 2)+12x+9=(2x+3)(elev 2) per cui aggiungiamo 9 anche al secondo membro ottenendo l'equazione (2x+3)(elev 2)=7+9=16 da cui 2x+3=+/-4 e dunque x1=1/2 e x2=-7/2, oppure ancora se abbiamo x(elev 2)+4x+2=0 allora (x(elev 2)+4x+4)-4+2=0 ossia (x+2)(elev 2)=2 da cui (x+2)=+/-(radice quadrata di 2) ovvero x1=-2+(radice di 2) e x2=-2-(radice di 2); diciamo che l'equazione generale-completa di 2° grado ax(elev 2)+bx+c=0 con a diverso da 0 ha per il teorema fondamentale dell'algebra due radici reali-distinte o reali-coincidenti o complesse coniugate (ossia ha sempre due radici in campo complesso C, laddove limitatamente al campo reale R avremo due radici reali distinte o coincidenti oppure nessuna radice) mentre geometricamente se scriviamo y=ax(elev 2)+bx+c nel piano xy essa rappresenta una parabola con la concavità rivolta verso l'alto se a maggiore di 0 o verso il basso se a minore di 0 i cui zeri ossia le cui intersezioni con l'asse reale x daranno le due radici reali distinte o coincidenti (se il dominio e campo di x è R altrimenti non ci sarà soluzione e l'equazione è impossibile), ma la formula algebrica generale risolutiva delle equazioni quadratiche si ottiene col metodo del completamento del quadrato ossia quello di ottenere con aggiunte-sottrazioni un quadrato perfetto di binomio al primo membro ovvero secondo i passi ax(elev 2)+bx=-c, poi moltiplicando per 4a entrambi i membri 4a(elev 2)x(elev 2)+4abx=-4ac, e notando che 4a(elev 2)x(elev 2)=(2ax)(elev 2) e 4abx=2(2ax)b possiamo osservare che il primo termine del binomio è 2ax ed il doppio prodotto 4abx se il secondo termine del binomio fosse b ed allora sommiamo al primo e secondo termine b(elev 2) ottenendo 4a(elev 2)x(elev 2)+4abx+b(elev 2)=b(elev 2)-4ac, ossia (2ax+b)(elev 2)=b(elev 2)-4ac dove la combinazione di coefficienti b(elev 2)-4ac=Δ detto discriminante dell'equazione poiché se è maggiore di 0 avremo 2 radici reali-distinte, se è =0 avremo 2 radici reali-coincidenti o ad indice doppio di molteplicità (x1=x2=-b/2a), se è minore di 0 avremo 2 radici complesse coniugate, e dunque 2ax+b=+/-(radice quadrata di Δ) da cui la formula generale quadratica risolutiva x1,x2=(-b+/-(radice di Δ))/2a, od anche x1,x2=((-b/2)+/-(radice di ((b/2)(elev 2)-ac))/a (ma pure la formula x1,x2=2c/(b(elev 2)+/-(radice di Δ)) sotto la condizione che c sia diverso da 0 altrimenti otterremo solo la radice x1=0), ma se l'equazione di 2° grado è incompleta ad esempio è spuria ossia senza termine noto c ovvero ax(elev 2)+bx=0 avremo x(ax+b)=0 con soluzioni x1=0 e x2=-b/a, o ad esempio è incompleta e pura ossia senza termine di 1° grado ax(elev 2)+c=0 avremo x(elev 2)=-c/a ossia x1,x2=+/-(radice quadrata di -c/a), o ad esempio “superpura” o monomia se b=c=0 ossia ax(elev 2)=0 da cui x1=x2=0, ritornando a ripetere che per Δ minore di 0 allora le soluzioni x1,x2=(-b/2a) +/-i((radice quadrata di Δ)/2a sono solo in campo complesso C), ma un caso particolare si ha quando il modulo di b è maggiore di 1 del modulo di c e a=1 da cui il discriminante è un quadrato perfetto e x1=+/-1 e x2=-c col segno di x1 opposto a quello di c; 


sappiamo che anche senza risolvere l'equazione, ponendo s=x1+x2 ossia la somma delle due radici e p=x1x2 ossia il loro prodotto, sommandole o moltiplicandole nella formula generale avremo s=-b/a (ossia se a=1, s è uguale all'opposto del coefficiente del termine lineare x) e p=c/a (ossia se a=1, p è uguale al termine noto, tali sono le relazioni di Viète-Girard per l'equazione in forma normale x(elev 2)-sx+p=0, notando anche che il modulo della differenza delle radici è Δ/(modulo a)), ma con semplici passaggi date le radici x1,x2 l'equazione può essere scritta a(x-x1)(x-x2) ossia può essere scomposta in fattori o fattorizzata e così ogni polinomio di 2° grado o trinomio di 2° grado può essere scomposto in fattori dopo aver risolto l'equazione ottenuta ponendo uguale a 0 il trinomio onde conoscere x1,x2, ed inoltre osservando i coefficienti a,b,c possiamo già sapere i segni delle radici (secondo la regola dei segni di Cartesio) notando che con a,b,c positivi s è negativo e p è positivo allora entrambe le radici sono negative, con a,b positivi e c negativo s e p sono negativi allora le radici sono di segno discorde e quella negativa di modulo maggiore, con a,c positivi e b negativo s e p sono positivi allora le radici sono entrambe positive, con a positivo e b,c negativi s è positivo e p negativo allora le radici hanno segno discorde e quella positiva ha modulo maggiore per cui sintetizzando nell'ordine a,b,c ad ogni invarianza di segno corrisponde una radice negativa e ad ogni varianza di segno una soluzione positiva e quando sono di segno discorde allora in valore assoluto è maggiore quella positiva se la varianza precede l'invarianza o quella negativa se l'invarianza precede la varianza; possiamo risolvere l'equazione pure col metodo e teorema del resto di Ruffini controllando i divisori possibili del termine noto c e prendendo una volta con + e una con -, poi considerando la formula del resto di Ruffini (x-y) per sapere che x=y e sostituendo y nell'equazione in luogo di x possiamo verificare il resto che ci darà il polinomio diviso con (x-y) il quale se è 0 allora (x-y) sarà il divisore dove una soluzione dell'equazione è y, e per trovare l'altra soluzione utilizziamo la divisione di Ruffini od il metodo canonico per avere un binomio (x-z) dove il termine noto cambiato di segno sarà la nostra seconda soluzione ossia x1=y e x2=z sapendo che x1+x2=-b/a, x1x2=c/a, x2=c/ax1=-(b/a+x1); per quanto riguarda l'equazione di 3° grado od equazione cubica ax(elev 3)+bx(elev 2)+cx+d=0 con a diverso da 0 sappiamo che i babilonesi sapevano risolvere casi più o meno particolari riconducendoli ad esempio ad equazioni quadratiche ma il primo metodo risolutivo generale è dovuto a Scipione del Ferro (professore a Bologna) e G. Cardano (professore a Bologna e Milano), poi notoriamente i greci usavano l'algebra geometrica per risolvere sia le equazioni di 2° grado che casi particolari di equazioni di 3° grado tramite intersezioni di coniche, quindi O. Khayyam diede soluzioni aritmetiche (ossia positive) tramite la geometria di alcuni casi di equazioni cubiche come riporta anche L. Pacioli nella Summa, per cui dobbiamo arrivare ai primi due decenni del '500 ed a S. del Ferro il quale in fin di vita nel 1526 la comunicò ad un suo allievo tale Antonio Maria Flor o Fiore-Floridus, e quando Tartaglia lo seppe i due si sfidarono sottoponendo 30 questioni matematiche da risolvere entro una certa data che Tartaglia risolse completamente mentre Floridus neppure una (poiché i problemi sottoposti da Tartaglia includevano numeri negativi (del tipo xcubo+pxquadro=q) e Floridus aveva imparato solo un metodo per coefficienti positivi (del tipo xcubo+px=q, forse Tartaglia riconducendo il suo a questo poiché era noto che se a=1 allora -p è pari alla somma delle radici)), per cui nacque una polemica sulla primalità della risoluzione tra Tartaglia-Cardano-Ferrari e Cardano invitò Tartaglia a recarsi da lui perchè gli rivelasse dietro compenso il suo metodo risolutivo (così espresso “Quando che'l cubo con le cose appresso (xcubo+px), se agguaglia à qualche numero discreto (q), trovan dui altri differenti in esso (u-v=q), dapoi terrai questo per consueto che'llor produtto (uv) sempre sia eguale al terzo cubo delle cose neto (cubo di p/3), el residuo poi suo generale delli lor lati cubi ben sottratti (radice cubica di u meno radice cubica di v), varra la cosa tua principale (ossia l'incognita x)) sostenendo Tartaglia di aver imposto a Cardano di non rendere pubblico il metodo dato che desiderava includerlo in un libro di Algebra che stava scrivendo (un risultato di buon rilievo in campo algebrico sulla teoria delle equazioni che veniva dopo almeno 3345 anni dalla precedente risoluzione delle equazioni di 2° grado); 


e Cardano-Ferrari studiarono-svilupparono-dimostrarono il sistema di Tartaglia riuscendo nel frattempo a Ferrari la risoluzione anche dell'equazione di 4° grado (la quale però richiedeva l'uso delle risolvente cubica di Tartaglia e dunque pure questa non pubblicabile) ma essendo Ferrari venuto a sapere del precedente di Del Ferro si recò dal genero di Del Ferro stesso (succedutogli sulla cattedra di matematica dell'Università di Bologna) dal quale ebbe il manoscritto con la formula uguale a quella di Tartaglia per cui Cardano non sentendosi più vincolato dal giuramento pubblicò il metodo risolvente come formula di Cardano in Artis Magnae sive de regulis algebraicis seppure riconoscendo la paternità a Tartaglia per l'equazione di 3° grado ed a Ferrari per quella di 4° grado, ossia qui la formula risolutiva di x(elev 3)+px+q=0 che è x=radice cubica di (-q/2+A) + radice cubica di (-q/2-A) dove A=radice quadrata di (q(elev 2)/4+p(elev 3)/27), (mentre Viète dopo aver eliminato il termine quadratico operava la sostituzione di variabile x=y-p/3y) ma ne nacque comunque una nota polemica tra Ferrari-Tartaglia-Cardano (con l'umiliazione di Tartaglia (che aveva apostrofato il Cardano quale “huomo di poco sugo”) e col successo ed il riconoscimento di Cardano-Ferrari che però durò poco perchè la sorte si rivoltò contro di loro e Cardano fu derubato da un figlio e poi carcerato per aver avuto l'ardire di fare l'oroscopo di Gesù Cristo e Ferrari fu probabilmente avvelenato dalla sorella); altri matematici svilupparono altri metodi risolutivi dell'equazione di 3° grado, ma a seguito della sua algebra letterale Viète in Isagoge in artem analyticam pubblicava un buon metodo dell'equazione completa riconducendola tramite una multipla sostituzione di variabili ad una particolare equazione di 2° grado, che qui riportiamo per ax(elev 3)+bx(elev 2)+cx+d=0 ossia ponendo x=y-b/3a ed ottenendo y(elev 3)+py+q=0 dove p=(c/a-b(elev 2)/3a(elev 2)) e q=(d/a-bc/3a(elev 2)+2b(elev 3)/27a(elev 3)), dove y=u+v e come precedentemente u=radice cubica di (-q/2+A) e v=radice cubica di (-q/2-A) per cui y=radice cubica di (-q/2+A) + radice cubica di (-q/2-A) dove A ha il valore precedente che qui scriveremo A=radice quadrata di Δ, ma come afferma il teorema fondamentale dell'algebra un'equazione cubica ha 3 radici (reali o complesse coniugate e distinte o coincidenti secondo il valore di Δ) e se Δ è maggiore di 0 avremo y1=u+v, y2=u(-1/2+i(radice quadrata di 3)/2)+v(-1/2-i(radice quadrata di 3)/2) e y3=u(-1/2-i(radice quadrata di 3)/2)+v(-1/2+i(radice quadrata di 3)/2), e se Δ è minore di 0 porremo -q/2+i(radice quadrata di Δ)=r(cosφ+isenφ) ottenendo y1=2(radice quadrata di -p/3)cos(φ/3) e y2=2(radice di -p/3)cos((φ+2π)/3) e y3=2(radice di -p/3)cos((φ+4π)/3), e se Δ=0 otterremo y1=-2(radice cubica di q/2) e y2=y3=(radice cubica di q/2); quando di un'equazione cubica si conosce una radice reale-aritmetica la si può abbassare ad equazione quadratica per trovare più facilmente le altre due radici che possono essere due reali o complesse coniugate ed il caso definito irriducibile-intrattabile dai rinascimentali richiedente la radice quadrata di un numero negativo (ossia c'è la presenza di radice quadrata di -1) in y(elev 3)+px=q è quello in cui il cubo di p/3 è minore di -(quadrato di -q/2) fatto che portò Bombelli ed altri matematici ad introdurre i numeri complessi o meglio i complessi coniugati necessari per portare la soluzione delle equazioni cubiche con p,q così assegnati, ed abbiamo poi visto quanta strada questi nuovi numeri hanno percorso nella matematica teorica e nel calcolo, ma per capire meglio la tecnica di risoluzione delle equazioni di 3° grado cerchiamo di trasformare l'equazione generale in una di cui conosciamo già la soluzione, ossia poniamo y=u+v prendendo una variabile somma di due variabili, il cui cubo y(elev 3)=(u+v)(elev 3)=u(elev 3)+3u(elev 2)v+3uv(elev 2)+v(elev 3)=u(elev 3)+v(elev 3)+3uv(u+v)=u(elev 3)+v(elev 3)+3uvy da cui y(elev 3)-3uvy-(u(elev 3)+v(elev 3))=0 ottenendo un'equazione senza termine quadratico e con a=1 di cui conosciamo già la soluzione y=u+v, ma partendo dall'equazione cubica generale coi coefficienti a,b,c,d e dividendo tutti i termini per a otteniamo x(elev 3)+(b/a)x(elev 2)+(c/a)x+d/a=0, abbiamo ridotto il coefficiente a al valore 1 per cui ci resta ancora di annullare il termine quadratico ponendo x=y-k ed ottenendo (y-k)(elev 3)+(b/a)(y-k)(elev 2)+(c/a)(y-k)+d/a=0 e sviluppando i binomi troviamo che il coefficiente del termine quadratico è (-3k+b/a) che s'annulla per k=b/3a e dunque x=y-b/3a da cui otteniamo l'equazione y(elev 3)+py+q=0 dove p=(-b(elev 2)/3a(elev 2)+c/a) e q=(2b(elev 3)/27a(elev 3)-bc/3a(elev 2)+d/a), ed allora per riportarci all'equazione generale dobbiamo porre -3uv=p e -(u(elev 3)+v(elev 3))=q, ossia uv=-p/3 e u(elev 3)+v(elev 3)=-q, od anche u(elev 3)v(elev 3)=-p(elev 3)/27, e questo sistema di due equazioni nelle due incognite z1=u(elev 3) e z2=v(elev 3) richiede che il loro prodotto z1z2=-p(elev 3)/27 e la loro somma z1+z2=-q che saranno soluzioni dell'equazione quadratica z(elev 2)+qz-p(elev 3)/27=0 ottenendo z1=u(elev 3)=(-q/2+A) e z2=v(elev 3)=(-q/2-A) da cui (radice cubica di z1)=u=(radice cubica di (-q/2+A)) e (radice cubica di z2)=v=(radice cubica di (-q/2)-A) e dato che y=u+v otteniamo la formula riportata precedentemente dove a,b,c,d sono legati a p e q come qui scritto, ricordando che dobbiamo avere 3 radici in generale reali-complesse coniugate (poiché estraiamo radici quadrate) ed in più dovendo estrarre due radici cubiche per u e v che in campo complesso hanno 3 valori otteniamo con un po' di algebra piuttosto complicata 9 radici complessivamente dato che abbiamo elevato al cubo l'equazione uv di cui però solo 9-6=3 sono valide selezionabili tenendo conto che il loro prodotto uv deve avere valore reale e la loro somma deve avere valore reale (quest'ultima condizione già soddisfatta), 


ma l'equazione di 3° grado può pure essere risolta aritmeticamente con metodi analogici (anziché metodi algebrici-analitici o magari con metodi numerici manuali o numerici via software tramite calcolatrice-calcolatriceprogrammabile-calcolatore) usando macchine-strumenti-fenomeni fisici che simulino l'equazione stessa (in tal caso in campo algebrico, laddove invece sono ben noti i metodi risolutivi analogici in campo integrodifferenziale utilizzando la simulazione con vari fenomeni fisici nonché la diffusa simulazione elettrica specialmente attuata coi calcolatori analogici utilizzanti un gran numero di amplificatori operazionali Op-Amp (tipo uA741 (General-purpose single operational amplifier; Features: Large input voltage range, No latch-up, High gain, Short-circuit protection, No frequency compensation required, Same pin configuration as the UA709; Applications: Summing amplifiers, Voltage followers, Integrators, Active filters, Function generators), TL081, LM358, OPA388, ecc.) ma sapendo che già da tempo pure i calcolatori analogici CA sono stati quasi completamente sostituiti e diremmo assai vantaggiosamente dai calcolatori digitali CD... e questa nota simulazione-emulazione elettrica di fenomeni fisici e di attività-operazioni-processi ingegneristici è analoga alla “spoliazione di grandezze fisiche” di fenomeni con “vestizione di corrispondenti grandezze elettriche” della medesima equazione di sistema, come pure avverrebbe seppure su un piano e livello ontologicamente differenti alla vestizione fenomenica della Razionalità logico-matematica R producente in corrispondenza analogica il nostro Mondo ossia la Realtà R) ad esempio l'equazione x(elev 3)+x=k (caso particolare di axcubo+bxquadro+cx+d=0 con a=c=1, b=0 e d negativo uguale a -k) ricorrendo ad esempio al principio idraulico dei vasi comunicanti tra due serbatoi di cui uno a forma conica col vertice in basso e l'altro a forma cilindrica (trascurando od almeno riducendo la tensione meccanica superficiale) dove l'area di base del cilindro è unitaria ed il rapporto raggio/altezza del cono r/a=(radice quadrata di (3/π)), per cui indicando il volume d'acqua nel cilindro con Vcil e quello nel cono Vcon e h l'altezza raggiunta in entrambi pari al valore dell'incognita x, ossia x=h, allora Vcil=(areabase)x(h)=1xh=h, Vcon=hπr(elev 2)/3=(hπ/3)(h(radice di 3/π)((elev 2)=h(elev 3), ed indicando Vtubo il volume d'acqua nel tubo comunicante per cui Vacquatotale=Vcil+Vcon+Vtubo=h+h(elev 3)=x+x(elev 3)+Vtubo, k=Vacquatotale-Vtubo otteniamo l'equazione cubica x(elev 3)+x=k la cui soluzione “analogica” ci verrà data (immediatamente ossia in tempo reale com'è “costume” dei metodi analogici e dei calcolatori CA, a parte il tempo transitorio “pratico” di assestamento od andata a regime dei fenomeni fisici o delle reti elettriche in CA) dalla misura dell'altezza h=x, ma scegliendo opportunamente r, l'area base cilindro, ed il rapporto r/area cono, possiamo impostare analogicamente la risoluzione d'altri casi dell'equazione cubica; l'equazione generale di 4° grado è ax(elev 4)+bx(elev 3)+cx(elev 2)+dx+e=0 con a diverso da 0, ed il primo metodo risolutivo come già detto è dovuto a Ludovico Ferrari, allievo di Cardano, nonché pubblicato nel 1545 in Artis Magnae sive de regulis algebraicis, 


metodo piuttosto lungo e complesso implicante la risoluzione di un'equazione risolvente di 3° grado dopo aver ricondotto l'equazione di 4° grado alla forma x(elev 4)+px(elev 2)+q=rx, trasformazione algebrica sempre possibile se nell'equazione z(elev 4)+az(elev 3)+bz(elev 2)+cz+d=0 operiamo la sostituzione z=x-a/4, per cui seguiamo poi i seguenti passi riducendo il primo membro ad un quadrato di binomio aggiungendo al primo e secondo membro la quantità B=(2(radice quadrata di q)-p)x(elev 2) ed ottenendo (x(elev 2)+(radice quadrata di q))(elev 2)=rx+B, aggiungendo poi l'incognita y ad entrambi i membri e nuovamente riconducendo il membro a sinistra ad essere un quadrato di trinomio ottenendo (x(elev 2)+(radice quadrata di q)+y)(elev 2)=C+rx+2y(radice quadrata di q)+y(elev 2) dove C=(2(radice quadrata di q)-p-2y)x(elev 2), quindi imponendo al secondo membro di essere il quadrato di binomio in x,y (ponendo uguale a 0 il discriminante dell'equazione quadratica in x) ottenendo la risolvente di 3° grado onde ricavare y (ossia 4C(2y(radice quadrata di q)+y(elev 2)))-r(elev 2)=0, 8y(elev 3)+(24(radice quadrata di q)-4p)y(elev 2)+(16q-8p(radice quadrata di q))y-r(elev 2)=0), sostituendo le y trovate nella precedente onde estrarre la radice quadrata di entrambi i membri ottenendo un'equazione di 2° grado, poi risolvendo tale equazione ottenendo le due radici x1,x2, ed infine dividendo l'equazione iniziale per le due radici onde ricavare le altre due radici x3,x4 seppure i calcoli siano piuttosto lunghi, ma nel caso in cui in un'equazione di 4° grado sia necessario eliminare il termine di terzo grado occorre sommare b/4, 


(notiamo che p,q,r sono legati ai coefficienti a,b,c,d dell'equazione di partenza dalle relazioni p=b-(3/8)a(elev 2), q=-(3/256)a(elev 4)+(1/16)ba(elev 2)-ac/4+d, e r=-a(elev 3)/8+ab/2-c) da cui infine z1=x1-a/4, z2=x2-a/4, z3=x3-a/4 e z4=x4-a/4, ma in altro modo è possibile risolvere l'equazione di 4° grado dopo averla ricondotta a x(elev 4)+cx(elev 2)+dx+e=0 suddividendo questa nel prodotto di due equazioni di 2° grado ossia 0=x(elev 4)+cx(elev 2)+dx+e=(x(elev 2)+px+q)(x(elev 2)+rx+s)=x(elev 4)+(p+r)x(elev 3)+(q+s+pr)x(elev 2)+(ps-qr)x+qs, eguagliando sinistra-destra i coefficienti ottenendo p+r=0, c=q+s+pr, d=ps+qr, e=qs, eliminando r ed ottenendo c+p(elev 2)=s+q, d/p=s-q, e=qs, eliminando poi s e q con (c+p(elev 2))(elev 2)-(d/p)(elev 2)=4qs=4e, e ponendo P=p(elev 2) ottenendo l'equazione cubica P(elev 3)+2cP(elev 2)+(c(elev 2)-4e)P-d(elev 2)=0 e trovata una soluzione in P e quindi in p (che è radice quadrata di P), si può ricavare r=-p, 2s=(c+p(elev 2)+d/p), 2q=(c+p(elev 2)-d/p), e con p,q,r,s procedere alla risoluzione delle due precedenti equazioni di 2° grado ottenendo le quattro radici x1,x2,x3,x4; intanto da Viète a Girard si scoprirono le relazioni tra radici e coefficienti per cui se x1 e x2 sono soluzioni di un'equazione di 2° grado della forma x(elev 2)-px+q=0 allora sussistono le relazioni p=(x1+x2) e q=x1x2, oppure più in generale si dimostrò che se il coefficiente del termine di grado massimo n di un'equazione algebrica generica P(x)=0 è unitario allora il coefficiente del termine di grado immediatamente inferiore (n-1) cambiato di segno è pari alla somma di tutte le radici dell'equazione, il coefficiente del terzo termine (n-2) è pari alla somma dei prodotti tra coppie di radici xixj, ed il coefficiente del quarto termine (n-3) cambiato di segno è pari alla somma dei prodotti tra terne di soluzioni xixjxk, ed inoltre l'ultimo coefficiente (o termine noto a sinistra) è uguale al prodotto di tutte le radici se l'equazione è di grado n pari od all'opposto se di grado n dispari; quindi nel 1799 Gauss dimostrò che ogni equazione polinomiale di qualsiasi grado n ammette almeno una soluzione in campo complesso C e di conseguenza ha n radici complesse (problema in precedenza già affrontato da D'Alembert per cui è noto pure come teorema di D'Alembert o di D'Alembert-Gauss almeno in Francia, oppure di Gauss-Girard-D'Alembert o meglio semplicemente teorema di Gauss) e può sempre essere scomposta in prodotti di fattori di 1° o di 2° grado, ed allora per circa 285 anni dopo le formule risolutive degli algebristi rinascimentali proseguì la ricerca delle formule risolutive delle equazioni algebriche di 5° grado (ossia di ax(elev 5)+bx(elev 4)+cx(elev 3)+dx(elev 2)+ex+f=0 con a diverso da 0) e di 6° grado (dato che il teorema fondamentale assicura che esse hanno 5 e 6 radici rispettivamente seppure non dica di che natura siano e tanto meno indica come trovarle) oppure di una tecnica generale valida per le equazioni di grado superiore al 4° (il tentativo più importante è stato fatto tra '600 e '700 da von Tschirnhaus con l'introduzione delle trasformazioni di Tschirnhaus y(x)=g(x)/h(x) applicabili all'equazione polinomiale f(x)=0 con h diversa da 0 dove f ha le radici, di cui le trasformazioni di Tartaglia-Cardano-Viète sarebbero un caso particolare, mostrando che ogni polinomio di grado n maggiore di 2 poteva essere ricondotto ad una forma senza termini di grado n-1 e n-2 trovando anche un nuovo modo per risolvere l'equazione di 4° grado, ma le sue trasformazioni si rivelarono inadeguate per le equazioni di 5° e 6° grado, e Bring nel 1786 dimostrò che una tale trasformazione riduceva l'equazione di 5° grado alla forma x(elev5)+px+q=0 ma ancora non si raggiungeva la soluzione, ed anche Jerrard mostrando una trasformazione eliminante i termini di grado n-1, n-2 e n-3 dalle equazioni polinomiali di grado n maggiore di 3 si trovò la strada sbarrata per via dell'irresolubilità algebrica)), 


mentre Lagrange introdusse un complicato metodo basato sulla teoria delle permutazioni (trovando, tra l'altro, che l'equazione risolvente di un'equazione di 5° grado era di 6° grado dubitando quindi fortemente della possibilità di risoluzione con tecniche algebriche, nonché dell'analoga risolubilità di tutte le equazioni di grado n superiore a 5), ma su tale questione rifletterono Ruffini ed Abel (dimostrando il teorema di Abel-Ruffini cosiddetto perchè Abel completò una precedente parziale-difettosa dimostrazione di Ruffini del 1803-05 (Ruffini tramite il concetto di gruppo e la regola di scomposizione dei polinomi), mentre Abel in Sulla risoluzione algebrica delle equazioni scriveva che “...uno dei più interessanti problemi dell'algebra è quello della soluzione algebrica delle equazioni... si arriva così senza difficoltà all'espressione generale delle radici delle equazioni dei primi quattro gradi per mezzo di un metodo uniforme che si credeva di poter applicare ad equazioni di qualunque grado n ma nonostante tutti gli sforzi di Lagrange e di altri eminenti geometri lo scopo non è stato mai raggiunto e si è presunto da ciò che la risoluzione delle equazioni generali fosse algebricamente impossibile sebbene la cosa non poteva essere stabilita con certezza dato che il metodo adottato poteva condurre a precise conclusioni solo nel caso in cui le equazioni fossero solubili e dunque ci si proponeva di risolvere le equazioni senza però sapere se la cosa era possibile (detto in altre parole bisognava prima dimostrare la risolvibilità generale delle equazioni e se possibile poi trovare-inventare metodi di risoluzione e magari pure soppesare l'eventuale necessità di inventare nuovi numeri e nuovi enti matematici per soddisfare l'ostinazione di voler dare “per forza” una soluzione... ostinazione che dovrebbe ben trovare soddisfazione se si tende a credere che ogni possibile sistema di fisica-ingegneria-biologia-economia-ecc. deve avere un'equazione ed equazione risolvibile)... per arrivare ad un risultato specifico bisogna allora prendere un'altra strada e cioè dare al problema una forma per cui sia sempre possibile risolverlo, cosa che si può sempre fare con qualsiasi problema... invece di affaticarci intorno ad una soluzione che non sappiamo se esista domandiamoci piuttosto se tale soluzione sia possibile... in tal forma il problema contiene già il germe della soluzione ed indica pure la strada che deve essere presa per giungervi... ed io credo che vi siano pochi casi in cui non si possa arrivare a risultati più o meno importanti...”, 


ed Abel inizialmente affrontò la risoluzione dell'equazione polinomiale generale di 5° grado (sostanzialmente dimostrando che essa non è risolubile algebricamente con operazioni eseguite sui coefficienti per cui dovrà eventualmente essere risolta con altri mezzi oppure ci si potrà accontentare di una soluzione geometrica o grafica approssimata o di una soluzione numerica ad esempio con metodi per il calcolo degli zeri di una qualsiasi funzione polinomiale o magari dei metodi di Jenkins-Traub o di Laguerre), e poi decise di trovare tutte le equazioni algebriche di grado n risolvibili algebricamente e di determinare se un'equazione algebrica data può o meno essere risolta algebricamente (ma vedremo che la risposta a tale questione aperta da secoli verrà fornita proprio da Evariste Galois) introducendo il concetto di corpo (insieme questo di numeri chiuso sulle operazioni aritmetiche e tali sono gli insiemi Q, R e C mentre solo C è pure chiuso su tutte le operazioni algebriche) e di polinomio irriducibile sopra un dato corpo K (un polinomio è detto irriducibile in un corpo se non può essere espresso come prodotto di due polinomi di grado inferiore a coefficienti nel corpo stesso)), fino appunto ad arrivare agli anni '20-'30 dell'800 ed all'apporto di Galois, tempo nel quale si sapeva dal teorema di Abel-Ruffini che le equazioni di grado superiore al 4° non sono risolubili con un numero finito di operazioni algebriche sui coefficienti e nonostante ciò che ogni polinomio di grado n uguagliato a zero è un'equazione algebrica che possiede n radici generalmente in campo complesso C, seppure si sapeva che molte proprietà delle radici si potevano stabilire anche senza risoluzione esplicita delle equazioni, ad esempio il loro segno e l'esistenza di radici reali con la regola di Cartesio (oltre ai segni di cui s'è detto, ad esempio il numero di radici reali positive di un'equazione algebrica di grado n a coefficienti reali non supera il numero di variazioni di segno tra le coppie di coefficienti consecutivi ordinati per potenze decrescenti di x e se gli è inferiore lo è di un numero pari), o con la regola di Sturm-Liouville (che è un procedimento per determinare il numero di radici reali di un polinomio a coefficienti reali interne ad un intervallo a-b chiuso, ed esso può essere stabilito col procedimento di ricerca del massimo comun divisore MCD tra il polinomio stesso e la sua derivata eseguito fino ad ottenere l'ultimo resto non nullo, avendo cura di cambiare il segno di ogni resto delle successive divisioni prima di portarlo a divisore, e quindi considerando le due sequenze di valori ordinatamente assunti dai polinomi resto cambiati di segno rispettivamente in a e b, per cui il numero di radici reali è uguale alla differenza tra il numero delle variazioni di segno presenti nella prima sequenza ed il numero delle variazioni di segno della seconda), o col criterio di Schur per  l'esistenza di sole radici con modulo minore di 1, o col criterio o teorema di Routh-Hurwitz (le radici di un polinomio di grado n a coefficienti reali in R hanno tutte parti reali negative se e solo se sono positivi gli n minori principali di nord-ovest o alto-sinistra estratti dalla matrice quadrata di ordine n definita da a(ij)=a(2j-1) con aij=0 se 2j minore di i oppure 2j maggiore di i-n con i,j=1,2,...,n, e sempre con a0 maggiore di 0); abbiamo detto che fino agli anni '20 dell'800 non era stata trovata alcuna tecnica per la risoluzione delle equazioni di 5° grado e superiori e s'era diffusa la convinzione della loro irresolubilità-impossibilità tranne in casi particolari e puri come ad esempio x(elev n)-a=0 con n comunque grande da cui x=(radice n-esima di a), ed affermiamo che Galois giunse a stabilire criteri definitivi  per risolvere equazioni algebriche di grado n mediante radicali ossia con mezzi-operazioni aritmetici-algebrici, 


ma aggiungiamo che il metodo da lui sviluppato ossia la teoria dei gruppi (teoria cui hanno contribuito pure Ruffini, Abel, Lagrange, teoria con notevoli applicazioni in aritmetica, cristallografia, chimica, relatività, elettrodinamica, fisica delle particelle con teorie di gauge-modello standard, ecc., nonché circa le combinazioni delle posizioni del cubo di Rubik (gruppo del cubo di Rubik)) è divenuto così importante in matematica che possiamo dire che il problema delle risolvibilità delle equazioni algebriche sembra solo un suo corollario (nonostante pure quest'ultimo sia un traguardo di prima grandezza in campo algebrico e per gli algebristi del '500); nel 1829 dopo non essere stato ammesso per la seconda volta all'Ecole Polytechnique (forse per delle sue lacune logiche nei procedimenti e nell'esposizione o per incomprensione dell'esaminatore) e dopo la morte del padre suicida avvenuta nel '29 (ancora sindaco di Bourg-la-Reine, per complotto e diffamazione di un gesuita venuto nella cittadina) Galois decise di prendere in considerazione la meno prestigiosa Ecole Normale Superieure (allora chiamata Ecole-preparatoire, istituita poco dopo la grande Rivoluzione per la preparazione dei docenti, ma ben inferiore per gli studi matematici-scientifici) venendo ammesso a nov29 (per l'alto punteggio in matematica, dato che l'alunno seppure oscuro nell'esprimere le sue idee era molto intelligente e mostrava un capacità straordinaria di ricerca, "This pupil is sometimes obscure in expressing his ideas, but he is intelligent and shows a remarkable spirit of research"), e successivamente sottopose la sua candidatura al Premio in matematica bandito dall'Acadèmie inviando la sua domanda al segretario perpetuo J. B. Fourier il quale però morì tre mesi dopo senza che tra le sue carte e suoi lasciti si ritrovasse il manoscritto di Galois che non era stato presentato-iscritto al Gran Premio (convincendosi che era stato smarrito appositamente da accademici politicamente orientati (molti di fede realista) ed aumentando così l'avversione contro le istituzioni già maturata in precedenza), continuando però egli le sue ricerche pubblicate sul meno famoso Bulletin di Fèrussac (da cui sappiamo che nel '30 egli aveva raggiunto posizioni più avanzate di qualsiasi altro matematico del tempo nella determinazione delle condizioni di risolvibilità delle equazioni algebriche e nella conseguente fondazione di teoria dei gruppi (di Galois)) pervenendo ad una conclusione a gen31 sottoposta all'Acadèmie in una memoria importante scritta su richiesta di Poisson (infatti egli inviò a Poisson un riassunto del suo lavoro perchè fosse presentato all'Acadèmie, e mentre era in carcere (era un libertario e rivoluzionario repubblicano) ricevette la risposta di Poisson col rifiuto del lavoro giustificato dall'insufficiente suo sviluppo, dalla scarsa chiarezza espositiva e relativa impossibilità di un'analisi rigorosa della sua validità invitandolo a redarlo più comprensibile, rigoroso e completo venendo ciò preso però molto male da Galois (secondo Poisson conteneva alcuni errori ed una dimostrazione era inadeguata oltre al fatto che il risultato poteva pure essere raggiunto seguendo la via di Lagrange), 


e gli storici hanno pure discusso sul fatto che Poisson (Siméon-Denis Poisson docente dal 1798 all'Ecole Polytechnique, dal 1806 successore di Fourier, e dal 1816 professore di Meccanica alla Sorbona, senza deciso orientamento politico era però sostanzialmente un monarchico guadagnando molti onori in merito ma rischiando di perderli tutti con la rivoluzione del 1830 ed il re-cittadino se non per l'aiuto di Arago) non si fosse reso conto dell'importanza di quel lavoro in campo algebrico seppure era vero che Poisson riceveva moltissimi lavori e quel manoscritto era steso in modo molto conciso, contorto ed incomprensibile, ed in più “proveniva da un repubblicano carcerato”) ed aggiungiamo però che l'esistenza storica di quel manoscritto a ben 16 mesi dal giorno del duello rende fantasioso e “romantico” il racconto (ad esempio quello di Temple Bell in Men of Mathematics scritto nel 1937) secondo cui Galois avrebbe scritto nella sola notte precedente il duello tutte le sue ricerche sulla teoria dei gruppi (seppure sembrava essere quasi sicuro che la sua vita era ormai giunta al suo termine); tramite Chevalier il lavoro di Galois finirà nelle mani di Liouville il quale dopo aver colmato le lacune delle dimostrazioni comprese il metodo col quale il giovane matematico aveva dimostrato il suo (importante, elegante ed “oscuro”) teorema “perchè un'equazione irriducibile avente per grado un numero primo sia risolvibile mediante radicali è necessario e sufficiente che tutte le radici siano funzioni razionali di una qualsiasi di esse” (manoscritto infine pubblicato sul numero di ott-nov1846 del Giornale di Matematica pura e applicata), 


e se Gauss nel formulare i criteri per la costruibilità di polinomi regolari aveva essenzialmente risolto il problema della risolubilità dell'equazione algebrica a0x(elev n)+an=0 in termini di operazioni razionali ed estrazioni di radici quadrate effettuate sui coefficienti, Galois, andando ben oltre Gauss-Lagrange-Ruffini-Abel, generalizzò il suo risultato in modo tale da definire criteri per la risolvibilità delle equazioni algebriche generali-complete a0x(elev n)+a1x(elev n-1)+...+an=0 in termini di operazioni razionali ed estrazioni di radici n-esime da effettuare sui coefficienti in una teoria che è uno dei migliori e più originali risultati raggiunti in campo algebrico nella prima metà dell'800; Galois iniziò le sue ricerche partendo dal lavoro di Lagrange sulla teoria delle permutazioni delle radici di un'equazione algebrica polinomia ed originato dalla conclusione del teorema di Abel-Ruffini per il quale “Non esiste nessuna formula per le radici di una generica equazione polinomiale di grado maggiore di 4 scritta in funzione dei coefficienti del polinomio usando solo le usuali operazioni algebriche ovvero addizione-sottrazione-moltiplicazione-divisione-radicali n-esimi” dando così corpo o “corpo e campo” al desiderio di Abel (rapidamente diciamo che qualsiasi cambiamento nell'ordine in cui sono disposti n oggetti-elementi è una permutazione effettuata su quegli oggetti-elementi (ad esempio se abbiamo l'insieme ordinato a,b,c la configurazione c,a,b è una permutazione che scriveremo (abc) poichè ogni lettera prende circolarmente il posto dell'immediata successiva, mentre la permutazione (ac) o magari (ac,b) indica che a prende il posto di c e c di a laddove b non cambia posizione), e se due permutazioni vengono effettuate in successione effettuiamo il prodotto di due permutazioni (ad esempio il prodotto di (abc) e (ac,b) ossia (abc)(ac,b) dà la permutazione (a,bc)), ed il concetto di gruppo, al di là dell'aspetto assunto nelle varie applicazioni, in matematica attiene fondamentalmente alle simmetrie inerenti al sistema, per esempio se abbiamo un disco piano raggiato a simmetria centrale con 6 raggi disposti a 60° l'uno dall'altro, od un quadrante circolare d'orologio suddiviso in 12 parti, fatti ruotare attorno all'asse di 60n gradi (operazione R(n)) o di (1/12)n volte con n=0,1,2,... la configurazione non muta (ed un'operazione gruppale che lascia invariata la configurazione è un'operazione di simmetria), e se R(m) indica un'operazione di rotazione di 60m gradi con m=0,1,2,... allora R(n+m)=R(n)R(m) indica la successione delle operazioni di rotazione di 60n e poi di 60m gradi rispettivamente ed ogni operazione R(k) con rotazione 60k gradi è un'operazione di simmetria, e ha l'elemento identità o neutro (R(0) ossia rotazione nulla per cui R(0)R(n)=R(n) analogo all'elemento 0 per l'operazione di addizione ed all'elemento 1 per l'operazione di moltiplicazione ordinarie, quindi R(n)R(-n)=R(0), e ciò vale per molte operazioni geometriche ed altre ancora trattate come operazioni gruppali)), 


e, come parzialmente già esposto nell'altra sezione del libro, pure un'equazione algebrica è un insieme-sistema le cui proprietà di simmetria possono essere studiate da teoria dei gruppi (dunque un gruppo S è costituito da elementi od operazioni di simmetria a,b,c... e da un'operazione (*) per combinare-operare sugli elementi a*b dando ancora un elemento del gruppo c=a*b essendo il gruppo S chiuso per l'operazione * (tale operazione è anche associativa), esiste l'elemento-operazione identità (per le rotazioni è R(0) come accennato) e l'elemento-operazione inverso (per le rotazioni è R(-n)) di ogni elemento del gruppo, e vari insiemi di oggetti numerici o non numerici soddisfano le proprietà gruppali (lettere dell'alfabeto, note musicali, solidi geometrici, scacchiera con scacchi, ecc.) ma osserviamo che gli elementi di tali gruppi non sono numeri-lettere-solidi-scacchi bensì sono operazioni che generano permutazioni di quei numeri-oggetti ossia sono le varie configurazioni di numeri-oggetti dette anche permutazioni); supponiamo di avere 3 pezzi di scacchi torre-cavallo-alfiere TCA disposti-configurati come 1-2-3 ed allora un elemento del gruppo di permutazioni ad esempio (12) scambia l'oggetto in posizione 1 con quello in posizione 2 quindi applicando l'elemento-operazione permutazione (12) da TCA otterremo CTA ed applicando ancora (12) riotterremo TCA (e (12)(12)=(1) ossia l'operazione permutazione (12) è l'inversa di sé stessa), laddove (123) da TCA genera ATC, e (12)(123)=(13) genera ACT; ora il numero di permutazioni diverse di n numeri-oggetti, ossia il numero di elementi-operazioni del gruppo S, è S(n)=n! ossia è il fattoriale di n (ad esempio se n=3 come TCA allora S(n)=S(3)=3!=1x2x3=6 permutazioni che sono rispettivamente (1)=permutazione identità, (12), (13), (23), (123), (132), laddove se n=27 lettere d'alfabeto allora S(27)=1.0888...x10(elev 28) ossia più di 10 miliardi di miliardi di miliardi ossia più di 10 GGG di elementi); alcuni sottoinsiemi di elementi-operazioni di insiemi-gruppi soddisfano a loro volta le proprietà gruppali e dunque sono pure dei gruppi (sottogruppi H del gruppo originario G, e sottogruppi propri se i loro elementi sono minori di n, ad esempio il gruppo di 2 elementi ((1), (12)) è un sottogruppo proprio di S(3)), e per ogni sottogruppo proprio H di un gruppo G si può definire il fattore di composizione pari all'ordine di G diviso l'ordine di H ovvero rapporto Numero elementi G/Numero elementi H (ossia (G/H), normalmente scritto con le parentesi quadre, e ad esempio il fattore di composizione di H=((1), (12)) rispetto a G=S(3) è (G/H)=3!/2!=6/2=3, ed è sempre un numero intero per cui il numero degli elementi di H od ordine di H è divisore del numero di G od ordine di G); l'idea-intuizione originale di Galois sostanzialmente è che le radici di un polinomio nell'incognita x sono connesse da varie equazioni algebriche (ad esempio può accadere che per alcune di tali radici u e v valga l'equazione u+v(elev 2)=2 od u(elev 2)+v(elev 3)=5), ed allora è conveniente considerare la proprietà che ogni equazione algebrica soddisfatta dalle radici sia ancora soddisfatta dopo che le radici sono state permutate-commutate-scambiate-risistemate tra loro studiando le caratteristiche che deve possedere l'insieme di tali permutazioni sulle radici (ossia la struttura di un gruppo di permutazioni delle radici perchè sia simmetrico, quel gruppo che sarà detto gruppo di simmetria e poi gruppo di Galois, e poi la serie di sottogruppi normali da esso derivati per garantire la risolubilità; anche Galois parti da un'equazione particolare e costruì il suo gruppo poi progredendo passò a studiare i gruppi associati alle equazioni di 5° grado) indipendentemente poi dall'effettiva risoluzione delle equazione e quindi della specifica conoscenza delle radici stesse, ma in tale teoria Galois personalmente introdusse tre concetti necessari ossia che ad un'equazione algebrica è possibile associare il gruppo delle permutazioni caratterizzante la simmetria dell'equazione stessa (oggi detto gruppo di Galois dell'equazione) e nel caso di n elementi (come delle n radici di un'equazione algebrica polinomiale irriducibile) x1,x2,...,xn, il gruppo delle permutazioni o gruppo di simmetria è formato da n! elementi-permutazioni-trasformazioni le cui proprietà forniscono le condizioni necessarie e sufficienti per la sua risolubilità algebrica 


(come detto il gruppo di Galois di un'equazione non contiene le sue radici ma contiene il numero di permutazioni o di simmetria dell'equazione stessa, come il gruppo di simmetria S(n)=S(3) con n=3 oggetti TCA contiene n!=6 permutazioni ossia S(3)=((1), (12), ...)); ed allora prendiamo una generica equazione di 3° grado a coefficienti razionali (ossia coefficienti in Q) sapendo dal teorema fondamentale che deve possedere 3 radici u,v,w (ma non sapendo se si ottengono con metodi algebrici o no, e poi non sapendo come ricavarle) e possiamo formare polinomi-funzioni polinomiali f con le 3 radici (come, del resto, una particolare funzione polinomiale f(x) uguagliata a 0 è appunto un'equazione che ha quelle come sue radici) ad esempio u-v, o uv+w-1, ma qualunque funzione del genere può essere trasformata in un'altra funzione permutando le radici u,v,w supposte di posizione 1,2,3 (ad esempio la permutazione (12) del gruppo G delle permutazioni scambia u con v e trasforma la funzione u-v nella funzione v-u cambiandone il valore come pure la permutazione (13) scambia u con w e trasforma uv+w-1 in wv+u-1) ma non tutte le funzioni f trasformate dalle permutazioni cambiano valore per esempio la funzione u+v+w non muta per nessuna permutazione di u,v,w (cioè u+v+w non muta per nessuna delle 6 permutazioni, ed è dunque invariante sotto S(3), e si può dimostrare che il valore di u+v+w è razionale per qualunque equazione di 3° grado polinomiale a coefficienti razionali (Q), mentre altre funzioni polinomiali f delle radici possono essere razionali per un'equazione di 3° grado ed irrazionali per altre secondo i coefficienti) e se il valore di f è razionale allora esiste un gruppo di permutazioni di u,v,w che non modifica f, ed il gruppo di Galois di un'equazione algebrica polinomiale è il massimo gruppo di permutazioni (per un'equazione di 3° grado contiene complessivamente S(3)=6 permutazioni ossia (1), (12), …, per un'equazione di 2° grado contiene S(2)=2 permutazioni ossia ((1), (12)) che non scambia(identica) e che scambia(traspone) le radici, per un'equazione di 4° grado invece il gruppo di simmetria S(4)=24 permutazioni, e per un'equazione di 5° grado il gruppo di simmetria contiene S(5)=120 permutazioni)) che soddisfa tale condizione per tutte le f delle radici a valori razionali (ossia per qualunque funzione polinomiale razionale delle radici), e quando una permutazione delle radici non modifica una qualunque f a valori razionali le radici sono indistinguibili rispetto a tale permutazione pertanto quanto maggiore è il numero degli elementi-permutazioni del gruppo di Galois tanto maggiore sarà il numero delle permutazioni rispetto alle quali le radici sono indistinguibili (il gruppo di Galois è perfettamente adeguato a rappresentare le proprietà di simmetria di un'equazione); 


calcolare il gruppo di Galois di un'equazione è difficile sebbene non sia necessario conoscerne le radici, ed Evariste Galois doveva solo dimostrare che esistono equazioni algebriche polinomiali di grado n per le quali il gruppo di Galois coincide col massimo gruppo di permutazioni sulle radici ossia coincide con S(n) ovvero per cui tutte le permutazioni di radici (2 per le equazioni quadratiche e 6 per le equazioni cubiche) non mutano il valore delle funzioni polinomiali f a valori razionali costruite con le radici stesse; il secondo concetto introdotto da Galois è quello di sottogruppo normale (un sottogruppo H (di generico elemento h) di un gruppo G (di generico elemento g) è normale in G se e solo se h'=g*h*g(elev -1) è ancora elemento di H, e ad esempio H=((1), (123), (132)) è un sottogruppo normale di G=S(3)), ed il sottogruppo normale di ordine massimo H (tra i sottogruppi normali Hi) di un gruppo G è detto il sottogruppo normale massimale di G, il quale può avere il suo sottogruppo normale massimale I, e così via fino a raggiungere il più piccolo sottogruppo normale massimale possibile, per cui è data la serie di sottogruppi normali massimali G,H,I,J,..., ed è data una serie di fattori di composizione normali massimali (ossia una serie di rapporti fra il numero degli elementi nel gruppo G,H,I... ed il numero degli elementi nel sottogruppo H,I,J,...) ossia i fattori (G/H),(H/I),(I/J),...; ritornando a S(3) si dice che una permutazione è pari p se può essere espressa come prodotto di un numero pari di scambi altrimenti è dispari d (moltiplicando p con p si ottiene ancora una permutazione p, p per d dà d, d per p dà d, e d per d dà p), e le permutazioni p formano un sottogruppo detto sottogruppo alterno od alternante A(n), ossia A(3) per i gruppi S(3) che è normale in S(3) dato che g*a*g(elev -1) è un elemento di A(3) dove a e g sono i generici elementi-permutazioni di A(3) e S(3) rispettivamente, per cui A(n) è un sottogruppo normale di S(n) per ogni n, e sapendo che il numero degli elementi di un sottogruppo H è divisore del numero degli elementi del gruppo G e poiché A(n) con evidenza comprende la metà degli elementi di S(n), ossia n!/2, allora A(n) comprende il massimo numero possibile di elementi di un sottogruppo proprio di S(n) e dunque A(n) è il suo sottogruppo normale massimale; il 3° concetto introdotto da Galois è quello di gruppo risolubile (definito partendo dalla dimostrazione di Abel della irresolubilità dell'equazione algebrica di 5° grado mediante radicali), e Galois definisce risolubile un gruppo G se tutti i fattori di composizione normali massimali generati da G sono numeri primi (ad esempio il sottogruppo normale massimale di G=S(3) è H=((1), (123), (132)) e di H è I=(1), ed i fattori di composizione sono (G/H)=6/3=2, (H/I)=3/1=3 e poiché 2 e 3 sono numeri primi allora S(3) è un gruppo risolubile, e quindi le equazioni algebriche di 3° grado sono risolvibili con operazioni algebriche sui coefficienti); Galois dimostrò che un'equazione algebrica generale di grado n è risolvibile per mezzo di radicali se e solo se il relativo gruppo di Galois è un gruppo risolvibile, e nei casi con n=5,6,... si può dimostrare che il sottogruppo normale massimale di A(n) è il gruppo identità I che contiene quale unico elemento l'identità del gruppo, e poiché A(n) è il sottogruppo normale massimale di S(n) i fattori di composizione generati da S(n) quando n=5,6,... non sono tutti numeri primi (ossia ancora, per n maggiore di 4 il gruppo alternante A(n) è un gruppo semplice non commutativo ovvero pure non risolubile), ed allora S(n) non è risolvibile e dato che per tutti i valori di n esiste un'equazione algebrica di grado n per cui S(n) è un gruppo di Galois le equazioni algebriche polinomiali generali a coefficienti razionali di grado n=5,6,... (tipo x(elev 5)+2x-1=0, x(elev 6)-x+8=0, ecc.) non sono risolubili con mezzi algebrici (seppure secondo il teorema fondamentale abbiano n=5,6,... radici rispettivamente le quali grazie a Galois non saranno dunque esprimibili con formule razionali algebriche sui coefficienti, ed infatti nel corso del XIX-XX sec. il matematico francese Carles Hermite (Dieuze 1822, Parigi 1901), il matematico tedesco Leopold Kronecker (Legnica 1823, Berlino 1891) ed il matematico-ingegnere idraulico italiano Francesco Brioschi (Milano 1824, Milano 1897, di cui abbiamo scritto, che studiò al liceo classico Cesare Beccaria di Milano e poi matematica a Pavia dove fu allievo di Antonio Maria Bordoni, ed a sua volta ebbe come allievi Eugenio Beltrami, Giuseppe Colombo e Luigi Cremona, ma noto per essere stato presidente del Consiglio direttivo dell'Accademia Scientifico-Letteraria di Milano futura Università degli Studi, e fondatore e direttore del Regio Istituto Tecnico superiore poi divenuto Politecnico di Milano), 


hanno trovato formule esplicite per la risoluzione di equazioni di 5° ad esempio tramite funzioni ellittiche, laddove il matematico tedesco Felix Klein (Dusseldorf 1849, Gottinga 1925) determinò le relazioni intercorrenti tra queste formule e le simmetrie dell'icosaedro derivando pure risultati riguardo le equazioni 7° e 11° grado, sapendo ad ogni modo che riguardo le applicazioni usualmente basterà la loro soluzione numerica trovando approssimativamente gli zeri dei polinomi di grado n=5,6,..., oppure ricorrendo agli specifici metodi di Jenkins-Traub e di Laguerre), precisando che questa nostra esposizione ha maggiormente seguito il tracciato storico ottocentesco utilizzante i gruppi di permutazione per rappresentare le radici di un polinomio (uguagliato a 0) legate tra loro dalla simmetria degli scambi-permutazioni quale originale idea ed originale opera di Galois, laddove l'approccio moderno alla teoria di Galois portato avanti inizialmente da R. Dedekind, L. Kronecker, E. Artin, ecc. comprende lo studio degli automorfismi delle estensioni dei campi (nei quali si trovano i coefficienti, nel caso di Galois in campo e corpo Q) e le connessioni di Galois, ma il lavoro di Galois poteva inoltre risolvere altri problemi di costruzione geometrica astratta con riga+compasso ad esempio la costruzione di poligoni regolari possibili, l'impossibile trisecazione di angoli, l'impossibile quadratura di cerchi, tra cui alcuni dei problemi secolari-millenari seppure come detto già risolti per altra via; 


quando nel 1830 l'opera di Galois sulla teoria dei gruppi era ormai compiuta la sua vita privata-pubblica era completamente immersa-impregnata di politica suddividendo infatti egli l'impegno in matematica con l'affiliazione politica in campo repubblicano, ad esempio a lug30 egli si unì ai repubblicani al momento dell'esilio di re Carlo X e della salita al trono il 9ago30 di Luigi Filippo d'Orlèans che rifiutò il nome di Filippo VII (gli studenti dell'Ecole Normale rinchiusi nel dormitorio non potettero svolgere attività politica differentemente da quelli dell'Ecole Polytechnique) essendo espulso oppure abbandonando alla fine dell'anno l'Ecole Preparatoire, arruolandosi a dic30 nell'artiglieria della Guardia Nazionale quale ramo della milizia repubblicana (tempo avanti subito dopo la presa della Bastiglia già comandata da LaFayette), ma a mag31 fu arrestato (per vilipendio alla Corona) quando ad un banchetto con 200 repubblicani tenuto al ristorante Vendanges de Bourgogne occasionato dall'assoluzione di 19 ufficiali della Guardia nazionale, cui erano presenti illustri personaggi e lo stesso Alexandre Dumas, alzatosi durante un brindisi disse “A Luigi Filippo!” alzando insieme bicchiere e pugnale sguainato (secondo il racconto di Alexandre Dumas padre, che defilato lasciò insieme ad altri presenti la sala) seppure Galois poi rilasciato (sostenendo l'avvocato difensore che il brindisi mal interpretato era stato “A Luigi Filippo, se tradisce”, ma il “se tradisce” era stato coperto dal gran baccano ed urla dei commensali), comunque, ormai povero e senza casa, venne nuovamente arrestato il 14lug31 giorno della Bastiglia per aver durante una protesta con marcia su Parigi indossato illegalmente l'uniforme dell'unità dell'artiglieria della Guardia Nazionale già sciolta quale minaccia alla monarchia e portato armi (e passò più di 9 mesi disastrosi a Sainte-Pèlagie, durante i quali, sviluppando ulteriormente le sue teorie matematiche e tentando anche il suicidio oltre ad essere forse stato obiettivo di un colpo di fucile sparato entro la sua cella da una garrita vicina ferendo invece un suo compagno, confidò al compagno di prigionia una tremenda visione della sua fine “Morirò in un duello per colpa di quelque coquette de bas ètage... perchè mi chiederà di vendicare il suo onore che un altro avrà compromesso”), ma a mag32 venne trasferito da Sainte-Pèlagie all'ospedale-ostello Sieur Faultrier, mentre altri venivano rilasciati a causa di un'epidemia di colera che colpì Parigi, seppure a questo punto le notizie sono assai confuse... e fu qui che probabilmente incontrò l'infame civetta che gli raccontò i suoi guai e fastidi e causa di un diverbio personale a cui Galois prese parte più di quanto voglia ammettere (testimoniato ciò da due lettere frammentarie di cui una firmata Stèphanie D., ricevute alcune settimane avanti il duello, e di un accenno a tale relazione sentimentale durata circa un mese ed ormai rotta in una lettera di Galois ad Auguste Chevalier a 5-6 giorni dal duello... 


ma ricerche posteriori porterebbero e credere che si trattasse, non di una prostituta come voleva chi associò la frase “infame civetta” a “quelque coquette de bas ètage” pronunciata od inventata un anno prima (del resto qui abbiamo a che fare con lo scrittore de I Tre moschettieri (1844) e della Maschera di ferro (1850) (romanzi storici in cui però con una certa razionalità ogni elemento di realtà-finzione si incastra logicamente-matematicamente-geometricamente-”topologicamente” in modo mirabilmente perfetto con gli altri componenti della storia senza produrre grande attrito e grande rumore, però si noti comunque la differenza tra F-M A. Voltaire e A. Dumas che hanno trattato entrambi la storia di Francia del periodo Luigi XIV e Luigi XV il primo nella parte di storico e l'altro nella parte di romanziere), e soprattutto col biografo Temple Bell ma tutti sanno quanto sia difficile ricostruire i fatti della vita di persone e di personaggi partendo dalle molte notizie frammentarie e contrastanti come nel caso degli ultimi giorni di Galois), bensì si trattasse di Stèphanie-Fèlicie Poterin du Motel (M.lle du Motel) figlia del medico residente all'ospedale Sieur Faultrier), ma secondo Dumas l'avversario di Galois nel duello non era del complotto antirepubblicano ossia un realista (come invece sostenne il fratello di Galois stesso) bensì era il fervente repubblicano d'Herbinville (che forse aveva legami sentimentali con M.lle Stèphanie) proprio uno dei 19 ufficiali della Guardia nazionale il cui proscioglimento era stato causa di quel brindisi oppure secondo altri documenti era un certo E. Duchatelet repubblicano imprigionato con lui (si è accusata anche la polizia segreta del re delle cause segrete di quel duello sostenendo che il motivo dell'onore fu solo una copertura per portare a compimento un omicidio politico a carico del giovane ribelle ed agitatore rivoluzionario che aveva già procurato guai, sospettando che d'Herbinville fosse un agente del governo e che du Motel fosse solo una seduttrice assoldata per facilitare il complotto), ossia il duello era tra amici od “amici” della stessa parte politica e sembra che avvenne come alla roulette russa in cui a sorte una sola delle pistole era carica (in questi tipi di duelli è pure più facile truccare le procedure), e gli scritti matematici di Galois nella notte precedente il duello in realtà furono solo alcune correzioni redazionali a due manoscritti e la stesura di un riassunto di quei due (a margine della prima memoria appare “Il y a quelque chose à completer dans cette dèmonstration. Je n'ai pas le temps”, ossia “C'è qualcosa da completare in questa dimostrazione. Non ho tempo”) oltre ad un altro articolo (quello rifiutato da Poisson, una versione frammentaria di un articolo apparso sul Bullettin) mentre il terzo articolo non fu mai trovato ma il cui riassunto è contenuto solo nella lettera ed evidentemente riguardava un argomento sugli integrali di funzioni algebriche generali (ovvero Galois nella notte del 30mag scrisse rapidamente tre articoli ed alcune lettere prevedendo una morte quasi sicura; 


a proposito di Non ho tempo per completare una dimostrazione i lettori possono vedere il film italiano “Non ho tempo” del 1973 diretto da Ansano Giannarelli, se riescono a trovarlo, ma certamente saranno stati realizzati altri film e documentari riguardo la vita romantica, l'attività politica e rivoluzionaria entro la Rivoluzione di Luglio 1830, quale membro della Società Amici del Popolo, e la geniale attività matematica del giovane matematico francese E. Galois, oppure possono leggere il libro “13 ore per l'immortalità” di Leopold Infeld, oppure “La breve vita di un genio della matematica” di Leopold Infeld, od il libro romanzo biografico “Évariste” di François-Henri Désérable ("Muor giovane colui che al cielo è caro" (Menandro), "A quell'epoca, Evariste Galois aveva appena ventitré o ventiquattr'anni; era uno dei più fieri repubblicani" (Alessandro Dumas padre), "In Francia, verso il 1830, apparve nel firmamento della matematica pura un nuovo astro di incomparabile splendore. Evariste Galois" (Felix Klein))), e dobbiamo osservare che Galois è uno dei pochi matematici ad aver fatto un'invenzione-scoperta di così grande importanza prima dei 20 anni di età ossia non solo la dimostrazione di qualche teorema ma un'invenzione tale da aprire una nuova branca della matematica (egli in realtà ha fondato la teoria di Galois, la teoria dei gruppi (il termine groupe internazionalmente è di origine francese, insieme alle prime tecniche di manipolazione-decomposizione dei gruppi, e ha costruito il gruppo lineare generale sopra un campo di primi GL(v, p) calcolando il suo ordine nello studio dell'equazione generale di grado p, e ha costruito lo speciale gruppo lineare proiettivo PSL(2, p) quale trasformazione frazionaria lineare notando che è semplice ed agisce su p punti se e solo se p=5,7,11,..., ed anche le trasformazioni lineari frazionarie dimostrando che sono semplici eccetto per p=2,3 e sono la seconda famiglia di gruppi semplici finiti dopo i gruppi alternanti A(n)) ed il sottocampo delle connessioni di Galois, oltre ad aver dato contributi in algebra-analisi circa le equazioni modulari, le funzioni ellittiche, gli integrali abeliani e le frazioni continue, rimarcando anche che l'intera opera “omnia” di Galois rientrerebbe soltanto in circa 60 pagine a stampa (per curiosità l'esempio opposto riguardo la grande mole degli scritti (almeno manoscritti con carta e penna) sarebbe invece costituito dalle opere del matematico Eulero)... 


ma, qui sotto il Ferro e le Luci della torre Eiffel ed all'ombra dell'Arco di Trionfo, il lettore, più che con la teoria ed i gruppi di Galois, avrebbe magari voluto sognare e navigare nel ricordo di  Baudelaire e di Rimbaud o per i più “degenerati” nei versi di Prèvert, di coloro che hanno visto tutto, che hanno visto l'esplosione di Oceani in lutto, che hanno visto il Sogno sfidare e vincere la Realtà, che hanno contemplato la Luce del Sole Invincibile trafiggere le vetrate delle Cattedrali ed il Vento del Male e dell'Inferno scuoterle e poi abbatterle, che sono partiti in cerca di altre Luci e di più “potenti Illuminazioni” senza comprenderle e senza afferrarle (cercando nelle filosofie e religioni di tutti i popoli troviamo infatti decine e decine di “Potenti Illuminazioni” sia in occidente che soprattutto in oriente, alcune illuminazioni così potenti da riuscire ad incarnare lo spirito di altre figure storiche o divine, come ad esempio l'illuminazione Babaji), di coloro che hanno visto accumularsi la Polvere del Tempo più antica senza poterla rimuovere, che sono stati cullati da infinite Ninne-nanne e non si sono più svegliati... rapiti dalla Luna o confusi dalle Stelle della sera... di coloro che hanno respirato il profumo di tutte le Rose dei giardini della Terra e dei Cieli (magari pure del profumo dell'Amore Collistar o dei profumi di Cleopatra o di Eau de Chypre Rouge o di Aqua Mirabilis di Colonia o di Acqua d'Angelo di Pompadour (“Après nous le déluge!” ossia “Dopo di noi il diluvio!”, 1757, ma non sarà acqua profumata) od anche inebriandosi di Must de Cartier Eau de Parfum od Eau Sauvage di Christian Dior o di Chanel N°5 (quale profumo floreale con aldeidi di Ernest Beaux profumiere di corte in Russia e realizzato dalla regina della moda parigina Gabrielle Chanel, ossia il 5° campione proposto dal profumiere-fragranziere contenente gelsomino di Grasse, ylang-ylang delle Comore, neroli di Grasse, rosa, mughetto, iris, limone, sandalo, vaniglia, vetiver bourbon, ecc., per un totale di 80 ingredienti naturali-artificiali, dal 1921 il profumo più famoso al mondo ancora oggi una creazione intramontabile, icona dei profumi sia per la fragranza che per la sua storia (MM aveva detto che andava a letto indossando solo due gocce di N° 5 Chanel: "Cosa indosso a letto? Due gocce di Chanel N°5")) o di Very Valentino o semplicemente dell'essenza Acqua di Parma, seppure alcuni respirino meglio con Pino Silvestre (noto popolare ed economico profumo di fragranza italiana nato nel 1955 con note top date da bergamotto, limone ed arancia amara (in questo libro le singole note “sono le frequenze dello spettro della funzione fragranza” secondo un'ipotetica “ingegneria dei profumi”), note medie date da pino silvestre, timo, salvia, lavanda, garofano, ginepro alpino, e note di fondo-basse date da legno di cedro, legno di sandalo, ambra e musk, per così “camminare” nell'atmosfera del sottobosco di pinete montane anche al Sole d'estate con 35-40 °C ambiente, 


ma divagando ognuno risparmiando può pure creare da sè il suo personale profumo (qui profumo naturale, non ricavato cioè da composti chimici sintetici) partendo da un olio vettore inodore (tipo olio di jojoba, o di mandorle dolci, o di nocciolo di albicocca, o di semi d'uva, ecc.), poi aggiungendo almeno una fragranza di ognuno dei 3 gruppi fondamentali alto-medio-basso rispetto al grado di volatilità, ovvero partendo dalle note di base-fondo (esaltanti queste pure le note centrali-medie) nonchè tema e personalità della fragranza stessa (ossia legno di cedro, legno di sandalo, sandalo austro, cipresso, albero del the, pino, pino silvestre, pino mugo, cisto, palissandro, abete bianco, abete rosso, tolu, zenzero, benzoino, mirra, incenso, muschio quercia, regina dei prati, patchouli (tra le essenze meno volatili, 0.01), legno di rosa, elemi, santoreggia, timo (0.022), timo rosso, basilico, tuberosa, tonka, storace, vaniglia, cassia, angelica, ginepro, geranio (0.010), incenso, betulla, petit grain arancio, origano, muschi, licheni, felci, ambra, ambra grigia, balsamo Perù, valeriano, carota, cannella, chiodi di garofano, galbanum, vetiver, ylang-ylang, circa 30 % del volume della sola fragranza, le quali una volta emesse possono durare sulla pelle anche più di 5 ore e fanno pure da fissativi per le altre essenze altrimenti più volatili; tasso di evaporazione o grado di volatilirà 100-61), poi aggiungendo le note di cuore-centrali-middle vero hearth-note della fragranza con creazione di scia nell'aria (ossia tra le più utilizzate pepe nero, pepe verde, cardamomo, achillea, alloro, anice, aneto, camomilla, camomilla blu, camomilla romana, camomilla selvatica, vaniglia, cannella, campaca, petit grain limone (0.2480), lavanda (0.0615), lavanda extra, lavanda spica, violetta, peonia, lilla, geranio, melissa, rosmarino (0.2850), salvia, salvia officinalis, salvia sclarea, coriandolo, osmanthus, mimosa, mirto, finocchio, maggiorana, palmarosa, chiodi di garofano (0.0035), aghi di abete, gelsomino, gelsomino officinale, ginepro, tagete, citronella, mughetto, issopo, nardo, neroli, iris, noce moscata, rosa (0.004), legno di rosa, palma rosa, rosa bourbon, rosa persia, rosa bulgara, rosa turca (0.0051), rosa sandalo, canfora, canfora shiu dolce, pesca, pera, albicocca, ginestra, magnolia, pino, pino cembro, frangipane, narciso, baia, iperico, manuka, yarrow, ylang-ylang, 45 % della fragranza, perduranti sulla pelle per circa 2-4 ore; grado di volatilità circa 60-15), e quindi le note alte-top-testa (ossia basilico, salvia, bergamotto (0.055), pompelmo, lavanda, limone (tra le essenze più volatili, 0.2480), lime, limetta, lemongrass (0.017), gingergrass, ravensana, menta, menta piperita, canfora, cannella, neroli, rosmarino (tra le essenze più volatili, 0.2850), rosmarino cineolo, cajuput, eucalipto, cumino, mandarino, mandarino neroli, mandarancio, tea tree, arancio dolce (0.2270), arancio amaro, cedro, petit grain (0.033), niaouli, tyme, orchidea, rosa, verbena, citronella, litsea, circa 25 % del volume della fragranza, che vengono emesse subito ed evaporano-svaniscono entro 15 minuti o poco più; grado di volatilità circa 14-1), poi aggiungendo alcool alimentare forte anche 80-95° o magari vodka-acquavite-grappa(anche una grappa con gradazione alcoolica del 40-50 % volume andrà bene, notando che il titolo alcolometrico volumetrico della grappa deve essere compreso in 37.5-70 % vol (ma titolo alcol. max=86 % vol da non superare) dove il titolo alcolometrico od alcohol by volume ABV (la vecchia denominazione sarebbe gradazione alcolica quale termine derivante da uno dei primi metodi di misura che utilizzava i gradi Gay-Lussac (°GL) nell'alcolometro Gay-Lussac dove 0 °GL era un distillato di acqua pura e 100 °GL un distillato di alcool puro, ma qui ricordiamo piuttosto nelle trasformazioni termodinamiche la legge di Gay-Lussac ossia p/T=C=cost per trasformazioni in serbatoi a V=costante (ossia a V costante, p e T variano contemporaneamente in modo uguale)) indica la misura o “forza” del contenuto di etanolo in una bevanda alcolica ovvero il numero di parti in vol di alcol puro a 20 °C contenuti in 100 parti in vol del prodotto finito a 20 °C; in realtà esistono due strumenti di misura del titolo alcolometrico ossia l'alcolometro centesimale di GayLussac (tarato con riferimento alla temperatura di 15 °C) e l'alcolometro ufficiale italiano di Tralles (graduato con riferimento alla temperatura di 12°, 4/9 Reaumur pari a 15.56 °C))-ecc. ad alta gradazione alcoolica, per cui un profumo naturale classico-standard da circa 100 ml di volume, scegliendo le fragranze in oli essenziali o.e. (non oli fragranza questi meno concentrati seppure meno costosi, bensì gli oli essenziali puri, anche se sarebbe possibile partire pure da fiori-radici-fusti-ecc. ma in tal caso assai più laboriosamente che partendo da oli-olii di essenze (notiamo che molti dizionari e soprattutto il Devoto-Oli riportano oli quale plurale di olio e non olii, per cui anche noi diciamo-scriviamo oli essenziali)) dei 3 gruppi fondamentali ossia oli essenziali limone(top)-ginepro(middle)-pino silvestre(base), può essere composto da 20 ml di olio di mandorle dolci (olio vettore-fissatore) versato entro un contenitore pulito di vetro sterilizzato possibilmente di color scuro, a cui aggiungere gli oli essenziali in ordine rispettivamente per toni bassi-medi-alti (ossia 9-12 gocce di olio essenziale di pino silvestre, 13-18 gocce di olio essenziale di ginepro, 8-10 gocce di olio essenziale di limone), poi aggiungere 60 ml di alcool 60-95° o di vodka-grappa (pure questi composti vettore... non so se si chiamano così a Bassano del Grappa ad esempio per “profumazione” indoor-inside; così il profumo Xe bon, Uxa grapa e assa nar l'aqua al muin), quindi chiudere il contenitore e lasciar riposare per qualche settimana in luogo fresco-buio (meglio in zona bassa del frigorifero per 2 settimane o poco più) agitandolo per 1 minuto ogni giorno, poi ancora aggiungere 25 ml di acqua distillata ed agitare bene per qualche minuto, quindi conservarlo in frigorifero a 5-15 °C onde possa durare per qualche mese, ed ovviamente se si volesse una profumazione più intensa e più duratura basterà aumentare il numero delle gocce delle essenze di base a bassa evaporazione e delle essenze medie (anche fino a 60-80 gocce e pure di più volendo o dovendo esagerare specialmente se gli oli essenziali acquistati non hanno un'alta concentrazione) e la quantità di olio vettore diminuendo in proporzione l'alcool-grappa-vodka, ma si vada su Internet per trovare i metodi migliori per preparare i “profumi fai da te” (“do it yourself)  acquistando l'olio vettore, l'alcool ed i piccoli contenitori di 10-15-50-100 ml di oli essenziali secondo le proprie preferenze o secondo le molte combinazioni consigliate (nelle combinazioni base di 1 fragranza/gruppo le possibili combinazioni produrranno qualcosa come 20(elev 3)= 8 mila tipi di profumo e considerando pure i livelli di quantità per ogni fragranza anche più di 100 mila tipi di profumo ma in combinazioni di fragranze doppie-triple-multiple/gruppo e con vari livelli di quantità allora i tipi di profumo certamente supereranno diversi milioni, seppure in tutti questi casi solo una piccola parte di essi sarà ritenuta valida e soddisfacente all'olfatto uomano il quale, tra l'altro, ne potrà distinguere ed apprezzare solo qualche migliaio), o magari acquistando un kit di boccettine da 10 ml di oli essenziali di varie fragranze (tipo 5-6-8 fragranze) per fare sperimentazioni di combinazioni completamente personali), oppure anche realizzando prufumi con alcool ad alta gradazione (50-95 gradi) e 0.2-0.3 in volume di glicerina liquida e 0.2 di acqua distillata, oppure con solo alcool (in quest'ultimo caso si potranno pure spruzzare sempre su ogni parte dei vestiti senza che lascino alcuna traccia o peggio macchia) e l'aggiunta di una combinazione di gocce di oli essenziali, ma magari sarebbe pure interessante comprare profumi molto economici da 100-200 ml (se hanno la pompetta avvitabile-svitabile dal contenitore) considerandoli come base di partenza a cui aggiungere 20-40 ml di olio vettore e poi 20-40-80-100 gocce di oli essenziali per conferire maggior intensità e maggior durata facendo nel contempo virare la fragranza verso i propri gusti personali; i profumi per uomo in ordine decrescente di preferenza nel 2021 sono: 1 Cool Water di Davidoff, 2 Roma di Laura Biagiotti, 3 Sauvage di Dior, 4 Eros di Versace, 5 1 Million di Paco(Rabanne, 6 Acqua di Giò di Giorgio Armani, 7 Boss Bottled di Hugo Boss, 8 Terre d’Hermes, 9 Intenso di Dolce&Gabbana, 10 For Men di Burberry), 


o, continuando la presente “prosa”, che hanno coltivato le Rose sulle rocce più aride o lungo le Vie del Mondo o tra l'asfalto di città o magari che le Rose le hanno recise spezzate e frantumate, o di coloro che sono stati incantati dalle luci dell'alba dell'Oriente o dalle luci del tramonto d'Occidente (parabola della Vita “dall'Orto all'Occaso”), o di coloro che hanno osato comporre e vivere o “vivere” il Poema del Cielo ed il Poema del Mare ed il Poema del Silenzio (magari il silenzio delle stelle e degli sterminati spazi cosmici, il silenzio del mare, il silenzio dell'antica Babilonia quattro mila anni dopo o di Samarcanda sulle vie carovaniere della seta, il silenzio degli dei antichi... prendendo le lunghe vie dei mari o le incognite strade dei cieli oppure le misteriose ed oscure rotte del cuore)..., ma cosa poi hanno scoperto e saputo e cosa poi avranno compreso non sapremmo neppure dirlo, al punto che tutto il Sogno di una Vita potrebbe forse non valere nemmeno, come abbiamo rapidamente e modestamente riportato qui, la sola Teoria delle Equazioni Algebriche di Galois (seppure sembri che più che al Sogno di una Vita la gente miri piuttosto al raggiungimento di una “Vita da Sogno o da Fiaba”... ed in particolare qui ricordiamo incidentalmente tutte le ragazze all'approdo al “Grande Sogno”); 


passando dalla “poesia” alla “prosa” è appunto il Ferro della Torre Eiffel che qui ci interessa in particolare, ossia la realizzazione di questo monumento storico e simbolo di Parigi unico nel suo genere costruito da Stephen Sauvestre, Maurice Koechlin, Émile Nouguier e Alexandre Gustave Eiffel nel periodo 1886-89 (in 796 giorni) per celebrare il centenario della Rivoluzione francese, quale torre autoportante in ferro battuto, ed inaugurato il 31mar1989, collocato nel VII arrondissement in Ile de France (coordinate 48°51'29.88” N, 2°17'40.2” E), ed oggi una grande attrazione turistica (nel 2007 è stato visitato da ben 2.9 milioni di turisti, e dal 1870 da ben 250 milioni di visitatori ossia 1 visitatore ogni 28 abitanti della Terra ed approssimativamente 1.8 milioni/anno), oltre che portante stazioni meteorologiche, nonchè la maggior torre parigina per telecomunicazioni, le cui caratteristiche tecniche sono: altezza del suolo di 33.5 m slm, profondità delle fondazioni di 15 m, lunghezza-luce interna scarto al suolo tra pilastri di 74.24 m, lunghezza-(luce) esterna scarto al suolo tra pilastri esterni di 124.9 m (dunque il perimetro esterno di base è quello di un quadrato di lato 124.9 m ed area 15600 m quadri), a 3 piani o piattaforme, altezza del pavimento 1° livello di 57.63 m con superficie d’area 4200 m quadri (equivalenti a circa 65x65 m), lato esterno 1° livello di 70.69 m, altezza del pavimento 2° livello di 115.73 m con superficie 1650 m quadri, lato esterno 2° livello di 40.96 m, altezza del pavimento 3° livello di 276.13 m con superficie di 350 m quadri, lato esterno di 18.65 m (qui si trovava lo studio di Gustave Eiffel ed oggi vi si trovano invece le statue di Eiffel, di Thomas Edison e della figlia Claire), altezza complessiva (con antenna di 20-25 metri, nel 2005) di 325 m (e circa 325.15 m nei giorni più caldi di lug-ago, con in più la cima che oscilla con ampiezze fino a circa 12 cm nei giorni di vento), altezza totale (con bandiera, nel 1889) di 300 m (è stato il monumento più alto del mondo fino al 1930 quando venne completato il Chrysler Building di New York), altezza tetto di 324 m, altezza ultimo piano di 279.1 m, massa-peso totale di 9987 tonnellate (dunque con una forza di circa 2500 ton a “pilastro”), oggi di proprietà Mairie de Paris, la cui importante manutenzione è affidata a Societé Nouvelle d'Exploitation de la Tour Eiffel SNETE (data la struttura realizzata non in acciaio inossidabile occorre una manutenzione continua contro la corrosione richiedente circa 7 tonnellate/anno di speciale vernice color “torre eiffel”), realizzata da 300 metalmeccanici assemblando insieme 18038 pezzi di ferro battuto-forgiato tramite collegamenti fatti di 2.5 milioni di bulloni e rivetteria (per ragioni di sicurezza la Torre  Eiffel risulta molto elastica ed assai più resistente alle esplosioni di ordigni convenzionali che non all’uso improprio di chiavi inglesi o ad un “attentato terroristico attuato con la chiave inglese”); nel 1909, a 20 anni dalla sua realizzazione quando doveva servire inzialmente solo per l’Esposizione Universale, non venne demolita (infatti per tutto il secolo è sempre stata oggetto di critiche e dileggio per via dello stile architettonico mal innestato nell’ambiente urbano e storico, definita come faro o come orribile mostro metallico o come ferro vecchio o come asparago di ferro o peggio ancora, ma poi questa Torre ha tanto guadagnato in fama da divenire il vero simbolo di Parigi, nonchè proposta per le 7 meraviglie del mondo moderno (per curiosità, secondo alcune votazioni avvenute dall'anno 2000 le 7 meraviglie del mondo moderno sarebbero: Grande muraglia cinese, Cina, The Great Wall of China, 215 a.C.; Petra, Giordania, 312 a.C.; Colosseo, Amphitheatrum Flavium, Roma, Italia, 80; Chichèn Itzà, Yucatàn, Messico, 600; Machu Picchu, Cuzco, Perù, 1450; Taj Mahal, Agra, India, 1631-48 (esempio massimo di architettura funeraria musulmana in India); Cristo Redentore, Rio de Janeiro, Brasile, 1931; ma anche altri monumenti-architetture-città potrebbero essere inclusi nell'elenco quali: Acropoli di Atene, Ακρòπολη Αθηνων, Atene, Grecia, 447 a.C.; Alhambra, Granada, Spagna, 1333; Angkor Wat, Cambogia, 1113; Torre Eiffel, Parigi, Francia, 1887; Basilica di Santa Sofia, Istanbul, Turchia, 360; Kiyomizu-dera, Kyoto, Giappone, 1633; Moai, Isola di Pasqua, Cile, 1250; Castello di Neuschwanstein, Schloss Neuschwanstein, Fussen, Germania, 1869; Piazza Rossa, Mosca, Russia, 1561; Statua della Libertà, New York, Stati Uniti d'America, 1886; Stonehenge, Amesbury, Regno Unito UK, 2400 a.C. (o 3100-1600 a.C.); Teatro dell'opera di Sydney, Australia, 1959; Timbuctù, Mali, Timbuktu Mosque Sankore, 1327; 


laddove le 7 meraviglie del mondo antico (elenco stilato nel III sec. a.C. da greci-romani) sono: la Piramide di Cheope a Giza (Egitto) nonchè la più antica fra le 7 meraviglie ancora oggi perfettamente visibile; i Giardini pensili di Babilonia (Sumer-Mesopotamia); la Statua di Zeus di Fidia a Olimpia (Grecia); il Tempio di Artemide a Efeso (Turchia); il Colosso di Rodi (Grecia); il Mausoleo di Alicarnasso (Turchia) dove riposa il satrapo Mausolo; ed il Faro di Alessandria (Egitto))), poichè la torre Eiffel poteva fungere da torre per le prime antenne radio TX di telegrafia senza fili, ma venne pure utilizzata per analisi dell'aria, per l’installazione di un barometro, di un parafulmine, per esperimenti come il pendolo di Foucault, ecc.; inoltre la Torre è servita per scopi scientifici, per realizzazioni tecniche, oppure per scopi di difesa militare, quando ad esempio dal 1898 Eiffel aveva consentito al fisico-ingegnere Eugène Ducretet di realizzare esperimenti di telegrafia senza fili fra la Torre stessa ed il Panthéon sulla distanza di 4 Km (Ducretet iniziò nella sua Azienda come costruttore di strumentazione fisica (tipo galvanometri, tubi Crook, ecc.), sapendo degli esperimenti di Guglielmo Marconi in corso in Italia dal 1895, nel nov1897 costruì il suo primo apparecchio radio TX-RX su 400 metri di distanza tra la sua fabbrica ed il Pantheon, il 5nov1898 diede come detto una pubblica dimostrazione di comunicazione elettrica senza fili davanti a rappresentanti dell’Accademia delle Scienze trasmettendo tra il 3° piano della Torre Eiffel ed il Pantheon su distanza di 4 Km, nel 1897 scrisse a scopo di collaborazione al fisico russo Alexander Stepanovich Popov che aveva inventato uno dei primi ricetrasmettitori radio, nel 1898 era divenuto il primo costruttore francese di apparecchi radiotelegrafici col sistema Popov venduti pure alla marina russa, inventò poi insieme a Ernest Roger un tipo di telegraph key per codice Morse di radiotelegrafia, poi quando morì l’Azienda passò al figlio e quindi nel ‘31 fu venduta a Thomson-Houston), ed il generale Gustave Ferrié che aveva studiato all’Ecole Polytecnique riuscì nelle prime comunicazioni a vasto raggio di questo tipo (usando un trasmettitore TX essenzialmente composto da un dispositivo elettromeccanico ad interruzione di corrente (tipo buzzer, usato anche da Marconi con bobina e martelletto) per generare le oscillazioni d’alta frequenza ed un’antenna, ed un ricevitore RX con antenna di filo parallela alla terra e presa di terra equipaggiato con un triodo che ne aumentava molto la sensibilità permettendo la ricezione a parecchi Km di distanza), sostenendo così la causa della torre contro la sua demolizione (il 21gen1908 dalla cima della torre fu inviato il 1° messaggio radio a lunga distanza), poi durante la 1° guerra mondiale venne installata una centrale di ascolto radio per intercettare trasmissioni radiotelegrafiche tra Madrid e Berlino (fu anche in tale modo che divenne possibile l'arresto di Gertrude Zelle ossia Mata Hari) e per comunicare con le navi da guerra e con i dirigibili, inoltre precedentemente nel 1910 padre Theodor Wulf trovò che il livello di radiazioni misurato alla sommità della Torre era maggiore di quello misurato al suolo (si potrebbe dire che aveva scoperto i raggi cosmici), poi come molti sapranno il 4feb1912 il sarto “volante” francese Franz Reichelt nel tentativo di collaudare un suo paracadute-tuta indossato di 30 metri quadri di area gettandosi morì di crisi cardiaca cui seguì lo schianto al suolo (i suoi paracaduti di nessun successo erano comunque sempre stati collaudati da varie altezze, ma quella volta con temperatura inferiore a 0 °C e con una leggera brezza gelida spirante sul Campo di Marte il paracadute da 57 metri di quota non si aprì avvolgendolo ed il sordo colpo a terra fu micidiale (expérience tragique), nel 1925 la torre venne illuminata sulle 4 facciate da una grande scritta pubblicitaria  di André Citroen, sempre nel ‘25 l'artista Victor Lustig “vendette" la torre Eiffel per due volte valutandola come ferro vecchio, nel 1940 quando Adolf Hitler visitò Parigi, non invitato, alcuni francesi spensero gli ascensori così che avrebbe dovuto salire a piedi, il 3gen1956 un incendio danneggiò per bene la sommità della torre nonostante il ferro, nel 1959 fu installata l’antenna tv, poi dal 2000 la Torre fu illuminata dalle Luci di 352 fari, e la sera scintilla-clignotta (clignote la nuit) ad intermittenza ad ogni ora grazie a 20 mila lampadine giallo-bianco-colorate e 800 luci di festeggiamenti (installazione realizzata per l’inaugurazione del XXI sec.), 


alla metà del 2008 all'inizio del turno di presidenza francese dell'Unione Europea 12 stelle dorate furono installate alla base e la torre fu illuminata di luce blu; i visitatori possono salire fino in cima usando pian piano le rampe di scale per un totale di 1665 gradini ma più comodamente ricorrendo ai due ascensori trasparenti (seppure il sistema meccanico sia ancora quello originale del 1889 il quale percorre 100 mila Km/anno e ad oggi avrà fatto circa 10 milioni di Km quasi 250 volte il giro equatoriale della Terra); da 1gen2000 sono stati installati 4 potenti fari ruotanti che illuminano Parigi ognuno su un arco di 180°, e nel nostro tempo la Torre Eiffel dal punto di vista operativo è un’alta torre per stazioni meteorologiche, e per l’installazione di antenne TX di ripetitori radio e televisivi nella regione di Parigi in particolare per stazioni radio FM e stazioni televisione analogiche-digitali (riguardo la radio FM: France Inter 87.8 MHz di 10 KW, Le Mouv' 92.1 MHz di 10 KW, France Culture 93.5 MHz di 10KW, France Musique 91.7 MHz di 10 KW, France Info 105.5 MHz di 10 KW, FIP 105.1 MHz di 10 KW; riguardo i canali televisivi analogici (almeno fino a metà 2011): Canal Plus, canale 6, 182.25 MHz, 104 KW; France 2, 22, 479.25 MHz, 215 KW; TF1 25, 503.25 MHz, 215 KW; France 3, 28, 527.25 MHz, 215 KW; France 5/Arte 30, 543.25 MHz, 100 KW; M6, 33, 567.25 MHz, 100 KW; riguardo la tv digitale (secondo Programma, Canale): R1 (chaines publiques), 35; R2, 21; R3, 27; R4, 24; R5, 29; R6, 32; M7 (TMP-Mobile), 37; L8 (local), 23 DemainTv, IDF-Cineaps, IDF1, NRJparis, CAP24; R9 (HD), 26 TF1HD, France2HD, ArteHD, M6HD); chiudiamo queste quattro righe sul monumento di Parigi più noto al mondo aggiungendo i cognomi di scienziati ed ingegneri francesi che Eiffel stesso volle celebrare facendoli incidere sui 4 lati (18+18+18+18) del 1° piano (per inciso, dall’elenco si è rilevato che manca il nome della matematica Sophie Germain che ha effettuato ricerche sulla teoria delle superfici elastiche (studiò la piastra elastica dando insieme a Lagrange la soluzione corretta dell'equazione Germain-Lagrange oggi detta equazione di Lagrange) oltre che sulla teoria dei numeri (lavorò sull’ultimo teorema di Fermat UTF trovando un numero primo che porta il suo nome), in relazioni con Lagrange e Gauss, usando per anni lo pseudonimo maschile Antoine-August Le Blanc per via delle difficoltà incontrate dalle donne in ambiti universitari-accademici), secondo Nome inciso, Nome completo, Anno di nascita ed anno di morte, Professione, 


ossia: (Facciata Trocadero), 1, SEGUIN, Marc Seguin, 1786-1875, ingegnere; 2, LALANDE, Jérome Lalande, 1732-1807, astronomo; 3, TRESCA, Henri Tresca, 1814-1885, ingegnere; 4, PONCELET, Jean-Victor Poncelet, 1788-1867, matematico ed ingegnere; 5, BRESSE, Jacques Antoine Charles Bresse, 1822-1883, ingegnere; 6, LAGRANGE, Joseph-Louis Lagrange, 1736-1813, matematico; 7, BELANGER, Jean-Baptiste Charles Bélanger, 1790-1874, matematico; 8, CUVIER, Georges Cuvier, 1769-1832, naturalista; 9, LAPLACE, Pierre-Simon Laplace, 1749-1827, astronomo e matematico; 10, DULONG, Pierre Louis Dulong, 1785-1838, fisico e chimico; 11, CHASLES, Michel Chasles, 1793-1880, matematico; 12, LAVOISIER, Antoine Lavoisier, 1743-1794, chimico; 13, AMPERE, André-Marie Ampère, 1775-1836, matematico e fisico; 14, CHEVREUL, Michel Eugène Chevreul, 1786-1889, chimico; 15 FLACHAT, Eugène Flachat, 1802-1873, ingegnere; 16, NAVIER, Claude-Louis Navier, 1785-1835, matematico-ingegnere; 17, LEGENDRE, Adrien-Marie Legendre, 1752-1833, matematico; 18, CHAPTAL, Jean-Antoine Chaptal, 1756-1832, agronomo e chimico; (Facciata Grenelle), JAMIN, Jules Jamin, 1818-1886, fisico; 20, GAY-LUSSAC, Louis Joseph Gay-Lussac, 1778-1850, chimico; 21, FIZEAU, Hippolyte Fizeau, 1819-1896, fisico; 22, SCHNEIDER, Eugène Schneider, 1805-1875, industriale; 23, LE CHATELIER, Louis Le Chatelier, 1815-1873, chimico; 24, BERTHIER, Pierre Berthier, 1782-1861, mineralogista; 25, BARRAL, Jean-Augustin Barral, 1819-1884, agronomo chimico e fisico; 26, DE DION, Henri de Dion, 1828-1878, ingegnere; 27, GOUIN, Ernest Gouin, 1815-1885, ingegnere ed industriale; 28, JOUSSELIN, Louis Didier Jousselin, 1776-1858, ingegnere; 29, BROCA, Paul Broca, 1824-1880, medico ed antropologo; 30, BECQUEREL, Antoine César Becquerel, 1788-1878, fisico; 31, CORIOLIS, Gaspard-Gustave Coriolis, 1792-1843, ingegnere; 32, CAIL, Jean-Francois Cail, 1804-1871, industriale; 33, TRIGER, Jacques Triger, 1801-1867, ingegnere; 34, GIFFARD, Henri Giffard, 1825-1882, inventore; 35, PERRIER, François Perrier, 1833-1888, geografo e matematico; 36, STURM, Jacques Charles François Sturm, 1803-1855, matematico; (Facciata École Militaire), CAUCHY, Augustin Louis Cauchy, 1789-1857, matematico; 38, BELGRAND, Eugène Belgrand, 1810-1878, ingegnere; 39, REGNAULT, Henri Victor Regnault, 1810-1878, chimico e fisico; 40, FRESNEL, Augustin Fresnel, 1788-1827, fisico; 41, DE PRONY, Gaspard de Prony, 1755-1839, ingegnere; 42, VICAT, Louis Vicat, 1786-1861, ingegnere; 43, EBELMEN, Jacques-Joseph Ebelmen, 1814-1852, chimico; 44, COULOMB, Charles De Coulomb, 1736-1806, fisico; 45, POINSOT, Louis Poinsot, 1777-1859, matematico; 46, FOUCAULT, Jean Bernard Léon Foucault, 1819-1868, fisico, 47, DELAUNAY, Charles-Eugène Delaunay, 1816-1872, astronomo; 48, MORIN, Arthur Morin, 1795-1880, matematico e fisico; 49, HAUY, René Just Hauy, 1743-1822, mineralogista; 50, COMBES, Charles Combes, 1801-1872, ingegnere; 51, THENARD, Louis Jacques Thénard, 1777-1857, chimico; 52, ARAGO, Francois Arago, 1786-1853, astronomo e fisico; 53, POISSON, Siméon Denis Poisson, 1781-1840, matematico; 54, MONGE, Gaspard Monge, 1746-1818, matematico; (Facciata La Bourdonnais), 55, PETIET, Jules Petiet, 1813-1871, ingegnere; 56, DAGUERRE, Louis Daguerre, 1787-1851, pittore e chimico; 57, WURTZ, Charles Adolphe Wurtz, 1817-1884, chimico; 58, LE VERRIER, Urbain Le Verrier, 1811-1877, astronomo; 59, PERDONNET, Auguste Perdonnet, 1808-1867, ingegnere; 60, DELAMBRE, Jean-Baptiste Joseph Delambre, 1749-1822,	astronomo; 61, MALUS, Étienne Louis Malus, 1775-1812, ingegnere fisico e matematico; 62, BREGUET, Louis Breguet, 1804-1883, fisico; 63, POLONCEAU, Camille Polonceau, 1813-1859, ingegnere; 64, DUMAS, Jean Baptiste Dumas, 1800-1884, chimico e politico; 65, CLAPEYRON, Benoit Paul Émile Clapeyron, 1799-1864, ingegnere e fisico; 66, BORDA, Jean-Charles de Borda, 1733-1799, matematico fisico ammiraglio e metrologo; 67, FOURIER, Jean Baptiste Joseph Fourier, 1768-1830, matematico e fisico; 68, BICHAT, Marie François Xavier Bichat, 1771-1802, anatomista e fisiologo; 69, SAUVAGE, François Clément Sauvage, 1814-1872, ingegnere; 70, PELOUZE, Théophile-Jules Pelouze, 1807-1867, chimico; 71, CARNOT, Lazare Nicolas Marguerite Carnot, 1753-1823, matematico e fisico; 72, LAME, Gabriel Lamé, 1795-1870, matematico e fisico); 


ma ritornando nel nostro tempo ed alla teoria dei gruppi, nonostante abbiam dato le principali sue caratteristiche, aggiungiamo che il gruppo G (storicamente nato, come detto nel 1830 con precorrimenti parziali di Lagrange-Ruffini-Abel e nel mondo matematico nel 1845, proprio riguardo lo studio delle simmetrie delle radici di equazioni algebriche polinomiali onde fornire le condizioni della loro risolvibilità di cui il teorema di Abel-Ruffini ne sarebbe un “corollario”, ma poi generalizzato e ben definito nel 1870) è una delle strutture algebriche formata da un insieme dotato di un'operazione (binaria, *) sugli elementi dell'insieme, per cui un gruppo si indica anche come (G,*), soddisfacente alcuni assiomi (associatività, esistenza dell'elemento neutro, esistenza dell'elemento reciproco-inverso per ogni elemento a del gruppo), così che l'applicazione dell'operazione a coppie di elementi generi ancora un elemento del gruppo, dove gli elementi possono avere la natura più astratta (numeri, punti, lati di poligoni, facce di solidi, permutazioni, ecc.) rendendo applicabile teoria dei gruppi ai campi ed alle branche più vari dello scibile scientifico matematico con molti studi teorici, numerico-computazionali, e di applicazione concreta (si veda ad esempio in teoria delle particelle fondamentali tipo il gruppo SU(5), ecc.), ed in particolare abbiamo altrove riportato l'enorme teorema di classificazione dei gruppi e dei gruppi semplici componenti di tutti i gruppi (la cui dimostrazione terminata negli anni '80 del '900 ha richiesto l'opera di molti matematici e di calcolatori elettronici e ha richiesto un migliaio di pagine scritte), per cui dato G i cui elementi sono a,b,c,..., definiamo la sua cardinalità (quale numero dei suoi elementi) od ordine con G(tra barre) e se è un numero finito G sarà un gruppo finito (come il gruppo del quadrante delle ore, o del cubo di Rubik, o delle permutazioni delle radici S(n) di un polinomio di grado n od il gruppo di simmetria delle radici ossia di Galois di un'equazione algebrica polinomiale di grado n) altrimenti G sarà un gruppo infinito, ed abbiamo che a*b è un elemento di G (ossia (a*b)*c=a*(b*c), a*e=e*a=a dove e è l'elemento neutro dell'operazione * (tipo 0 se * è l'addizione e 1 se * è la moltiplicazione, ed è sempre unico), a*a'=a'*a=e dove a' è l'elemento reciproco (tipo l'opposto -a se * è l'addizione e l'inverso 1/a se è la moltiplicazione, ed è sempre unico)), a*a*...*a=a(elev n) o potenza n-esima di a ottenuta applicando * n-1 volte, ed imponendo il rispetto di solo alcuni di tali assiomi otteniamo le strutture di magma-quasigruppo-semigruppo-monoide, inoltre se a*b=b*a per ogni a,b allora G è commutativo od abeliano; ma diciamo che perfino lo studio dei soli gruppi di permutazioni è ben più vasta di quella storica di Galois e la prima definizione astratta di gruppo finito si deve a A. Cayley nel 1854 (per gruppi dipendenti-generati da t(elev n)=1), mentre con F. Klein la teoria dei gruppi viene entusiasticamente applicata alla geometria onde studiarne le simmetrie e nel programma di Erlangen del 1872 Klein propone di fondare le varie geometrie sui gruppi di simmetria (in geometria sono importanti anche i gruppi di Lie introdotti nel 1884 come detto), ma un campo che molto contribuì allo sviluppo di teoria dei gruppi è la teoria dei numeri (ricordando sia Gauss, ma soprattutto Kronecker, e nel 1847 l'introduzione degli ideali o gruppi delle classi di ideali di Kummer; la grande unificazione di vari settori della matematica tramite teoria dei gruppi (“funzionante” quasi come la genetica per gli organismi biologici) fu portata avanti nel 1870 in Traité des substitutions et des équations algébriques di C. Jordan, nel 1882 von Dyck diede la definizione di gruppo astratto, quindi nel '900 vennero i lavori di Frobenius-Burnside-Brauer-Schur-ecc. con le teorie delle rappresentazioni dei gruppi finiti e delle rappresentazioni modulari, poi i lavori di Lie-Weyl-Cartan ad esempio sui gruppi localmente compatti, mentre Borel-Tits-Chevalley svilupparono la teoria dei gruppi algebrici, e dagli anni '60 del '900 coi lavori di Gorenstein-Thompson-Feit-ecc. si arriverà al teorema di classificazione dei gruppi semplici finiti; esempi semplici di gruppo sono il gruppo commutativo dei numeri interi (Z,+) ossia l'insieme (…, -2, -1, 0, 1, 2, …) dotato dell'addizione laddove dotato della moltiplicazione è un monoide commutativo (non un gruppo poiché la maggior parte degli interi non ha l'inverso nonostante la moltiplicazione abbia l'elemento neutro 1), e sono gruppi (Q,+), (R,+), (C,+), ed anche (Q,x) quando i razionali sono privi di 0 e l'operazione è moltiplicativa, ed anche (R,x) e (C,x) senza 0 (usualmente indicati con (Q*,x), (R*,x), (C*,x) quando privi di 0, poiché Q-R-C con +,x formano un campo mentre Z solo un anello); le permutazioni degli elementi di un insieme X formano un gruppo con l'operazione di composizione di funzioni noto come gruppo simmetrico S(X) e se X=(a,b,c) o (T,C,A) gli elementi di S posto abc=TCA=123 sono le 6 permutazioni S=((1), (12), (13), (123), …) oppure possiamo anche indicarlo S=(ABC, ACB, BAC, BCA, CAB, CBA), e mentre S(2) è un gruppo commutativo-abeliano S(3)=S3 è il più piccolo esempio di gruppo non commutativo-abeliano (infatti (12)(13) è diverso da (13)(12)), ed in geometria le configurazioni di oggetti-lati-facce-poligoni-solidi regolari formano sempre un gruppo di simmetria detto gruppo diedrale D (il gruppo di simmetria di un quadrato ha 8 elementi, di un tetraedro 24, ecc. ed altri valori per altri solidi regolari e platonici (le trasformazioni di rotazione effettuanti rotazioni e composizioni di rotazioni lasciano fissa l'origine di S mantengono però le distanze tra i punti di S e si possono ottenere con movimenti continui e formano un gruppo detto gruppo delle rotazioni di S o GrpRot(S) ma quelle composizioni di rotazioni di una figura poligono-poliedro regolari F che lasciano invariata F formano un sottogruppo di GrpRot(S) che è un gruppo di automorfismi (associato ad una simmetria di equazioni matematiche e ad una proprietà invariante o principio di conservazione come ben si può vedere in molte teorie di fisica ed in branche dell'ingegneria, 


teoria matematica ben studiata negli anni '20 da E. Noether (Amalie Emmy Noether, Erlangen mar1882-Bryn Mawr Pennsylvania apr1935) a Gottinga e poi al Bryn Mawr College in Pennsylvania), ossia con la sua operazione di composizioni di trasformazioni è un gruppo di simmetria dalle cui caratteristiche si studiano le simmetrie di F quale oggetto geometrico oppure quale rappresentazione astratta di fenomeni-processi fisici-biologici-ingegneristici-scientifici-ecc.), notando poi che il gruppo diedrale D2n è il gruppo di simmetria di un poligono regolare di n lati e contiene 2n e non è abeliano se n è maggiore di 1); lo spazio vettoriale euclideo R n-dimensionale è un gruppo abeliano se dotato di somma di vettori, come pure l'insieme delle matrici M(m,n) con la somma, e per alcune matrici anche col prodotto (tipo il gruppo generale lineare dell'insieme delle matrici quadrate A(n,n) invertibili o con determinante non nullo, od il gruppo ortogonale dell'insieme delle matrici quadrate K(n,n) ortogonali); i concetti più importanti sono gli omomorfismi di gruppi ossia l'applicazione o funzione f tale che G va in H compatibile con le strutture di gruppo (f(a.b)=f(a)f(b) per ogni coppia a,b in G, che manda il neutro nel neutro e sia compatibile con gli inversi) e ad esempio la corrispondenza-mappa che manda un intero I nel suo opposto -I è un omomorfismo dal gruppo Z in sé stesso ed è un isomorfismo poiché la funzione-applicazione è biunivoca-biiettiva (in generale ogni omomorfismo fa corrispondere I con kI dove k è un intero fissato, ed il precedente aveva k=-1, laddove se k=1 allora f è un'identità); il gruppo di simmetria di un quadrato ha cardinalità-ordine 8 ossia S(8)=S8 e comprende 1 sottogruppo di ordine 8 (sé stesso), 3 sottogruppi di ordine 4, 5 sottogruppi di ordine 2, 1 sottogruppo banale di ordine 1 (e tutti i sottogruppi Hi di G devono avere la stessa operazione di G, comprendere l'elemento neutro e, devono essere chiusi rispetto all'operazione stessa ossia se a,b sono in Hi anche a*b deve essere in Hi), e ad esempio i numeri pari formano un sottogruppo dei numeri interi (H parentesi cuneo G, che indicheremo H/G, ossia 2Z/Z); può darsi che un sottoinsieme S del gruppo G non sia un sottogruppo ma genera comunque un sottogruppo H con tutti i prodotti degli elementi di S e loro inversi e H è il minimo sottogruppo di G contenente il sottoinsieme S; un elemento x di un gruppo moltiplicativo G genera un sottogruppo formato da tutte le sue potenze intere positive e negative e l'ordine di questo gruppo è il minimo numero naturale n per cui x(elev n)=e e può essere finito od infinito (caso in cui x(elev n) è diverso da e per ogni n) ed è chiamato l'ordine dell'elemento a; un sottogruppo H di G definisce classi laterali destre e sinistre che possono essere pensate come delle traslazione di H per un arbitrario elemento g ossia le classi laterali sinistre e destre di H contenenti g sono rispettivamente gH=(gh, per h appartenente a H) e Hg=(Hg, per h appartenente a H) e sono tali da identificare elementi di un gruppo G che differiscono per un elemento g di un determinato sottogruppo H, e le classi laterali sinistre hanno tutte la stessa cardinalità o numero di elementi e formano una partizione di G (o coincidono (quando g1(elev -1)g2 appartengono a H), ad esempio il sottogruppo 3Z di Z composto da elementi divisibili per 3 o tutti multipli di 3 ha 3 classi laterali 3Z, 3Z+1, 3Z+2 che sono rispettivamente negli interi congrui a 0, 1, 2 modulo 3, e nZ ha n classi laterali e l'indice di un sottogruppo H è definito come il numero delle sue classi laterali; entro uno spazio vettoriale euclideo in un ottagono regolare le 16


 simmetrie formano un gruppo diedrale di ordine 16 (con 8 rotazioni e 8 riflessioni) e le rotazioni formano un sottogruppo H ciclico di ordine 8 mentre le riflessioni non formano un sottogruppo ma possono formare una classe laterale sH=Hs dove s è una qualsiasi riflessione ed il sottogruppo normale H ha 2 classi laterali H e sH, in un gruppo non abeliano le classi laterali destre e sinistre di H e quando coincidono per ogni elemento g allora il sottogruppo H è un sottogruppo normale (in un gruppo abeliano tutti i sottogruppi H sono normali); 


le classi laterali di N normale formano una partizione di G, e considerando ciascuna classe come un singolo elemento e moltiplicando due classi aN e bN si ottiene il gruppo quoziente, e si può definire un gruppo sull'insieme delle classi laterali e dunque un gruppo quoziente (il gruppo quoziente di un sottogruppo normale N in G è l'insieme delle classi laterali G/N=(gN, con g appartenente a G)) e la proiezione che fa corrispondere ad ogni g di G la sua classe laterale gN è un omomorfismo (la classe eN=N è l'identità del gruppo quoziente laddove g(elev -1)N è l'inverso di gN); riguardo i gruppi ciclici (essi sono molto utili ed un g di G qualsiasi genera sempre un sottogruppo ciclico) diciamo ad esempio che le radici 6-esime complesse di 1 ossia i numeri complessi z tali che z(elev 6)=1 formano un gruppo ciclico di ordine 6 con la moltiplicazione, ed un gruppo ciclico è generato da un solo elemento g di G ed è determinato dall'ordine di g (se g ha ordine finito n il gruppo consta dei soli elementi e=g(elev 0), g(elev 1), …, g(elev n-1) ed è un isomorfismo con Z/nZ=Cn ma se g ha ordine infinito allora G è isomorfo a Z; il gruppo simmetrico S(X) di un insieme S è composto da tutte le permutazioni dell'insieme delle permutazioni X e se X ha n elementi (come a,b,c,...) allora il gruppo simmetrico S(n)=Sn ne ha n! (e sappiamo che per n maggiore di 2, Sn non è abeliano ossia l'applicazione successiva delle permutazioni non è commutativa, oltre al fatto che è finito se n è finito come avviene pure per Cn e D2n); un gruppo semplice è un gruppo G che non contiene sottogruppi H normali (eccetto G stesso ed il sottogruppo banale (e)), non ha gruppi quozienti ed è il componente dei gruppi complessi (come i numeri primi sono i fattori componenti di tutti i numeri interi), e ad esempio Cn è un gruppo ciclico semplice se n è un numero primo); si possono definire operazioni sui gruppi come il prodotto diretto GxH o prodotto cartesiano di G e H con analoga operazione di moltiplicazione (ad esempio l'insieme dei vettori nel piano euclideo cartesiano fanno R 2-dim=RxR ed analogamente nello spazio euclideo cartesiano R 3-dim, o R n-dim=RzRx...R quale spazio euclideo n-dim con somma tra vettori, e l'ordine del prodotto è il prodotto degli ordini ed il prodotto di gruppi abeliani è un gruppo abeliano (Z/2ZxZ/2Z è un gruppo abeliano di ordine 4 con elementi multipli di 4 noto come gruppo di Klein (il più piccolo gruppo commutativo non ciclico)); il prodotto libero di due gruppi G e H è il gruppo G*H col prodotto salvo una semplice relazione d'equivalenza (il prodotto libero di due gruppi non banali non è mai finito né commutativo-abeliano differentemente dal prodotto diretto, ed il prodotto Z*Z*...*Z è un gruppo libero); il prodotto semidiretto di due gruppi G e H generalizza il prodotto diretto dato che abbiamo ancora l'insieme del prodotto cartesiano GxH con operazione diversa e ad esempio D2n (che ha 2n elementi) è il prodotto semidiretto di due gruppi ciclici di ordine 2 e n ossia Zn(xψ)Z2 dove xψ è il semiprodotto e ψ indica un particolare omomorfismo; ora affermiamo che combinando i concetti di generatore e di gruppo quoziente è possibile ottenere una descrizione di un generico gruppo G tramite una sua presentazione tipo (a,b,c; a(elev 2)b,ab(elev 2)c,ac(elev 2)b) dove usualmente le parentesi sono a cuneo ed il puntoevirgola è la barretta verticale ed a sinistra ci sono i generatori ed a destra le relazioni tra parole (una permutazione determina un gruppo ottenuto come quoziente del gruppo libero su tre elementi a,b,c per il più piccolo sottogruppo normale che contiene le relazioni (ad esempio (a; a(elev n)) è la presentazione di un gruppo ciclico n con un solo generatore di ordine n ossia a(elev n)=1, (r,s; r(elev n),s(elev 2),srsr) di un gruppo diedrale, (a,b; a(elev 2),b(elev 2),aba(elev -1)b(elev -1)) di un gruppo di Klein dove l'ultima relazione vale 1) ossia a e b commutano ab=ba e la parola è detta commutatore); 


il teorema di Lagrange afferma che l'ordine o(g) di qualsiasi elemento g di un gruppo finito G è un numero finito divisore dell'ordine o(G) di G, ed allora un gruppo finito di ordine primo p è necessariamente un gruppo ciclico (usato anche nella dimostrazione del piccolo teorema di Fermat, sfruttando la proprietà che vale pure per i numeri razionali-reali per cui se n è primo si può togliere lo zero da Cn onde ottenere un gruppo anche con la moltiplicazione); i 3 teoremi di isomorfismo affermano che in condizioni molto generali alcuni gruppi G costruiti in modo diverso sono isomorfi, e ad esempio in teoria degli spazi vettoriali in presenza di un omomorfismo di gruppi f tale che G va in H il nucleo-kernel Ker f=(g appartenenti a G; f(g)=e) è sempre un sottogruppo H normale e l'omomorfismo f induce un isomorfismo G/Ker f pari all'immagine di f o Im f; il teorema di Cayley asserisce che qualsiasi gruppo H può costituire sottogruppo di un gruppo G simmetrico e se H è finito allora anche G lo è (ad esempio un gruppo ciclico può essere interpretato come un gruppo-sottogruppo di permutazioni cicliche, ed un gruppo diedrale come un gruppo di particolari permutazioni dei vertici di un poligono, ecc.); dato G finito i teoremi di Sylow forniscono una condizione necessaria per l'esistenza di sottogruppi di ordine fissato in G (ad esempio se G ha ordine 20 allora non ci saranno sottogruppi H di ordine 3 perché 3 non è divisore di 20), ed il primo teorema di Sylow afferma che per ogni potenza r di un numero primo p (ossia p(elev r)) che divida l'ordine di G esiste almeno un sottogruppo H di G con questo ordine, e gli altri teoremi di Sylow fanno affermazioni per r grande come possibile (ad esempio se G ha ordine 20 allora contiene dei sottogruppi H di ordine 2, 4, 5 (ma per esempio potrebbe non esserci un H di ordine 10)); ed abbiamo i gruppi abeliani finitamente generati Z(elev n)xZ/k1Zx...xkuZ prodotto quindi di gruppi ciclici (i gruppi C e R non sono finitamente generati; sappiamo che sono in numero infinito i gruppi finiti ma possono essere composti dai gruppi semplici finiti, e, come scritto nell'altra sezione del libro, ci sono 4 classi infinite di gruppi semplici finiti (ossia le famiglie di gruppi ciclici, alternati, lineari, di Lie) e 26 gruppi sporadici (e ad esempio il gruppo “mostro” ha più di 10(elev 53) elementi), esistono gruppi di ordine i=1,2,3,...n (per ogni i vi è almeno un gruppo di ordine i ossia il ciclico Ci) ed il primo gruppo non ciclico è il gruppo di Klein C2xC2 di ordine 4, ed il primo gruppo non abeliano è S(3) di ordine 6 (pure gruppo delle permutazioni delle radici di un'equazione algebrica di 3° grado) ed il secondo è D8 ed il gruppo dei quaternioni Q8 entrambi di ordine 8... 


ma molto c'è da dire sulla teoria dei gruppi e sulle loro numerose applicazioni per cui il lettore interessato può andare sui relativi testi... e si è trovata una definizione di teoria dei gruppi (ironicamente già riportata altrove) quale branca della matematica nella quale si fa qualche cosa a qualche cosa e si confrontano i risultati ottenuti con quelli che si ottengono facendo la stessa cosa a qualcos'altro e con quelli che si ottengono facendo un'altra cosa alla stessa cosa..., ma essendo ancora più generale la definizione di matematica di quella dei gruppi possiamo dire che “la matematica è fatta di quelle cose che fanno altre cose su altre cose ancora ottenendo delle cose magari per fare altre cose... (definizione di “matematica pura”, di cui ancora possiamo affermare che il primo matematico inventore della matematica sia stato un greco ad esempio potrebbe essere ritenuto proprio Talete di Mileto o magari Pitagora di Samo, ma sarebbe meglio affermare che l'inventore della matematica sia stato Euclide col suo manuale di geometria Elementi)”; e la prima applicazione è proprio la teoria di Galois costruita per la ricerca delle condizioni di risolvibilità delle equazioni algebriche polinomiali di grado n, ed al tempo di Galois come si sa erano note la risolvibilità e le relative formule risolutive delle equazioni di 1°-2°-3°-4° grado mediante radicali, ma secondo Abel-Ruffini non esistono formule algebriche finite per la risoluzione delle equazioni di grado maggiore di 4, ossia secondo Galois le soluzioni di un'equazione polinomiale possono essere espresse con formule algebriche (combinazioni finite dei coefficienti tramite le 4 operazioni e potenze-radici di grado n) se e solo se il relativo gruppo di Galois è un gruppo risolubile ed i gruppi simmetrici S(2)=S2, S(3)=S3 e S(4)=S4 sono risolubili, mentre S(5)=S5, S(6)=S6, …, S(n)=Sn con n maggiore di 4 non sono risolubili e dunque è inutile cercare una formula algebrica finita che non può esserci, ma la teoria di Galois si applica anche a problemi geometrici di riga+compasso onde definire i poligoni regolari costruibili e dimostrare l'impossibilità della quadratura del cerchio (abbiam più volte scritto che, insieme alla duplicazione del cubo ed alla trisezione dell'angolo, la quadratura del cerchio è uno dei famosi 3 problemi che ci giungono dall'antichità e la sua risoluzione geometrica-algebrica è quella di costruire un quadrato di area uguale a quella del cerchio (notoriamente Acerchio=πr(elev 2)) o quella di risolvere un'equazione algebrica di 2° grado, ossia di trovare un lato od un numero pari a (radice quadrata di π)r, ossia in sostanza di trovare una formula algebrica finita che esprima π, ma von Lindemann nel 1882 dimostrò la non-algebricità ossia la trascendentalità di π e dunque l'impossibilità della tracciabilità del lato del quadrato con riga+compasso e l'impossibilità di essere soluzione di un'equazione algebrica con mezzi algebrici finiti, operazioni geometrica-algebrica implicanti formule algebriche finite, per cui dopo il 1882 sarà possibile solo ottenere formule più o meno approssimate dell'area del quadrato equivalente a πr(elev 2) ossia formule che approssimino un numero trascendente con un razionale (ad esempio con radice sesta di 17305/18=3.141592488 con errore minore di -53 ppG), mentre l'antico compito irrisolvibile tentato da innumerevoli individui e matematici è piuttosto divenuto l'espressione verbale “quadratura del cerchio” o “quadrare il cerchio” sinonimo di compito o di impresa vana-inutile-impossibile-insignificante od all'opposto quale sinonimo di esecuzione impeccabile-perfetta-ineccepibile di un difficile-”impossibile” problema ossia di “ha quadrato il cerchio”) e della trisezione dell'angolo; anche l'aritmetica modulare iniziata da Gauss è legata alla teoria dei gruppi ciclici ed allora i numeri interi (a meno di una congruenza rispetto ad un intero fissato n) formano con l'addizione un gruppo ciclico Cn di ordine n; e si applica pure al teorema del resto (di origine cinese del III sec.) per il fatto che il prodotto di Ca e Cb è isomorfo a Cab se e solo se a,b sono coprimi; le simmetrie di oggetti geometrici regolari formano gruppi di simmetrie, i poligoni regolari formano il gruppo diedrale D2n, le simmetrie del tetraedro regolare formano un gruppo isomorfo al gruppo simmetrico S(4)=S4, il gruppo S4 è pure il gruppo di simmetria dell'ottraedro e del cubo (solido rotatorio duale dell'ottaedro) con ordine n=24 simmetrie rotatorie, il gruppo alternante A5 con ordine n=60 (mentre S5 ha ordine n=5!=120) è il gruppo del dodecaedro con 60 simmetrie rotatorie ed analogamente del suo duale l'icosaedro, ed i gruppi dei poliedri hanno n sempre finito; nel piano e nello spazio, le simmetrie sono traslazioni-rotazioni-riflessioni e loro composizioni tipo glissoriflessioni, quelle che mantengono l'orientamento formano sottogruppi di indice 2 (ad esempio per un poligono regolare questo sottogruppo è un gruppo ciclico Cn dentro D2n laddove per il tetraedro è il gruppo alternante A4 dentro S4); 


tutti i gruppi di simmetria di rotazioni di poliedri sono Cn, Dn, A4, S4 e A5, laddove Cn e Dn sono relativi a piramidi e prismi (in generale da prismatoidi) mentre A4, S4 e A5 sono realizzati da solidi platonici; affermiamo che il gruppo fondamentale dello spazio ottenuto rimuovendo un punto dal piano è isomorfo al gruppo Z, ed il gruppo fondamentale di un toro è ZxZ, ed in topologia le singolarità di uno spazio topologico X sono definite dal gruppo fondamentale (costruito prendendo tutte le curve chiuse contenute nello spazio partenti ed arrivanti da un fissato punto base, e curve ottenute per movimento continuo od omotopia sono equivalenti) usualmente indicato come π1(X), ed il gruppo fondamentale distingue spazi topologici diversi ossia non omeomorfi, ma esistono anche i gruppi di omotopia ed omologia degli spazi topologici; scrivendo qualcosa circa il gruppo fondamentale diciamo che in topologia esso permette di analizzare la forma algebrica di un oggetto quale spazio topologico (ossia ad esempio qualsiasi spazio euclideo) e prendiamo ad esempio il toro il cui gruppo fondamentale è un oggetto-concetto algebrico definente la forma (presenza di un buco), e definito usando le curve sul toro ossia lacci-circuiti chiusi partenti da un punto p e tornanti a p (mentre la sua forma geometrica più essere deformata con continuità, divenendo ad esempio indefinitamente piccolo, per omotopia (omotopia, non omotipia come in biologia), ma l'eliminazione del buco non potrà essere ottenuta per deformazione continua dei lacci) affermando che la composizione dei lacci definirà il gruppo del toro ossia il gruppo abeliano ZxZ dato da tutte le coppie (x, y) di interi generato dai lacci a e b che si traducono rispettivamente in (1, 0) e (0, 1); ovvero sia X uno spazio topologico connesso per archi e p un punto fissato, un laccio-cappio-circuito centrato in p è una funzione continua γ tale che (0,1) va in X e tale che γ(0)=γ(1)=p ovvero un cammino-arco chiuso, e due lacci centrati in p possono essere concatenati γ*λ tali che (0,1) va in X lungo γ e lungo λ (equivalenti a meno di omotopie, con relazione di equivalenza e quindi di insieme quoziente) e tutto ciò con l'operazione di concatenamento forma un gruppo il gruppo fondamentale π(X,p)=π(X) dato che non dipende da p ossia esiste isomorfismo ψ tra X,p  e X,q o da X,p a X,q (infatti l'operazione di composizione è ben definita al quoziente, esiste un elemento neutro (dato dal laccio banale ovvero la costante γ(t)=p), ogni elemento γ ha l'inverso γ(elev -1)=γ(1-t), e vale la proprietà associativa, ma non è necessariamente abeliano); uno spazio topologico con gruppo fondamentale banale (cioè avente un solo elemento) è semplicemente connesso (e tali spazi topologici svolgono un ruolo fondamentale in geometria; ad esempio la sfera n-dimensionale (in particolare l'intervallo monodimensionale) è semplicemente connessa (ogni laccio-circuito è infatti omotopo al laccio banale ossia costante, e la sfera n-dim con n maggior-uguale 2 è semplicemente connessa seppure non contraibile), ed in generale ogni spazio contraibile omotopicamente equivalente ad un punto è semplicemente connesso e quindi un qualsiasi insieme convesso dello spazio euclideo è semplicemente connesso e la retta ed il piano sono semplicemente connessi); lo spazio topologico più semplice non semplicemente connesso è proprio la circonferenza S1 (usualmente indicata con S apice 1) ed il suo gruppo fondamentale è isomorfo al gruppo additivo-induttivo dei numeri interi Z (il numero intero associato ad un laccio di S1 è il numero di volte che questo laccio gira intorno ad essa) e facciamo l'esempio di “Amerigo Vespucci con pluri-circumnavigazione terrestre” partendo da un punto p girando più volte attorno alla Terra e ritornando a p, supponendo di viaggiare ben più lentamente del Sole e nella fascia equatoriale non superante i circoli polari, supponendo di vedere il Sole sorgere e tramontare 57 volte mentre si sa dall'orologio che sono passati 51 giorni soltanto (ora la superficie della Terra nella fascia senza le calotte polari ha gruppo fondamentale S1 ed il percorso (secondo l'isomorfismo con Z) è associato al numero 51-57=-6 e con qualunque altro percorso omotopo si otterrebbe lo stesso risultato, ciò perché ad ogni giro intorno alla Terra corrisponde un'alba e un tramonto in più od in meno secondo i versi di viaggio-Sole; dunque per contare i giri percorsi intorno alla Terra basta fare la differenza tra questi (57 albe-tramonti) ed i giorni effettivi (51) ossia 57-51); ogni funzione continua f tale che lo spazio topologico X va nello spazio topologico Y e tale che f(p)=q induce un omomorfismo tale che π(X,p) va in π(Y,q) coi corrispettivi gruppi fondamentali (da cui vediamo che il gruppo fondamentale trasforma oggetti e mappe topologiche in oggetti e mappe algebriche, oppure anche che l'omomorfismo π è un funtore covariante dalla categoria degli spazi topologici puntati (ossia con punto base) alla categoria dei gruppi, e se f è un omeomorfismo la funzione indotta è un isomorfismo di gruppi (e gli spazi topologici omeomorfi hanno gruppi fondamentali isomorfi), ed in generale due funzioni f e g tali che X va in Y e tali che f(p)=g(p)=q omotope inducono i medesimi omomorfismi tali che π(X,p) va in π(Y,q); dati gli spazi topologici X e Y, lo spazio prodotto ossia  XxY ha gruppo fondamentale che è il prodotto dei gruppi fondamentali di X e di Y ossia π(XxY)=π(X)xπ(Y), e ad esempio dato che il gruppo fondamentale delle circonferenze S1 è Z ed il toro è omomorfo al prodotto dello spazio di due circonferenze T=S1xS1 il suo gruppo fondamentale è ZxZ; 


nella teoria delle funzioni di variabile complessa ossia nell'analisi complessa (storicamente iniziata e proseguita con Gauss-Caychy-Riemann-Weierstrass-Neumann-Puiseux-ecc.), data una funzione analitica olomorfa f in un campo T limitato tale che lo spazio D va nello spazio C allora l'integrale di f lungo una curva chiusa non dipende dalla curva stessa e non muta per omotopia (discende ciò storicamente dal teorema fondamentale delle funzioni analitiche di Cauchy, di cui si è fatto largo uso per lo studio delle singolarità di f(z) ed in teoria dei controlli automatici come s'è visto) e questo integrale non è altro che un omomorfismo Φ di gruppi tale che π(D) va in C, e se f è una funzione meromorfa su un dominio semplicemente connesso l'immagine di Φ è generata e data dai residui della funzione f nei suoi poli (singolarità) moltiplicati per 2πi (un residuo Ro in zo di una tale funzione analitica nell'intorno del quale sia olomorfa è dato da (1/2πi) moltiplicato per l'integrale di f(ξ) in dξ esteso ad un ciclo σ dell'intorno percorso in senso positivo (con zo interno od esterno al ciclo)) il qual fatto è equivalente alla prima formula integrale di Cauchy ed alla seconda formula integrale di Cauchy ovvero per cui se f(z) è una funzione analitica olomorfa in T limitato semplicemente connesso e pure sulla sua frontiera σ composta da un ciclo-laccio-loop chiuso allora il valore di f(z) in qualsiasi punto z del suo spazio-campo di olomorfismo è uguale a (1/2πi) moltiplicato per l'integrale di (f(ξ)/(ξ-z)) in dξ e pertanto noti i valori di f(z) nei punti della frontiera-ciclo σ i suoi valori in tutti i punti interni sono esattamente determinati (questa proprietà è strettamente legata al fatto che le funzioni analitiche come pure le loro parti reali ed i coefficienti delle loro parti immaginarie sono gli integrali dell'equazione di monogeneità-analiticità di Cauchy-Riemann ossia sono integrali dell'equazione di Laplace (governante i fenomeni stazionari) come detto altrove) laddove se z è esterno al campo T allora il valore (1/2πi) moltiplicato per il medesimo integrale è nullo, e sappiamo che le funzioni analitiche sono armoniche (ossia sono irrotazionali+solenoidali, soddisfano infatti Cauchy-Riemann e l'equazione di Laplace come detto), ammettono le derivate di tutti gli ordini in ogni punto z al finito e sono sempre continue, sono sviluppabili in serie di potenze di Taylor (ossia con potenze di (z-zo)(elev n) per n da 0 a infinito) ed in serie di potenze di Laurent nel campo di olomorfismo doppiamente connesso (ossia con potenze di (z-zo)(elev n) con n da -infinito a +infinito per Laurent) in qualsiasi punto zo del campo di olomorfismo (per cui il residuo Ro di una funzione relativo ad un punto zo singolare isolato al finito è uguale al coefficiente di 1/(z-zo) nello sviluppo in serie Taylor-Laurent della f(z), e se si tratta di singolarità polari (ossia se si tratta di poli) i residui si calcolano con una semplice derivazione di una funzione razionale fratta P(z)/Q(z) quoziente di funzioni razionali A(z) e B(z) ottenendo una formula utilizzatissima in teoria delle reti elettriche in elettronica ed in generale nel dominio delle frequenze complesse (dato che la trasformata di Laplace, ossia una trasformazione integrale, genera proprio una funzione analitica razionale fratta A(z)/B(z))), e se f(z) è olomorfa in un cerchio, condizione necessaria e sufficiente affinchè f(z) abbia un polo in zo è che la funzione reciproca g(z)=1/f(z) sia olomorfa e nulla in zo, oppure condizione necessaria e sufficiente perchè f(z) abbia un polo in zo è che il limite di f(z) per z che tende a zo sia infinito, ed analogamente perchè sia olomorfa anche all'infinito è che f(z) sia limitata in ogni intorno di infinito e perchè all'infinito abbia un polo è che l'inversa g(z) sia olomorfa e nulla all'infinito oppure che il limite di f(z) per z tendente ad infinito sia infinito, inoltre f(z) in un intorno di un punto singolare essenziale isolato (ossia non polare) assume tutti i valori eccetto al più uno, ossia f(z)=λ qualunque sia λ complesso comunque grande ha sempre una soluzione in un intorno comunque piccolo di zo escluso al più un λo (è questo il teorema di Picard il quale afferma che l'insieme immagine nel campo-piano complesso w di w=f(z) con z in T (escluso zo) si estende a tutto w ossia a tutti i suoi valori complessi con al più l'esclusione di un valore mentre il teorema di Casorati affermerebbe soltanto che l'insieme immagine w è ovunque denso ossia prefissato un ε maggiore di 0, oltre a prefissare un λ complesso, esiste sempre un ze appartenente a T(escluso zo) tale che il modulo di (f(ze)-λ) è minore di ε ovvero nell'intorno di un punto singolare essenziale isolato f(z) approssima tanto quanto si vuole tutti i numeri complessi), ed il teorema di Louville afferma che se f(z) è analitica olomorfa in tutti i punti del piano w incluso il punto all'infinito allora f(z)=k=co termine costante dello sviluppo in serie di Taylor, laddove se f(z) ha un numero finito di punti singolari essa è uguale alla somma delle relative caratteristiche (sottratta al più un'eventuale costante co se una singolarità è all'infinito) per cui troviamo che tutte le caratteristiche e residui relativi ai punti singolari sia al finito che all'infinito si calcolano mediante integrali del medesimo tipo integrando ad esempio su opportune circonferenze di piccolo o grande raggio onde escludere singolarità o zo ottenendo serie di potenze negative di (z-zo) sempre convergenti in tutto il piano di Gauss esternamente alla circonferenza-ciclo (riducentesi poi ad un numero finito di termini se zo è un polo, e come visto altrove di tali proprietà si fa uso quando un'equazione differenziale ordinaria (ma volendo pure alle derivate parziali seppure con notevoli difficoltà) nel dominio del tempo di fenomeni-processi o di reti elettriche viene trasformata nel dominio delle frequenze o frequenze complesse s e rappresentata-studiata-risolta non con derivate-velocità-accelerazioni-costanti di tempo-ecc. ma dall'analisi di poli e di frequenze); 


il teorema di Van Kampen permette di calcolare il gruppo fondamentale di uno spazio topologico X a partire dai gruppi fondamentali di alcuni suoi componenti ossia se lo spazio X è ricoperto da due insiemi-spazi aperti X=A riunione B, con A,B,AintersezioneB tutti connessi per archi, allora il gruppo fondamentale X è il prodotto amalgamato dei gruppi di A e B, in particolare se A,B sono semplicemente connessi allora è semplicemente connesso anche X (ad esempio la sfera S2 è semplicemente connessa perché si compone-decompone in due calotte aperte A e B semplicemente connesse omeomorfe a R 2-dim, e le sfere-ipersfere Sn con dimensione n maggiore di 1 sono semplicemente connesse); un rivestimento è una funzione f tale che Y va in X fra spazi topologici connessi per archi simile ad un omeomorfismo (ma non necessariamente iniettiva) ed i rivestimenti di X corrispondono sostanzialmente ai sottogruppi di π(X) e quello corrispondente al sottogruppo banale è detto rivestimento universale; la costruzione del gruppo fondamentale di uno spazio topologico X può essere variata sostituendo i lacci-cicli con sfere di dimensione k qualsiasi ottenendo sempre un gruppo detto gruppo di omotopia πk(X) e se k=1 allora abbiamo il gruppo fondamentale; ora se X è un complesso simpliciale connesso, un cammino marginale in X si definisce come una catena-successione di vertici connessi mediante i margini in X (due cammini marginali sono equivalenti se uno può essere ottenuto dall'altro spostandosi successivamente tra un margine ed i due margini opposti di un triangolo in X), se v è un vertice fisso in X, un laccio marginale presso v è un cammino marginale che parte e finisce presso v ed il gruppo dei cammini marginali E(X,v) è definito come l'insieme delle classi di equivalenza marginale dei lacci marginali presso v (con il prodotto e l'inverso definiti dalla concatenazione e dall'inversione dei lacci marginali) ed è isomorfo al gruppo fondamentale della realizzazione geometrica di X, e può essere descritto in termini di generatori e relazioni; lo spazio universale di rivestimento di un complesso simpliciale connesso finito X può essere descritto direttamente come un complesso simpliciale usando i cammini marginali (i suoi vertici sono coppie (w,ψ) dove w è un vertice di X e ψ una classe di equivalenza marginale di cammini da v a w, ed i k complessi restanti corrispondono ai k-simplessi contenenti w), e tale metodo si può pure usare per calcolare il gruppo fondamentale di qualsiasi spazio topologico (argomenti questi con precorrimenti e studi di Weil, Cech, Leray, Calabi, W-T Wu, Berikashvili, ecc.); aggiungendo qualcosa sui gruppi simmetrici (come visto importanti per la risoluzione delle equazioni algebriche e sistemi equivalenti-equipollenti, ed importanti perchè il teorema di Cayley afferma che ogni gruppo finito G di ordine-cardinalità n è isomorfo ad un sottogruppo di un gruppo simmetrico Sn) diciamo che essi sono una struttura formata dall'insieme delle permutazioni dei suoi elementi cioè dall'insieme delle funzioni biettive di tale insieme in se stesso con l'operazione binaria di composizione di funzioni, e tutti i gruppi simmetrici di ordine-cardinalità n!=1x2x3x..xn sono isomorfi al gruppo di simmetria S(n)=Sn costituito dalle permutazioni degli interi 1, 2, ..., n, ed ovviamente tale gruppo ha un ruolo importante nello studio delle simmetrie (e Galois e Lagrange lo utilizzarono per primi) e non è commutativo per n maggiore di 2, e tra gli n! elementi di Sn assumono notevole rilievo i cicli ossia i k-cicli (con k minor-uguale n) ossia gli elementi con ordine k e con n-k punti fissi, e per ogni k=1, 2, ..., n, vi sono k-cicli in numero di n!/(k(n-k)!) e dunque 2-cicli o scambi-trasposizioni in numero di n(n-1)/2; due cicli sono disgiunti se hanno punti fissi differenti ed ogni elemento-permutazione di Sn è dato dal prodotto di cicli mutuamente disgiunti ed in particolare di 2-cicli-trasposizioni anche se non disgiunti, e sebbene la scomposizione di un elemento di Sn in 2-cicli- trasposizioni non sia unica l'applicazione di Sn nel gruppo formato dall'insieme (+1,-1) col prodotto che manda un elemento in 1 se è ottenibile come prodotto di un numero pari di trasposizioni ed in -1 se è ottenibile come prodotto di un numero dispari di trasposizioni è ben definita essendo un omomorfismo di gruppi e le permutazioni la cui immagine è 1 sono le permutazioni pari p e le altre le permutazioni dispari d, laddove il gruppo-nucleo di tale omomorfismo è detto gruppo alternante o gruppo alterno A(n)=An (la cui cardinalità-ordine è l'insieme delle permutazioni p) il quale avendo indice di composizione 2 rispetto a Sn avrà la metà dei suoi elementi-permutazioni n!/2 ed è isomorfo al prodotto semidiretto di An col sottogruppo generato da una qualsiasi trasposizione ed è dimostrabile che per n maggiore di 4 è un gruppo semplice non commutativo ossia pure non risolubile ma visto che il sottogruppo di un gruppo risolubile è a sua volta risolubile e viceversa anche Sn non sarà risolubile per n maggiore di 4; Sn può essere decomposto in cicli disgiunti determinando le classi di coniugio e due elementi di Sn sono coniugati se e solo se le loro decomposizioni in cicli disgiunti sono composti dallo stesso numero di cicli della stessa lunghezza (ad esempio tutti i prodotti di due 2-cicli e un 3-ciclo disgiunti sono coniugati); 


i gruppi simmetrici Sn per n appartenente a N sono degli esempi di gruppi di Coxeter ed esempi di gruppi di riflessioni e possono essere geometricamente costruiti come gruppi di riflessioni rispetto agli iperpiani yi=yj per i maggior-uguale 1 minore j minor-uguale n ed inoltre Sn si può costruire come gruppo quoziente  del gruppo delle tracce Bn; aggiungiamo che il gruppo S2 di ordine-cardinalità 2 è isomorfo al gruppo ciclico con due elementi, laddove A2 di ordine cardinalità 1 è il gruppo composto dalla sola identità, il gruppo S3 di ordine-cardinalità 6 è isomorfo al gruppo diedrale di ordine 6 (ossia al gruppo delle riflessioni e delle rotazioni simmetriche di un triangolo equilatero dato che queste simmetrie permutano i 3 vertici ijk del triangolo, come può avvenire in un modello simmetrico dei sistemi elettrici trifase di fasi ijk), i 2-cicli corrispondono alle riflessioni mentre i 3-cicli alle rotazioni e tale isomorfismo manda A3 nel gruppo delle rotazioni del triangolo (entrambi isomorfi al gruppo ciclico di 3 elementi), il gruppo S4 (gruppo di simmetria contenente le permutazioni delle radici di un'equazione di 4° grado) è isomorfo al gruppo formato dalle rotazioni proprie del cubo (contenente gli elementi ottenuti dalle permutazioni delle 4 diagonali del cubo); aggiungendo qualcosa sulle permutazioni diciamo che una permutazione è una tecnica di ordinamento secondo 12..n di n elementi-oggetti distinti ossia una permutazione di un insieme X è una funzione biettiva p tale che X va in X, ed il numero delle permutazioni di n elementi-oggetti è notoriamente il fattoriale di n (ossia n!=n(n-1)(n-2)...1) essendoci n modi di “scegliere-disporre” l'elemento-oggetto in posizione iniziale 1 e per ciascuno di essi ci sono (n-1) modi di scegliere l'elemento-oggetto in posizione 2, poi per ogni coppia di elementi-oggetti posti nelle prime due posizioni ci sono (n-2) modi di scegliere-disporre l'elemento-oggetto in posizione 3, e così via (ad esempio le 24 permutazioni di 4 elementi-oggetti ABCD sono gli elementi di S4 ossia sono ABCD, BACD, CABD, DABC, ABDC, BADC, CADB, DACB, ACBD, BCAD, CBAD, DBAC, ACDB, BCDA, CBDA, DBCA, ADBC, BDAC, CDAB, DCAB, ADCB, BDCA, CDBA, DCBA); ma se nell'insieme ci sono elementi uguali-ripetuti allora alcune permutazioni forniranno la medesima sequenza (ad esempio le permutazioni della serie ABAB sono solo 6 ossia AABB, ABAB, ABBA, BBAA, BABA, BAAB) ed in generale se l'insieme ha n oggetti di cui n1 uguali-ripetuti di tipo 1, n2 uguali-ripetuti di tipo 2, …, nk uguali-ripetuti di tipo k, allora gli elementi del gruppo delle permutazioni distinte Pn;n1,n2,...,nk sarà dato dal coefficiente  multinominale (n su (n1,n2,...,nk))=n!/(n1!n2!...nk!), ad esempio se n=4 distinti abbiamo 4!=24 permutazioni, ma se n=4 e n1=2 e n2=2 ripetuti ossia abbiamo due tipi di oggetti ripetuti ognuno 2 volte (ad esempio 4 oggetti come ABAB) allora il numero di permutazioni distinte sarà 4!/(2!2!)=24/(2x2)=6, quindi in generale con un insieme di n elementi-oggetti ripetuti il primo k1 volte, il secondo k2 volte, …, l'n-esimo kn volte (dove k1+k2+...kn=n) allora Pn;k1,k2,...,kn=(n su k1,k2,...kn)=n!/(k1!k2!...kn!); se una permutazione è una funzione biettiva p tale che X va in X, due permutazioni p e p' possono essere composte-moltiplicate dando ancora una permutazione e l'insieme S(X) delle permutazioni di X con n oggetti con l'operazione di composizione forma il gruppo delle permutazioni o gruppo simmetrico S(n)=Sn contenente n! elementi (con l'elemento identità 1 che lascia immutato 12...n dell'insieme); notiamo che nell'insieme (12345) l'elemento identità del gruppo delle permutazioni dà 12345, laddove 25431 è generata pure dal prodotto di permutazioni sempre da sinistra a destra (125)(34), e (125)(34)(123)=(134)(25) poiché ad esempio 1 viene mandato in 2 da (125) e 2 lasciato immutato da (34) e poi mandato 2 in 3 da (123); sia ora a1,a2,...,an una successione di elementi di X, il ciclo p=(a1,a2,...,an) è una permutazione che sposta in avanti di uno tutti gli ai (a pedice i) tenendo fissi gli altri ossia p(a1)=a2, p(a2)=a3, …, p(an)=a1, p(ai)=ai per tutti gli altri ai con ordine n di permutazioni, ed una trasposizione è un ciclo (a,b) di ordine 2 ossia un 2-ciclo ossia da abcd... genera bacd...; due cicli (a1,a2,...,an) e (b1,b2,...,bm) sono indipendenti se ai diverso da bj per ogni i,j, e due cicli indipendenti a e b commutano ossia a*b=b*a, 


ed affermiamo che ogni permutazione si può determinare in modo unico quale prodotto di cicli mutuamente indipendenti (a meno dell'isomorfismo scambiante la successione-ordine dei cicli dato che i cicli indipendenti commutano, e notando che (abc)=(bca) ossia sono identici mentre (abc) diverso da (bac)) ed ogni ciclo è il prodotto di trasposizioni ossia (a1,a2,...,an)=(a1,a2)(a1,a3)...(a1,an), e la trasposizione (12)=(23)(13)(23)=(14)(23)(34)(23)(14) e si può scrivere come prodotto di h trasposizioni come pure di k trasposizioni dove però h e k hanno la stessa parità ossia entrambi pari p od entrambi dispari d (ed il  segno della trasposizione p o d è definito come +1 o -1), e ricordiamo che tutte le trasposizioni sono dispari d, inoltre in S3 di 3!=6 elementi-permutazioni le trasposizioni (1), (123), (132) sono p e (12), (23), (13) sono d, in S4 di 4!=24 elementi-permutazioni ci sono permutazioni d che non sono trasposizioni (ad esempio (1234) non è una trasposizione ed il suo gruppo di Galois che è risolubile avrà minor numero di elementi); la funzione segno del prodotto-composizione di permutazioni è moltiplicativa ossia segno(r1r2)=segno(r1)segno(r2), e n!/2 ossia metà delle n! permutazioni dell'insieme X di n elementi sono pari p e poiché la funzione segno è moltiplicativa le permutazioni p formano un sottogruppo normale del gruppo di simmetria S(X)=Sn delle permutazioni di X di indice 2 detto come sappiamo gruppo alternante A(X)=An che è il nucleo-kernel dell'omomorfismo di gruppi segno tale che S(X) va in (+1,-1) e l'immagine è un gruppo ciclico di 2 elementi ed il segno di una permutazione segno(r) può essere calcolato da produttoria su i (con i maggior-uguale 1 minor j minor-uguale n) di (r(j)-r(i))/(j-i); ora se all'operazione di un gruppo G aggiungiamo un'altra operazione soddisfacente assiomi otteniamo strutture algebriche più complesse con maggiori possibilità d'applicazione, quali gli anelli (insieme A dotato di due operazioni usualmente indicate con + e x per cui (A,+) è un gruppo commutativo-abeliano) e l'esempio fondamentale di anello è proprio (Z,+,x), ma se pure la moltiplicazione è commutativa (ab=ba per ogni coppia a,b) e ha l'inversa per tutti gli a diversi da 0 allora l'anello diviene un campo (ad esempio i campi R e C, ma sappiamo che I non è un campo), e quali gli spazi vettoriali V (ossia dei gruppi abeliani con l'operazione di prodotto scalare tra vettori studiati dall'algebra lineare e che si usano ampiamente quali spazi di Hilbert in fisica teorica-applicata ed ingegneria); ma nella teoria dei gruppi è possibile introdurre concetti di topologia definendo i gruppi topologici ed un gruppo topologico (o spazio topologico) è un gruppo soddisfacente l'operazione interna del gruppo e l'inerente topologia (ad esempio Z, Q, R, C con l'usuale topologia euclidea (o spazio euclideo) sono gruppi topologici), e se il gruppo topologico ha anche una struttura di varietà differenziabile (compatibile con l'operazione del gruppo) allora il gruppo-spazio topologico è un gruppo di Lie ed esempi sono R n-dim, C n-dim, poi il gruppo ortogonale O(n), il gruppo generale lineare o di Galois GL(n,R), ed il gruppo S 1-dim che è la circonferenza unitaria del piano complesso ed un esempio noto di gruppo di Lie è proprio dato dalla circonferenza di raggio unitario nel piano complesso di Gauss con l'operazione di moltiplicazione fra numeri complessi (che abbiamo usato nella trasformata Zeta delle funzioni-segnali discreti nel piano di z o di Gauss in particolare nella teoria del filtraggio numerico di segnali e nell'elaborazione di segnali digitali DSP) e quindi è legata ad un gruppo topologico di una varietà differenziabile (poichè ogni punto ha un intorno omeomorfo ad un intervallo aperto della retta numerica reale), ma aggiungiamo che in topologia algebrica i gruppi descrivono invarianti di spazi topologici ad esempio in meccanica razionale il sottogruppo di torsione di un gruppo infinito ma abbiamo pure i gruppi di omologia-coomologia sebbene ben più importanti sono per note ragioni i sottogruppi di omografia vettoriale per rappresentare spostamenti-deformazioni in spazi euclidei e non euclidei, 


laddove i gruppi di Lie hanno grande importanza nello studio delle equazioni differenziali e delle varietà differenziabili essendo adatti a descrivere le simmetrie delle strutture matematiche analitiche (in fisica i gruppi ed in particolare i gruppi di Lie sono importanti in quanto descrivono simmetrie-invarianze delle equazioni deducendo leggi fisiche e costruendo modelli quali SU(1) o SU(2) od il modello standard oggi accettato SU(5), le teorie di gauge-comparatore, lo spazio di Calabi-Yau, la simmetria dinamica, ecc.) e l'analisi dei gruppi Lie è detta analisi armonica; ma con particolare riferimento agli assiomi rendendoli più deboli od eliminandoli selettivamente possiamo definire via via il concetto-modello di gruppo, poi il monoide (lasciando cadere la richiesta che ogni elemento abbia l'elemento inverso; l'insieme delle endofunzioni, oltre alle endofunzioni invertibili cioè alle permutazioni, costituisce un monoide), il semigruppo (lasciando cadere anche la richiesta di avere l'elemento neutro oltre all'inverso), l'anello (lasciando cadere alternativamente la richiesta che l'operazione di gruppo sia associativa ma conservando la possibilità di divisione), il quasigruppo (oltre all'associatività lasciando cadere la richiesta di una unità), il magma (se munito solo di un'operazione binaria), il gruppoide (è simile ad un gruppo ma non ha definita l'operazione di composizione a*b per tutte le coppie a,b), la categoria (diciamo che i gruppi algebrici, i gruppi di Lie, i gruppi topologici, sono strutture che formano una categoria più specifica della categoria degli insiemi o classi, ed i gruppi abeliani formano la categoria abeliana ben utile nella teoria degli spazi astratti vettoriali ed in altre strutture), laddove una generalizzazione di gruppo sono i supergruppi (e le algebre di Hopf)), ed i numeri naturali N formano un monoide, i numeri pari 2Z formano un semigruppo (o monoide-semigruppo con l'addizione), le altre strutture invece hanno operazioni di gruppo non associative più rare, laddove l'operazione potrebbe pure valere solo per alcune coppie di elementi (ad esempio le matrici invertibili di dimensione arbitraria con la moltiplicazione formano un gruppoide, e se matrici quadrate soddisfano anche altri assiomi); ritornando alla moderna teoria di Galois affermiamo che un gruppo di Galois è un gruppo associato ad un'estensione di campi E, ed in particolare i gruppi associati ad estensioni che sono di Galois studiati tramite l'analisi dei rispettivi gruppi di Galois, ad esempio i gruppi di Galois associati alle estensioni E date da campi di spezzamento di polinomi separabili, ed allora sia data un'estensione E di un campo F, un F-automorfismo di E è un automorfismo ψ tale che E va in F il quale fissa gli elementi di F cioè tale che ψ(x)=x per ogni x in F e pertanto gli automorfismi di E formano un gruppo che è il noto gruppo di Galois G=Gal(E/F) detto gruppo di Galois dell'estensione E; se p(x) è un polinomio separabile a coefficienti in un campo F allora il gruppo di Galois di p(x) è il gruppo di Galois dell'estensione E data dal campo di spezzamento E di p su F, e se F(a) è il più piccolo campo contenente F ed a allora il gruppo di Galois dell'estensione del campo dei complessi C sul campo dei reali R ossia Gal(C/R) ha due soli elementi (l'identità e la coniugazione complessa), il gruppo di Galois dell'estensione del campo R sul campo dei razionali Q ossia Gal(R/Q) ha solamente l'elemento identità (infatti ogni automorfismo di R è continuo (preserva l'ordinamento dei numeri reali che formano un continuo) e fissa ogni elemento di Q denso e conseguentemente è l'automorfismo identico poiché coincide con l'identità su un insieme denso di R, e l'estensione R (continuo) su Q (denso) non è di Galois), ed il gruppo di Galois dell'estensione C su Q ossia Gal(C/Q) è un gruppo infinito, aggiungendo che se F è un campo finito con caratteristica p maggiore di 0 ovvero di ordine p(elev n) per qualche naturale n lo si può rappresentare come estensione di Fp (F sarebbe un sottoanello) e si ha Gal(F/Fp)=Cn ossia il gruppo ciclico di ordine n ed uguale pure all'endomorfismo f di Frobenius (infatti con p(elev n) finito allora f è un automorfismo del campo che fissa ogni elemento di Fp pertanto appartenente al gruppo di Galois dell'estensione di Fp laddove l'ordine di tale gruppo è uguale al grado n dell'estensione e l'ordine nel gruppo dell'elemento f è esattamente n pertanto esso è un generatore); 


come esempio Gal(Q(radice quadrata di 2)/Q) ha due soli elementi ossia l'identità e l'automorfismo che scambia (radice quadrata di 2) con -(radice quadrata di 2), dove Q(radice di 2) è l'estensione ciclotomica di grado n ottenuta da Q aggiungendo le radici di grado 2 dell'unità; invece Gal(L/Q) dove L=Q((radice cubica di 2), w) dove w è la radice cubica di 1, è un gruppo isomorfo a S3 contenente 6 elementi delle permutazioni di 3 elementi-radici per cui l'estensione-campo L è il campo di spezzamento del polinomio di 3° grado x(elev 3)-2 sul campo Q ovvero è il campo di Galois dell'equazione di 3° grado a coefficienti razionali x(elev 3)-2=0 le cui 3 radici sono le tre radici cubiche complesse di 2; abbiamo scritto che la moderna teoria di Galois studia gli automorfismi delle estensioni di campi ma ad un livello più astratto si introducono le connessioni di Galois mentre storicamente era legata ai gruppi di permutazione delle radici ovvero per ribadire ancora il concetto ed il metodo di Galois consideriamo l'equazione algebrica di 2° grado x(elev 2)-4x+1=0 con coefficienti in Q che ha radici x1=A=2+(radice quadrata di 3) e x2=B=2-(radice quadrata di 3), potendo costruire funzioni polinomiali di A,B ad esempio A+B ed AB, ed equazioni polinomiali soddisfatte A+B=4 ed AB=1 dove A e B possono essere permutate mantenendo soddisfatte le equazioni stesse (e questo vale per ogni possibile equazione algebrica soddisfatta da A e B) ed allora diciamo che il gruppo di Galois del polinomio x(elev 2)-4x+1 è composto di due sole permutazioni (ossia l'identità e lo scambio-trasposizione di coppia) ossia S(2)=S2 isomorfo al gruppo ciclico di ordine 2 ossia Z/2Z, ma ciò non sarebbe valido se i coefficienti non fossero in Q, e se l'equazione possedesse 2 radici coincidenti (tipo x(elev 2)-2x+1=(x-1)(elev 2)) allora il gruppo di Galois avrebbe solo l'elemento permutazione identica e sarebbe banale, come pure sarebbe banale se avesse due radici razionali distinte x(elev 2)-3x+2=(x-1)(x-2), e solo per radici irrazionali o complesse coniugate il gruppo di Galois è composto effettivamente da due permutazioni); analogamente abbiamo per l'equazione algebrica generale di 2° grado ax(elev 2)+bx+c=0 con a,b,c in Q; riguardo le equazioni di 4° grado consideriamo il polinomio x(elev 4)-10x(elev 2)+1=0 con coefficienti in Q che ha 4 radici x1=A=(radice quadrata di 2)+(radice quadrata di 3), x2=B=(radice quadrata di 2)-(radice quadrata di 3), x3=C=-(radice quadrata di 2)+(radice quadrata di 3), x4=D=-(radice quadrata di 2)-(radice quadrata di 3) potendolo riscrivere come (x(elev 2)-5)(elev 2)-24 per meglio trovare le radici, il cui gruppo di permutazioni di radici S4=(ABCD, BACD,...) ha ordine n=4!=24 elementi dato che ci sono 24 modi possibili per permutare queste 4 radici ma non tutti questi 24 elementi saranno pure elementi del suo gruppo di Galois dato che queste permutazioni devono non mutare il valore di ogni funzione polinomiale a valori in Q costruita con A,B,C,D ossia devono rendere soddisfatta ogni equazione algebrica polinomiale a coefficienti in Q collegata ad A,B,C,D, e ad esempio una tal equazione è A+D=0 ma allora la permutazione da ABCD in ABDC non è permessa perchè A+C=2(radice 3) e non sarà elemento del gruppo di Galois, un'altra equazione soddisfatta è (A+B)(elev 2)=8, ecc., per cui le uniche permutazioni del gruppo di Galois sono 4 (ossia ABCD,CDAB,BADC,DCBA) gruppo di ordine 4 isomorfo al gruppo di Klein; ora i coefficienti del polinomio e dell'equazione sono qui nel campo Q ed in generale sono nel campo K laddove l'estensione L di K è il campo ottenuto da K aggiungendo le radici del polinomio (per l'equazione di 4° grado L sarebbe dato da Q con l'aggiunta di A,B,C,D) dove ogni permutazione delle radici che soddisfa ancora l'equazione è un automorfismo di L/K, e viceversa occorre studiare il gruppo degli automorfismi L/K dell'estensione di campo L sul campo K dei coefficienti, dove per la precedente equazione di 2° grado l'estensione di campo L=elementi campo Q+(radice quadrata di 3)=Q(radice quadrata di 3)/Q e per l'equazione di 4° grado L=elementi campo Q+(A,B,C,D)=Q(A,B,C,D)/Q, ma in generale sono rispettivamente K(radice quadrata di 3)/K e K(A,B,C,D)/K con campo base diverso dal campo denso dei razionali Q com'è invece necessario K nella teoria dei numeri algebrica con campi finiti-locali od estensioni infinite od estensioni inseparabili o tipo K/Q dove K è la chiusura algebrica di Q trovando qui il gruppo di Galois assoluto (e questo non era possibile nell'originale teoria di Galois permettendo invece qui anche un'enunciazione più elegante dell'”importante-elegante-oscuro” enunciato di E. Galois dove si parlava piuttosto di “primalità” invece di “ciclicità-periodicità” dei rapporti tra i gruppi-sottogruppi normali); 


abbiamo detto che il concetto introdotto da Galois di gruppo risolubile permette di determinare la risolubilità o meno con mezzi algebrici-radicali, e sostanzialmente ogni estensione di campo L/K corrisponde ad un gruppo fattore di una serie di fattori di composizione del gruppo di Galois e se un gruppo fattore è ciclico di ordine n allora l'estensione di campo corrispondente è un'estensione radicale (algebrica) e gli elementi dell'estensione L possono essere espressi come radice n-esima di alcuni elementi di K e se tutti i gruppi fattore nella serie di composizione sono ciclici allora il gruppo di Galois è detto risolubile e tutti gli elementi del campo corrispondente possono essere ottenuti con operazioni aritmetiche ed estrazioni di radici fino al grado n dal campo base K (ossia le radici possono essere ottenute con combinazioni algebriche finite dei coefficienti che ovviamente sono nel campo base K), ed è interessante e storico osservare che per ogni numero n maggiore di 4 esistono polinomi di grado n ed equazioni algebriche di grado n le cui radici non sono combinazioni algebriche finite dei loro coefficienti ossia non sono risolubili per mezzo di radicali (generalizzando così il teorema di Abel-Ruffini) e questo avviene perchè (non per n=1-2-3-4) ma per n=5 il gruppo simmetrico di permutazioni S5 contiene un sottogruppo normale semplice non ciclico e ciò si ripete ancora per ogni n maggiore di 5 (Galois si era invece espresso affermando che i fattori di composizione dei sottogruppi non erano tutti primi per n maggiore di 4 diversamente che per n fino a 4); è possibile costruire estensioni di campo L aventi un qualsiasi gruppo finito come gruppo di Galois ovvero ogni gruppo finito S può essere un gruppo di Galois, ed allora è facile scegliere un campo K (ad esempio Q) ed un gruppo finito G assicurando il teorema di Cayley che G (a meno di isomorfismi) è un sottogruppo del gruppo simmetrico S sugli elementi di G, ossia si scelgano (xa) uno per ogni elemento a di G e si aggiungano a K ottenendo il campo F=K((xa)) ed il campo L dei polinomi-funzioni razionali simmetriche in (xa) è contenuto in F, ed il gruppo di Galois di F/L=S, per cui il gruppo di partenza G agisce su F (ottenuto da (xa) e da K) restringendo S, ed allora se il campo fissato è M per il teorema fondamentale della teoria di Galois il gruppo di Galois di F/M è G; riassumendo aggiungiamo che il teorema fondamentale della teoria di Galois dimostra il legame tra gli intercampi di un'estensione di Galois ed i sottogruppi del relativo gruppo di Galois e per la sua comprensione è vantaggioso ricorrere alle connessioni di Galois con due funzioni i e j, per cui data un'estensione di campi M/K con gruppo di Galois G=Gal(M/K) definiamo i e j in modo che per ogni intercampo L (ossia tale che K è contenuto-uguale L che è contenuto-uguale M) poniamo la funzione i(L)=Gal(M/L) ossia il sottogruppo degli automorfismi di M che lasciano fissi gli elementi di L, e per ogni sottogruppo H di G poniamo la funzione j(H) indicata usualmente MindiceH quale intercampo costituito dagli elementi di M lasciati fissi da tutti gli automorfismi di H, corrispondenze che invertono le inclusioni (esempio se L1 contenuto-uguale L2 sono due intercampi allora i(L1) maggior-uguale di i(L2)), notando che l'estensione di campo M/K è di Galois se e solo se j(G)=MindiceG è il sottogruppo composto dal solo elemento automorfismo identico laddove è sempre vero che i(K)=G, i(M)=(1) e j(1)=M, ma nella sua forma classica il teorema di Galois afferma che data un'estensione di Galois finita M/K con gruppo di Galois G=Gal(M/K) le corrispondenze di Galois sono l'una l'inversa dell'altra ed allora inducono una biezione tra l'insieme degli intercampi di M/K ed i sottogruppi del gruppo di Galois G invertendo tali corrispondenze e inclusioni, e l'indice relativo a due sottogruppi uguaglia il grado relativo agli intercampi corrispondenti, ed un corollario del teorema afferma (sempre supponendo che M/K sia un'estensione di Galois finita) che le corrispondenze di Galois inducono una biezione anche tra l'insieme degli intercampi L di M/K tali che L/K è di Galois e l'insieme dei sottogruppi normali di Gal(M/K), e la dimostrazione di questo teorema usa un risultato di E. Artin (che permette di conoscere-controllare il grado di una sottoestensione di campi conoscendo l'indice dei sottogruppi di Gal(M/K) che lasciano fissi tali campi) oppure più raramente usa il teorema dell'elemento primitivo; 


il teorema di Galois porta il problema dello studio della struttura degli intercampi di un'estensione di Galois nel “campo” più abbordabile dello studio di un certo gruppo finito ossia il gruppo di Galois, e ad esempio per dimostrare che un'equazione algebrica di grado n maggior-uguale 5 non è risolubile per radicali occorre riformulare il problema in termini di estensioni radicali (tipo F(α)/F dove α è una radice n-esima di un qualche elemento di F), e quindi si usa il teorema fondamentale per convertire il problema iniziale in un nuovo problema di teoria di gruppi di relativamente più facile risoluzione (ossia ad esempio si dimostra che un'equazione algebrica (con coefficienti su Q) è risolubile con mezzi algebrici ossia per radicali se e solo se il suo gruppo di Galois è risolubile); possiamo portare un esempio considerando i campi K=Q, M=Q((radice quadrata di 2), (radice quadrata di 3))=Q(radice di 2)(radice di 3)=Q(a,b) e dato che M si ottiene aggiungendo ai razionali K=Q la radice quadrata di 2 e la radice quadrata di 3 (che sono le radici irrazionali dei polinomi a coefficienti razionali x(elev 2)-2 e x(elev 2)-3), il gruppo di Galois di M su Q ossia G=Gal(M/Q) è determinato dalle immagini di (radice di 2) e (radice di 3), inoltre ogni automorfismo deve mandare (radice di 2) in una radice di (x(elev 2)-2) cioè in uno tra (+/- radice di 2), e lo stesso vale per (radice di 3) da mandare in uno tra (+/- radice di 3) ed allora gli elementi del gruppo di G sono l'automorfismo identico e=1 (lasciante fissi (+/- radice 2) e (+/- radice 3)), l'automorfismo f (che scambia (radice di 2) con (- radice di 2) e lascia fissi (+/- radice di 3)), l'automorfismo g (che scambia (radice di 3) con (-radice di 3) e lascia fissi (+/- radice di 2)), e l'automorfismo fg=gf  (scambiante (radice di 2) con (-radice di 2) e (radice di 3) con (-radice di 3)), per cui possiamo dire che Q è collegato a Q(a), Q(b), Q(ab) dove Q(ab)=Q(radice di 6) e questi sono


 collegati a Q(a,b), ed abbiamo il gruppo di Galois G=(1,f,g,fg) di 4 elementi isomorfo al gruppo di Klein ed a quello dell'equazione algebrica di 4° grado, con 5 sottogruppi ognuno corrispondente ad un sottocampo di M e K (ovvero il sottogruppo banale (contenente la sola identità di G) corrispondente a tutto M=Q(a,b), l'intero gruppo G corrispondente a Q, il sottogruppo di due elementi (1,f) corrispondente all'intercampo Q(b) che fissa b, il sottogruppo di due elementi (1,g) corrispondente all'intercampo Q(a) che fissa a, il sottogruppo di due elementi (1,fg) corrispondente all'intercampo Q(ab) che fissa ab=radice di 6), notando anche che Q(a), Q(b) e Q(ab) hanno grado 2 su Q, e non vi sono altri intercampi di M; 


portiamo un altro esempio di estensione non commutativa-abeliana con G non commutativo, considerando un campo di spezzamento M del polinomio x(elev 3)-2 sul campo base K=Q dei coefficienti ed allora M=Q(a,b) dove a è una radice cubica di 2 e b è una delle due radici cubiche primitive di 1 (ad esempio se M è contenuto nel campo dei complessi possiamo prendere come a la radice cubica reale di 2 ossia la radice aritmetica di 2, e b=((-1/2)+i(radice di 3)/2)), ed allora G=Gal(K/Q) ha 6 elementi isomorfo al gruppo simmetrico S3, è generato da due automorfismi f e g determinati dalle rispettive immagini di a,b ossia f(a)=ba, f(b)=b, g(a)=a, g(b)=bb=b(elev 2) e quindi G è il gruppo con insieme degli elementi (1,f,f(elev 2),g,gf,gf(elev 2)), con Q collegato a Q(a), Q(b), Q(ba), Q(b(elev 2)a) e questi a Q(b,a), laddove i sottogruppi di G e corrispondenti intercampi sono l'intero gruppo G corrispondente a Q, il gruppo banale (1) corrispondente all'intero campo M=Q(a,b), il sottogruppo (1,f,f(elev 2)) di ordine 3 ossia il gruppo alternante A3 (qui isomorfo al gruppo ciclico di 3 elementi) corrispondente all'intercampo Q(b) con grado 2 su Q (dato che il polinomio minimo di b è x(elev 2)+x+1) corrispondente al fatto che il sottogruppo ha indice 2 in G (sottogruppo normale corrispondente al fatto che Q(b)/Q è un'estensione di Galois), ed infine 3 sottogruppi di ordine 2 ossia (1,g), (1,gf), (1,gf(elev 2)) corrispondenti ai 3 sottocampi Q(a), Q(ba), Q(b(elev 2)a) che non sono normali in G ed intercampi che non sono di Galois su Q; il teorema fondamentale della teoria di Galois serve pure per sviluppare le teoria di Kummer e la teoria dei campi di classi; accenniamo pure al teorema fondamentale di Galois applicabile alle estensione di campo di Galois algebriche infinite M/K, richiedenti la definizione di una struttura di gruppo topologico sul gruppo di Galois Gal(M/K) ossia la topologia di Krull e così Gal(M/K) risulta un gruppo profinito, per cui il teorema nella versione infinita afferma che le connessioni di Galois inducono una biezione tra l'insieme degli intercampi e l'insieme (in generale non di tutti) dei sottogruppi di Gal(M/K) che risultano chiusi rispetto alla topologia di Krull), o, continuando, come Shannon-Wiener furono per Erlang-Hartley, od anche De Forest-Armstrong-Meissner-Pierce-Alexanderson-Hogan-Schottky-Latour-Hazeltine-Heising-Hartley-ecc. furono per Marconi-Popov-Tesla, e così via con altre decine di noti e fatali “rapporti storici ideologici-concettuali” tra studiosi di matematica e di scienze-tecniche matematiche riguardo l'accumulo-incremento-generalizzazione-sistemazione delle conoscenze come sanno gli studiosi del settore), per cui, proseguendo, in modo rigoroso la condizione di approssimazione di Abraham permetteva di sostituire complicate equazioni differenziali alle derivate parziali in E(x,y,z,t) e H(x,y,z,t) con semplici equazioni algebriche in v(t) ed i(t) ai nodi ed ai circuiti chiusi-maglie; l'energia elettromagnetica specialmente magnetica confinata entro le “sfere elettromagnetiche” venne rappresentata coi bipoli circuitali tramite le grandezze di capacità, induttanza e riluttanza (C, L, Rgotica), come avvenne per i circuiti magnetici (per i quali fin dal lontano 1821 Cumming introdusse il concetto di conducibilità magnetica analoga alla conducibilità elettrica, de la Rive di circuito magnetico chiuso, Joule legò la potenza P di un elettromagnete alla sezione S del suo circuito magnetico (che lega flusso magnetico e sua densità B) ed introdusse il concetto di “resistenza all'induzione” o riluttanza (proporzionale al rapporto lunghezza/sezione l/S del circuito magnetico (come pure la resistenza alla conduzione R è proporzionale a l/S), mentre la permeanza (proporzionale a S/l) è la sua inversa ed è numericamente uguale all'induttanza L di un solenoide se esso ha una sola spira altrimenti è N quadro volte se ha N spire) analoga alla “resistenza alla conduzione R” (pure proporzionale a l/S, mentre la conduttanza è la sua inversa G=1/R, con formule analoghe dove μ sta al posto di σ, e dove le riluttanze Rgotica=Rr di un circuito magnetico si sommano in serie come le resistenze R di un circuito elettrico), Faraday intuì dalle linee magnetiche chiuse la possibilità di definire una forza magnetomotrice fmm analoga alla forza elettromotrice fem di Ohm, e Kelvin citò nel 1872 la conducibilità magnetica) per i quali Rowland introdotta la resistenza R (o Rgotica) alle linee di forza magnetica, la forza magnetizzante M ed il numero Q di linee di forza magnetiche enunciò la relazione Q=M/R (che noi scriveremmo flusso magnetico=fmm/riluttanza ossia Φ=M/Rgotica) analoga e formalmente identica alla legge di ohm corrente=fem/resistenza ossia I=E/R=V/R per i circuiti elettrici (rispettivamente flusso magnetico in luogo di corrente, fmm in luogo di fem, resistenza all'induzione in luogo di resistenza alla conduzione, osservando che le dimensioni di Rgotica sono ampere/weber=1/henry=ampere/volt secondo=siemens/secondo), quindi Bosanquet nel 1882 introdusse la forza magnetomotrice M analoga alla forza elettromotrice E (ossia forza magnetomotrice M data dal prodotto del flusso magnetico totale per la riluttanza magnetica in base alla legge circuitale), Rowland nel 1884 definì la legge della forza magnetomotrice M=NI in base al componente-bobina-solenoide (in ampere-spire (A spire=A), dove N è il numero delle spire del solenoide (termine solenoide introdotto nel 1865 e derivato da solen-tubo) e I (A) è la corrente che le percorre) e la legge della riluttanza in funzione dei parametri fisico-geometrici del circuito come pure abbiam scritto la resistenza elettrica R è definita in funzione dei parametri fisico-geometrici del conduttore; continuò l'interpretazione circuitale dei sistemi-circuiti magnetici (formalmente identica a quella dei circuiti elettrici senza fenomeni magnetici, avendo qui indicato con circuito magnetico sia il sistema elettromagnetico sia lo schema dei bipoli, ed il tal senso John Hopkinson sarebbe l'autore della “legge di ohm magnetica” o legge di Hopkinson (ossia come detto la forza magnetomotrice è data da riluttanza magnetica per flusso magnetico)), quindi con Hopkinson l'estensione al regime variabile portò poi all'applicazione alle macchine rotanti (laddove nel 1949 Cherry dimostrò correttamente la deduzione del corrispondente modello circuitale (o “circuito elettrico” o “circuito elettrico equivalente”) dal circuito magnetico usando il principio di dualità); 


per la risoluzione dei campi stazionari e quasi stazionari (Heaviside, Rayleigh, Kelvin) si sono usati il metodo della separazione delle variabili in coordinate rettangolari-cilindriche-sferiche, il metodo delle trasformazioni conformi (che richiede l'uso delle funzioni di variabile complessa, tipo arco-coseno-logaritmica-Schwartz-ecc., utilizzata ad esempio da parte di Carter per i poli magnetici delle macchine e di Rogowsky per l'effetto ai bordi di armature di condensatori), il metodo delle immagini (inventato da Kelvin specialmente per i campi statici, analogo al metodo delle immagini in campo ottico), il metodo grafico per ottenere le mappe di campo (inventato da Richardson nel 1908 quale rilassamento grafico per la soluzione di problemi di Laplace e Poisson (nel quale il rapporto tra la distanza tra superfici-linee equipotenziali contigue e la distanza tra linee di forza contigue del campo (sempre normali alle equipotenziali) è uguale al rapporto tra la differenza di potenziale tra le linee ed il flusso tra linee di campo elettrico rapporto moltiplicato per la permettività elettrica ε del mezzo, ricordando che la trattazione analitica invece è dovuta a Poisson), a lungo utilizzato fino agli anni '40-'50 del '900  in ambito industriale per la progettazione di trasformatori e macchine elettriche specialmente con circuiti magnetici dalla complicata geometria (ricordando qui quanto detto altrove per cui nell'ingegneria quando le soluzioni sono ottenute dalle equazioni differenziali gli impianti-macchine hanno forma geometrica rettangolare-parallelepipeda xyz oppure hanno forma cilindrica qualche volta usano la sfera mentre con le soluzioni ottenute con metodi grafici od analogici sono permesse macchine con ben altre e più “complicate” geometrie anche senza assi o piani di simmetria)), i metodi per analogie (quali la prima vasca elettrolitica per problemi a 2-3 dimensioni a simmetria assiale di Kirchhoff del 1845, e poi usata per lo studio del campo nei traferri della macchine rotanti come in Kennelly nel 1906, reti resistive discrete Rn per simmetrie rettangolari-quadrate, ecc.), metodi numerici (metodo delle differenze finite, metodo del rilassamento numerico, efficaci solo dagli anni '60 del '900 con la diffusione dei calcolatori elettronici mainframe e poi dei potenti calcolatori personali, tra cui in Tamm; 


la tecnica dell'analisi dei circuiti lineari in regime sinusoidale fu iniziata da Potier, Heaviside, Ferraris (il quale ultimo studiò in particolare i trasformatori elettrici) e richiedeva il calcolo integrodifferenziale ma una prima soluzione della difficoltà fu portata dal matematico Blakesley nel 1885 introducendo la corrispondenza biunivoca tra funzioni sinusoidali e vettori ruotanti sincroni a frequenza f (o pulsazione 2πf, ossia i fasori) per cui la soluzione a regime si poteva ottenere con la trigonometria e con agevoli metodi grafici molto in uso in ambito tecnico-scientifico, quindi nel 1893 integrando il metodo dei vettori ruotanti di Blakesley-Kennelly-Kapp con la trasformata di Steinmetz (che rappresentava sinusoidi per mezzo di esponenziali complesse, ma già da tempo come ben scritto metodo usato da Eulero e Helmholtz) porterà alla nota tecnica dei numeri complessi e dell'algebra complessa nello studio dei circuiti in alternata ossia in regime quasi stazionario sinusoidale (metodo poi di diffusione universale), portando pure (considerando la potenza legata ai campi elettrici ed ai campi magnetici) alla definizione di potenza reattiva Q e potenza apparente A (per legare la potenza attiva P e le perdite in conduttori-circuiti magnetici P alla potenza reattiva Q tramite un vettore-numero complesso A=P+jQ) il cui teorema di conservazione della potenza complessa (A=vi*) sarebbe stato enunciato da Boucherot in reti lineari tempo invarianti (teorema di Boucherot o Metodo delle potenze) e poi rigorosamente dimostrato da Langevin e quindi più recentemente ancora da Tellegen (potenza totale P, somma su k di tutti i lati b di rete dei prodotti vj*, uguale a zero), oltre alle definizioni di potenza di Budeanu e Fryze; accoppiando campi magnetici alternati isofrequenziali si ottennero i sistemi bifase (ricordiamo l'italiano Galileo Ferraris), trifase nel 1891 (ricordiamo il polacco-russo Mikhail Dolivo-Dobrowolsky, ossia trifase preferito al bifase per via della potenza istantanea costante, e studiato come due sistemi monofase col terzo conduttore in comune, oppure con Stokvis-Fortescue(Charles LeGeyt Fortescue di Westinghouse Corporation esperto di alte tensioni elettriche e problemi di isolamento nonchè noto per Method of Symmetrical Co-Ordinates Applied to the Solution of Polyphase Networks quale ottimo scritto del 1918 di ingegneria di potenza) come sovrapposizione di tre reti trifase simmetriche ciascuna equivalente a sistema monofase), e polifase (in particolare ricordiamo l'americano N. Tesla); l'andamento di tensioni-correnti nei transitori fu studiato da Helmholtz nel 1851 nei circuiti induttivi RL, da Kelvin nel 1853 nei circuiti RCL, da Siemens nel 1857 nei circuiti capacitivi RC; per facilitare i calcoli nelle linee a costanti distribuite ma poi anche a parametri concentrati (reti), Heaviside volle nelle equazioni differenziali interpretare la derivata di un campo E(xyzt) e H(xyzt) o E(t) e H(t) o di una corrente tipo ds/dt della s(t), data la regolarità della funzione s, né più né meno che il prodotto algebrico dell'operatore derivata d/dt (che oggi indicheremmo D) per la funzione s (idea ad hoc o “ad hoc” e più difficile a pensarsi se ds/dt e generalmente dy/dt fossero sempre stati scritti come s' e y' o s puntato e y puntato come nelle flussioni introdotte da Newton a Cambridge) ossia ds/dt=ps dove p=d/dt (ossia p=D) ovvero dimensionalmente una pulsazione (secondo alla -1), 


trasformando così un'equazione differenziale ordinaria in un'equazione algebrica che rappresentava ora l'equazione di una rete a parametri concentrati per cui se s(t)=i(t) allora la soluzione era del tipo i=v/z(p) ossia il rapporto tra una tensione ed una funzione algebrica della pulsazione che noi oggi scriveremmo Z=Z(jω), metodo estendibile alle equazioni alle derivate parziali ed alle reti a parametri distribuiti e che ponendo z(p)=0 forniva le stesse pulsazioni-frequenze naturali, e che egli stesso inizialmente applicò alla funzione telegrafica sviluppata in parte da Kirchhoff (non sappiamo se è veramente questo il modo con cui si inventò e con cui entrò nella teoria dei circuiti il grande Mondo delle Frequenze Complesse, ossia da una decisione di porre ds/dt=Δs/Δt quale rapporto incrementale per l'incremento del tempo che tende a 0, “esoticamente” o “disperatamente” uguale invece a (d/dt) per l'ordinata s che potremmo scrivere s/Δt=sp, per cui se s(t) fosse una parabola ad asse verticale la derivata ds/dt aumenterebbe da 0 ad infinito ed il Δs aumenterebbe come l'ordinata s al diminuire di Δt per l'ascissa t che aumenta da 0 ad infinito ossia in modo tale che numericamente il Δs fosse uguale a s stessa mentre avremmo ancora un Δt al denominatore ossia l'inverso di una pulsazione per cui si potrebbe pure scrivere ds/dt=ps... una prova di “correttezza analitica”, ma per fortuna le funzioni della fisica e dei circuiti sono molto-molto regolari); nonostante anticipazioni fossero presenti già in Cauchy e Laplace furono necessari numerosi contributi (Georgi, Carson, Bromwich) per l'interpretazione e la corretta formalizzazione di questi metodi matematici ad hoc, tra cui anche che un'antitrasformazione di un integrale di linea chiusa in campo complesso (Cauchy) avrebbe fornito i(t), oppure che il polinomio 1/pz(p) poteva risultare dall'integrale nel tempo dt (da 0 ad infinito) della funzione i(t)e(elev -pt) che oggi ben chiameremmo trasformata di Laplace di i(t) ossia I(p) per cui V(p)/I(p)=Z(p), mentre la trasformata della derivata di i(t) ossia la trasformata di di(t)/dt=pI(p), risultato questo relativo alla trasformata delle grandezze di rete v(t) e j(t) ed alla funzione di trasferimento dovuto a Gustav Doetsch ed a van der Pohl nel 1927-29 oltre all'interpretazione del prodotto di  funzioni complesse 


(quali sono la trasformata di una variabile di rete S(ω) e la funzione di trasferimento H(ω)) uguali ad un prodotto integrale o convoluzione delle antitrasformate delle stesse funzioni nel dominio del tempo s(t) e h(t) con contributo di Poisson (l'integrale di convoluzione o prodotto integrale costituisce la tecnica ed il processo più importante e fondamentale per combinare tra loro 2 funzioni o segnali onde produrne un terzo (ad esempio in un sistema lineare l'ingresso u(t) con la risposta impulsiva h(t) del sistema stesso onde generare l'uscita y(t)) nel processamento dei segnali analogici, corrispondente appunto al prodotto algebrico dei loro spettri (U(s)H(s)=Y(s)) dove la risposta all'impulso h(t) ha spettro o trasformata di Laplace H(s), laddove nei successivi sistemi di processamento-elaborazione numerico-digitali le funzioni-segnali sono discreti u(T) o u(n) e h(T) o h(n), dove la convoluzione di u e h (ricordando che in campo numerico il prodotto integrale diviene una sommatoria di prodotti) produce l'uscita y(T) o y(n) discreta, convoluzione di 2 segnali numerici corrispondente al prodotto U(z)H(z) nel dominio della trasformata Z, come è detto altrove, e dove la risposta impulsiva h(T) ha spettro H(z)); sono state sviluppare molte proprietà e dimostrati teoremi per le funzioni e le distribuzioni nel dominio temporale (usualmente integrabili con grande generalità secondo la teoria di Lebesgue come altrove accennato) in corrispondenza biunivoca con differenti ma analoghe proprietà di funzioni (che sono funzioni analitiche F(p) nel loro dominio di olomorfismo) e teoremi nel dominio delle trasformate nel campo delle frequenze complesse, tra cui anche il teorema di Luigi Amerio per le funzioni e variabili di rete magari ottenibili non come trasformate ma come serie convergenti di trasformate di Laplace quando secondo il teorema stesso hanno per limite o sommatoria infinita ancora una trasformata la quale allora risulterà teoricamente invertibile-antitrasformabile ad esempio con Riemann-Fourier alla corrispondente funzione del tempo o risposta impulsiva di sistema seppure tecnicamente con crescenti difficoltà (ossia ogni funzione olomorfa che sia nulla nell'origine e che sia data da una successione di n trasformate di Laplace è a sua volta una trasformata di Laplace, ed ai prodotti che compaiono nello sviluppo in serie di Taylor si possono sostituire termine a termine le convoluzioni delle corrispondenti antitrasformate, 


ma precedentemente nei suoi lavori sulle trasformate quando non era ancora ben assestata la relativa teoria utilizzante allora usualmente gli integrali di Riemann, Amerio aveva dimostrato che l'operazione di convoluzione era definita per le funzioni nello spazio astratto L(1)locale, quindi dopo aver definito la convoluzione bidimensionale e lungo un asse sviluppava la teoria delle trasformate doppie di Laplace applicabile alle equazioni differenziali alle derivate parziali iperboliche ottenendo la funzione di Riemann in casi molto generali (ma L. Amerio aveva effettuato ricerche, non solo nel campo delle trasformate di Laplace, ma anche nella teoria delle serie (ad esempio sui metodi di sommazione di Gronwall (noto soprattutto per le disuguaglianze di Gronwalls (chiamate anche Thomas Hakon Gronwall's lemma o Gronwall-Bellman inequality) in due forme ossia quella differenziale e quella integrale, importanti nelle stime nella teoria delle equazioni differenziali ordinarie o stocastiche) utili nel prolungamento analitico delle serie di potenze), nel calcolo delle variazioni (lavorando con Leonida Tonelli (noto matematico analista italiano che aveva studiato con Cesare Arzelà e Salvatore Pincherle, aveva insegnato a Cagliari-Parma-Bologna-Pisa, lavorato nel calcolo delle variazioni sui funzionali semicontinui, poi sulle serie e sulla teoria dell'integrazione, ed oggi Tonelli riposa a Pisa accanto ad altri grandi della matematica italiana quali Ulisse Dini (molto apprezzato da B. Russell) e Luigi Bianchi), ottenendo risultati sull'integrale di Lebesgue e nel calcolo variazionale che come abbiamo visto è alla base di teoria dei controlli automatici (la quale, ha una base modellistica matematica comune indipendente dalla natura fisico-ingegneristica del controllo effettuato; ma ripetiamo ancora che la fondamentale teoria del calcolo delle variazioni, vera branca della matematica moderna, studia e ricerca i punti estremanti-estremali dei funzionali in opportuni spazi astratti ossia ricerca tramite un integrale di funzionali le funzioni che rendono minimo-massimo-(ottimo nelle applicazioni) il valore dell'integrale del funzionale stesso (abbiamo qui un funzionale, invece di una semplice funzione, dato che esso dipende da funzioni definite in opportune classi in luogo di solo punti), e come detto i problemi classici-storici sono quelli isoperimetrici (determinare nella famiglia di curve chiuse d'ugual perimetro quella di area minima (il cerchio), ed analogamente determinare tra le superfici d'ugual area quella di volume minimo (la sfera)), quelli di minimizzazione perimetrica(Eulero)-superficiale(Plateau) e quello della brachistocrona (storicamente risalente a Johann e Jacob Bernoulli, quale funzione-traiettoria tra il punto A ed il punto B lungo la quale un corpo pesante scende col minor tempo di percorrenza, ottenuta minimizzando un funzionale del tempo (tale curva è data da un arco di cicloide se A e B non sono sulla verticale discendente, altrimenti sarebbe data da tratto di una retta)), ma volendo prima ancora una primitiva tecnica variazionale risale allo stesso Newton (il quale determinò la superficie di rotazione di un corpo in moto rettilineo uniforme lungo un asse in un fluido perchè sia minima la resistenza (sia minimo il valore dell'integrale della funzione resistenza al moto)), ed il teorema classico è quello relativo all'equazione di Eulero-Lagrange (ricercando la stazionarietà del relativo funzionale, il qual fatto si traduce o è riconduce alla ricerca di una funzione che soddisfi un'equazione differenziale ordinaria), oppure ricercando gli estremanti di integrali di funzionali applicando il teorema di Weierstrass e sua generalizzazione (rammentando i nomi di Todhunter (1861), Carll L. B. (1881), Hancock e Bolza (1904), Hadamard e Frèchet (1910), Byerly (1917), Tonelli (1921), Weinstock (1952), e tanti altri autori più recenti degli ultimi 50 anni che hanno studiato il calcolo delle variazioni), aggiungendo che i metodi variazionali hanno invaso la moderna fisica teorica, la meccanica razionale-analitica (Fermat-Maupertuis-Hertz-Hamilton-Holder-ecc.), la teoria di Lagrange dei sistemi meccanici lagrangiani, la statica e la scienza delle costruzioni (ricordando qui anche il periodo torinese di sviluppo teorico di scienza e statica delle costruzioni), sono utilizzati nella teoria del principio della minima azione (introdotto da Maupertuis e poi perfezionato da Lagrange con l'integrale d'azione), nell'applicazione dei metodi perturbativi (derivanti da storici studi di meccanica celeste dai tempi di Gauss a Poincarè), nella fisica quantistica, negli spazi astratti di Hilbert, nella geometria differenziale (ad esempio la ricerca di geodetiche di superfici-ipersuperfici), nella geometria simplettica, nella teoria di minimizzazione-ottimizzazione dei sistemi quando esistono più soluzioni e nei problemi di controllo di processi-impianti onde minimizzare-ottimizzare opportune funzioni-funzionali, e sono ampiamente utili-necessari nei metodi degli elementi finiti (usati nella risoluzione dei problemi al contorno ad esempio in meccanica-elettromagnetismo dopo la discretizzazione delle equazioni differenziali, nonché ben sviluppati nei programmi ed algoritmi matematici per calcolatore), 


ma ovviamente li incontriamo anche in matematica generale e matematica pura ed anche in teoria di economia politica e macroeconomia (ad esempio per problemi di minimizzazione-ottimizzazione e di ottimizzazione intertemporale)), ma, continuando, Amerio collaborò pure con Picone (noto per la fondazione dell'Istituto Nazionale per le Applicazioni del Calcolo INAC del CNR nel campo del calcolo automatico elettronico oggi detto Istituto per le Applicazioni del Calcolo IAC (grande centro di matematica applicata e computazionale, dotato nel 1955 del secondo calcolatore elettronico italiano dopo quello al PoliMi del '54, e dal quale centro insieme alla scuola di Picone usciranno i maggiori analisti delle Università italiane quali Renato Caccioppoli, Fabio Conforto, Gaetano Fichera, Wolfgang Grobner, Carlo Miranda, Ennio De Giorgi, Luigi Amerio, Guido Stampacchia, Corrado Bohm, Aldo Ghizzetti, Domenico Caligo, quasi tutti occupantesi di equazioni differenziali alle derivate parziali EDDP, di calcolo delle variazioni ed anche di geometria differenziale), aggiungendo che Picone studiò alla Scuola Normale Superiore di Pisa (dove insegnavano Ulisse Dini, Luigi Bianchi, ed Eugenio Elia Levi), divenne dal 1907 assistente di Dini, nel 1913 passò al Politecnico di Torino come assistente di Guido Fubini a meccanica razionale ed analisi matematica eseguendo ricerche sulle equazioni differenziali ordinarie EDO ed alle derivate parziali EDDP (durante la prima guerra mondiale fu adibito al calcolo matematico delle tavole di tiro per l'artiglieria pesante di montagna essendo allora disponibili solo le tavole di tiro di pianura, risolvendo problemi di inefficacia di bombardamento e di fuoco amico (anche se “nonostante ciò avvenne la disfatta di Caporetto” (il maggior crollo di un'armata nel corso della 1° guerra mondiale) dove erano schierati 257400 soldati italiani e 353000 soldati austro-ungarico-tedeschi, ed impiegati 1342 cannoni italiani e 2518 cannoni e 424 pezzi d'artiglieria austro-ungarico-tedeschi, comportando la battaglia di Caporetto-Kolarid sull'Isonzo oggi in Slovenia (19 giorni di combattimenti, 24ott-12nov17, in cui erano direttamente impegnate al centro schieramento Udine-Palmanova-Gorizia la 3° Armata comandata dal duca d'Aosta costituita da 4 corpi d'armata, a nord-sinistra schieramento Plezzo-Caporetto-Tolmino-Cividale la 2° Armata comandata dal generale Luigi Capello e costituita da 8 corpi d'armata, mentre lo sfondamento avvenne sul fianco sinistro della 2° Armata tra Tolmino e Plezzo proprio a Caporetto sul fiume Isonzo tratto presidiato dalla 19° Divisione del maggiore generale Giovanni Villani, dalla brigata Puglie e dal X Gruppo alpini del XXVII Corpo d'armata del tenente generale Pietro Badoglio, laddove sul fianco nord  vi era il IV Corpo d'armata del tenente generale Alberto Cavaciocchi, e più arretrato tra i due Corpi era stato disposto il VII Corpo d'armata comandato dal maggior generale Luigi Bongiovanni, 


notando come la linea del fronte prima del 24ott seguiva la linea delle Alpi Carniche tranne ad ovest in Alto Trentino con Bolzano-Cavalese-Trento zona già occupata dagli austriaci) una perdita di quasi 45 mila morti-feriti italiani, 50 mila morti-feriti avversari, e 265 mila prigionieri italiani oltre a 1 milioni di profughi civili con devastazioni-saccheggi-fame-morti tra la popolazione, con conseguente rotta del fronte militare e ritirata fino a San Daniele-Udine-Montefalcone, poi fino al fiume Tagliamento Gemona-Spilimbergo-Pordenone-Casarsa della Delizia-Latisana, quindi la ritirata comandata da Armando Diaz sostituente Cadorna per una difesa ad oltranza fino al fiume Piave (perdendo il Friuli Venezia Giulia e parte del Veneto) che nell'anno successivo necessiterà del combattimento delle tre sanguinose battaglie del Piave con la vittoria finale di Vittorio Veneto per arrivare fino a Trieste impiegante 1.1 milioni di uomini e 10 mila cannoni di parte Italia-Francia-UK-USA e 800 mila uomini e 7 mila cannoni di Austria-Ungheria), poi a Napoli si interessò alla soluzione numerica di problemi quantitativi per esigenze applicative, quindi andò all'Università di Roma fino al '60, ed oggi con più di 300 lavori Picone è noto per identità di Picone (per le equazioni differenziali ordinarie lineari del 2° ordine dipendenti da un parametro) e per la maggiorazione a priori delle soluzioni di equazioni differenziali, laddove al tempo politicamente fu un convinto nazionalista ed aderente al partito fascista anche per l'appoggio dato alle moderne novità tecnologiche di futurismo(Marinetti)-fascismo(Mussolini) onde il suo operato fu esaminato dagli epuratori dei professori universitari nel secondo dopoguerra seppure la sua posizione venne archiviata anche per via dell'aiuto dato ad ebrei ed antifascisti quali Ascoli e Caccioppoli), 


poi con Giovanni Prouse (di cui abbiamo scritto, laureato presso il Politecnico di Milano è stato professore di Metodi matematici per l'Ingegneria a PoliMi (insegnamento diremmo dal nome non molto corretto dato che nel corso degli anni in tale insegnamento si è trattato soprattutto di fisica matematica, di analisi funzionale, di teoria delle trasformate, ed un poco di calcolo numerico, per cui sembrerebbe piuttosto un corso di Complementi di analisi matematica che non di Metodi per l'ingegneria) e studioso di equazioni differenziali alle derivate parziali EDDP), Eugenio Elia Levi (studiò alla Scuola Normale Superiore di Pisa ed ebbe insegnante Luigi Bianchi discutendo una tesi sulla teoria delle superfici 2-dimensionali immerse in un iperspazio, insegnò Analisi infinitesimale a Genova, e morì a 34 anni a Subida il 28ott17 nel corso della battaglia successiva alla disfatta di Caporetto per contenere l'invasione austro-ungarico-tedesca, ed è ricordato per gli studi di geometria differenziale, teoria dei gruppi (decomposizione di Levi per le algebre di Lie), teoria delle funzioni di variabile complessa, problemi di Cauchy e di Goursat, teoria degli operatori differenziali alle derivate parziali (e soluzioni fondamentali per operatori ellittici)), Luigi Fantappiè (studiò alla Scuola Normale Superiore di Pisa, insegnò in varie università italiane fino al 1934 quindi andò a San Paolo in Brasile per fondare l'Istituto di matematica, dal 1940 fu docente all'Istituto Nazionale di Alta Matematica a Roma, nel '42 sviluppò una Teoria unitaria di fisica-biologia introducendo il concetto di sintropia (formalmente equivalente al concetto di Informazione introdotto come detto da Ralph Hartley nel 1928 e poi più esattamente da Claude Shannon, ed al concetto di negentropia od entropia negativa proposto da Erwin Schrodinger nel '43 (nella teoria delle onde le soluzioni progressive nel tempo rappresenterebbero processi entropici-sintropici (caratteristiche dei fenomeni fisici ad entropia crescente) e le soluzioni regressive nel tempo darebbero invece origine all'organizzazione tipica dei sistemi viventi apparentemente contraria all'aumento del disordine ed entropia, studi eseguiti anche da scienziati russi tipo Nikolai Kozyrev coi flussi di densità di tempo), ma Fantappié fu il fondatore della teoria dei funzionali analitici, fu studioso della teoria della relatività einsteiniana, elaborò una teoria degli universi fisici fondata su teoria dei gruppi (teoria di "relatività finale" contemplante l'estensione su scala cosmica della relatività ristretta RR), ossia Amerio ha lavorato con tutti i primi matematici italiani del '900, insieme a contatti con Vito Volterra (su cui abbiamo scritto come uno dei fondatori dell'analisi funzionale e della teoria delle equazioni integrali, inoltre fu studioso di biologia matematica (sviluppando ulteriormente il lavoro di Pierre François Verhulst oltre che delle sperimentazioni dello zoologo Umberto D'Ancona), ed aggiungiamo che proveniente da una famiglia ebrea povera studiò all'Istituto Tecnico Galileo Galilei manifestando una straordinaria propensione per gli studi matematici e di fisica matematica, si iscrisse all'Università di Pisa nel 1878 e l'anno successivo passò alla Scuola Normale Superiore ottenendo la laurea nel 1882 con una tesi di idrodinamica (anticipando alcuni risultati di Stokes), quindi a 23 anni divenne professore di meccanica razionale all'Università di Pisa iniziando il suo famoso programma di sviluppo della teoria dei funzionali fino alla teoria delle equazioni integrali e delle equazioni integro-differenziali (Teoria delle equazioni funzionali e delle equazioni Integrali e integro-differenziali del 1930), dopo la morte di Enrico Betti nel '30 divenne professore di meccanica razionale all'Università di Torino, nel periodo 1892-94 si dedicò alle equazioni differenziali alle derivate parziali in specie alle equazioni delle onde cilindriche, sviluppò pure la teoria delle dislocazioni nei cristalli, nel 1900 assunse la cattedra di fisica matematica all'Università di Roma, ma egli convinto interventista partecipò dalla grande guerra occupandosi dei problemi di calcolo del tiro di cannoni installati su dirigibili e dello sviluppo di dirigibili e di palloni aerostatici (proponendo l'uso dell'elio invece dell'idrogeno assai infiammabile), 


poi occupandosi di biomatematica sviluppò la teoria che porta alle equazioni riguardanti il problema preda-predatore oggi denominate equazioni di Volterra-Lotka, dall'anno 1921 fino al 1940 fu presidente del Bureau International des Poids et Mesures di cui fece edificare la sede a Sevres, si schierò contro la riforma Gentile delle scuole-università italiane, nel '23 divenne presidente dell'Accademia dei Lincei, favorì la nascita di un organismo italiano collegato al Consiglio Internazionale delle Ricerche onde nel '23 nacque il Consiglio Nazionale delle Ricerche CNR di cui fu presiedere fino al '27 quando fu sostituito nella presidenza da Guglielmo Marconi, nel '31 insieme ad altri 12 professori universitari italiani si rifiutò di prestare il Giuramento di fedeltà al Fascismo onde venne costretto a lasciare la cattedra di fisica matematica e dal '34 decadde anche dall'Accademia dei Lincei, poi visse soprattutto a Parigi ed in Spagna), Sobolev (anche di Sobolev abbiamo scritto ma qui aggiungiamo che Sergej L'vovic Sobolev nato a San Pietroburgo-Sankt-Peterburg nel 1908 e morto a Mosca nel 1989, è stato uno dei più famosi matematici sovietici (famoso soprattutto per gli spazi astratti col suo nome (gli spazi di Sobolev), e per l'introduzione delle funzioni generalizzate, per gli sviluppi dell'analisi funzionale e delle equazioni differenziali alle derivate parziali EDDP, e per i suoi teoremi), si laureò nel 1929 all'Università di Leningrado dove fu allievo di Nikolaj Maksimovic Gunter, lavorò con Vladimir Smirnov, poi dal '34 all'Istituto Steklov di Matematica di Mosca, fu professore all'Università di Stato di Mosca nel 1935-37, direttore del Laboratorio 2 nel 1943-45 partecipando dunque al programma nucleare militare della bomba a fissione sovietica, fu fondatore e direttore dell'Istituto di Matematica ad Akademgorodok nei pressi di Novosibirsk per promuovere la diffusione della matematica; ma diciamo che è ricordato specialmente per gli spazi astratti di Sobolev (definiti su caratteristiche delle trasformate di Fourier, sapendo che tali spazi ed i relativi teoremi sono di grande importanza per l'analisi funzionale), poi per lo sviluppo delle funzioni generalizzate introdotte da Sobolev nel '35 oggi denominate distribuzioni come detto funzioni sempre continue e sempre n-differenziabili poiché continue per ogni n (allo scopo di dare soluzioni più deboli alle equazioni differenziali in opportuni spazi astratti) successivamente ben sviluppate da Laurent Schwartz, il quale processo di estensione a funzioni-distribuzioni senza alcuna limitazione circa continuità-differenziabilità ha molto migliorato la vecchia nozione di derivata di funzioni notoriamente introdotta da Newton-Leibniz (come avviene in fisica (od anche in branche dell'ingegneria ed in teoria delle reti elettriche) dove compaiono “funzioni” che sono impulsi-gradini-funzioni continue a tratti-ecc., ossia funzioni-pseudofunzioni che non sarebbero differenziabili in senso stretto costringendo così a separare i campi di definizione, di derivazione e di risoluzione)), ecc.), 


poi ancora Amerio nelle equazioni differenziali ordinarie non lineari, nelle equazioni differenziali alle derivate parziali iperboliche (ossia di propagazione, eliminando pure ogni ipotesi asintotica circa il termine noto-generatore-forzante f(t)) paraboliche (di diffusione) ed ellittiche dai “lunghi calcoli pesanti”, nel campo delle funzioni quasi periodiche a valori negli spazi di Banach, nella dinamica dei continui con vincoli unilaterali, e nell'analisi qualitativa delle equazioni e sistemi di equazioni differenziali quando non sia tecnicamente possibile la risoluzione analitica ad esempio sistemi non lineari o di meccanica non lineare (Poincarè, Bendixson, ecc.) o nei metodi di calcolo numerico delle soluzioni nei problemi al contorno)), ma molti altri studi e lavori di matematici ed ingegneri sono stati necessari per la soddisfacente sistemazione di teoria delle reti elettriche (veramente sembrerebbe che i matematici erano piuttosto occupati “o con le curve ellittiche o con le misteriose proprietà dei numeri primi” che spesso sono loro “cavalli di battaglia teorica” più o meno), in particolare per impostare correttamente il metodo di risoluzione generale di analisi delle reti (in presenza di bipoli di rete che sono generatori (ideali) di tensione non terminati in serie con resistenza-impedenza (per cui non è permesso il circuito equivalente Thevenin-serie), od in presenza di bipoli che sono generatori (ideali) di corrente non terminati in parallelo con conduttanza-ammettenza (per cui non è permesso il circuito equivalente Norton-parallelo)) passando dal metodo di analisi dei nodi AN al metodo di analisi dei nodi modificato ANM (soluzione di un problema matematico relativo alla risoluzione del sistema di equazioni algebrico-integrodifferenziale della rete in formulazione analisi nodi AN); con uno studio ed un approccio più sistematico dagli anni '60 (dato che nel frattempo in UC Berkeley si stava ben sviluppando la nuova Teoria dei Sistemi), grazie ad un'assiomatica teoria dei grafi e l'uso dell'algebra lineare e calcolo matriciale sarebbero state introdotte le variabili di ingresso-uscita, le variabili di rete, le variabile di stato con le relative trasformazioni ingresso-stato e stato-uscita ottenendo soluzioni per mezzo delle equazioni di stato come scritto altrove (e con l'avvento di calcolatori più potenti e più veloci il mondo delle trasformate e delle frequenze complesse ha perduto via via di importanza privilegiando invece la risoluzione delle reti (i cui metodi generali sono stati rapidamente esposti altrove sia in questa sezione del libro che nell'altra) direttamente nel dominio del tempo seppure con tecniche sia numeriche che analitiche (dato che le equazioni di rete si possono impostare ma poi spesso non risolvere analiticamente), e nei secoli futuri potrebbe essere completamente abbandonato magari in favore di altri modelli e più potenti metodi teorici anche questi magari richiedenti per la risoluzione l'uso di futuribili grandi calcolatori CD o CQ), per cui teoria delle reti elettriche ha reciso le sue vecchie radici nate nel terreno e nel campo dall'elettromagnetismo di Maxwell e dai molti esperimenti e teorie-modelli matematico-fisici di matematici-fisici-ingegneri ossia di Volta-Ohm-Ampere-Faraday-Henry-Arago-Abraham-Lenz-Neumann-ecc. (era questo il lungo periodo dalla metà dell'800 a circa gli anni '30 del '900 in cui la teoria elettrica circuitale possedeva un'impostazione ancora fortemente maxwelliana basata sul concetto di campo piuttosto che sul concetto di rete e di bipolo di rete), per divenire una disciplina fondata assiomaticamente ed autonoma. 


In particolare, per ciò che attiene alla scienza-ingegneria elettrica in Italia, rapidamente rammentiamo che negli anni in cui in Gran Bretagna si fondava la teoria fisica elettromagnetica classica su base matematica integrodifferenziale di J. C. Maxwell (ossia A Dynamical Theory of the Electromagnetic Field del 1864, ed A Treatise on Electricity and Magnetism del 1873) portando ad unificazione le leggi di Faraday-Ampere-Lenz-ecc., introducendo o meglio formalizzando il concetto di campo come detto introdotto un poco empiricamente da Faraday (mediatore dello scambio di forze e dunque allontanandosi un poco dal semplice meccanicismo newtoniano del '700-800, ma conservando la teoria meccanica-elastica dell'etere con l'inerente tensione-sforzo ed energia trasportata dal mezzo materiale-elastico), negli anni in cui la scienza elettrica tedesca era in rapida ascesa (e si sviluppavano le prime applicazione ingegneristiche elettrotecniche dell'elettromagnetismo in Germania (ma pure in Gran Bretagna ed in Francia) quale conseguenza delle teorie di Maxwell-Poynting-Heaviside-Gaulard-Steinmetz-Siemens-ecc. ancora ingegneristicamente “primitive” (ad esempio l'elettrotecnico francese Lucien Gaulard inventò intorno al 1880 un generatore termoelettrico circa 80 anni dopo l'invenzione della pila di A. Volta, conosciuto soprattutto per gli esperimenti pionieristici dal 1883 nella trasmissione di potenza-energia elettrica tramite trasformatori da lui progettati insieme a John Dixon Gibbs (AC step-down transformer, ossia generatore secondario come allora si denominavano i trasformatori col nucleo di ferro con l'avvolgimento secondario di alimentazione, notoriamente sfruttanti la legge dell'induzione di Faraday, e qui siamo proprio agli albori della tecnica del trasformatore con la realizzazione di sistemi di illuminazione in Gran Bretagna, poi brevetto sul trasformatore (contestato però dall'ingegnere-inventore inglese Sebastian Pietro Innocenzo Adhemar Ziani de Ferranti) acquistato nel 1885 da George Westinghouse usato subito dall'ingegnere William Stanley per il progetto di sistemi d'illuminazione (oggi il prototipo originale del trasformatore di Stanley del 1885, fatto di ferro-rame-legno, è visibile a Berkshire Museum)) e per le installazioni per l'illuminazione elettrica della metropolitana di Londra)), in Italia più modestamente i nomi di spicco di tale scienza erano Fabrizio Ottaviano Mossotti (fisico-matematico-astronomo, allievo del matematico V. Brunacci (Corso di matematica sublime in 4 volumi, come si chiamava ancora il calcolo infinitesimale-differenziale-integrale, a Pavia-Pisa), tra i fondatori della scuola di matematica pisana, con studi di idraulica, meccanica celeste (elaborando un metodo più semplice per il calcolo delle orbite dei corpi celesti sulla base di 4 osservazioni), sulle interazioni molecolari (e sui dielettrici) con un modello in cui l'etere circondante le molecole condensandosi asimmetricamente le polarizza circa nel 1850 (idea poi ripresa nel 1879 da Rudolf Clausius portando all'equazione di Clausius-Mossotti (Mossotti considerava la relazione tra le costanti dielettriche ε e le grandezze macroscopiche elettromeccaniche del mezzo (per cui il rapporto (costante dielettrica mezzo – costante dielettrica vuoto)/(costante dielettrica mezzo – 2(costante dielettrica vuoto)) = (4π/3) moltiplicata per numero Avogadro per polarizzabilità del mezzo per densità di massa e diviso massa molecolare) mentre Clausius considerava gli indici di rifrazione n (con una relazione analoga dove al posto delle costanti dielettriche c'è il quadrato dell'indice di rifrazione)), ma ispirando anche Maxwell nella concezione della corrente di spostamento quale variazione nel tempo del flusso elettrico (necessaria per l'esistenza della radiazione elettromagnetica), oltre che con studi sull'aberrazione ottica), 


Giuseppe Colombo (ingegnere-imprenditore-politico-ministro, nato a Milano nel 1836 e morto a Milano nel 1921, studiò all'Università di Pavia quale allievo apprezzato da Francesco Brioschi e Giovanni Codazza, nominato professore presso la Società d'Incoraggiamento d'Arti e Mestieri dove sempre insegnò, patriota della 2° guerra d'indipendenza e garibaldino, nel 1865 ebbe la cattedra di Meccanica ed Ingegneria industriale all'Istituto Tecnico Superiore di Milano (poi PoliMi) e tra i suoi allievi troviamo l'imprenditore della gomma Giovanni Battista Pirelli, il pioniere dell'aviazione italiana Enrico Forlanini e Giacinto Motta della Edison, Colombo noto soprattutto per il grande impulso all'industrializzazione del paese (specialmente in campo elettrico) e contrario alla formazione dell'impero italiano in Africa, noto per la realizzazione della 1° centrale termoelettrica italiana costruita insieme alla Edison statunitense nei pressi di piazza del Duomo a Milano, e noto per il Manuale dell'Ingegnere pubblicato dal 1878 da U. Hoepli, e per essere divenuto nel periodo 1897-1921 rettore del Politecnico di Milano), Galileo Ferraris (ingegnere civile ed assistente di fisica tecnica al Regio Museo Industriale italiano (futuro Regio Politecnico di Torino o PoliTo nato nel 1906 laddove ancora prima vi era la Scuola di Applicazione per gli Ingegneri fondata nel 1859, aggiungendo che gli studenti del Politecnico di Torino sono circa 34 mila nel 2016 suddivisi in 22 Corsi di Laurea di I livello (3 in Architettura e 19 in Ingegneria), 29 Corsi di Laurea di II livello (6 in Architettura e 23 in Ingegneria), con 16 percorsi formativi completamente tenuti in inglese, 1 Master di I livello, 10 Master di II livello, 16 Corsi di dottorato di ricerca, 3 Master interuniversitari, 7 Corsi di formazione permanente, con i Dipartimenti DAD (Dipartimento di Architettura e Design), DAUIN (Dipartimento di Automatica e Informatica Cinema e Mezzi di Comunicazione), DENERG (Dipartimento Energia), DET (Dipartimento di Elettronica e Telecomunicazioni), DIATI (Dipartimento di Ingegneria dell'Ambiente, del Territorio e delle Infrastrutture), DIGEP (Dipartimento di Ingegneria Gestionale e della Produzione), DIMEAS (Dipartimento di Ingegneria Meccanica e Aerospaziale), DISAT (Dipartimento Scienza Applicata e Tecnologia), DISEG (Dipartimento di Ingegneria Strutturale, Edile e Geotecnica), DISMA (Dipartimento di Scienze Matematiche), DIST (Dipartimento Interateneo di Scienze, Progetto e Politiche del Territorio); l'elenco dei rettori della Scuola di Applicazione (1860-1906) riporta: Prospero Richelmy (1860-80), Giulio Axerio (1880-81), Giacinto Berruti (1881-82), Giovanni Curioni (1882-87),  Alfonso Cossa (1887-1902), Angelo Reycend (1902-05), Giampiero Chironi (1905-06), Vito Volterra (1906-06); l'elenco dei rettori (nel periodo 1906-2012) riporta: Enrico D'Ovidio (1906-22), Gustavo Colonnetti (1922-25), Felice Garelli (1925-29), Giuseppe Albenga (1929-32), Clemente Montemartini (1932-33), Giancarlo Vallauri (1935-38), Aldo Bibolini (1938-45), Gustavo Colonnetti (1945-45), Pietro Enrico Brunelli (1945-47), Eligio Perucca (1947-55), Antonio Capetti (1955-70), Rolando Rigamonti (1970-81), Lelio Stragiotti (1981-87), Rodolfo Zich (1987-2001), Giovanni Del Tin (2001-05), Francesco Profumo (2005-11), Marco Gilli (2012-); qui hanno insegnato i seguenti docenti noti: Galileo Ferraris (inventore della tecnica del campo magnetico rotante e del motore elettrico in alternata), Giulio Natta (chimico industriale e Premio Nobel per la chimica), Francesco Profumo (ingegnere elettrotecnico, in Ansaldo poi professore di Macchine ed azionamenti elettrici, Ministro dell'Istruzione Università e Ricerca nel governo Mario Monti, dal 2014  Presidente della Business school ESCP Europe presso il campus di Torino), Valentino Castellani (ex sindaco di Torino, con laurea a PoliTo e master al MIT, professore di Comunicazioni elettriche, noto soprattutto per lavori sulla teoria delle trasmissioni e della codificazione di segnali in trasmissioni satellitari e di telefonia mobile), 


Tullio Regge (teorie quantistiche della materia, fisico e matematico con la prima cattedra di Relatività a Torino, vincitore della medaglia Albert Einstein e del premio Dirac, noto fisico che ha introdotto in meccanica quantistica il momento angolare complesso ed i poli della matrice d'urto delle particelle ad alta energia (poli di Regge) al tempo della collaborazione con Heisenberg al Max Planck Institut, che ha sviluppato la relatività generale scoprendo proprietà matematiche di certe soluzioni delle equazioni di RG nonché un nuovo approccio formale discreto basato sui simplessi a RG (calcolo discreto di Regge), quindi ha lavorato a Princeton University ed all'Institute for Advanced Study, negli anni '60 con Wheeler-Remo Ruffini ha dato un importante contributo allo studio della metrica di Schwarzschild dei buchi neri e poi ha introdotto il concetto di gravità discreta, inoltre ha elaborato la teoria di Regge quale teoria delle interazioni forti ad alte energie), Gaetano Arturo Crocco (pioniere dell'aeronautica progettista del 1° dirigibile italiano, dell'idroplano, e sperimentatore della propulsione con motore a reazione a polvere pirica ed a combustibile liquido, docente di aeronautica prima di Luigi Broglio, dedicandosi poi ad astronautica e missilistica nonché presentante i viaggi interplanetari sfruttando i campi gravitazionali di Marte-Venere ossia l'effetto fionda gravitazionale (rapidamente basandosi sull'orbita di Hohmann, Arthur Clarke aveva ipotizzato che un viaggio Terra-Marte con minimo consumo di carburante avrebbe richiesto 259 giorni=8.5 mesi con permanenza di 425 giorni=14 mesi onde consentire un nuovo allineamento che consentisse il viaggio di ritorno di 259 giorni col minimo di consumo, ma Crocco propose di sfruttare la gravità marziana-aresiana per effettuare solo un sorvolo di Marte da circa 1 milione di Km con semplice ritorno a Terra complessivamente in circa 365 giorni, però se l'astronave venisse indirizzata verso Venere il sorvolo di Marte potrebbe avvenire più da vicino con tratta Terra-Marte percorsa in 113 giorni=3.7 mesi, Marte-Venere in 154 giorni=5 mesi e Venere-Terra in 98 giorni=3.2 mesi (complessivamente circa 1 anno) ed oggi si utilizza pure tale tecnica nelle missioni interplanetarie), Mario Boella (scopritore dell'effetto Boella (quando l'impedenza di un resistore diminuisce all'aumentare della frequenza a causa di capacità parassite distribuite all'interno del resistore stesso (ciò vale maggiormente per R di grande valore ohmico), e ciò sarebbe l'effetto opposto dell'effetto pelle nel quale l'impedenza (ed anche la resistenza) aumenta con l'aumentare di f), docente di Comunicazioni Elettriche), Luigi Bonavoglia (ingegnere elettrotecnico-aeronautico, direttore tecnico di SIRTI (realizzazione e manutenzione delle reti telefoniche, coi ponti radio del secondo dopoguerra), presidente di CSELT telecomunicazioni (con la sua prima commessa internazionale di Corning riguardante ponti RF, quindi commutazione numerica, fibre ottiche), professore di Trasmissione telefonica dal 1968, ma fu anche presidente della Fondazione Marconi, membro del consiglio del Ministero delle Poste e Telecomunicazioni PPTT, presidente di STMicroelectronics nel periodo 1979-91)), Vittorio Marchis (ingegnere, storico dell'ingegneria e scrittore), Franco Levi (Scienza delle costruzioni), Giorgio Ceragioli (ingegnere, docente di Tecnologia dell'architettura), Carlo Mollino (architetto e designer), Roberto Gabetti (architetto), Giovanni Muzio (architetto, esponente del movimento artistico Novecento), Giovanni Astengo (architetto ed urbanista italiano), Andrea Bruno (architetto restauratore), Giuseppe Ciribini (professore di Tecnologia dell'architettura), Achille Castiglioni (architetto e progettista italiano), Rodolfo Zich (docente di Campi elettromagnetici e circuiti, presidente del centro di ricerca CSELT nel periodo 1999-2003 di trasformazione in TILab, amministratore di TIM SpA, fondatore nel 2002 della Fondazione Torino Wireless per il rilancio dell'Innovazione ICT a Torino ed in Piemonte, ed è stato presidente dell'Associazione italiana per l'informatica ed il calcolo automatico AICA), Angelo Raffaele Meo (pioniere dell'informatica italiana e sostenitore Open Source (nel 2007 è stato capo della Commissione per il software a codice sorgente aperto nella Pubblica Amministrazione), 


si è laureato nel 1959 in ingegneria elettrotecnica a PoliTo con una tesi su Elettromagnetismo e relatività, iniziando la progettazione di circuiti elettronici, poi divenne assistente alla cattedra di Elettrotecnica di PoliTo del professore Giuseppe Biorci, si occupò del progetto di circuiti elettronici per calcolatori, poi di software (come quello promettente per la sintesi vocale), poi divenne docente di Sistemi di elaborazione dell'informazione, presidente del Progetto Finalizzato Informatica del CNR nel periodo 1979-85, e nel 2006-09 presidente dell'Accademia delle Scienze di Torino), Juan Carlos De Martin (ingegnere elettronico ed informatico, sostenitore Open Access, noto per la sua attività nell'ambito Internet e società con una particolare attenzione ai temi del diritto d'autore nel mondo digitale e della funzione neutrale delle rete Internet, ha lavorato all'Università di California a Santa Barbara ed a Media Technologies Laboratory di Texas Instruments TI (alla sintesi vocale)), Piercarlo Ravazzi (economista, scrittore e accademico), Ottorino Aloisio (architetto), Pietro Betta (architetto ed urbanista); hanno qui studiato studenti divenuti celebri: Giovanni Astengo (architetto ed urbanista), Carlo Alberto Castigliano (ingegnere e matematico, noto autore del teorema di Castigliano in scienza delle costruzioni), Giorgio Ceragioli (professore di Tecnologia dell'architettura), Leonardo Chiariglione (ricercatore CSELT e fondatore di MPEG), Francesco Carassa (pioniere dei ponti radio RF in Magneti Marelli, docente di Comunicazioni elettriche e rettore di PoliMi), 


Corradino D'Ascanio (ingegnere meccanico, e progettista di Piaggio Vespa quale scooter “concorrente” di Innocenti Lambretta), Carlo De Benedetti (imprenditore, editore e finanziere, presidente di Olivetti di Ivrea), Franco Debenedetti (imprenditore e politico), Giulio Douhet (padre dell'aeronautica militare), John Philip Jacob Elkann (imprenditore, nipote di Gianni Agnelli e presidente di FCA ed Exor), Giuseppe Gabrielli (progettista aeronautico italiano), Vittorio Ghidella (dirigente d'azienda, ex amministratore delegato FIAT Lancia ed Abarth), Dante Giacosa (progettista e pioniere automobilistico), Ettore Sottsass (architetto e designer), Adriano Olivetti (direttore e presidente di Olivetti), Camillo Olivetti (fondatore di Olivetti di Ivrea), Vilfredo Pareto (economista e sociologo), Pier Giorgio Perotto (ingegnere di Olivetti, progettista di Olivetti Programma 101), Andrea Pininfarina (imprenditore automobilistico), Sergio Pininfarina (imprenditore designer e senatore a vita, figlio del fondatore dell'omonima azienda), Pasquale Pistorio (ex amministratore delegato di STMicroelectronics), Giovanni Antonio Porcheddu (ingegnere, esperto della tecnica del conglomerato cementizio armato), Orazio Satta Puliga (ingegnere meccanico-aeronautico nel settore automobilistico nonché personaggio nella storia Alfa Romeo), Dionigi Scano (architetto e saggista sardo), Paolo Soleri (architetto, urbanista, scrittore e scultore italiano), Roberto Gabetti (architetto), Aimaro Isola (architetto), Giuseppe Pagano Pogatschnig (architetto), Enzo Venturelli (architetto), Armando Melis de Villa (architetto ed urbanista), Gino Levi-Montalcini (architetto e disegnatore italiano, nonché fratello del premio Nobel in medicina Rita Levi-Montalcini), Paolo Pejrone (architetto paesaggista), Pietro Derossi (architetto), Mario Labò (architetto e storico dell'architettura), Andrea Bruno (architetto restauratore); l'elenco dei laureati ad honorem riporta: 1937 Giovanni Agnelli (ingegneria industriale; figlio di Edoardo Agnelli, laureato in giurisprudenza e dirigente di FIAT dal 1966), 1945 Clarence Raymond Birchett (ingegneria civile), 1945 Edward H. Richardison (ingegneria civile), 1953 Enrico Mattei (ingegneria mineraria; fondatore di ENI nel 1952 dall'Agip), 1957 Albert Erich Brinckmann (architettura), 1959 Stephen P. Timoshenko (ingegneria industriale; docente di Meccanica teorica ed applicata a San Pietroburgo ed in USA presso Westinghouse Electric poi quale professore all'Università del Michigan ed all'Università di Stanford, ha studiato in particolare la teoria dell'elasticità e della trave inflessa, è stato autore di molti libri e manuali tradotti poi in tutto il mondo), 1959 Vittorio Valletta (ingegneria industriale; entrò in FIAT sia prima che dopo la seconda guerra mondiale prescelto per le sue spiccate doti di organizzatore (protagonista pure degli anni del boom economico)), 


1959 Franz Tank (ingegneria industriale), 1959 Harry R. Ricardo (ingegneria industriale; imparentato con noto economista David Ricardo è un noto progettista di motori termici a combustione interna specialmente diesel per automobili ed aviazione), 1959 Louis Eugène Félix Néel (ingegneria industriale; fisico francese vincitore insieme a Hannes Alfvén del premio Nobel per la fisica nel 1970 con la motivazione “per il lavoro e le scoperte fondamentali nel campo del ferromagnetismo e dell'antiferromagnetismo, che hanno condotto a importanti applicazioni nella fisica dello stato solido”), 1960 Teodore Von Karman (ingegneria aeronautica; matematico-fisico-ingegnere ungherese naturalizzato USA studioso di aero-idrodinamica con notevoli contributi allo studio del flusso supersonico-ipersonico, studiò ingegneria nella Regia Università Tecnica di Budapest, andò all'Università di Gottinga in Germania dove collaborò con Ludwig Prandtl, fu direttore dell'Istituto Aeronautico ad Aquisgrana, partecipò alla fondazione nel 1946 di International Union of Theoretical and Applied Mechanics, nel '30 andò al Guggenheim Aeronautical Laboratory al California Institute of Technology trasformandolo in un centro mondiale delle scienze aeronautiche, fondò U. S. Institute of Aeronautical Sciences, fu convinto sostenitore della propulsione a razzo specialmente a fini aeronautici-astronautici e nel '40 con Frank J. Malina costruì il missile JATO (Jet-Assisted TakeOff) quale prototipo dei motori a razzo, nel '41 fondò con Malina la società Aerojet, in WWII fu consulente del governo USA circa i programmi tedeschi nel settore, nel 1944 Karman e colleghi del Guggenheim Aeronautical Laboratory fondarono presso CalTech il Jet Propulsion Laboratory ancora oggi un centro di spicco per la ricerca astronautica, quindi ricoprì varie cariche onorarie), 1963 Giovanni Battista Pininfarina (architettura), 1967 Francesco Giacomo Tricomi (ingegneria aeronautica; matematico noto per i suoi studi del 1925 sulle equazioni differenziali alle derivate parziali EDDP del 2° ordine di tipo misto oggi detta equazione di Tricomi (del tipo y(uxx)+uyy=0, dove u è derivata parzialmente due volte rispetto a x e due volte parzialmente rispetto a y, per cui è di tipo iperbolico in una regione di spazio, di tipo ellittico nella regione complementare e di tipo parabolico sulla frontiera, usata poi in gasdinamica per descrivere il moto transonico, oppure scritta come utt-t(uxx)=0), sulle funzioni speciali e sulle serie ortogonali), 1989 Alberto Sartoris (architettura), 1993 Nuccio Bertone (architettura), 1993 Carlo Da Molo (ingegneria gestionale; presidente dal 1966 di Italgas di Snam del gruppo ENI, in un periodo di grande espansione), 1993 Gaetano Di Rosa (ingegneria meccanica), 1993 Nathan Marcuvitz (ingegneria elettronica; fisico-ingegnere studioso della teoria elettromagnetica e delle microonde con applicazioni nell'elettronica industriale-civile, ha lavorato pure al Radiation Laboratory al MIT), 1993 Enrico Salza (ingegneria gestionale), 2001 Pier Giorgio Frassati (ingegneria mineraria), 2001 Francesco Rosi (architettura), 2001 Branimir Von Turkovich (ingegneria dei materiali; professore di ingegneria meccanica e scienza dei materiali in USA), 2002 Paul Shewmon (ingegneria dei materiali), 2002 Riccardo Lovat (ingegneria per l'ambiente ed il territorio; inventore italiano che nella sua società di Toronto ha inventato la famosa talpa meccanica ossia la gigantesca fresa con scudo per l'escavazione di gallerie-tunnel), 2002 Piergiacomo Guala (ingegneria meccanica), 2004 Paolo Vitelli (ingegneria meccanica), 


2005 Benoit B. Mandelbrot (ingegneria civile; matematico polacco naturalizzato francese studioso di geometria frattale utile in modelli di economia e finanza o di teoria del caos... che poco sembrerebbe però aver a che fare con ingegneria civile o magari con qualche teoria strutturale), 2005 Grigory Isaakowitsch Barenblatt (ingegneria civile; matematico russo che ha studiato con Kolmogorov), 2005 Robert Mario Fano (ingegneria delle telecomunicazioni, emigrato in USA per le leggi razziali studiò ed insegnò al MIT divenendo uno dei pionieri del radar americano ed è molto noto per il codice di Shannon-Fano e per il sistema time-sharing), 2005 Leonard Kleinrock (ingegneria telematica; dottorato in ingegneria elettrica al MIT e professore di informatica ad UCLA (Università della California Los Angeles, nata nel 1882, e fin dagli anni '30 con popolazione studentesca notoriamente molto orientata a sinistra riguardo socialismo-comunismo-radicalismo-femminismo, ed anche nel 2006 ci fu la rivolta studentesca contro l'uso del Taser da parte della polizia (dispositivo classificato tra le armi da difesa che fa uso di brevi impulsi di campi elettrici ad alta tensione e bassa corrente (lanciando verso il soggetto dardi, tra cui avviene la scarica elettrica lungo il percorso a minor resistenza elettrica, collegati da fili al dispositivo stesso che li lancia) per paralizzare i movimenti dei soggetti colpiti (ma negli USA avrebbe già prodotto centinaia di morti spesso dovuti a concause), detto anche pistola elettrica o storditore elettrico o dissuasore elettrico (contro il quale, prevedendolo, sarebbe magari utile indossare indumenti abbastanza spessi fatti con plastica conduttiva perché la scarica elettrica interessi solo i vestiti, vantaggiosi questi pure per eliminare le cariche elettrostatiche), inventato nel 1969 da Jack Cover ma i taser più evoluti (tipo M26 militare, o x-26) sono stati progettati dal 1998)), ha dato importanti contributi nella teoria delle reti di calcolatori, ha avuto un ruolo nello sviluppo di ARPANET da cui nascerà Internet realizzando un primo collegamento tra calcolatori nel lontano nov1969 tra i 2 nodi costituiti dal suo laboratorio dell'UCLA a quello di Douglas Engelbart di Stanford Research Institute usando 2 primitivi modem (tipo Interface Message Processor), ma già a dic69 erano collegati alla rete anche l'Università di California di Santa Barbara e l'Università di Utah costituendo così la rete iniziale a 4 nodi del progetto Arpanet (siamo nel 1969 ed il progetto Arpanet aveva finalità militari e poi di collegamento tra organizzazioni scientifiche), però antecedentemente aveva studiato teoria delle code (che noi abbiamo applicato ai sistemi telefonici ed informatici, ma utile in tutti quei sistemi di reti nei quali un servente automatico risponde a richieste di beni-servizi con la possibilità del formarsi di una rete di code e conseguente loro relativa gestione, e pure utile nelle tecniche di commutazione a pacchetto di Arpa-Internet), 2005 Aldo Mantovani (ingegneria meccanica), 2005 Eric A.Vittoz (ingegneria elettronica; esperto di progetto di circuiti CMos low-power ed a bassa tensione (già nel 1960 a Centre Electronique Horloger CEH in Neuchatel Switzerland aveva sviluppato il 1° orologio elettronico da polso includente un circuito con transistori Mos lavoranti in “zona di debole inversione” alla bassa tensione della pila di alimentazione, ed insieme a C. C. Enz e F. Krummenacher ha sviluppato nel 1995 il modello EKV MOSFET (modello matematico del dispositivo metal-oxide semiconductor field-effect transistors ossia transistore Mosfet come visto usato nei programmi di simulazioni ed analisi di reti elettriche analogiche-numeriche (tipo il noto programma Spice) nel corso di progetti di circuiti elettronici impieganti Mosfet sia a componenti discreti che componenti integrati su scala submicrometrica)), 2005 Kang Lee Wang (ingegneria fisica), 2006 Franco Fontana (design del prodotto ecocompatibile), 2006 Harold Walter Kroto (ingegneria dei materiali; ingegnere chimico inglese all'Università di Sheffield in chimica organica e quantistica (stellare) e nanotecnologie, premiato col Nobel per la chimica nel 1996 per la scoperta dei fullereni (forma allotropa del carbonio) insieme a Robert Curl e Richard Smalley (professori di chimica all'Università Rice), e come Einstein era stato folgorato da bambino dalla bussola magnetica così Kroto da bambino era stato folgorato dal meccano (noto gioco prodotto da Meccano Ltd di Liverpool dal 1908)), 2006 Gunter Pauli (design del prodotto ecocompatibile), 2006 Michael Hopkins (ingegneria edile; collaboratore di Norman Foster nonché sostenitore della tecnica High-Tech e dell'uso di tensostrutture in opere architettoniche), 2006 Rita Levi-Montalcini (ingegneria biomedica; medico chirurgo, lavorò nella neurobiologia conseguendo risultati nel neurosviluppo con l'identificazione del fattore di crescita nervoso NGF per i quali studi nel 1986 ricevette il Premio Nobel per la medicina insieme al suo studente biochimico Stanley Cohen), 2007 Santino Pancotti (ingegneria aerospaziale; ha lavorato nell'Augusta di Varese), 2007 Alan Heeger (ingegneria energetica; premio Nobel per la chimica nel 2000 insieme ad Alan G. MacDiarmid e Hideki Shirakawa per la scoperta e lo sviluppo dei polimeri conduttivi, ma nel 1995 aveva ricevuto il premio Balzan per la scienza dei nuovi materiali non biologici in particolare per il suo ruolo guida nelle discipline che costituiscono il nuovo campo interdisciplinare dei polimeri semiconduttori metallici), 2008 Sergio Marchionne (ingegneria gestionale; noto dirigente d'azienda italiano naturalizzato canadese, che ottenne la laurea in filosofia presso l'Università di Toronto in Canada, poi la laurea in legge ad Osgoode Hall Law School of York University e poi presso University of Windsor un Master in Business Administration MBA, poi esercitò come commercialista, procuratore legale, avvocato ed esperto contabile diplomato, quindi in Nord America divenne dirigente legale-fiscale nel 1983-85 della società Deloitte Touche, poi nel 1985-88 direttore di sviluppo aziendale presso Lawson Mardon Group di Toronto, quindi nel 1989-90 vice presidente esecutivo di Glenex Industries, quindi nel 1990-92 ricoprì il ruolo di responsabile dell'area finanza di Acklands, nel 1992-94 divenne Responsabile per lo sviluppo legale e aziendale e Chief Financial Officer a Lawson Group acquisito da Alusuisse Lonza nel 1994, poi Amministratore Delegato e quindi nel 2002 Presidente di Lonza Group Ltd separatosi da Algroup, quindi a feb2002 venne nominato Amministratore delegato di SGS di Ginevra (non Azienda produttrice di semiconduttori ma Azienda di 55 mila dipendenti leader mondiale nei servizi di ispezione-verifica-certificazione ma allora in difficoltà) poi Presidente della stessa dal 2006, e proprio per l'ottima gestione del gruppo svizzero Marchionne divenne noto e stimato negli ambienti economici-finanziari internazionali, quindi nel 2008-10 ricoprì la carica di vicepresidente non esecutivo e Senior Independent Director di UBS, e venendo a tempi recenti dal 2003 fa parte del Consiglio di Amministrazione di FIAT su designazione di Umberto Agnelli successore del fratello Gianni Agnelli morto a gen2003, 


quindi in seguito alla morte di Umberto Agnelli a mag2004 ed alle dimissioni dell'Amministratore delegato Giuseppe Morchio, Sergio Marchionne viene nominato a giu2004 Amministratore delegato del gruppo FIAT poi Fiat Group Automobiles, nel 2009 assume la carica di Amministratore delegato di Chrysler Group (che insieme a FIAT dal 2010 diviene FCA US), a mag10 è entrato nel Consiglio di Amministrazione di Exor S.p.A., è stato dal 2011 Presidente di Fiat Industrial S.p.A. a seguito della scissione del Gruppo Fiat fino a set13 quando si fuse con CNH Global dando vita a CNH Industrial di cui diventa Presidente, intanto il risanamento di Chrysler porta nel 2011 la partecipazione di Fiat dal 20 % al 53.5 % poi al 58.5 % nell'Azienda di Detroit ed infine nel 2014 al 100 % col trasferimento di FCA in USA), 2010 Giorgetto Giugiaro (architettura), 2011 Thaddeus B. Massalski (ingegneria dei materiali; all'Università di Birmingham), 2011 Adam M. Neville (ingegneria civile), 2015 Leon Ong Chua (ingegneria elettronica; di origine cinese naturalizzato statunitense quale ingegnere elettronico-informatico del Dipartimento di Elettronica dell'Università di Berkeley in California dal 1971, di cui abbiamo scritto per il suo ruolo fondamentale nello sviluppo della nuova teoria delle reti elettriche, in cui ha contributo alla teoria dei sistemi dinamici non lineari e delle reti elettriche non lineari, alle reti neurali (non lineari) CNN, alla teoria del caos ed a teoria delle biforcazioni, inventore del circuito Chua ossia uno dei primi e più conosciuti circuiti ad esibire un comportamento caotico, oltre a postulare ed introdurre il bipolo memristore (fisicamente creato solo decenni dopo nel 2008 da R. Stanley Williams a Hewlett Packard (nota multinazionale USA fondata a Palo Alto nel 1938 da Bill Hewlett e David Parcker)))), continuando, si dedica Ferraris agli studi di elettromagnetismo, nel 1885 dimostra il campo magnetico rotante generato da 2 bobine fisse mutuamente ortogonali percorse da correnti alternate alla medesima frequenza f ma sfasate di 90° (sistema a campo magnetico rotante bifase, quale scoperta comunicata a mar1888 all'Accademia delle Scienze di Torino, ma com'è noto priorità contesa con Nikola Tesla poiché questi aveva inventato il campo magnetico rotante nel 1882 richiedendo il brevetto nel 1887 ed ottenendo 5 brevetti di motori asincroni successivamente acquistati da Westinghouse Electric Corporation portando ciò alla produzione industriale di motori in alternata (motori asincroni trifase) ben differentemente dal motore di Ferraris infatti questo poco commercializzato (sono questi i motori asincroni Ferraris-Tesla o motori ad induzione in corrente alternata a 2 o più fasi ossia polifasici (generalmente a 3 fasi o trifase collegati a stella o triangolo alimentati dagli alternatori trifase delle centrali di produzione di energia elettrica) in cui la velocità angolare nr del rotore (legata alla coppia resistente all'albero) è leggermente inferiore alla velocità angolare di sincronismo ns legata questa alla frequenza (di 50 o 60 Hz) di alimentazione degli avvolgimenti statorici, differenza ns-nr necessaria a generare la coppia motrice all'albero del rotore con nr=0.97-0.94ns ossia di 3-6 % inferiore alla velocità di sincronismo (diciamo che il campo magnetico statorico ruota a velocità angolare ns fissa rispetto ad un riferimento a terra, il rotore ruota a velocità nr rispetto allo statore, il campo rotorico creato dalle correnti indotte ruota a velocità ns-nr rispetto al rotore e dunque il campo rotorico ruota a velocità ns rispetto allo statore ossia in sincronismo col campo statorico generando ciò una coppia meccanica costante, con rendimento da 0.65 a 0.98 da piccole a grandi potenze e da minor numero di coppie p di poli a maggior numero p, sapendo che in genere ci sono 2 avvolgimenti (coppia p di poli pp=2) per ogni fase e dunque in genere si realizzeranno 6 avvolgimenti (p=1, pp=2) per i sistemi 3-fase e 4 avvolgimenti (p=1, pp=2) per i sistemi monofase, in cui ns=60f/p (giri/min) per cui il semplice motore asincrono trifase con p=1 coppia di poli/fase ossia 2 poli pp/fase e 6 avvolgimenti alimentato a f=50 Hz avrà velocità di sincronismo ns=3000 giri/min, e se possedesse invece p=2 coppie di poli/fase ossia 4 poli pp/fase allora ns=1500 giri/min), 


motore utilizzato in ambito industriale (tipicamente alimentato con tensione di 400 V trifase) nell'azionamento delle macchine operatrici (avviabile inserendo con un reostato una resistenza elettrica in serie agli avvolgimenti del rotore così da spostare il valore massimo della coppia meccanica in prossimità dello scorrimento unitario s=(ns-nr)/ns=1 ossia a rotore fermo), ed in ambito civile (tipicamente alimentato con tensione di 230 V (ossia 0.767 statvolt!) monofase ossia con sistema bifase (p=1, pp=2, 4 avvolgimenti) generando la seconda fase tramite il ritardo della tensione di fase per mezzo di un condensatore) per potenze usualmente inferiori (in ambito civile normalmente non maggiori di 3 KW circa) alle potenze tipiche dei motori sincroni (nel motore sincrono o motore vettoriale o motore di Rown la velocità angolare del rotore e sua frequenza fr è esattamente uguale-sincrona a quella della frequenza fv di alimentazione, fr=fv/p, e se la coppia di poli p=1 allora fr=50 Hz o 60 Hz, ma tali motori si possono avviare solo se portati tramite motore asincrono ausiliario alla velocità di sincronismo a cui si genera appunto la coppia meccanica, oppure quali motori ibridi sincroni-asincroni (poi commutando) ed oggi tramite controllori elettronici (con sistema-attuatore di potenza realizzato a tiristori-IGBT di potenza) variando tensione e frequenza da 0 a 50-60 Hz, per cui se di piccola potenza (minore di circa 100 KW) vanno-andavano bene ad esempio come motorini dei timer-temporizzatori di lavatrici o di vecchi orologi (la cui precisione era uguale a quella della f di rete) ma se di grande potenza (oltre i 300 KW circa) tale macchine sincrone sono invece realizzate ed utilizzate come alternatori trifase nelle centrali elettriche come loro tipica applicazione industriale), 


ma gli inventori dei motori elettrici ad induzione o motori asincroni a 2-3 fasi sarebbero l'italiano Ferraris, l'americano Tesla (di cui magari leggere il libro Nikola Tesla Le mie invenzioni. L'Autobiografia di un genio, del 1919), e il tedesco Friedrich August Haselwander nel 1887), poi nel 1889 Ferraris fonda presso il Regio Museo Industriale una Scuola di Elettrotecnica (la 1° in Italia poi incorporata in PoliTo), e nel 1896 fonda l'Associazione Elettrotecnica Italiana), ma eminentemente noto proprio per l'invenzione del campo magnetico rotante e del motore elettrico ad induzione in corrente alternata), G. Codazza, ecc.; più che in Italia-Spagna-Francia, il vero passaggio dalla scienza-ingegneria elettromagnetica alle applicazioni ingegneristiche di successo di Ingegneria Elettrica avverrà in Germania (con la transizione dal miglior rigore fisico-matematico di Maxwell al rigore di Charles Proteus Steinmetz (scienziato-matematico-ingegnere elettrotecnico tedesco naturalizzato USA che studiò all'Università di Breslavia in Slesia, fuggì prima a Zurigo e poi in USA per ragioni politiche lavorando nell'azienda di Rudolf Eickermeyer a Yonkers che costruiva i trasformatori elettrici per facilitare la distribuzione di potenza elettrica tra apparecchiature, azienda Eickermeyer poi acquisita da General Electric, laddove Steinmetz è possessore di circa 200 brevetti quali “System of distribution by alternating current” del 1895, “Inductor dynamo (Dinamo ad induzione)”, “Three phase induction meter (Misuratore ad induzione trifase)”, “Induction motor (Motore ad induzione)”, “System of electrical distribution (Sistema di distribuzione energia elettrica)”, “Means for producing light (Mezzi per produrre la luce)”, “Induction furnace (Fornace ad induzione)”, “Protective device (Dispositivo di protezione)”, ed autore di Theory and calculation of alternating current phenomena (Teoria e calcolo dei fenomeni in corrente alternata) del 1897 di notevole diffusione, Theoretical elements of electrical engineering (Elementi teorici di ingegneria elettrica) del 1902, General lectures on electrical engineering (Letture generali sull'ingegneria elettrica), Elementary lectures on electric discharges, waves and impulses, and other transients del 1911, Theory and calculation of transient electric phenomena and oscillations (Teoria e calcolo dei fenomeni elettrici transitori e delle oscillazioni), Engineering mathematics, Theory and calculation, of electric apparatus (Ingegneria matematica, Teoria e calcolo degli apparati elettrici) del 1917, Four lectures on relativity and space (Quattro letture su relatività e spazio) del 1923, ma ricordiamo che Steimnetz divenne universalmente noto per la sua trasformata (introducente i vettori rotanti o fasori) ben adatta alla trattazione dei circuiti in regime quasi stazionario ossia in corrente alternata)), trovando una struttura industriale all'altezza, mentre in Italia risulterà più difficile il passaggio dalla fisica tecnica elettrica all'ingegneria elettrica (comunque ormai sfruttando qui l'approccio fenomenologico ed energetico di fisica elettrica ed ingegneria elettrica come ad esempio si potrebbe rinvenire in Teoria analitica del calore di J.B. Fourier), col trattato ampio-completo del 1878 Elettricità e Magnetismo del fisico tecnico italiano R. Ferrini (dai principi di elettricità e magnetismo, di elettromagnetismo (sono passati solo 5 anni dalla grande opera di Maxwell), l'autore passa ai principi di Pacinotti, alle macchine Gramme e Siemens, alle formule di calcolo delle linee telegrafiche con le relative perdite di potenza, e sulle perdite nei solenoidi delle macchine telegrafiche coi loro elettromagneti, come pure il Ferrini farà per la trattazione delle macchine dinamoelettriche simile a quella divenuta classica di Silvanus Phillips Thompson (professore di fisica a City and Guilds Technical College di Finsbury in Inghilterra, e che aveva conosciuto Sir William Crookes e Rontgen, che aveva sviluppato l'idea del cavo telegrafico sottomarino (con ritorno a terra analogo più o meno al cavo coassiale ed accoppiato induttivamente) onde aumentare la distanza di collegamento e la velocità di trasmissione dei messaggi telegrafici (che nel 1890 sarà stata di 10-50 parole/minuto ossia di circa 4-6 lettere/sec), ossia Elementary Lessons in Electricity and Magnetism (1890), Dynamo Electrical Machinery (1896) ed il testo di gran successo Calculus Made Easy che insegnava facilmente ai tecnici il calcolo infinitesimale, ma scrisse anche le biografie di Michael Faraday, di Lord Kelvin, scrisse di William Gilbert e pubblicò un'edizione del De Magnete, nonché la prima edizione inglese di Treatise on Light di Christiaan Huygens); nel 1909-15 la presenza al PoliMi di Max Abraham, seppure docente di meccanica razionale, darà col suo trattato di Theorie der Elektrizitat (contenente le condizioni di quasi-stazionarietà di Abraham) un certo contributo al passaggio dalla vecchia elettrotecnica fisica alla nuova teoria post-Maxwell (con impostazione tecnica seguita poi da successori quali U. Cisotti (allievo T. Levi-Civita, che svilupperà nel 1911 la teoria del ciclo di isteresi), B. Caldonazzo, B. Finzi, ecc., ed in particolare seguita da Ercole Bottani e Rinaldo Sartori riguardo il postulato di Abraham col notevole avvicinamento al concetto di bipolo-multipolo-doppio bipolo in senso elettrico); 


per il nuovo Istituto di Elettrotecnica indipendente da IEICE venne chiamato nel periodo 1899-1928 Riccardo Arnò alla cattedra di Elettrotecnica (poi Elettrotecnica I e II) il quale, già collaboratore di G. Ferraris, portò a Milano la professionalità-serietà della scuola elettrotecnica creata a Torino (fu studioso dei motori in corrente alternata e di strumenti di misura elettrici (tra cui un rivelatore di onde hertziane a campo Ferraris per correnti d'antenna deboli), studioso del campo elettrico e magnetico rotante (ossia di quelle macchine elettriche in cui il supporto elettromagnetico è fisso ed il campo è rotante (Ferraris) o viceversa il supporto è rotante ed il campo è fisso (Pacinotti) ossia dove esiste uno statore ed un rotore per cui sempre il campo H è variabile nel tempo rispetto agli avvolgimenti d'indotto), delle perdite e sulle rotazioni dovute all’isteresi dielettrica, dei metodi di compensazione dell’induttanza L nei circuiti a corrente alternata, inventore di un metodo per l'avviamento dei motori monofase, inventore nel 1910 della teoria del carico complesso onde meglio ripartire potenze attiva P e potenza apparente A con l'invenzione dell'arnometro a scopo di miglior tariffazione dell'energia (poi si useranno i wattmetri registratori in uso fino al presente), nonché inventore di un sistema per la distribuzione della potenza elettrica in corrente alternata e l'uso di trasformatori-convertitori di fase Ferraris-Arnò (utilizzati per trazione elettrica da Alexanderson presso Norfolk and Western Raylway); quale allievo di Moisè Ascoli a Roma, Ferdinando Lori si laureò in ingegneria civile nel 1891 (nella scuola romana che curava la formazione scientifico-tecnica degli ingegneri insieme alla loro formazione umanistica come sostenevano Ascoli-Lori-Giorgi) operando (prima come assistente di fisica tecnica di Pisati e poi docente di fisica tecnica ad Architettura e quindi di elettrotecnica dopo aver lasciato la cattedra di fisica tecnica ad Ugo Bordoni (studioso di termotecnica e dei sistemi telefonici il cui nome Bordoni fu dato nel 1952 alla Fondazione per la ricerca scientifica nel campo delle Telecomunicazioni)) nel periodo dell'affermazione di ingegneria elettrica che andava ben oltre la scuola di Ferraris separandosi sempre più dalla scienza fisica elettrica (a Lori si devono il miglioramento del teorema di Kennelly-Steinmetz (teorema di grande importanza per analisi-sintesi delle reti elettriche in regime stazionario e quasi stazionario alternato sinusoidale (con generatori di segnali sinusoidali o con le loro componenti armoniche sinusoidali ottenute dalla trasformazione di Fourier, per sistemi-circuiti lineari) in quanto esso afferma che le medesime equazioni di rete scritte per i circuiti in Continua valgono pure per i circuiti in Regime Quasi Stazionario alternato sinusoidale operando la sostituzione di tutte le grandezze variabili di rete continue (Ii, Vi) con le corrispondenti grandezze in forma simbolica complessa (numeri complessi (A+jB, Kennelly), o vettori (vettor Ii, vettor Vi, Steinmetz)), e di tutti i parametri reali di lato (Ri, Gi) con i corrispondenti parametri in forma simbolica (numeri complessi (Ri+jXi, Gi+jBi), o vettori (Zi, Yi)), 


ciò dovuto all'ingegnere elettrico Arthur Edwin Kennelly (professore di ingegneria elettrica all'Università di Londra, a Harvard University (1902-30) e MIT (1913-24) di cui fu studente Vannevar Bush), che introdusse la tecnica dell'algebra complessa per scrivere le leggi di ohm dei bipoli nella teoria dei circuiti in corrente alternata (Alternating Electric Currents (1895), Electrical Engineering leaflets (1896), Electric arc lighting (1902)), ma noto anche per scritti sulle impedenze, per le ricerche sulla propagazione delle radioonde nella ionosfera (trovando lo strato di Kennelly-Heaviside), per gli studi di radiotelegrafia e radiofonia, per la costruzione nel 1902 del cavo telegrafico sottomarino messicano, e per la sua posizione sulla maggior pericolosità della corrente alternata rispetto alla corrente continua nei casi di elettrocuzione, e per la sedia elettrica (ideata questa nel 1885 dal dentista Alfred Southwick che la sottopose al governatore David Hill dello stato di New York il quale la passò a Thomas Alva Edison (il quale avrebbe preferito affidarla a George Westinghouse per screditarlo di fronte all'opinione pubblica insieme all'uso civile della corrente elettrica alternata, ma poi realizzata da Edison in corrente continua) e quindi introdotta in USA nel 1888 onde sostituire i metodi di esecuzione di pene basati su impiccagione-fucilazione-ghigliottina-ecc. (ovvero per passare da metodi barbari ad un metodo più “civile”) ed usata per la prima volta nel 1890 contro il condannato William Kemmler che morì in 17 secondi aumentando progressivamente la tensione da 500 a 2000 V in più scariche di varia durata causanti prima la morte cerebrale e poi l'arresto cardiaco, morte sopraggiunta in tempi ancora lunghi, ma neppure la tecnica della ghigliottina comporta la morte istantanea come a volte si sostiene se è vero come si racconta che Lavoisier a 51 anni (dopo essere stato uno dei 4 commissari nella Commissione Polveri da sparo per i suoi notevoli lavori sulla teoria della combustione chimica, ed impopolare Ferme Generale) condannato (con giustizia sostanzialmente sommaria per aver saccheggiato il popolo ed il tesoro della Francia, per aver adulterato il tabacco con acqua prima di venderlo, per aver fornito ai nemici della Francia enormi somme di denaro dal tesoro nazionale; respinto anche l'appello al giudice Coffinhal che disse “La République n'a pas besoin de savants ni de chimistes; le cours de la justice ne peut etre suspendu” ossia “La Repubblica non ha bisogno di scienziati o chimici; il corso della giustizia non può essere sospeso”) e ghigliottinato l'8mag1794 a Parigi, insieme al suocero e ad altri 27 coimputati, 


scienziato sperimentale o ”sperimentale” anche sul patibolo chiese ad un suo domestico di verificare se la morte sulla ghigliottina fosse istantanea oppure più lenta mentre egli si sforzava durante e dopo la decapitazione di battere le ciglia finchè poteva ed il domestico annotò che l'ultimo battito di ciglia fu 15 secondi dopo la decapitazione (non ci sono però scritti e prove su tale episodio che potrebbe essere solo un aneddoto inventato, dato che il grande trauma della decapitazione è tale da non permettere ad un ghigliottinato di eseguire coscientemente neanche volendo una tale azione, ma successive verifiche hanno sostanzialmente confermato che il cervello ed i muscoli facciali restano attivi ed in funzione ancora per decine di secondi dopo il distacco del capo dal resto del corpo nonostante il grande trauma della decollazione e la cessazione della circolazione sanguigna ai tessuti celebrali (in generale fino a circa 30 sec dopo l'arresto del cuore e del flusso sanguigno nel cervello proseguono le sinapsi e gli stessi schemi cognitivi dei minuti precedenti), ma sia il valore scientifico di Lavoisier che i tempi di esecuzione materiale sono stati espressi da Joseph-Louis Lagrange affermando “Alla folla è bastato un solo istante per tagliare la sua testa; ma alla Francia potrebbero non bastare 100 anni per produrne una simile” (allora l'unico modo corretto per le esecuzioni capitali, nei paesi che tra le varie pene prevedono pure la condanna a morte o pena di morte, sarebbe quello di eseguire una iniezione di un indolore e forte sonnifero e poi dopo qualche decina di minuti nel sonno profondo provocare l'arresto cardiaco con apposito farmaco anche se pure in questo caso non sia possibile dire cosa succeda nella mente umana durante il passaggio dal sonno alla cessazione completa dell'attività cerebrale ossia in stato di forte alterazione del funzionamento della mente (e pure circa la durata del periodo di tempo Tm percepito dal morente non direttamente collegabile col relativo periodo di tempo Tv di coloro che si trovano in stato di veglia cosciente), quale fatto sperimentato da ognuno al termine della propria vita ma da nessuno mai potuto raccontare ai viventi, seppure comunque si leggano in letteratura vari scritti narranti esperienze di pre-morte NDE (Near Death Experience) ossia esperienza percettiva cosciente, ad esempio di soggetti che hanno subito gravi traumi cerebrali od arresti cardiaci di 5-10 minuti e più ma rimanendo comunque sempre in vita, esperienze di immersione di luce, di luci intense e brillanti, di incredibile luce bianca, di silenzio e pace (per le morti “non istantanee” sembra che il momento di passaggio dalla vita alla cessazione delle principali attività vitali (cuore, polmoni, sistema nervoso, muscoli, ecc., ossia la cessazione di attività cardiaca, respiratoria, nervosa, muscolare, ecc.) sia più calmo e sereno delle eventuali precedenti sofferenze vissute), della propria vita (e suoi eventi significativi) ripercorsa nel corso degli anni (come in un film visionato o proiettato od in libro sfogliato), di uscita dal proprio corpo osservato ora dall'alto senza partecipazione sentimentale, di passaggi attraverso tunnel verso la luce come fosse un ritorno indietro al momento del parto, ecc., ossia racconti in condizioni di coscienza e psicologia alterata della mente dovuti alla compromissione parziale dell'attività fisiologica del cervello, ma mai dei veri ritorni dallo stato di morte celebrale completa e definitiva (i segnali di morte certa ed irreversibile (sia naturale che con mezzi artificiali di rianimazione, ossia cessazione di ogni attività vitale seppure possano persistere per ore-giorni residue attività cellulari elementari od anche fibrillazioni dell'atrio destro del cuore (da dove parte-partiva il segnale elettrico di contrazione con la sua normale frequenza di circa 300-600 battiti/min) fino a 24 ore, ed altri sintomi, ma comunque sempre dopo esaurimento di tutte le riserve di ossigeno e l'acidificazione dei tessuti per accumulo dei cataboliti acidi) sono 22-24 °C di temperatura rettale del corpo (con abbassamento di 0.3-0.5-1 °C/ora), ipostasi ematiche nelle parti basse e declivi, ecc.); all'Università del Michigan avrebbero qualche idea in più riguardo lo stato del cervello e della mente prima di morire ossia prima dell'inizio dello stato di morte celebrale (studi pubblicati su Proceedings of the National Academy of Sciences); poco prima della morte nei cervelli di due pazienti osservati è stato rilevato un incremento del 300 % di onde gamma (veicolanti pensieri complessi, articolati e coscienti, e flussi di immagini), laddove oggi un individuo è dichiarato morto quando il cuore smette di battere o quando l’attività cerebrale EEG appare piatta ma quest’ultima condizione potrebbe essere parzialmente reversibile (morte relativa); in questa fase di pre-morte NDE, con una sensibile regolazione dell'ossigeno ancora presente e con picchi di serotonina (a favore del buon umore), riemergerebbe una “coscienza nascosta” forse simile a quella del risveglio da apnee notturne, o del domiveglia con flusso di immagini (nel caso di pre-morte, quasi un film della propria vita passata); però, se la pena prevista per i più gravi reati dovesse essere solo la somministrazione di un forte sonnifero (seppure seguito da un innocuo e tranquillo mancato risveglio) e questo non impressionasse granchè i malviventi incalliti e neppure il pubblico presente alle esecuzioni capitali (come invece era costume seguito dal popolo nel medioevo ed altri passati secoli) allora ci saranno altri metodi più corretti per costruire una società meglio funzionante almeno in rapporto ai malviventi); 


avendo qui citato il chimico Lavoisier aggiungiamo una sua breve biografia: nato a Parigi nel 1743 e morto a Parigi nel 1794 è notoriamente considerato il padre della chimica moderna, più noto per la teoria della combustione con la comprensione del ruolo svolto dall'ossigeno, quindi per la fine da lui determinata della teoria del flogisto e della storica bimillenaria dottrina dei 4 elementi (la quale teoria-dottrina però doveva essere già morta nel 1783 con l'ascensione a Parigi del primo aerostato dei fratelli Montgolfier avvenimento che richiedeva una teoria dei gas incompatibile con la teoria dei 4 elementi); dopo gli studi in Giurisprudenza, pieno di ideali della (imminente) Rivoluzione francese, lesse affascinato il Dizionario di chimica di Pierre Macquer, frequentò lezioni di Scienze naturali, fu influenzato da Etienne Condillac, studiò geologia con Etienne Guettard e lavorò ad una mappa geologica della Francia, si occupò del progresso delle scienze, dell'industria e dell'agricoltura, si applicò ad un progetto per portare acqua pulita dal fiume Yvette a Parigi ma poi dovette purificare l'acqua della Senna per scopo sanitario-potabile, si occupò dello studio della qualità dell'aria e della corretta ventilazione degli ambienti pubblici, dell'igiene nelle carceri, della salubrità nel mondo del lavoro, aveva idee sull'istruzione pubblica come socievolezza scientifica e filantropia promuovendo lo studio delle scienze oltre a proporre nel 1793 una riforma del sistema di istruzione, venne eletto all'età di 26 anni all'Accademia delle Scienze francese, ricavò grandi somme di denaro dalla sua attività di Ferme generale alla riscossione delle tasse che però investì pure in laboratori scientifici seppure ciò comprometterà la sua reputazione e stimabilità pubblica, si occupò del rilevamento dell'adulterazione del tabacco con acqua e ceneri, si occupò come detto di teoria della combustione (in particolare della produzione della polvere da sparo per il governo e l'esercito francese, influenzando pure Du Pont), presiedette la Commissione istituita per la riforma del sistema dei pesi e delle misure che a mar1791 raccomandò l'adozione del sistema metrico decimale adottato dalla Convenzione il 1ago1793 (ma Lavoisier fu rimosso dalla commissione a dic1793 insieme a Laplace ed a diversi altri membri per ragioni politiche), costretto si dimise dalla Commissione Polveri nel '92, fu arrestato per frode a nov93 per via dell'appartenenza ai Ferme General, condannato e ghigliottinato l'8ago1794 a Parigi, e solo un secolo dopo verrà eretta a Parigi una statua in suo onore (sembra che lo scultore abbia utilizzato non la sua testa ma una testa di riserva del Marchese de Condorcet! che era Segretario dell'Accademia delle Scienze durante gli ultimi anni di Lavoisier), ed ora il suo nome è uno dei 72 nomi di eminenti scienziati-matematici-ingegneri-chimici-ecc. francesi come visto incisi sulla Torre Eiffel e negli edifici intorno a Killian Court al MIT di Cambridge MA in USA; verso la fine del 1772 Lavoisier si occupò del fenomeno e teoria della combustione che lo porterà alla fondazione della chimica moderna, scrivendo una nota all'Accademia il 20ott72 e poi 1nov72 (in cui si legge che quando il fosforo brucia si combinava con una grande quantità d'aria per produrre lo spirito acido di fosforo con notevole aumento di peso del fosforo, poi nella combustione dello zolfo osservando ancora il medesimo fenomeno, aggiungendo che ciò che si osserva nella combustione di zolfo e fosforo può aver sempre luogo in tutte le combustioni di sostanze che aumentano di peso per combustione e calcinazione, dovuto questo con grande probabilità alla stessa causa); nel 1773 si applicò allo studio dell'aria in particolare dell'aria fissa ripetendo esperimenti (in particolare rivide il lavoro completo del chimico scozzese Joseph Black che aveva condotto esperimenti quantitativi classici sugli alcali deboli ed alcali caustici) e pubblicando un resoconto nel 1774 in Opuscules physiques et chimiques (Black aveva mostrato che la differenza tra alcali deboli (tipo il gesso CaCO3) e gli alcali caustici (o forma caustica, tipo la calce viva CaO) consisteva nel fatto che il debole conteneva aria fissa ossia non comune aria fissata nel gesso ma una specie chimica distinta di aria ora ben nota come diossido di carbonio od anche anidride carbonica CO2, uno dei costituente dell'atmosfera, laddove Lavoisier riconobbe che l'aria fissa di Black era identica all'aria che evolve quando i metalli calcinati venivano ridotti con carbone e persino suggeriva che l'aria che si combinava coi metalli nella calcinazione e aumentava il peso poteva essere proprio l'aria fissa di Black ossia CO2); nella primavera del 1774 Lavoisier condusse esperimenti su calcinazione di stagno e piombo in recipienti ben sigillati confermanti definitivamente che l'aumento di peso dei metalli nel processo di combustione era dovuto proprio alla combinazione con l'aria, seppure non era chiaro se si trattava di aria atmosferica comune o di una sola parte di aria atmosferica comune, però ad ott74 Lavoisier incontrò a Parigi il chimico inglese Joseph Priestley che gli raccontò dell'aria che aveva prodotto riscaldando la calcinazione del mercurio (ossia riscaldando calx di mercurio, ovvero ossido di mercurio HgO) con vetro infuocato ed aria che aveva sostenuto la combustione con gran vigore (Priestley a quel tempo non era sicuro della natura di questo gas prodotto ma lo riteneva una forma particolarmente pura di aria comune) onde Lavoisier fece esperimenti al riguardo pubblicando ad apr75 Sulla natura del principio che si combina con i metalli durante la loro calcinazione ed aumenta il loro peso (questo importante memoriale è comunemente indicato come il Memoriale di Pasqua) in cui si legge che il mercurio calcinato HgO è una vera calcinazione metallica in quanto poteva essere ridotta con carbone C producendo l'aria fissa di Black, ma ridotto senza carbone produceva un'aria che invece favoriva la respirazione e rendeva più efficiente e vivace la combustione, concludendo che questa era solo una forma pura di aria comune e che era l'aria stessa “indivisa, senza alterazioni, senza decomposizione” che si combinava coi metalli nella loro calcinazione; dopo il suo ritorno da Parigi a Calne negli anni dedicati all'investigazione dei tipi di aria (ricordiamo la sua monumentale opera in 6 volumi Experiments and Observations on Different Kinds of Air) Priestley riprese le ricerche sull'aria scoprendo a gen75 l'aria dell'acido vetriolo (ossia del diossido di zolfo SO2), e ricerche sull'aria prodotta scaldando mercurio calcinato o calx di mercurio trovando che quel tipo d'aria era una forma molto pura d'aria atmosferica comune ovvero era 5-6 volte più efficiente dell'aria comune per la respirazione, per l'infiammazione, per la combustione ovvero per (quasi)tutti gli usi di aria comune, chiamandola aria deflogistizzata o forma deflogistica dell'aria pensando infatti che fosse aria comune privata del suo flogisto quindi in uno stato capace di assorbire una gran quantità di flogisto (emesso da corpi in combustione o dalla respirazione animale) secondo la sua particolare teoria del flogisto superante la dottrina dei 4 elementi (per cui è noto come scopritore nel 1775 dell'aria deflogistizzata, ribattezzata ossigeno nel 1778 da Lavoisier (chiamò ossigeno l'aria deflogistizzata perché questo principio chimico che combinato coi metalli non metallosi (ossia non metalli, quali zolfo, azoto, fosforo, carbonio, ecc.) li calcinava produceva prodotti acidi ritenendo allora che l'ossigeno era il principio acidificante contenuto pure in tutti gli acidi), ma non è del tutto nota la data esatta della scoperta dell'ossigeno oltre ad essere pure contestata poiché gli esperimenti decisivi sono riportati nel 2° volume di Experiments and Observations on Air del 1776 ma il nome di dephlogisticated air compare nel 3° volume, e perché sia Lavoisier che il farmacista svedese Carl Wilhelm Scheele hanno da rivendicare diritti su questa scoperta in quanto Scheele è stato il primo ad isolare il gas O2 (sebbene abbia pubblicato dopo Priestley) e Lavoisier è stato il primo a descriverlo come purificata aria stessa senza alterazioni 


(cioè, Lavoisier fu il primo a correttamente spiegare l'ossigeno come elemento senza la teoria del flogisto, oltre a determinare dopo Priestley più accuratamente l'aria residua dopo che i metalli erano stati calcinati trovando che quest'aria residua non sosteneva né la combustione delle sostanze infiammabili né la respirazione animale ed inoltre che circa 5 volumi di questa aria residua-neutra aggiunti a 1 volume d'aria deflogistizzata davano proprio l'aria atmosferica comune che risultava dunque una miscela di questi due tipi di aria assai diversi ossia l'aria residua (ovvero azoto) e l'aria deflogistizzata di Priestley (ossia ossigeno) nel rapporto circa 5:1 (in realtà l'aria secca (senza vapor acqueo il quale invece può arrivare fino al 7 % in volume alla temperatura di circa 40 °C, laddove a 0 °C sarebbe solo 0.5 %) a livello del mare in c.n. è composta in volume da 0.7809 di azoto N2 (circa 78 % mol), e 0.2095 di O2 (circa 21 % mol), oltre a 0.00934 di argon Ar (circa 1 % mol), a 0.000407 di diossido di carbonio CO2 (misure sulla presenza di CO2 nell'atmosfera a livello del mare eseguite a mar2017 danno 407.05 ppM mentre era circa 280 ppM nel 1900) e da altri gas in misura residuale ossia 18.18 ppM di neon, 5.24 ppM di elio, 5 ppM di monossido di azoto, 1.14 ppM di kripton, ecc., dunque il rapporto volumetrico azoto/ossigeno=3.736 e forse quello di Lavoisier era un rapporto di peso)); 


possiamo sostenere che tutto il lavoro di Lavoisier eseguito nel periodo 1772-78 atteneva alla nuova teoria della combustione attaccando la teoria del flogisto, nel 1783 lesse all'Accademia delle Scienze lo scritto Réflexions sur le phlogistique, lo stesso anno degli importanti esperimenti riguardanti la composizione dell'acqua, ed in quegli stessi anni molti scienziati sperimentavano la combinazione di aria infiammabile di Henry Cavendish (da Lavoisier definita idrogeno dal greco “formatore d'acqua”) con aria deflogistizzata (da Lavoisier definita ossigeno dal greco “formatore di acidi”) sotto l'azione di scariche elettriche ad alta tensione, osservando la formazione di acqua però sempre interpretando la reazione nell'ambito della teoria del flogisto come un passaggio di flogisto, ma come altrove detto Lavoisier insieme a Laplace aveva prodotto l'acqua bruciando getti di idrogeno e d'ossigeno in una campana sopra il mercurio ottenendo acqua interpretando però diversamente i risultati ossia secondo cui la reazione partendo da ossigeno ed idrogeno produceva il composto acqua (ora non più un elemento come era stato per più di 2 mila anni, ma un composto chimico di due gas) spiegando bene pure tutte le reazioni in cui compariva l'acqua ed i gas suddetti, interpretazione chimica non da tutti accettata per cui Lavoisier inventò altri più perfezionati esperimenti ben provanti la composizione di acqua coi due gas ossigeno+idrogeno per convincere i detrattori; Lavoisier fece i primi esperimenti chimici veramente quantitativi dal 1774 pesando con accuratezza le sostanze reagenti ed i prodotti delle reazioni chimiche in recipienti di vetro sigillati trattenenti solidi-liquidi-aeriformi onde ben sperimentò che nonostante il mutare dello stato delle varie sostanze in gioco la massa totale della materia ed il suo peso dopo la reazione erano i medesimi di prima della reazione (ad esempio nella combustione del legno in recipiente chiuso la massa dei reagenti legno+aria è la medesima dei prodotti cenere+aria) rispettando il principio di conservazione della massa, in Francia insegnato come Legge di Lavoisier e parafrasato da “Rien ne se perd, rien ne se crée, tout se transforme”), 


ma tra gli altri scienziati che hanno storicamente anticipato questo principio citiamo Mikhail Lomonosov (1711-1765, che aveva espresso idee simili nel 1748 provate con esperimenti), poi meno esattamente anche Jean Rey (1583-1645), Joseph Black (1728-1799) e Henry Cavendish (1731-1810); ricordiamo che Lavoisier insieme a Louis-Bernard Guyton de Morveau, Claude-Louis Berthollet e Antoine François de Fourcroy, presentò un programma per la riforma razionale della nomenclatura chimica all'Accademia delle Scienze nel 1787 (Méthode de nomenclature chimique o Metodo della nomenclatura chimica), sistema legato inestricabilmente alla nuova teoria della chimica scientifica dell'ossigeno di Lavoisier, basato su nomenclatura binomiale derivata dalle tavole del sistema di nomenclatura binomiale di Linneo, in cui gli elementi tradizionali di terra, aria, fuoco ed acqua venivano sostituiti da sostanze che non potevano essere decomposte in sostanze componenti più semplici con qualsiasi mezzo-operazione chimici (provvisoriamente) elencate come (nuovi) elementi, e tra questi come detto vi erano anche gli elementi non decomponibili luce (“materia di luce”, poi “riconsiderata” come massa-energia di luce), calorico (materia di calore), insieme ai principi di ossigeno, idrogeno ed azoto (nitrogen), poi carbonio, zolfo, fosforo, i “radicali” ancora sconosciuti di acido muriatico (acido cloridrico HCl), acido borico (H3BO3) e acido fluorico (acido fluoridrico HF oggi detto fluoruro di idrogeno), poi 17 metalli, 5 terre (principalmente ossidi di metalli ancora sconosciuti come magnesia, barite e strontia), 3 alcali (potassio, soda ed ammoniaca), ed i “radicali” di 19 acidi organici; gli acidi, considerati nel nuovo sistema come composti di vari elementi con ossigeno, venivano nominati con l'elemento coinvolto insieme al grado di ossigenazione dell'elemento (terminanti in “ico-ic” se a maggior grado di ossigenazione ovvero maggior quantità di O, o terminanti in oso-ous” se con minor grado o minor quantità di O, una questione oggi attinente alle valenze chimiche ed alla teoria degli orbitali degli elettroni esterni di valenza, ad esempio, acido solforico e solforoso, acido fosforico e fosforoso, acido nitrico e nitroso; similmente i sali degli acidi “ico-ic” ricevevano nomi terminanti in “ato-ate” (come solfato di rame), laddove i sali degli acidi “oso-ous” terminavano in “ito” (come solfito di rame), per cui ad esempio il sale solfato di rame era prodotto da acido solforico con rame, ed il sale solfito di rame da acido solforoso con rame (ben rappresentante le sottostanti-corrispondenti reazioni chimiche), mentre nella nomenclatura alchemica il solfato di rame CuSO4 era detto vetriolo di rame o stillitatico o vetriolo di Venere o vetriolo azzurro di Cipro (il nome di vetriolo (vetriolum dal latino vitreolus), deriva dal fatto che i cristalli di tali sali hanno aspetto vetroso), il sale solfato di ferro FeSO4 prodotto da acido solforico e ferro di colore verde azzurro era precedentemente denominato vetriolo di ferro o vetriolo verde o romano o marziale o copparosa verde, il carbonato di rame prodotto da acido carbonico e rame era denominato verde d'Armenia o di montagna, il tartrato ammonico potassico era denominato tartaro germanico, il tartrato di sodio e potassio era detto tartaro natronato, il carbonato potassico era detto tartaro cretoso, il solfato di zinco era detto vetriolo bianco o copparosa, 


ma ad esempio il vetriolo borico non era un sale bensì acido borico (i lettori interessati vadano su testi e su dizionari di alchimia (delle scienze occulte) per ottenere l'elenco di migliaia di nomi prescientifici di sostanze elementi-composti chimici), comportando ciò la diffusione e l'uso della nuova nomenclatura di Lavoisier-Morveau-Berthollet-Fourcroy in tutto il mondo scientifico col progressivo abbandono della teoria flogistica e dell'alchemica di tradizione secolare-millenaria (ma oggi si utilizza la nomenclatura elaborata dall'organizzazione IUPAC negli anni 1959 poi 1971 e poi 1990 che meglio rispecchia le valenze delle formule chimiche, nomenclatura cui tutti si devono adeguare oltre ovviamente i chimici di professione ed i chimici industriali, onde ad esempio il composto di formula FeCl2 non si denomina più cloruro ferroso, o cloruro di ferro(II) secondo la nomenclatura Stock, bensì si chiama dicloruro di ferro, il composto CuCl non si chiama più cloruro rameoso o cloruro di rame(I) secondo Stock ma si denomina monocloruro di rame, il composto CuCl2 non si chiama più cloruro rameico o cloruro di rame(II) secondo Stock ma si denomina dicloruro di rame, il composto Cu2O non è più ossido rameoso o ossido di rame(I) secondo Stock ma è detto monossido di dirame, il composto CuO non è più ossido rameico od ossido di rame(II) secondo Stock ma è detto monossido di rame, il composto Fe2O3 non è più ossido ferrico o ossido di ferro(III) ma è detto triossido di diferro, il composto N2O non è detto più protossido di azoto ma monossido di diazoto, il composto NO non è chiamato più ossido di azoto ma è detto monossido di azoto, il composto N2O3 non è detto più anidride nitrosa ma è detto triossido di diazoto, il composto NO2 non è detto più ipoazotide o diossido di azoto ma solo diossido di azoto, il composto N2O4 non è detto più ipoazotide ma è detto tetrossido di diazoto, il composto N2O5 non è detto più anidride nitrica ma è detto pentossido di diazoto, il composto Al2O3 è detto triossido di dialluminio, il composto Na2O è detto ossido di disodio, il composto V2O5 è detto pentossido di divanadio, il composto LiH è ancora detto idruro di litio o magari monoidruro di litio, il composto CH4 o metano è detto tetraidruro di carbonio, il composto NH3 od ammoniaca è detto triidruro di azoto, il composto PH3 o fosfina è detto triidruro di fosforo, il composto HF o acido fluoridrico è detto fluoruro di idrogeno, il composto H2S od acido solfidrico è detto solfuro di diidrogeno, il composto HCN od acido cianidrico è detto cianuro d'idrogeno, il composto Ca(OH)2 od idrossido di calcio è detto diidrossido di calcio, il composto Fe(OH)3 od idrossido ferrico è detto triidrossido di ferro, il composto Al(OH)3 od idrossido di alluminio è detto triidrossido di alluminio, il composto H2SO4 od acido solforico è detto acido tetraossosolforico(VI) essendo +6 il grado di ossidazione del non metallo, il composto HNO3 od acido nitrico è detto acido triossonitrico(V), il composto H3PO4 od acido fosforico è detto acido tetraossofosforico(V), ecc., e CO2 non è più anidride carbonica ma diossido di carbonio, per cui magari il lettore eventualmente riconsideri e rinomini da sé altri composti chimici del presente libro altrove denominati com'era in uso fino agli anni '90 del '900), 


ossia operando Lavoisier alla fine del '700 la Rivoluzione chimica nella teoria della materia paragonabile in campo astronomico alla Rivoluzione copernicana alla fine del '500; ma l'opposizione alla diffusione della chimica scientifica fu molto forte specialmente da parte dei chimici flogistici britannici (Joseph Priestley, Richard Kirwan, James Keir, William Nicholson, ecc.) i quali sostenevano che la determinazione quantitativa delle reazioni chimiche non implicava e non era implicata dalla conservazione della massa di reagenti a monte e reagiti a valle interpretando male Lavoisier i suoi esperimenti ed inferendo male nei suoi ragionamenti, ma il chimico francese introduceva una migliore e più precisa strumentazione di laboratorio per convincere i chimici scettici delle sue conclusioni (derivando risultati spesso calcolati con 5-8 cifre decimali quando come dice Nicholson ne bastavano di meno e tralasciando quelle più sospette forse non significative); 


Lavoisier ha introdotto anche il nuovo settore di chimica fisica e termodinamica chimica eseguendo infatti esperimenti insieme a Laplace (con l'uso di bilance chimiche di precisione, col gasometro, con l'uso del calorimetro per misurare-stimare il calore sviluppato con CO2/mole trovando il medesimo rapporto per la combustione della fiamma che per la respirazione animale (pensando giustamente che gli animali producono calore-energia per mezzo di reazioni di combustione chimica), ha introdotto le prime idee su composizione e trasformazioni chimiche affermando la teoria dei radicali quali singoli gruppi nei processi chimici di trasformazione combinantesi con O nelle reazioni, ha scoperto l'allotropia in elementi chimici (osservando che il diamante è una nuova forma cristallina di carbonio C); nonostante la sua grande attività sperimentale, Lavoisier era essenzialmente un teorico che meglio interpretata gli esperimenti di altri scienziati (vedi i lavori di Black, Priestley e Cavendish) e che utilizzava i suoi esperimenti per confermare principi e teorie ponendo la nuova chimica sulla strada scientifica tracciata da Galileo-Keplero e poi seguita da Newton al punto che tale teoria chimica può porsi sullo stesso livello delle teorie immortali dei maggiori fisici del XVII-XVIII sec.; Lavoisier ha utilizzato la nuova nomenclatura nel suo Traité élémentaire de chimie (Trattato di chimica elementare) pubblicato nell'anno stesso della Rivoluzione francese1789, a sua volta un trattato scientifico che inizierà la Rivoluzione chimica di tono solo un poco minore della Rivoluzione copernicana, ma rivoluzione chimica che porterà la chimica (dalla metà dell'800) nel grande fiume della Rivoluzione industriale già iniziata da mezzo secolo, con la realizzazione di grandi impianti per la produzione di elementi-composti e delle nuove sostanze chimiche per uso sia domestico-civile che industriale, trattato di chimica nel quale Lavoisier ripose le sue conoscenze scientifiche e primo vero trattato di chimica scientifica moderna, in cui il centro era la teoria della combustione e dell'ossigeno (ritenuto un elemento di tutti gli acidi, ma ciò poi rivelatosi errato seppure mantenendo il nome di ossigeno) negante la vecchia teoria del flogisto, contemplante la teoria degli elementi chimici quali particelle-elementi non ulteriormente scomponibili ai fini chimici della trasformazione della materia (almeno a livello delle energie macroscopiche al tempo in gioco (notoriamente intorno a 1 eV), e sappiamo che bisogna disporre e sviluppare energie necessarie per le interazioni coi nuclei atomici (notoriamente intorno a MeV) per dover ridefinire nuovamente il concetto di elemento o particella elementare) e la composizione di sostanze composte di tali elementi, presentando una visione unitaria della nuova teoria contenente l'enunciazione della legge sulla conservazione della massa, Traité élémentaire de chimie immediatamente tradotto dal francese in numerose lingue nazionali ed impostosi in pochi decenni nel mondo della nuova chimica, e poi divenuto un classico di storia della scienza moderna; durante la sua vita Lavoisier ha ricevuto dei riconoscimenti, come una medaglia d'oro dal Re di Francia Luigi XV per il lavoro sull'illuminazione stradale urbana (1766), fu nominato membro dell'Accademia delle Scienze francese (1768), il suo lavoro in chimica è stato riconosciuto in campo internazionale dall'American Chemical Society, dall'Académie des Sciences de l'Institut de France e dalla Société Chimique de France nel 1999, la pubblicazione Méthode de Nomenclature Chimique è stata premiata con una Citation for Chemical Breakthrough Award dalla Division di Storia della chimica della American Chemical Society presentata all'Académie des Sciences (Parigi) nel 2015, inoltre sono state istituite un certo numero di Medaglie Lavoisier per premiare i meritevoli in tale campo chimico), nonché, continuando, premiato Kennelly (Arthur E. Kennelly) per “meritorious achievements in electrical science, electrical engineering and the electrical arts as exemplified by his contributions to the theory of electrical transmission and to the development of international electrical standards", per “his studies of radio propagation phenomena and his contributions to the theory and measurement methods in the alternating current circuit field which now have extensive radio application")), 


l’uso il Lori dei condensatori nella compensazione dei carichi induttivi (ossia la tecnica di rifasamento di cui abbiamo scritto), la teoria del motore in alternata asincrono, la teoria di isteresi magnetica, ecc., ma conosciuto anche per un suo Trattato di Elettrotecnica con ampia trattazione di teoria delle reti elettriche seppure con approccio fisico maxwelliano (sono appunto questi anni di transizione verso una maggior autonomia dell'elettrotecnica rispetto alla fisica elettrica in cui si formarono gli elettrici del tempo, ma scrisse molti libri sull'elettrotecnica, sulla fisica tecnica ed elettrologia), aggiungendo che Lori verso la fine del secolo venne al Museo Industriale di Torino lasciando però subito l'insegnamento per praticare l'attività industriale come direttore della Società italiana carboni elettrici di Roma (1899-1900) con innovazioni tecniche nella progettazione di forni per carboni metallici oltre alla progettazione di impianti idroelettrici, quindi nel periodo 1903-28 ricoprì la cattedra di elettrotecnica all'Università di Padova fondandovi l'Istituto Superiore di Elettrotecnica, nel 1904 (insieme con Angelo Barbagelata (ingegnere elettrotecnico e docente a Milano divenuto noto per i suoi numerosi metodi fisici di misura delle potenze elettriche (wattmetri, varmetri, ecc.) contenuti ad esempio in Metodi fondamentali per le misure elettriche industriali del 1930, ma molti lettori conosceranno i suoi testi di Macchine elettriche per Istituti tecnici e Politecnici ampiamente adottati negli anni), ad Ugo Bordoni ed a Giancarlo Vallauri (ingegnere-matematico-ammiraglio esponente storico del mondo elettrico e radiotelegrafico-radiotelefonico italiano, nato a Roma nel 1882, laureato in ingegneria elettrotecnica nel 1907 presso la Scuola Superiore Politecnica di Napoli, docente a Padova, Napoli, e dal 1916 a Livorno sulla cattedra di Elettrotecnica all'Accademia Navale fondando l'Istituto Elettrotecnico e Radiotelegrafico della Marina (oggi Istituto per le Telecomunicazioni e l'Elettronica della Marina Militare Giancarlo Vallauri) in cui si avviarono ricerche sulle comunicazioni radio con la realizzazione nel 1920-23 della grande stazione radio di Coltano, quindi dal '26 docente di Elettrotecnica al Politecnico di Torino in cui si misero le basi per la nascita nel '34 dell'Istituto Elettrotecnico Nazionale IEN Galileo Ferraris; ricoprì numerose cariche (presidente EIAR, presidente CNR, presidente della Conferenza Nazionale di Radiodiffusione Alta Frequenza, ecc.) e ricevette numerosi riconoscimenti, ma va ricordato per i suoi studi sul ferromagnetismo (fenomeno di isteresi magnetica rotante), per l'invenzione del duplicatore magnetico di frequenza (a sottrazione di f), nonché per la nota trattazione analitica del triodo a vuoto con l'equazione Vallauri ossia Di=(DVa+mDVg)/ra onde permetterne un uso più appropriato nei circuiti radio costruendo il suo circuito equivalente per segnali incrementali-differenziali (con ovvio significato dei simboli, ossia i=corrente anodica, Va=tensione anodo-catodo, Vg=tensione griglia-catodo, ra=resistenza differenziale anodica, e D simbolo di derivata))), fondò Lori la rivista L'Elettrotecnica, e la sezione veneta dell'Associazione Elettrotecnica Italiana AEI, fu membro-socio-presidente di varie associazioni tecniche e culturali lombarde-venete-italiane (ad esempio socio corrispondente della Regia Accademia delle Scienze di Torino, membro del Comitato per l'Ingegneria del Consiglio nazionale delle ricerche CNR, responsabile e redattore della sezione Ingegneria dell'Istituto dell'Enciclopedia Italiana), e contribuì ai miglioramenti della rete di distribuzione del gas e nel '23 del servizio tranviario di Padova, quindi nel periodo 1929-39 fu professore di Elettrotecnica generale al Politecnico di Milano migliorando l'insegnamento ed ammodernando il laboratorio 


(inoltre a Milano fondò una sezione Radiotecnica dell'Associazione Elettrotecnica italiana da cui nascerà l'Istituto di Comunicazioni elettriche e la cattedra di Comunicazioni elettriche), ma fin dai suoi inizi a Roma Lori si occupò delle trasmissioni teledinamiche a grande distanza, si occupò di reti induttive e capacitive nei circuiti in corrente alternata (intravedendo in anticipo sui tempi la possibilità di eseguire ricorrendo ai condensatori il rifasamento delle reti con eccessiva reattanza induttiva ossia reti alimentanti avvolgimenti e grandi avvolgimenti di motori in alternata) la cui analisi richiedeva l'uso della trasformata di Steinmetz, elaborò una nuova teoria dei motori asincroni (con un metodo di avviamento dei motori asincroni monofasi) dove i fenomeni nelle macchine si potrebbero rapidamente riassumere con “una corrente elettrica genera un campo magnetico (Oersted e Biot-Savart) ed un campo magnetico esercita una forza ponderomotrice su un conduttore percorso da corrente in esso immerso (Ampere)”, portò avanti le ricerche sul ferromagnetismo sulle proprietà magnetiche del ferro e sui materiali soggetti a sforzi meccanici (con cui iniziarono anche le ricerche dell'assistente Vallauri), favorì il passaggio nella trazione ferroviaria dalla macchina a vapore ai motori elettrici in Italia, le sue ricerche sull'elettromagnetismo in fisica e di concezione maxwelliana nelle reti lo portarono alla cattedra universitaria, nel 1906 sviluppò una teoria del rivelatore magnetico per le onde hertziane nella trasmissione di segnali tramite correnti alternate, studiando le correnti alternate approntò metodi di risonanza


 per la misura di frequenze e sfasamenti (verso l'invenzione degli allora moderni galvanometri a vibrazione tipo il frequenzimetro ed il fasometro per correnti alternate), proseguendo gli studi sulle correnti alternate nel 1905 presentò un metodo di trasmissione per telegrafia armonica multipla (in cui le portanti di diversa frequenza modulate dai segnali sono trasmesse sulla medesima linea e poi separate con l'uso di circuiti risonanti realizzati tramite filtri elettrici ad alto Q), quindi si occupò maggiormente dei problemi della nuova fisica del tempo); negli anni '30 l'impostazione fisica maxwelliana dell'elettrotecnica (dalla teoria dei campi alla teoria delle reti secondo il metodo di seguire la storia) è ormai minoritaria nel mondo degli elettrici dato che si va maggiormente affermando l'impostazione ingegneristica-tecnica (meno necessitante delle leggi elettromagnetiche e più dell'approccio sperimentale onde meglio definire le grandezze circuitali (partendo direttamente dalle reti col minimo di premesse elettromagnetiche secondo un metodo logico introducente adeguati postulati ossia con una metodologia più autonoma dalla fisica e più confacente alle esigenze ingegneristiche, processo come detto già avviato da John R. Carson in America e da Max Abraham in Germania) seppure si parli ancora molto di ingegneria elettromagnetica e meno di ingegneria delle reti, più di onde e campi e meno di circuiti, e come detto Galileo Ferraris aveva seguito l'impostazione maxwelliana di Mascart-Joubert (Lecons sur l'électricité et le magnétisme, autorevole e ponderoso testo del fisico francese Éleuthère Élie Nicolas Mascart e del fisico-chimico Jules Francois Jouber) come vede il lettore in Lezioni di Elettrotecnica (e come pure si vede in Ascoli, Lori, Lombardi, Vallauri, Elio Perruca (laureato in fisica a Pisa, professore di fisica al Politecnico di Torino, progettò un analizzatore di elettricità a penombra detto Bilamina di Bravais-Perucca, nel 1930 un tipo di elettrometro chiamato Elettrometro di Perucca di altissima sensibilità, e descrisse l'attività ottica di alcuni composti chimici (ossia la rotazione dei vettori E-H nella polarizzazione)), però risultava anche insoddisfacente la duplice differente impostazione più fisica o più tecnica dei trattati di Elettrotecnica del tempo specialmente dopo l'opera Electromagnetic Theory di Oliver Heaviside, e su questo problema già il fisico francese Cornu (fautore dell'antico approccio maxwelliano, nonché autore di una precisa determinazione della velocità della luce) scriveva contro Perry (moderno fautore dell'impostazione dei trattati di elettrotecnica basata direttamente sull'introduzione ed uso di tensiometro di Coulomb ed amperometro di Ampere, piuttosto che seguente tutto lo sviluppo della fisica elettrica fin dalle palline di ambra e sambuco caricate per strofinio), 


in cui intervenne il fisico-matematico-ingegnere Giovanni Giorgi a favore della posizione epistemologica di Perry per cui era possibile introdurre-eseguire un adeguato insieme di esperimenti sui fenomeni ed introdurre un adeguato numero di grandezze elettriche fondamentali per sviluppare l'elettrotecnica, ed era opportuno partire dal concetto di circuito elettrico per progredire verso campi ed onde (come Giorgi mostrò nella sua impostazione lagrangiana della scienza elettrica in Lezioni di Fisica Matematica del 1926-27 in cui è messo in evidenza il circuito elettrico), e tale metodo sarebbe stato seguito da K. Kupfmuller (Berlino 1932), B. Rossi (Padova 1936), V. V. Petrovic (Belgrado1941), J. A. Stratton (New York 1941), e pure al Politecnico di Milano nel 1936, sotto l'influsso di Giorgi-Vallauri, Ercole Bottani (professore in quegli anni di Misure e di Impianti 


Elettrici) avrebbe portato lontano la transizione dalla vecchia impostazione maxwelliana alla nuova impostazione ingegneristica in L'insegnamento dell’Elettromagnetismo secondo moderni criteri partendo da grandezze sperimentali e da nozioni integrali (abbandonando definitivamente il tradizionale metodo storico preceduto dalle scoperte e leggi fisiche di fenomeni-componenti, adottando il nuovo metodo logico introdotto da postulati e definizioni di concetti, con l'introduzione di grandezze globali per procedere a quelle locali, facendo uso del concetto di “bipolo elettrico” in luogo del concetto di “bipolo elettromagnetico”, e scrivendo equazioni fisiche ricavate da relazioni tra grandezze misurate del tipo tensione-corrente-potenza-energia V-I-P-E ossia grandezze alle porte di bipoli-multipoli e con vantaggio scrivendo bilanci energetici quali leggi di conservazione), lungo una via epistemologica privilegiante grande generalità insieme ad applicabilità ingegneristica, familiare sia al mondo universitario che al mondo della tecnica industriale, e che si potrebbe dire di natura operazionalistica seguita da P. W. Bridgman (Percy Williams Bridgman, noto fisico e filosofo della scienza statunitense professore a Harvard) e da E. Mach (Ernst Waldfried Josef Wenzel Mach, noto fisico e filosofo austriaco sul quale abbiamo scritto, nonché strada seguita in fisica anche da Einstein che abbandonò ogni premessa filosofica che non fosse di natura strettamente operativa) o magari sulla scia del neopositivismo imperante in Europa e notoriamente al Circolo di Vienna (in tedesco Wiener Kreis organizzato da Moritz Schlick nel 1922), e dal 1936 al 1947 con l'apporto di PoliMi e di PoliTo ed il Trattato di Elettrotecnica di Ercole Bottani e Rinaldo Sartori l'impostazione moderna di Elettrotecnica, definitivamente abbandonando il concetto di campo di Maxwell, sarebbe divenuta generale in Italia (permettendo una trattazione della disciplina e pure metodi di progettazione di natura più squisitamente tecnica e di natura meno squisitamente fisica), con una sistemazione di Ingegneria Elettrica basata specialmente sull'insegnamento di Elettrotecnica 


(però chi guarda i testi di Bottani-Sartori ad esempio gli Appunti di Elettrotecnica ad uso degli studenti (Parte I e Parte II del 1956 e seguenti, complessivamente di circa 1500-1600 pagine... esempio pure di ottimale sintesi!) non ha “esattamente” la percezione di trovarvi una vera teoria delle reti elettriche basata sul concetto di bipolo, con la tradizionale suddivisione qui della trattazione in corrente continua-regime stazionario, regime quasi stazionario od alternata sinusoidale, e regime comunque variabile nel tempo, tra campi elettrici, batterie, resistenze, condensatori (loro collegamenti, carica-scarica, flusso ed induzione elettrica), induttori (induzione, collegamenti, accoppiamenti, azioni meccaniche), comportamenti di bipoli in regime quasi stazionario, bilanci energetici, studio dei circuiti magnetici, sistemi trifase, macchine elettriche, trasformatori, alternatori e motori sincroni, la macchina asincrona, la strumentazione elettrica, ecc... e come si fa a ritenere questa una teoria delle reti elettriche matura o “matura” ed emancipata dalla fisica quando si legge di cicli di isteresi, di campi di statori e rotori, di trasformatori e di macchine in alternata, ed i bipoli “bottaniani” sono certamente introdotti ed usati ma per esempio distinguere tra bipolo ideale e bipolo reale e scrivere di induzione elettrica-magnetica, parlare di permettività-permeabilità-riluttanza-permeanza-elastanza(qui non intesa come il reciproco di C)-ecc. (che non sono affatto variabili di rete o grandezze alle porte, ossia come il lettore vede non sono come tensioni-correnti (v-i) o come cariche elettriche-flussi magnetici (q-Φ) queste sì corrette grandezze di rete) significa proprio vedere la fisica elettrica fusa-confusa-impregnata con teoria delle reti, però nonostante ciò qui ci troviamo già all'interno di una teoria delle reti sufficientemente autonoma dalla fisica elettromagnetica per cui anche in tale periodo storico vedere una buona parte di fisici “progettare con la fisica” ad esempio vedere Enrico Fermi progettare un oscillatore RF con triodo di potenza caricato su semplice carico scrivendo ed utilizzando fisicamente le equazioni differenziali del triodo con una settimana di calcoli per ottenere una “schifezza di circuito” potrà impressionare qualche professoressa di fisica di liceo ma un po' meno noi (non si discute l'altezza della mente di un Fermi ma “quando hai detto fisico hai detto tutto”)), e sull'insegnamento di Campi elettromagnetici e circuiti (ossia il moderno e l'antico legati a filo doppio dalla teoria classica dei campi (con la teoria delle linee di trasmissioni a parametri distribuiti-integrodifferenziali, delle linee TEM, e di comunicazioni elettriche) e dalla nuova teoria delle reti di bipoli (ossia i circuiti elettrici a parametri concentrati)); 


concludiamo affermando che ai limiti storici la strada tracciata ed intrapresa da Kirchhoff negli anni '40-50 dell'800 (trasformante un sistema matematicamente continuo-integrodifferenziale di campi E-H in un sistema matematicamente discreto-algebrico di grandezze V-I) sarà giunta ad un primo vero traguardo logico-epistemologico-metodologico 100-110 anni dopo negli anni '60-70 del '900 con una Teoria Elettrotecnica quale Teoria delle Reti elettriche ora topologicamente composta da bipoli-blackbox-scatole nere-blocchi circuitali interconnessi-collegati tra loro dove ogni scatola è completamente determinata dalle relazioni elettriche esterne ingresso(Vi-Ii)-uscita(Vu-Iu), ossia le equazioni-relazioni-curve In-Out, che non mostrano più alcuna relazione con la teoria fisica elettromagnetica inerente alla natura interna di ciò che c'è e di ciò che avviene dentro la scatola nera stessa (naturalmente per formare le reti elettriche occorrono componenti elettrici che in tal senso sono pensati e studiati quali dispositivi elettromagnetici descritti da campi E-H secondo le equazioni di Maxwell), ossia ad una teoria delle reti pienamente autonoma rispetto alla teoria fisica dei suoi componenti poichè trattante topologicamente-sistematicamente-matricialmente il collegamento elettrico (V-I) alle porte di bipoli-multipoli-doppibipoli quali blackbox introdotti qui assiomaticamente (e che sono la corrispondente parte circuitale teorica dei componenti fisici), e per quanto attiene alla teoria delle reti elettriche degli anni '50-60-70 e seguenti abbiamo già scritto altrove ed in particolare abbiamo riportato una rapida esposizione dei metodi sistematici di analisi delle reti (quasi interamente proveniente da EECS dell'Università di Berkeley, elaborata da Desoer-Kuh-Chua) altrettanto lontana in Italia dalla teoria di Bottani-Sartori come quella di Bottani-Sartori era lontana dall'elettrotecnica di Ferraris-Arnò-Lori-Vallauri, precisando che abbiamo qui assai rapidamente scritto del mondo di Maxwell-Conduzione elettromagnetica-elettrica (il caso maxwelliano della corrente di conduzione J, con corrente di spostamento derivataD nulla od insignificante e comportamento quasi statico del sistema), ma esiste pure il mondo parallelo di Maxwell-Radiazione elettromagnetica (dove al contrario J è nulla o trascurabile ma non derivataD e dove il comportamento dinamico delle grandezze del sistema è essenziale) di cui abbiamo scritto altrove. 


Avendo qui citato l'operazione di convoluzione la quale è come detto la tecnica principe per trattare i segnali e l'analisi dei sistemi lineari nel dominio del tempo, vogliamo aggiungere altre informazioni in modo più discorsivo, dicendo che essa, come fosse una trasformazione integrale, combina due funzioni f(t) e g(t), o f(T) e g(T), o f(n) e g(n), per ottenere una terza funzione y(t) o y(T) o y(n) come fosse una modifica di f o di g, ed è sorella della correlazione incrociata tra f e g come abbiamo mostrato negli esempi di analisi dei segnali, convoluzione in campo continuo od in campo discreto che trova impiego, oltre che in teoria dei segnali-elettronica-telecomunicazioni-filtraggio-analisi immagini-grafica digitale-ecc., anche in molti problemi di fisica, di statistica, di econometria, di economia, ecc., ossia ad esempio la media mobile pesata dalla funzione h è una convoluzione e come citato più avanti la distribuzione di probabilità di due variabili casuali indipendenti X e Y è la convoluzione delle loro distribuzioni, l'ombra di un oggetto proiettata su una parete da una fonte luminosa di forma finita è la convoluzione (qui bidimensionale) tra la suddetta forma e la forma dell'oggetto (se la forma della fonte fosse infinitesima e dunque il segnale fosse impulsivo l'ombra sarebbe quella dello stesso oggetto ossia senza aberrazioni-sfuocamenti), una foto assai sfuocata è la convoluzione dell'immagine quando è perfettamente a fuoco-nitida e la forma del diaframma e ciò vale pure per pupilla ed area fotoricettiva, il blur-offuscamento ottico è descrivibile con una convoluzione ed il segnale d'uscita della spettroscopia a fluorescenza è la convoluzione tra la sequenza degli impulsi di Dirac entranti e la risposta impulsiva dell'oggetto (con tipico risultato passa-basso), oppure se la risoluzione del sistema fosse troppo bassa sarebbe la convoluzione tra gli impulsi entranti e la stessa risposta del sistema (comprensibile osservando che se si usa il metro per misurare la lunghezza di lunghissime strade ed autostrade ottengo come risultato la misura delle strade ed autostrade ma se uso il metro per misurare gli oggetti microscopici od atomici ottengo sempre la misura del metro per troppa bassa risoluzione (ovviamente il metro-campione ha solo 2 tacche, quella iniziale e quella finale che definiscono la relativa distanza-campione “1 m”, e non certo le tacche dei centimetri, dei micron, ecc., altrimenti sarebbero il centimetro-campione od il micron-campione e non il metro-campione), dato che non conviene che l'unità di misura di un campione di misura sia paragonabile-uguale o addirittura minore di quella dell'oggetto da misurare!), l'operazione di convoluzione come abbiamo visto è pure utile nel trattare il filtraggio di immagini-video e l'uscita del segnale dal filtro ottico od elettrico potrebbe essere vista come la convoluzione tra il segnale immagine entrante e la risposta impulsiva del filtro (risposta impulsiva che sarebbe la stessa uscita se all'ingresso ponessimo un impulso di Dirac), un eco sonoro od eco radar è la convoluzione tra il segnale originario-entrante e la forma dell'oggetto che rinvia il segnale stesso, e nella riverberazione il segnale ottenuto è la convoluzione tra il suono originale e la risposta impulsiva dell'ambiente ma ciò accade per tutti i sistemi filtranti quando si opera nel dominio temporale tra il segnale del tempo x(t) entrante che possiamo pure definire i dati, e la risposta impulsiva del sistema h(t) che possiamo prefissare come funzione pesante (uguale ciò ad eseguire il prodotto dello spettro del segnale entrante X(f) (trasformata dei dati) con la funzione di trasferimento (o trasformata del filtro H(f)) il quale prodotto Y(f)=X(f)H(f) è la trasformata del segnale d'uscita) e quando i dati ed i pesi sono discreti tale problema di filtraggio si sa essere un problema di predizione-previsione eminentemente trattato per sistemi discreti in ingegneria-economia-statistica-mercati-popolazioni-ecc.; 


le funzioni o segnali f(t) e g(t) sono definite da R in sé, con f(t) a supporto compatto e con g integrabile secondo Lebesgue su ogni insieme compatto di spazio R, ed allora la convoluzione tra f e g, di valore sempre reale f(t)*g(t), è data dalla formula integrale già scritta dove l'integrale è un integrale definito su tutto l'asse t appartenente a R (ossia f(t)*g(t)=(f*g)(t) = integrale da -infinito a +infinito di f(tau)g(t-tau)dtau = integrale da -infinito a +infinito di f(t-tau)g(tau)dtau), integrale ottenuto dal prodotto delle due funzioni f(t) e g(t) dopo aver cambiato variabile (ad esempio da t a tau), dopo che una è stata flippata destra-sinistra ossia rovesciata nel tempo (ad esempio g(-tau)) e traslata al generico istante t (ossia g(t-tau)) facendo poi variare nell'integrale la traslazione tau da -infinito a +infinito; se come spesso accade (ad esempio in teoria dei segnali) la variabile t assume il significato di tempo, allora la convoluzione è come una media pesata di f(tau) all'istante t con funzione peso data da g(-tau) traslata di un intervallo pari a t, e mentre t muta la funzione-peso g(-tau) “amplifica o dà peso” diverso a porzioni-distanze diverse di f; per meglio capire tale operazione matematica portiamo l'esempio della convoluzione tra due funzioni f(t) e g(t), ossia f(t)*g(t), funzioni entrambe uguali f(t)=g(t) ad un impulso rettangolare, ovvero rettangoli R1 e R2, di durata finita T=1 (ossia T=0.5+0.5) ed ampiezza A=1, essendo tale convoluzione ad esempio uguale all'uscita di un sistema (a parametri elettrici) con ingresso e con risposta impulsiva uguali a tali segnali rettangolari (ad esempio di ampiezza 1 volt e durata 0.5+0.5=1 secondi), per cui il primo rettangolo R1 lo porremo fisso nell'origine dell'asse t simmetrico rispetto alle ordinate (da -0.5 a +0.5 ed ampiezza 1) e l'altro rettangolo R2 (flippato rispetto a tau ma è uguale dato che è simmetrico) lo faremo traslare con continuità su t da -infinito a +infinito, onde nel II quadrante quando R2 non si è ancora sovrapposto a R1 il loro prodotto di funzioni del tempo è nullo ed allora è nullo il contributo all'integrale, ma appena R2 da sinistra inizia a sovrapporsi a R1 il valore dell'integrale aumenta linearmente come una retta-rampa dal valore 0 (a t=-1 che adesso è tau=-1 avendo cambiato variabile) al valore 0.5 (raggiunto a t=-0.5 ossia tau=-0.5, quando R2 è sovrapposto per metà a R1) al valore 1 (raggiunto a t=0 ossia tau=0, quando R2 e R1 sono completamente sovrapposti, e tale ampiezza massima è utile pure nella correlazione incrociata tra segnali), per iniziare a diminuire come una retta-rampa da tale valore 1 (a t=0 ossia tau=0) al valore 0.5 (raggiunto a t=0.5 ossia tau=0.5, quando sono ritornati a metà sovrapposizione) al valore 0 (raggiunto a t=1 ossia tau=1, quando nel I quadrante R2 esce dalla sovrapposizione a destra), per cui come vediamo l'integrale di convoluzione di f(t)=R1 e g(t)=f(t)=R2 è un impulso triangolare ossia un triangolo TR con base di durata T=2 (posizionata da t=-1 a t=+1) ed ampiezza-vertice-altezza A=1 (di area (1/2)TA=1, come pure l'area di R1=R2=1 ossia di aree tutte uguali, per cui pure le energie saranno uguali, ed il segnale d'uscita f(t)*g(t) dal sistema ottenuto dalla convoluzione di f(t) e di g(t) avrà uguale energia di f(t) e di g(t), ovvero 1 volt quadro x 1 secondo=1 joule di R1=R2, e (1/2) x 1 volt volt x 2 secondi = 1 joule di TR), oppure un altro esempio di convoluzione è tra un segnale d'ingresso rettangolare (analogo al precedente ma con T=2, da t=-1 a t=+1 secondi, A=1 volt) e la risposta impulsiva di un circuito RC (che a t=0 secondi sale istantaneamente a 1 volt per decadere esponenzialmente exp(t) con costante di tempo RC=2 secondi, ottenibile ad esempio con R=1 Mohm e C=2 microfarad, ossia un'esponenziale monolatera nel semipiano positivo-destro) per cui quando traslando da -infinito il rettangolo inizia la sovrapposizione con exp(t) parte dal suo istante medio a t=-1 secondo una logaritmica crescente che raggiunge circa A=0.5 volt a t=0 secondi salendo ancora fino ad incontrare a t=1 secondo l'esponenziale exp(t) a circa 0.63 volt per poi scendere asintoticamente insieme a exp(t), per cui la convoluzione o segnale d'uscita è una logaritmica crescente da -1 a +1 secondi seguita da un'esponenziale exp(t) decrescente da 0.5 volt fino a 0 volt per t tendente a +infinito la cui ampiezza di picco è di circa 0.63 volt; se più in generale f(x) e g(x) sono definite in R d-dimensionale con valori complessi in C per cui f(x)convoluzioneg(x)=f(x)*g(x) è uguale all'integrale in R d-dimensionale di f(y)g(x-y)dy, possiamo dire che se X e Y sono due variabili casuali indipendenti con densità di probabilità f(x) e g(x) allora la densità di probabilità della somma delle due variabili X+Y è data dalla convoluzione di f con g; perchè esista l'integrale della convoluzione è necessario che f e g vadano all'infinito decrescendo rapidamente-asintoticamente, ad esempio se sono continue a supporto compatto (sottoinsieme compatto dell'insieme di definizione) esiste la loro convoluzione ed è una funzione continua a supporto compatto, ed anche esiste continua se una delle due f o g è a supporto compatto e l'altra è localmente integrabile, laddove se f e g sono integrabili secondo Lebesgue (ossia appartengono allo spazio L1(R n-dimensionale)) 


allora secondo il teorema di Tonelli la loro convoluzione è pure integrabile; se poi f appartiene a L1(R d-dim) e g appartiene a Lp(R d-dim) con p maggior-uguale 1 e minor infinito, allora la convoluzione tra f e g apparterrà a Lp(R d-dim) e la sua norma-p sarà minor-uguale del prodotto di norma-1 di f con norma-p di g essendo la convoluzione una funzione bilineare continua tra spazi Lp, e se p=1 lo spazio L1 con l'operatore di convoluzione è un'algebra di Banach, e se p,q,r sono finiti e maggior-uguale di 1 con 1/p+1/q=1/r+1 allora la norma-r della convoluzione di f e g è minor-uguale del prodotto di norma-p di f per norma-q di g con f appartenente a Lp e g appartenente a Lq per cui la convoluzione è una mappa bilineare continua da LpxLq a Lr; alcune proprietà della convoluzione tra f e g (indichiamola con f*g come usualmente avviene) sono la proprietà commutativa f*g=g*f, associativa f*(g*h)=(f*g)*h, distributiva f*(g+h)=(f*g)+(f*h), associativa per moltiplicazione sinistra scalare a(f*g)=(af)*g=f*(ag) con a reale-complesso in R-C, poi la derivata D di f*g ossia D(f*g)=Df*g=f*Dg, poi nel caso discreto l'operatore differenza D di f(n) ossia Df(n)=f(n+1)-f(n); diamo qui il fondamentale teorema di convoluzione (il quale vale espresso sia con la trasformata di Fourier FT, sia con la trasformata di Laplace LT, sia con la trasformata di Mellin MT, indicandole in generale come trasformate T, osservando qui rapidamente che la classe delle trasformate contiene almeno la trasformata discreta del coseno DCT, la trasformata di Fourier FT, la trasformata discreta di Fourier DFT, la trasformata di Hilbert HT, la trasformata di Laplace LT, la trasformata di Legendre LeT, la trasformata di Mellin MT, la trasformata di Radon, la pseudo-trasformata di Hadamard, la trasformata di Steinmetz, la trasformata wavelet di Haar HT, la trasformata Zeta ZT), ossia la trasformata T della convoluzione (f*g) è uguale al prodotto delle trasformate T(f) e T(g) ossia T(f*g)=T(f)T(g) ed in particolare per Fourier abbiamo FT(f*g)=FT(f)FT(g); se xt(t) è una funzione periodica con periodo T, allora la sua convoluzione (detta convoluzione periodica) con una funzione f(t) è ancora una funzione periodica dove l'integrale da -infinito a +infinito di f(tau)xt(t-tau)dtau è uguale all'integrale da to a to+T di ft(tau)xt(t-tau)dtau, con to arbitrario in R, e ft(t) uguale alla sommatoria su k, da -infinito a +infinito, di f(t+kT), e questa è una convoluzione periodica di xt e ft, ma se xt(t) è la sommatoria periodica di x(t) allora la convoluzione è una convoluzione ciclica o circolare di f(t) e x(t); nel campo degli interi Z=I la convoluzione di f(n) e g(n) con n a valori in N è uguale alla sommatoria su k, da -infinito a +infinito, di f(k)g(n-k) = sommatoria su k, da -infinito a +infinito, di f(n-k)g(k), e quando si moltiplicano due polinomi a coefficienti an e bn nelle successioni (an) e (bn) con n in N la successione dei coefficienti del loro prodotto è data dal prodotto di Cauchy (cn) con n maggior-uguale 0 in cui l'n-esimo termine è cn = sommatoria su k, da 0 a n, di a(k)b(n-k) che non è altro che la convoluzione discreta-numerica delle successioni (an) e (bn) ossia uguali al prodotto di (an) e (bn) con n in N considerati quali elementi dell'anello sul gruppo dei naturali N; analoghe considerazioni alle precedenti in campo continuo valgono per la funzione discreta periodica gn di periodo N onde generare da gn e f la convoluzione discreta periodica quale sommatoria del prodotto (della sommazione periodica di f) con gn(n-k), ed analogamente per la convoluzione ciclica o circolare se gn è la sommazione di un'altra funzione g; abbiamo definito la convoluzione tra funzioni f e g ma in fisica-elettronica-ecc. è stata usata ed è usata anche la convoluzione tra funzioni e distribuzioni (qual è l'impulso di Dirac, necessario ad esempio nel campionamento ideale e nei sistemi a segnali campionati) e sotto opportune condizioni si può definire la convoluzione tra una funzione ed una distribuzione e tra distribuzioni, nel primo caso quando f è una funzione a supporto compatto e g una distribuzione (per cui la loro convoluzione è una funzione liscia) e nel secondo caso definendola quando continua a valere la proprietà associativa (ossia la convoluzione di f con la convoluzione di g e h è uguale alla convoluzione tra la convoluzione di f e g con h) dove f è una distribuzione e g una distribuzione a supporto compatto; 


poi la convoluzione tra due misure di Borel α e β a variazione limitata è una misura λ data da integrale di f(x)dλ(x) = integrale doppio di f(x+y)dα(x)dβ(y) con tutti gli integrali estesi a R d-dim (la convoluzione di due misure soddisfa la disuguaglianza di Young ossia la norma della convoluzione di α e β è minor-uguale del prodotto delle norme di α e di β dove la norma è la variazione totale della misura legata al valore assoluto), coincidente con quella già data se α e β sono come distribuzioni, oppure con la definizione di convoluzione di funzioni in L1 quando α e β sono assolutamente continue rispetto alla misura di Lebesgue; aggiungiamo che se G è un opportuno gruppo la cui misura corrisponde al valore m (ad esempio un gruppo di Hausdorff localmente compatto con la misura di Haar), e se f e g sono valori dell'integrale multiplo m-esimo su G a valori reali-complessi in R-C, allora la convoluzione di (f*g)(x) è uguale all'integrale su G di f(y)g(xy(elev -1))dm(y) dove m è la misura di G. Ma, dopo questa passeggiata, ritorniamo a scrivere qualcosa dei circuiti in senso più generale e più matematico. 


Per la formulazione delle leggi di rete, ossia della legge di Kirchhoff  delle correnti LKC agli insiemi di taglio e della legge di Kirchhoff delle tensioni LKT alle maglie, è necessaria pure la teoria dei grafi, che io riporto, con la definizione di matrice di incidenza A nodi-lati, la matrice di incidenza Q insiemi di taglio fondamentali-lati, ma più estesamente e correttamente in altra parte del libro nel capitolo 11. 


Diamo solo le due leggi fondamentali di rete. Legge di Kirchhoff delle correnti LKC: per qualsiasi rete a parametri concentrati RLCM, in ogni istante di tempo, per qualsiasi dei suoi insiemi di taglio (in particolare per qualsiasi dei suoi nodi), la somma algebrica di tutte le correnti di lato che circolano nei lati dell'insieme di taglio è uguale a 0. Legge di Kirchhoff delle tensioni LKT: per qualsiasi rete a parametri concentrati RLCM, in ogni istante di tempo, per una qualsiasi delle sue maglie fondamentali (in particolare per qualsiasi dei suoi anelli), la somma algebrica delle tensioni di lato lungo la maglia è uguale a 0. L'analisi generale e sistematica della rete richiede di trovare 2b incognite (essendo b in numero dei lati), ossia b correnti di lato j(t) e b tensioni di lato v(t), risolvendo i sistemi di equazioni rispettivamente nel vettore e(t) tensioni di nodo, di dimensione n, nell'analisi ai nodi ed agli insiemi di taglio fondamentali; o nel vettore i(t) correnti d'anello di dimensione l nell'analisi degli anelli o delle maglie fondamentali. A ciò vanno aggiunte le b equazioni di lato dei b lati di rete, per formare un sistema di 2b equazioni in 2b incognite, dunque problema di rete elettrica ben posto e risolvibile. Inoltre se in una generica rete elettrica a parametri concentrati, in ogni istante di tempo, le tensioni di lato soddisfano la LKT e le correnti di lato soddisfano la LKC, allora la somma su tutti i lati della rete, dei prodotti della tensione di lato per la relativa corrente di lato della rete (della medesima rete o di qualunque altra rete, comunque siano le sue equazioni di lato, purché reti col medesimo grafo e medesime convenzioni di riferimento corrente-lato e tensione-lato), è nulla: ciò costituisce il noto teorema di Tellegen. 


Riflettiamo un attimo su questo teorema (Bernard D.H. Tellegen (Winschoten 1900, Eindhoven 1990), ingegnere olandese specializzato in elettrotecnica e radiotecnica), incidentalmente, era un ingegnere della Philips olandese (Philips Natuurkundig Laboratorium o Philips Physics Laboratory, in Eindhoven) e nel periodo 1946-1966 professore di Teoria dei circuiti elettrici ad University of Delft, tra l'altro noto per l'invenzione del pentodo nel 1926 quale elemento circuitale attivo nonché componente vero protagonista dell'elettronica a vuoto dei tubi termoionici o termoelettronici o tubi ionici come spesso venivano allora chiamati, e pure noto ad esempio per l'effetto di risonanza od interazione con risonanza tra due modulanti di notevole potenza detto effetto Tellegen, analogo all'effetto Lussemburgo dove una portante di grande potenza modula una portante più debole osservato nell'omonima stazione radioemittente; Bernard D.H. Tellegen, 1900-1990, was a dutch electrical engineer and inventor of the pentode (1926) and the gyrator (1948, quale elemento questo capace di simulare le leggi e gli effetti di un induttore L ma senza avvolgimento di spire, usato ad esempio in Hi-Fi graphic equalizers); he is also known for a theorem in circuit theory, Tellegen's theorem), il quale teorema di Tellegen costituisce il teorema di conservazione della potenza in un circuito elettrico, e, dunque, su un opportuno intervallo temporale, non è altro che il teorema di conservazione dell'energia per un sistema discreto qual è una rete elettrica. Infatti, dato un qualsiasi grafo (dopo il primo studio di Eulero (col primo suo teorema che afferma che esiste un cammino ciclico per tutti i lati se il grafo è connesso ed il grafo locale dei lati intersecanti ogni nodo ha un numero pari di lati) la teoria dei grafi quale legge-relazione di corrispondenza si è sviluppata per trattare problemi combinatori dove oggetti-risorse rappresentati da n punti o nodi o vertici sono collegati da archi o lati orientati (se ogni nodo collega ogni altro nodo i lati sono n(n-2)/2) come le macchine a stati finiti (finite state machine FSM), i diagrammi di flusso, i percorsi tra stand o “sportelli” per visitarli tutti una sola volta, problemi algebrici, il difficile problema dei 4 colori (risolto con l'uso del calcolatore) i cammini hamiltoniani e soprattutto in campo applicativo le reti elettriche), grafo non degenere con un qualunque numero (finito k, od infinito numerabile ossia con cardinalità finita-infinita numerabile (per l'uso di alcune formule deve esistere il limite per k tendente ad infinito (come ad esempio le reti a filtri RnCn infinite, ossia con n non limitato), mentre eventuali altre formule potrebbero richiedere l'esistenza di k infinito numerabile ossia della cardinalità infinito numerabile dei nodi, laddove poi tutte le reti realizzate od in qualsiasi tempo futuro realizzabili hanno comunque k o n finito ossia richiedono sempre cardinalità finita numerabile)) dicevamo con un qualunque numero k di nodi e numero b di lati orientati incidenti nei nodi (ad un tal grafo corrisponde sempre un opportuno circuito, o rete elettrica, circuito reale o fisico realizzato o ipoteticamente progettabile-realizzabile, secondo un adeguato modello circuitale e topologico; ricordando che, se si parte da una rete fisica, dopo aver steso il suo schema elettrico e definito il suo circuito equivalente RLCM (come detto, ad esempio, un transistore Bjt entrerà e sarà rappresentato in tale circuito secondo un buon modello con 3 resistori, 3 condensatori e 1 generatore di corrente di collettore comandato in corrente di base), il suo grafo lo si ottiene lasciando ogni nodo e sostituendo ogni bipolo RLCM con un arco “topologico” collegante nel medesimo modo i nodi (e sarà un grafo topologico orientato, mettendo una freccia a caso su ogni arco), così che il grafo topologico “perda ovviamente ogni ricordo” ed ogni caratteristica fisica-elettrica della rete originale mantenendo solo le connessioni nodi-lati), la somma su tutti i b lati di rete dei prodotti della tensione di lato v(t), misurata ad esempio in volt, per la corrispondente corrente di lato j(t), misurata ad esempio in ampere, è la potenza elettrica totale della rete, misurata ad esempio in volt per ampere ossia in voltampere (o watt, sotto opportune ipotesi sugli elementi di rete), all'istante t, ovvero questo fatto si può esprimere dicendo che in ogni istante di tempo t la potenza elettrica fornita complessivamente alla rete da tutti i suoi lati generatori (potenza attiva) è uguale alla potenza assorbita o consumata complessivamente da tutti i suoi lati utilizzatori (potenza passiva; quest’ultima in modulo uguale alla potenza attiva, ma di segno opposto secondo la medesima convenzione dei segni associata per il grafo orientato in questione, per questo è necessario porre una freccia a caso sui lati, a caso purchè non si cambi freccia-orientamento durante l'elaborazione): ossia, in ogni istante, la somma della potenza elettrica totale è nulla. Il teorema di Tellegen è del tutto generale ed è il Teorema Universale delle reti elettriche, esso è valido per qualsiasi rete lineare o non lineare, attiva o passiva, tempo-invariante o tempo-variante di qualsiasi complessità, qualsiasi siano i suoi lati (ovvero i suoi bipoli elettrici di rete, e multipoli e quadripoli elettrici, quali modelli matematici circuitali di dispositivi reali-fisici come i resistori fisici, gli induttori fisici o le bobine ed i vari avvolgimenti elettrici fisici, i condensatori fisici, i trasformatori elettrici fisici, i generatori elettrici di tensione e di corrente indipendenti fisici, ossia le pile, le batterie di pile di vari elementi chimici, le dinamo, i piccoli e grandi alternatori, gli alimentatori elettronici, i convertitori e gli invertitori, i generatori elettrici di tensione o di corrente fisici pilotati in tensione e/o in corrente come nei modelli equivalenti dei tubi termoionici a vuoto VT o dei transistori a semiconduttori, i diodi fisici, i transistori bipolari Bjt e ad effetto di campo Fet fisici, i dispositivi transistori-resistori-condensatori-induttori fisici che realizzano le porte logiche delle macchine sequenziali, i relè fisici, i motori in corrente continua, i motori in alternata sincroni ed asincroni, tutti i possibili dispositivi elettrici elementari connessi in rete, tutti i modelli dei sottosistemi e delle apparecchiature elettriche ed elettroniche, eccetera), 


ossia il teorema fondamentale è valido per ogni grafo orientato per il quale siano rispettate la legge di Kirchhoff delle correnti LKC e la legge di Kirchhoff delle tensioni LKT, indipendentemente cioè dal fatto che esistano poi dei bipoli elettrici circuitali o lati i quali abbiano effettivamente quelle correnti di lato e quelle tensioni di lato dato che gli archi topologici hanno sostituito nel grafo tutti i bipoli RCLM (ovviamente sarà sempre possibile costruire, od almeno sarà possibile pensare, una rete che abbia come grafo proprio il modello preso in considerazione), dato che il teorema di Tellegen TT è applicabile a qualsiasi grafo orientato di una rete (e non alla rete stessa sia quale modello circuitale che quale rete fisica); potremmo pure sostenere che persino gli antichi greci, definito il grafo G(n,b), definita assiomaticamente una funzione di insieme di taglio-nodo FT ed una funzione di maglia-anello FM avrebbero potuto enunciare il teorema TT ignorando del tutto il mondo dell'elettromagnetismo e dei circuiti elettrici (e per la matematica pura la teoria delle reti elettriche potrebbe essere studiata come teoria dei grafi con l'aggiunta di questi assiomi ma come il lettore nota sarebbe una “teoria delle reti senza tensioni senza correnti, senza “scosse elettriche” e senza sugo” tutte però ugualmente frutto del pensiero matematico PM... qui attribuito pure al pensiero greco poiché nell'antichità per molti il pensiero dei greci è stato l'Alfa e l'Omega ovvero non la soluzione di un giorno della vita dell'uomo e del mondo ma la soluzione dell'Eternità e di Tutto ciò che può essere pensato). Affermiamo, allora, che il teorema di conservazione dell'energia-potenza TT di una generica rete elettrica a parametri concentrati RLCM è direttamente implicato dalle leggi fondamentali LKC e LKT applicate ad un grafo orientato G(n-b) di rete (ossia è implicato solamente dalla topologia della rete, collegamento nb nodi-lati), ovvero dati LKC e LKT si deduce TT, dati TT e LKC si deduce LKT, dati TT e LKT si deduce LKC (per cui LKC e LKT sono introdotte quali assiomi di teoria delle reti insieme alle proprietà necessarie a definire i bipoli). Riflettiamo brevemente anche sul fatto che dati 2 grafi identici (con lo stesso numero n di nodi, e lo stesso numero b di lati identicamente incidenti nei rispettivi nodi, grafi nb), dove siano rispettate le LKC e LKT, anche la somma su tutti i lati del grafo dei prodotti delle tensioni di ogni lato del primo grafo nb per le corrispondenti correnti di ogni lato del secondo grafo nb è uguale a 0 (zero) in ogni istante di tempo t... anche se il primo grafo nb, per esempio, rappresenta una rete elettrica in un laboratorio posto sulla Terra ed il secondo grafo nb (come scritto topologicamente uguale al primo, appunto grafo nb) rappresenta invece una differente rete elettrica (con natura qualsiasi dei suoi lati, anche lati molto diversi dalla prima rete ma di ugual grafo), posta ad esempio su un pianeta delle Pleiadi (non considerando “ovvie ed inconsistenti-incongruenti questioni” di velocità c finita di trasmissione-trasferimento delle onde elettromagnetiche, della potenza P e dell'informazione I), 


o meglio anche se il primo modello matematico di grafo nb è pensato da una ipotetica mente terrestre ed il secondo da una ipotetica mente pleiadiana (per cui le “ovvie questioni” sono a tutti gli effetti nulle); per costruire 2 grafi nb identici di reti indipendenti e “matematicamente-fisicamente-filosoficamente” diverse, si potrebbe ad esempio partire da un buon modello di circuito equivalente di un motore elettrico reazionato e stabilizzato in velocità che pilota un opportuno carico composto di n=15 nodi e b=18 lati orientando a caso i suoi lati, grafo n-b=15-18, e da un buon modello di circuito amplificatore di qualche segnale avendo cura che il suo grafo abbia identicamente n=15 nodi e b=18 lati ugualmente connessi ai nodi ed ugualmente orientati, grafo n-b=15-18 (seppure la natura dei lati RLCM sia del tutto indifferente od arbitrariamente diversa; accertandosi solo che in entrambi i casi valgano le leggi LKC e LKT, e questo sarà vero se la rete non è degenere, ad esempio non abbia una maglia composta di soli generatori di tensione o di soli condensatori od un insieme di taglio-nodo con tutti lati incidenti composti di soli generatori di corrente o di soli induttori, poiché se le tensioni(iniziali) sui condensatori nella maglia e/o le correnti(iniziali) negli induttori nell'insieme di taglio sono tali da avere somma nulla la rete degenere avrà infinite soluzione (sistema indeterminato), mentre se tali somme non sono nulle la rete degenere non avrà alcuna soluzione (sistema impossibile), ma ovviamente una data e particolare rete reale ha costruttivamente-necessariamente-inevitabilmente-fisicamente-filosoficamente sempre una ed una sola soluzione (così come ogni dato e particolare fenomeno fisico esiste-agisce-opera-funziona in un unico esemplare, e sia esso fenomeno come un suo adeguato modello matematico (non degenere) hanno dunque una ed una sola soluzione) ed allora non sarà mai degenere non esistendo condensatori ed induttori ideali e dunque maglie-tagli di solo condensatori-induttori rispettivamente), quindi di considerare che il primo grafo 15-18 sia pensato da una mente terrestre (sia idealmente che partendo da un suo circuito reale di motore elettrico) ed il secondo grafo 15-18 da un'ipotetica mente pleiadiana (sia idealmente che partendo da un ipotetico suo circuito amplificatore). Mentre la prima formulazione del teorema di Tellegen riguardante tensioni e correnti del medesimo grafo nb (terrestre o pleiadiano che sia), per cui valgono le LKC e LKT, rappresenta ovviamente il teorema di conservazione della potenza e dell'energia in una rete elettrica, la seconda formulazione relativa a 2 grafi identici per cui valgano le LKC e LKT, dove le tensioni di lato ineriscono al primo grafo nb “terrestre” e le corrispondenti correnti di lato al secondo grafo nb “pleiadiano”, non sembra avere la “forma” di un teorema di conservazione della potenza e dell'energia detto a volte in tal caso energia-potenza virtuale (dato che in tal secondo caso i 2 grafi nb si “riferiscono” a reti diverse ed indipendenti). 


Però, affermiamo (secondo molte “filosofie” e certamente secondo la “filosofia” del presente libro), come non esistono 2 o 100  o 1000 numeri 2 (definizione e concetto mentale “numero 2”, unico e sempre uguale e se stesso), ma soltanto il numero 2 con due o cento o mille simboli o rappresentazioni uguali (per cui anche trovando 2 ritratti di Socrate o 100 fotografie di Chaplin o 1000 fotografie del Partenone di Atene non abbiamo certo nella realtà fisica 2 Socrate o 100 Chaplin o 1000 Partenone, ed eseguendo 2+3=5 è del tutto ingenuamente indifferente fare 2+3 scrivendo il 2 su una lavagna (dove c'è una lezione di Geometria I) e poi andando fuori su un'altra lavagna (dove si sta tenendo una lezione di Fisica tecnica o di Impianti meccanici II o di Logica matematica) per prendere il 3, o fare direttamente 2+3=5!), così certamente non esistono 2 o 100 o 1000 grafi con n nodi e b lati opportunamente incidenti nei rispettivi nodi ossia grafi nb (definizione e concetto mentale G(n,b) unico e sempre uguale e se stesso), ma soltanto un grafo nb con n nodi e b lati opportunamente incidenti nei rispettivi n nodi, con due o cento o mille simboli o rappresentazioni uguali (ovvero il numero 2 come il grafo nb sono solo ed esclusivamente idee della mente ed entrano solo nel pensiero matematico, ed è piuttosto nella modellistica matematica che risiedono le difficoltà e le contraddizioni (e spesso si risolvono costruendo modelli via via logicamente-matematicamente più corretti-adeguati-comprensivi-completi) poiché la realtà, di origine matematica, è sempre una-risolvibile-non contraddittoria-vera-esistente-”reale”), alla fine dunque concludiamo (visto che moltiplicando ogni tensione di lato del primo grafo nb con ogni corrispondente corrente di lato del secondo grafo nb non si fa altro che moltiplicare ogni tensione di lato per ogni corrispondente corrente di lato dell'unico e medesimo grafo nb, come sommando il 2 “terrestre” col 3 “pleiadianio” non si altro sempre e solamente che 2+3=5) che tutte queste formulazioni del teorema fondamentale di rete di Tellegen (ripetiamo, teorema relativo ad un grafo non degenere per il quale necessariamente valgano le LKC e LKT, essendo poi del tutto inutile e privo d’effetto l'eventuale riferimento ad una rete elettrica fisica che possa avere quello come proprio modello matematico di grafo) non rappresentano altro che il noto teorema di conservazione della potenza e dunque di conservazione dell'energia nei sistemi circuitali (per cui sono esattamente e logicamente equipollenti il teorema di conservazione della potenza ed il teorema di conservazione della potenza virtuale). L'insieme di tutti i vettori j delle correnti di lato forma uno spazio lineare: sia esso Vi; l'insieme di tutti i vettori v delle tensioni di lato forma uno spazio lineare: sia esso Vv. Questi sottospazi sono totalmente determinati dal grafo (ossia indipendentemente dalla natura e dalla legge dei vari lati), ovvero determinati dalla matrice d'incidenza A (o matrici di incidenza M, B, Q, come vedremo). 


Il teorema di Tellegen afferma allora che, ogni vettore del sottospazio Vi è ortogonale ad ogni vettore del sottospazio Vv, e tali Vi e Vv sono sottospazi ortogonali di Rb (ossia R apice b) o R b-dimensionale: ovvero ancora il prodotto scalare tra un vettore qualunque del primo per un qualsiasi vettore del secondo è 0, e la somma, riunione di detti sottospazi Vi e Vv non è altro che R b-dim stesso (quindi ogni vettore di questo spazio può essere scritto, in un sol modo, come la somma di un vettore tensione del sottospazio Vv e di un vettore corrente del sottospazio Vi). La trasformata LT non è affatto equivalente alla teoria delle reti elettriche lineari, ma riduce la complicazione della risoluzione dei sistemi di equazioni delle reti, facendo passare dal dominio del tempo e dalle equazioni integrodifferenziali, al dominio delle frequenze complesse ed alle equazioni algebriche (il vantaggio però diminuisce sempre più (iniziato ciò già negli anni '80 del XX sec) con l'aumento della potenza di calcolo del calcolatori e la loro capacità di invertire matrici di grandi dimensioni paragonabili al numero b dei lati di rete od al numero l degli anelli di rete, i quali valori per reti fisiche di interesse applicativo possono essere anche di centinaia o migliaia). Anche nella risoluzione delle reti con le equazioni di stato è possibile l'uso della trasformata LT. Diciamo che un insieme di variabili di rete può rappresentare lo stato di una rete elettrica (lo Stato, come vedremo, è un concetto astratto, che nell'analisi classica dei sistemi, ossia l'analisi ingresso-uscita In-Out, oltre che decapitato dei vantaggi della massima astrattezza, viene pure a coincidere con l'uscita del sistema stesso), se soddisfa due condizioni, ossia che per ogni istante di tempo, lo stato in quell'istante e gli ingressi da quell'istante in poi, determinano univocamente lo stato per ogni istante successivo; e per ogni istante, lo stato e gli ingressi al medesimo istante (ed anche le derivate) determinano univocamente ogni variabile della rete in quell'istante. L'equazione di stato della rete ha la forma generale x(punto)=f(x,u,t), ovvero derivata di x = funzione f dipendente da x, u, t, dove x è lo stato del sistema (e g il vettore di ingresso); se la rete è lineare allora la forma generale dell'equazione di stato è x(punto)=Fx+gu ossia derivata x = Fx+gu, dove F è la matrice del sistema, e per le variabili di stato si scelgono le correnti negli induttori L e le tensioni ai capi dei condensatori C (entrambi indipendenti), cosicchè la dimensione del vettore di stato x è data dal numero degli induttori e dei condensatori indipendenti (n=Lr+Cs), ossia è dato dal numero delle frequenze naturali della rete. Ma l'utilità di LT sta pure nell'uso del concetto di funzione di rete (per esempio, di funzione di trasferimento). 


Supposto che tutti i poli (ossia gli zeri del denominatore della funzione H(s)), abbiano parti reali negative (così è se i valori delle grandezze dei bipoli RCL sono positivi (come (quasi)sempre avviene), dato che una frequenza è una loro combinazione, cambiata di segno), la risposta con stato 0 ad un ingresso sinusoidale (od a molti di tali ingressi sinusoidali), tende alla risposta sinusoidale a regime. Per ogni rete lineare tempo-invariante SLTI-RLTI, la trasformata LT della risposta completa è la somma della trasformata della risposta con stato 0, e della trasformata della risposta con ingresso 0, e per la linearità delle trasformate la stessa proprietà è valida pure per le corrispondenti funzioni del tempo. Per ottener-garantire l'asintotica stabilità della rete, nel progetto di un circuito elettrico occorre che tutti gli zeri e tutti i poli delle funzioni di rete stiano nel semipiano sinistro, o è necessario portarli in tale semipiano (stabilendo pure un opportuno margine dall'asse immaginario, determinato dal margine di amplificazione dell'anello e dal margine di fase), ottenuto ciò mutando alcune costanti di tempo e frequenze naturali o reazionando negativamente il doppio-bipolo tra uscita ed ingresso (sapendo che ogni frequenza naturale, o polo, è combinazione di alcuni valori degli elementi di rete RLCM). I teoremi di rete sono 4, formulabili sia nel dominio del tempo che nel dominio delle frequenze complesse, e validi sotto la condizione che il modello di rete abbia una ed una sola soluzione. L'utilità di tali teoremi consiste nel fatto che essi sono applicabili a classi molto ampie di reti che incontrano nei modelli della teoria, nella tecnica e nelle applicazioni tramite i loro modelli, e le loro conclusioni sono semplicissime. Il 1° teorema, detto teorema di sostituzione, può essere applicato a reti lineari o non lineari, tempo-invarianti o tempo-varianti. Gli altri 3 teoremi, ossia il teorema di sovrapposizione (delle cause e degli effetti), il teorema della rete equivalente di Thèvenin-Norton ed il teorema di reciprocità, si applicano solo a reti lineari (ossia a reti i cui elementi passivi od utilizzatori, sono lineari, oppure sono generatori indipendenti di tensione e di corrente (elementi attivi) che costituiscono gli ingressi della rete). Il teorema d sostituzione consente di sostituire qualsiasi lato della rete (normalmente sarà il lato non lineare di una rete per il resto lineare) con un generatore indipendente convenientemente scelto, senza mutare alcuna tensione o corrente di lato, ed il suo obiettivo fondamentale (purché il circuito continui ad avere una ed una sola soluzione) è che la rete con tale sostituzione è più facilmente risolvibile. Il 2° teorema di rete è il teorema di sovrapposizione delle cause e degli effetti. Sarebbe difficile esagerare l'importanza di tale teorema, non solo per la risoluzione delle reti elettriche, bensì per tutti i sistemi lineari in fisica-ingegneria-economia-ecc. (quasi come è impossibile esagerare l'importanza del metodo scientifico inventato da Galileo!, ad esempio si pensi come si potrebbero risolvere molti problemi se tutte le leggi fisiche (gravitazione, meccanica, elettromagnetismo, termodinamica) o leggi di econometria, ecc., e pure reti elettriche, fossero non lineari!). Senza di esso non si potrebbero analizzare e sintetizzare o progettare molti sistemi od apparati; per esempio il sistema telefonico od i sistemi telematici, non si potrebbero progettare se non si ritenesse applicabile il teorema di sovrapposizione per ogni generatore d'ingresso costituito dalla voce di ogni particolare parlatore-utente entrante nella rete (con l'uso di tale teorema il segnale complessivo s(t) quando sono attivi sulla linea 1 milione di utenti è dato dalla somma dei singoli segnali si(t) quando è attivo 1 solo utente alla volta): questo principio o teorema di sovrapposizione della cause e degli effetti si può ritenere il teorema principe dei sistemi lineari SL, anzi a volte si definiscono i sistemi lineari proprio come quelli per cui vale il teorema di sovrapposizione. 


Data una rete N lineare tempo-invariante o tempo-variante, supponendo che N abbia una sola risposta per ogni variabile di rete (tensione o corrente di lato, nodo, anello, maglia, insieme di taglio, od una qualsiasi combinazione lineare di un numero qualsiasi finito di queste), supponendola inoltre nello stato zero, qualunque sia l'ingresso, allora, dato ciò, la risposta dovuta a tutti gli ingressi quando sono applicabili contemporaneamente è uguale alla somma algebrica delle risposte (sempre con stato zero) dovute ai medesimi ingressi agenti separatamente uno alla volta. Il teorema di Thèvenin-Norton è un potente mezzo nel calcolo della risposta di reti complesse, ed inoltre offre un'immagine mentale di qualsiasi rete lineare N vista da una qualsiasi coppia dei suoi nodi, che diventano la porta di un bipolo equivalente. E' un teorema molto generale, si applica ad un'ampia classe di reti e, qualunque sia la rete, esso fornisce una rete equivalente sempre dello stesso tipo: o la rete equivalente serie o di Thèvenin (data da un generatore di tensione indipendente in serie ad un bipolo Ntn di impedenza Z(s)), o dualmente la rete equivalente parallelo o di Norton (data da un generatore di corrente indipendente in parallelo ad un bipolo Ntn di ammettenza Y(s)=1/Z(s)); i generatori di tensione e di corrente rispettivamente si calcolano con la tensione a vuoto Eo o con la corrente di cortocircuito Ico ai due nodi a cui si vuole la rete equivalente; il bipolo Ntn si calcola a rete spenta (ossia azzerando tutti i generatori indipendenti, mettendo in cortocircuito quelli di tensione ed aprendo quelli di corrente). Questo teorema permette una notevole semplificazione di un circuito elettrico a monte od a valle di una porta (a mote od a valle di 2 nodi o 2 morsetti), dato che tutta la rete a monte è semplicemente rappresentata da un generatore indipendente (di tensione Eo o di corrente Ico) con in serie-parallelo Ntn (ad esempio, notoriamente, comunque complessa sia la rete elettrica a monte del contatore di energia elettrica d'ingresso di ogni utenza elettrica AC monofase “domestica” (linee, trasformatori, apparecchiature varie dei gestori e dei molti utenti sulla rete generale), essa si può rappresentare ai 2 nodi-morsetti Fase-Neutro d'ingresso-utenza con un generatore di tensione sinusoidale a vuoto Eo=230 Vac +/- 10%, con in serie un bipolo di impedenza Z(s) di frazioni di ohm di resistenza e qualche millihenry di induttanza (con modulo grossolanamente di una decina di milliohm), oppure con un generatore di corrente Ico=Eo/Z(s) che sarà circa di 230/0.01=23000 Aac ed in parallelo l'ammettenza Y(s)=1/Z(s) che in modulo sarà grossolanamente circa 100 siemens). 


Come abbiamo scritto altrove, il teorema di rete elettrica Thèvenin-Norton assomiglia vagamente ai casi-modelli-problemi-esempi di de Saint Venant di scienza delle costruzioni a cui rimandiamo il lettore. Approssimativamente parlando, riguardo il 4° teorema di rete, quando un sistema fisico è reciproco, l'ingresso e l'uscita possono essere scambiati senza alterare la risposta (hanno cioè sempre le medesime forme d'onda) del sistema ad una data forma d'onda d'ingresso. Il teorema di reciprocità si applica a reti (anche non simmetriche) lineari, tempo-invarianti, formate da bipoli RLCM e trasformatori, esclusi i soli generatori indipendenti di tensione e di corrente, i generatori di tensione e di corrente dipendenti-pilotati in tensione od in corrente ed i giratori. Abbiamo scritto come la LT, operando il passaggio dal dominio del tempo t al dominio delle frequenze complesse s o p, trasformi un'equazione differenziale ordinaria in t (prendendo le trasformate di entrambi i membri) in un'equazione algebrica in s o p, dove f(p) e F(s) sono funzioni polinomiali o razionali fratte F(s)=M(s)/N(s)=P(s)/Q(s), in cui il grado m del numeratore M(s) è, e deve essere, minore del grado n del denominatore N(s). Notiamo però che nel campo delle distribuzioni (di cui le funzioni sono un caso particolare) l'eccezione scompare: si dimostra infatti che ogni funzione razionale F(s) è una trasformata di Laplace LT di una distribuzione. La teoria delle distribuzioni, iniziata nel 1936 da S. Sobolev (Sergej L'vovic Sobolev, San Pietroburgo 1908, Mosca 1989, matematico sovietico-russo noto soprattutto per gli spazi che portano il suo nome e per l'introduzione delle presenti funzioni generalizzate, il quale ebbe grande influenza nello sviluppo dell'analisi funzionale e delle equazioni alle derivate parziali EDDP), ha ricevuto piena formulazione e sviluppi essenziali, così da divenire un importante capitolo di Analisi Funzionale, nel 1947 ad opera di L. Schwartz (Laurent Schwartz, Parigi 1915, Parigi 2002, matematico francese noto appunto per i suoi lavori sulle distribuzioni). 


Uno dei risultati più brillanti di questa teoria concerne l'operazione di derivazione: a differenza di quanto avviene nel campo più ristretto delle funzioni numeriche o puntuali (le quali non sono derivabili se discontinue), nell'ambito delle distribuzioni l'operazione di derivazione è sempre possibile senza eccezioni, e può essere iterata indefinitamente ed è sempre continua. Questo consente in particolare, di estendere le operazioni tipiche dell'analisi matematica, alle cosiddette funzioni impulsive, le quali risultano allora delle distribuzioni. Ricordiamo che, pur mancando di una soddisfacente base matematica, le funzioni impulsive, per la loro importanza, erano già state introdotte ed utilizzate da tempo: nell'elettromagnetismo (da parte di Heaviside (Oliver Heaviside, Londra 1850, Torquay 1925, matematico, fisico ed ingegnere britannico) e di Giorgi (Giovanni Giorgi, Lucca 1871, Castiglioncello 1950, ingegnere elettrotecnico, fisico ed accademico italiano, noto soprattutto per essere l'autore del sistema di unità di misura che porta il suo nome ossia sistema Giorgi poi MKSA, da cui successivamente deriverà SI)), nella meccanica quantistica, ad esempio teoria di Fermi-Dirac (da parte di Dirac, per cui in alcuni autori, l'impulso prende il nome di delta di Dirac). Il concetto di distribuzione fornisce a queste teorie un contributo matematico grandemente chiarificatore. Si comprende infine, che la teoria delle distribuzioni, proprio per aver individuato il dominio naturale dell'operazione di derivazione, eserciti una notevole influenza sugli sviluppi moderni della teoria delle equazioni differenziali (ordinarie EDO ed alle derivate parziale EDDP), della trasformata di Fourier e della trasformata di Laplace. Al concetto di distribuzione si giunge in ordine di idee e sviluppi che è tipico e consolidato nella matematica, quando si vogliono togliere le eccezioni che accompagnano le operazioni su certi insiemi di enti matematici: come ad esempio, nell'introduzione  dei numeri complessi per rendere sempre possibile l'operazione “estrazione di radice” di radicandi negativi. Ma nel fare questi ampliamenti si cerca, per quanto è possibile, di rispettare il principio di permanenza delle proprietà formali (che è la base del calcolo letterale), al fine di lasciare immutate le operazioni e le regole operative, quando si passi dal campo ristretto al campo ampliato. La trasformata di Laplace LT, dunque, per quanto scritto e per quanto si scriverà, aiuta la risoluzione, oltre che delle reti elettriche, in generale di tutti i sistemi (lineari) S dove è possibile definire la matrice di sistema M(s), trasformata della matrice M(t) delle risposte all'impulso, e determinare le matrici, o le funzioni di trasferimento, di ingresso-uscita In-Out, meno aiuta però nei sistemi di definizione astratta assiomatica moderna, questi con trasformazione ingresso-stato In-S (o U-X) e stato-uscita S-Out (o X-Y). 


Il nome di Laplace è pure legato all'ipotesi cosmologica della nebulosa come protonebula (già ipotizzata nel 1755 da Immanuel Kant), all'origine del sistema solare, contenuta nel suo trattato in 5 volumi dal 1799 al 1825 “Traitè de Mecanique cèleste”, ispirato ai lavori di Lagrange per meglio spiegare matematicamente il moto dei corpi, giungente alla dimostrazione della stabilità dinamica del sistema solare sotto l'ipotesi newtoniana che esso consista in un insieme di corpi rigidi che si muovono nel vuoto, e sembra che abbia pure ipotizzato l'esistenza dei buchi neri ed il fenomeno del collasso gravitazionale. Il sistema solare si sarebbe formato a partire da un globo gassoso raffreddatosi con contrazione di volume e conseguente aumento della velocità angolare, che avrebbe causato il distacco, uno dopo l'altro, di anelli di materia nebulare, condensatisi poi attorno ad una perturbazione locale della densità. In tale opera divenuta classica, vi troviamo (in relazione al problema della forza d'attrazione esercitata da uno sferoide su una particella), l'uso del concetto di potenziale di campo gravitazionale (concetto di potenziale, in generale, che godrà di grande successo in fisica e nelle teorie ingegneristiche). Il potenziale u di un campo vettoriale è una funzione scalare (in ciò starebbe pure la sua grande utilità) della posizione u=f(x,y,z), la cui derivata direzionale (ossia il cui gradiente, grad(u), in una data direzione, per esempio x) è uguale alla componente del campo lungo quella direzione (lungo x). Se tutte le forze che agiscono su di un sistema materiale sono posizionali e conservative, il lavoro L eseguito in un intervallo di tempo, eguaglia l'incremento del potenziale U in quell'intervallo, ed introducendo l'energia potenziale V=-U, il lavoro delle forze risulta allora compiuto a spese di una diminuzione di energia potenziale V, cioè L+ΔV=0. Un'energia potenziale V (ed una funzione potenziale U) esiste per le più comuni forze naturali (le quali appunto sono posizionali e conservative), come la forza gravitazionale, ma anche per la forza elettrostatica e magnetostatica, sostituendo la massa gravitazionale con le relative masse o cariche. Esternamente al corpo che genera il campo, il potenziale gravitazionale U è armonico (potenziale di un campo sia irrotazionale che solenoidale ossia armonico), ovvero è soluzione dell'equazione di Laplace che è gradiente della divergenza di U=∇(elev 2)U=nabla quadro U=0 (ricordando che l'operatore differenziale nabla-anadelta-atled-del ∇ (in Unicode U+2207) serve per meglio scrivere gli operatori differenziali gradiente, derivata direzionale, divergenza, rotore, laplaciano, ossia gradiente (grad f=∇f, dove f è una funzione potenziale scalare), divergenza (div⁡ v=∇⋅v, dove v è una funzione vettoriale), rotore (rot v=∇ x v, dove v è una funzione vettoriale), laplaciano ∇⋅∇f=∇(elev 2)f, dove ∇ è applicato due volte e f è un potenziale scalare)); internamente al volume del corpo occupato dalla massa che genera il campo, il potenziale soddisfa invece l'equazione di Poisson ∇(elev 2)U=-4πhk (analogamente a quanto avviene per il potenziale elettrico V in un campo privo di cariche oppure con le sorgenti del campo). Nello studio della fisica si incontrano i campi (ovvero i campi fisici mediatori di forze naturali, descritti ovviamente matematicamente e dunque pure campi matematici), come il campo gravitazionale, elettromagnetico, termico, fluidodinamico, ecc. Alcuni sono descrivibili mediante una funzione scalare del posto xyz e del tempo t (ad esempio il campo termico, descritto tramite una sola funzione scalare, ossia la temperatura T di ogni punto del corpo, T(x,y,z) o T(x,y,z,t) se varia nel tempo oltre che col luogo). Altri campi mediante più funzioni e fra questi vi sono i campi vettoriali funzioni della posizione e del tempo (come ad esempio il campo magnetico). Più complesso è il campo elettromagnetico, il quale è descritto con 2 vettori (il vettore campo elettrico E ed il vettore campo magnetico H, ovvero con 6 funzioni scalari della posizione e del tempo); oppure il campo fluidodinamico, descrivibile con 5 funzioni scalari (densità, temperatura, e le 3 componenti del vettore velocità). Nello studio dei campi si introducono certe funzioni scalari e vettoriali ottenute dalle funzioni scalari o vettoriali del campo stesso mediante derivazione: esse sono la funzione scalare divergenza, la funzione scalare laplaciana, la funzione vettoriale rotore e la funzione vettoriale gradiente. 


Mediante questi enti differenziali generali è possibile classificare i campi in irrotazionali, solenoidali, ed armonici, e si incontrano in fisica teorica (campo delle ampiezze di probabilità in meccanica quantistica), in fisica tecnica (campo termico), in meccanica dei continui, in idrodinamica, in aerodinamica, ecc. E' conoscenza comune che una calamita attira corpi ferrosi, che una massa attira altre masse, che cariche elettriche si attirano-respingono reciprocamente: dunque lo spazio circostante queste sorgenti (masse, cariche) che interagiscono tra loro si può ipotizzare che sia sede di una “situazione fisica” o di uno “stato fisico”. Una sorgente di calore scalda il mezzo circostante, una corda (od una membrana) in vibrazione diffonde un suono tramite la variazione periodica della densità dell'aria: dunque questo spazio fisico si trova in un determinato “stato fisico” ossia è sede di un campo. Ma il campo fisico è un concetto matematico introdotto, assieme al suo modello ed alle sue variabili, grandezze e funzioni, per spiegare l'interazione degli enti fisici, ossia le masse, le cariche, ecc. Per esempio, per descrivere il campo gravitazionale si può introdurre il vettore accelerazione di gravità g (forza di attrazione per unità di massa, newton/Kgr=(Kgr m/sec quadro)/Kgr=m/sec quadro). Poi si costata che il campo gravitazionale si può descrivere dando in ogni punto la funzione potenziale (esempio di campo scalare). Proseguendo oltre nella corretta descrizione del campo gravitazionale, il campo della relatività generale RG viene descritto da 10 funzioni scalari (esempio di campo tensoriale, il cui tensore fondamentale ha 10 componenti indipendenti g00,g01,...,g33), e l'equazione differenziale tensoriale gravitazionale di RG è data dal tensore gravitazionale, od inerziale Apq, doppio simmetrico, che ingloba la dipendenza dalla metrica del cronotopo, sommato al tensore solenoidale energetico Tpq moltiplicato per 8πh/c(elev 4), dove h è la costante gravitazionale di Newton e c è la velocità della luce nel vuoto della relatività ristretta RR. Un campo fisico è sede di un'interazione fisica tra tutti gli enti in studio, mentre il campo matematico è il suo modello; anche se poi non è “possibile distinguere matematicamente tra i due”, mentre è possibile distinguere tra due diversi modelli matematici dello stesso fatto fisico. Le sorgenti (puntiformi o discrete, diffuse o continue) sono le cause del campo. Esso può essere statico (le derivate temporali sono tutte nulle); stazionario (le grandezze del campo variano periodicamente a regime ad esempio regime sinusoidale); dinamico (se esse variano nel tempo comunque). Date le sorgenti, il problema di teoria dei campi è quello di determinare il campo scalare (f(P,t)), o vettoriale (vettor v(P,t)), e per far ciò è necessario conoscere le leggi dei fenomeni (che sono pure le leggi del campo). 


Si introduce il campo, una volta per tutte, perché esso facilita e rende più rapida la risoluzione dei problemi ed il calcolo delle grandezze dei fenomeni (si pensi a come risolvere problemi di elettromagnetismo o di idrodinamica, senza aver prima introdotto il relativo campo bensì partendo ogni volta dalle equazioni che legano direttamente sorgenti ad effetti). Le leggi del campo possono essere date in forma locale ossia in forma differenziale (ovvero dando il valore della funzione in un punto e la sua variazione o differenziale nell'intorno “infinitesimo” del punto, ed eventualmente anche la variazione temporale); e poiché tali variazioni sono esprimibili, nell'intorno di un punto e di un istante di tempo (x,y,z,t), mediante i differenziali, ne viene che le leggi del campo sono tipicamente date sotto forma di equazioni differenziali (come le equazioni del campo elettromagnetico in forma differenziale o locale MD: 2 rotori in vettor E e vettor H, e 2 divergenze in vettor D e vettor B). Le leggi possono essere espresse anche in alternativa forma integrale o globale affermando che una certa grandezza di campo, valutata in un volume finito, o su una superficie chiusa (entrambi arbitrari) assumono certi valori (come le equazioni del campo elettromagnetico in forma integrale o globale MI: 2 integrali di linea chiusa l in vettor E e vettor H, e 2 integrali di superficie chiusa S in vettor D e vettor B). Nonostante la formulazione integrale-globale sia più completa della formulazione differenziale-locale, è però più facile risolvere ossia integrare l'equazione differenziale per arrivare alla conoscenza della funzione del campo. Un campo è detto scalare f(P,t) se per ogni punto dello spazio e del tempo è definito un numero (reale o complesso) che indica il valore di una grandezza del campo o di una grandezza ad essa univocamente correlata. Sono esempi di campi scalari (reali): il campo del potenziale gravitazionale newtoniano, il campo del potenziale elettrico, il campo termico, il campo barico o campo delle pressioni in un mezzo isotropo qual è l'aria, il campo delle densità, il campo delle densità di probabilità della meccanica ondulatoria, il campo della concentrazione di un soluto in un solvente. Sono esempi di campi vettoriali (complessi): il campo delle funzioni d'onda (ampiezza e fase) delle probabilità nella meccanica ondulatoria, il campo idrocinetico complesso dell'idromeccanica piana. In un campo scalare reale si possono definire le superfici (o linee se nel piano, od in sezione) sulle quali il potenziale, in ogni istante, ha lo stesso valore, come le superfici equipotenziali gravitazionali, o di livello. Un campo vettoriale è definito associando ad ogni punto, ed in ogni istante, un vettore (modulo, direzione, verso): ne sono esempi il campo elettrico vettor E, il campo magnetico vettor H, il campo del potenziale vettore magnetico A, il campo del vettore velocità, il campo del vettore flusso di calore, il campo del vettore spostamento regolare, ecc. Mentre nei campi scalari le linee, punto per punto perpendicolari alle equipotenziali, definiscono la direzione del vettore associato al potenziale come suo gradiente, nei campi vettoriali l'inviluppo delle linee, punto per punto tangenti alle direzioni del vettore del campo, definisce le linee vettoriali o linee di forza (ciò per generalizzazione dei campi di forze) o linee di flusso. Il campo vettoriale può essere stazionario (come il campo elettromagnetico vettor E-H irradiato da un'antenna, della portante di un segnale in modulazione d'ampiezza AM in assenza di segnale), 


Oppure può essere uniforme come il campo elettrico vettor E tra piastre infinite di un condensatore C piano (o praticamente lontano dai bordi), od il campo magnetico all'interno di un solenoide infinito (o praticamente lontano dalle spire estreme). In un campo termico, il vettore flusso termico per unità di tempo J (pari alla potenza termica/area) ha per direzione quella dove è massimo e verso uguale a quello di flusso del calore (da T maggiore a T minore): la relazione tra questo campo vettoriale J ed il campo scalare della temperatura T, è espressa dalla legge di trasporto del calore di Fourier. La nozione di variazione della T (nella direzione di massima variazione) è definita dall'operatore differenziale gradiente. Il vettore gradiente di un potenziale f di un campo vettoriale v(P,t), è punto per punto ortogonale alle superfici equipotenziali. Definiamo la circolazione C (od anche lavoro nel caso che il vettore v sia il vettore forza F) lungo una linea l, come l'integrale di linea, tra due punti A e B, della funzione vettoriale del campo in ds (elemento infinitesimo di linea), e se il vettore è la forza F allora la circolazione C (ossia F per ds integrata) ha appunto le dimensioni newton metro=joule. Affermiamo che la circolazione del vettore gradiente di una funzione potenziale scalare f(P) (ovvero la differenza di potenziale) lungo una linea l che congiunga il punto A al punto B, non dipende dalla forma della linea l ma solo dai punti estremi A e B, ossia la circolazione del gradiente C=f(B)-f(A), (come accade al potenziale elettrico V(P), in cui la circolazione del gradiente del potenziale dipende solo da A e B, ossia Vba=V(B)-V(A); ciò è esatto per il campo elettromagnetico quando è elettrostatico, e sempre per i circuiti elettrici dato che una tensione tra nodi è sempre una differenza di potenziale). 


Definiamo il rotore, rot del vettore v(P), di un vettore v(P), come il limite del rapporto massimo della circolazione lungo una linea Cn e l'area racchiusa Sn, per la lunghezza della linea (come pure dell'area della relativa superficie) che tende a 0. Il teorema di George Stokes, o teorema del rotore, che possiamo anche ricavare passando per le due formule di Green, afferma che l'integrale lungo una linea chiusa riducibile l, ossia la circolazione di un vettore v(P), è uguale all'integrale attraverso la superficie S sottesa da quella linea l, ovvero al flusso del vettore rotore, di quel vettore, rotv(P): il teorema del rotore, dunque trasforma un integrale doppio di superficie S in un integrale di linea l racchiudente S. Un campo vettoriale si dice lamellare o posizionale o conservativo in una certa regione S se la circolazione del vettore lungo ogni linea chiusa l generalmente continua e riducibile, è nulla, ed inoltre l'integrale di linea l, o circolazione, tra due punti A e B del suo campo di definizione, è indipendente dalla linea l ma dipende sola dalla differenza di potenziale tra i punti estremi di l. Se, oltre a ciò, il vettore del campo v(P) è pure continuo e ha derivate parziali prime continue in un dominio S, allora esso è irrotazionale, rotv=0. Il flusso di un vettore è definito come l'integrale di superficie chiusa S del prodotto scalare tra il vettore v(P) ed il versore normale n alla superficie in dS (elemento di superficie). Il limite del rapporto tra il flusso di un vettore v(P) uscente da una superficie chiusa arbitraria S ed il volume V racchiuso nella superficie S, al tendere a 0 del volume (e della sua superficie), è definito come la divergenza del vettore, divv(P). Il teorema di Gauss, o teorema della divergenza, ossia l'integrale sul volume V racchiuso dalla superficie S, della divergenza di un vettore v(P), divv, è uguale all'integrale di superficie S del vettore v: esso trasforma un integrale triplo di volume V in un integrale doppio di superficie S racchiudente V. Ma come si fa per il teorema di Stokes (o del rotore), così si può fare per il teorema di Gauss (o della divergenza), passando per la formula di Green, Condizione necessaria e sufficiente affinché un vettore continuo in una regione V sia solenoidale in tale regione è che il flusso attraverso ogni generica sezione di un tubo vettoriale di linee del campo sia costante (equivalente ad avere flusso nullo attraverso ogni generica superficie chiusa S). Condizione necessaria e sufficiente affinché un vettore continuo con derivate parziali prime continue in una regione sia ivi solenoidale, è che sia nulla la sua divergenza. 


Definite le curvature principali di una superficie S in un punto P (ossia 1/R e 1/r, valori estremali in P), la curvatura totale K o di Gauss (proposizione del 1828 detta “theorema egregium“ di Gauss o “teorema eccezionale” riguardante la curvatura di superfici) dipendente solo da esse e non da come sono immerse in uno spazio euclideo o non euclideo 2-3-dim, e la curvatura media, è possibile legare ad esse la divergenza divv di un vettore v. Le geodetiche (ovvero le linee di lunghezza minima su una superficie passanti per due punti fissati P1 e P2) hanno notevole importanza in molte questioni di meccanica e di geometria differenziale, ma pure in molte parti della fisica. Ad esempio, se S è una superficie liscia e tra due suoi punti P1-P2 viene teso un filo elastico l (con elasticità ideale), vincolato a rimanere su S, questo si dispone secondo la linea geodetica passante P1-P2 (se la superficie è una sfera liscia allora la linea geodetica tra due suoi punti qualsiasi P1-P2 è l'arco minimo di cerchio massimo o cerchio meridiano). Se due superfici sono applicabili l'una sull'altra, le geodetiche si corrispondono. 


Un campo vettoriale v(P,t) continuo con derivate prime continue in un dominio dove ha nulli divergenza (divv=0) e rotore (rotv=0), è ivi irrotazionale e solenoidale, ossia è un campo armonico; ed ammettendo per l'irrotazionalità, potenziale f(P), allora il vettore v=gradf, e poiché pure la divergenza è nulla, allora divgradf=0 ossia il laplaciano è nullo, soddisfacendo all'equazione di Laplace. Una funzione armonica assume in ogni suo punto la media dei valori che assume su una sfera di raggio qualsiasi (nel suo campo di definizione) centrata in quel punto (lo si è visto anche nel metodo del rilassamento applicato all'equazione di Laplace dove si confrontano il potenziale del centro stella con la somma dei potenziali dei 4 vertici di una stella simmetrica divisa per 4); una tale funzione entro il campo V, non può avere in V punti estremanti di min-max, onde se è costante sui contorni allora è costante in tutto il campo (ad esempio se il potenziale elettrico è Vo sui contorni (od in sistemi monodimensionali ai punti estremi di una linea il cui potenziale soddisfa l'equazione di Laplace ossia il campo è elettrostatico) sarà Vo in tutto il campo (o su tutta la linea, ad esempio se è 12 V o 230 V agli estremi di un filo conduttore allora ogni suo punto avrà potenziale di 12 V o di 230 V), e se ad un estremo il potenziale è di 230 V ed all'altro estremo di 200 V allora il potenziale sulla linea sarà un funzione monotona da 230 V a 200 V senza possedere punti di potenziale massimo o minimo, ed a metà linea il potenziale sarà (230+200)/2=215 V). Se di una funzione armonica si assegnano i valori sul contorno S (problema di Gauss) essa è univocamente determinata; se di una funzione armonica si assegnano le derivate normali sul contorno S (problema di Dirichlet) essa è determinata a meno di una costante additiva in tutto il suo campo V. L'equazione di Poisson invece non ha soluzione unica, infatti se f(P) è soluzione (ossia potenziale di un campo con sorgenti del campo), allora f(P)+g(P), dove g(P) è armonica, è una soluzione (ossia potenziale di un campo con sorgenti sovrapposto ad un qualsiasi campo con potenziale laplaciano). Per il teorema di Clebsh-Helmholtz, affermiamo poi che un generico campo vettoriale v(P,t) è scomponibile nella somma vettoriale di un campo irrotazionale e(P,t), rote=0, e di un campo solenoidale h(P,t), divh=0: ossia v(P,t)=e(P,t)+h(P,t). 


La Mècanique cèleste di Laplace viene solitamente considerata il punto di arrivo culminante della visione ottocentesca del mondo newtoniano classico della gravitazione (in tale campo astronomico, compimento dei Principia di Newton). La coerenza e consequenzialità interna (rigorosamente deterministica) della sua teoria era tale che, criticato da Napoleone per non aver nominato Dio una sola volta, Laplace sembra avesse risposto: “Non ho bisogno di una tale ipotesi” (“Napoleone: “Newton a parlé de Dieu dans son Livre. J'ai déjà parcouru le votre et je n'y ai pas trouvé ce nom une seule fois” (“Newton ha parlato di Dio nel suo Libro. Ho già sfogliato il vostro e non ho trovato questo nome una sola volta”), Laplace, abbastanza ateo, rispose: “Citoyen Premier Consul, je n'ai pas eu besoin de cette hypothèse” (“Cittadino Primo Console, non ho avuto bisogno di questa ipotesi”; riguardo il determinismo causale scrisse “Possiamo considerare lo stato attuale dell'universo come l'effetto del suo passato e la causa del suo futuro. Un intelletto che ad un determinato istante dovesse conoscere tutte le forze che mettono in moto la natura, e tutte le posizioni di tutti gli oggetti di cui la natura è composta, se questo intelletto fosse inoltre sufficientemente ampio da sottoporre questi dati ad analisi, esso racchiuderebbe in un'unica formula i movimenti dei corpi più grandi dell'universo e quelli degli atomi più piccoli; per un tale intelletto nulla sarebbe incerto ed il futuro proprio come il passato sarebbe evidente davanti ai suoi occhi”). 


Per Laplace la matematica era soltanto un bagaglio di conoscenze e di strumenti di calcolo, mentre la natura indipendente era la sostanza e l'essenza; la matematica della Mècanique cèleste è molto elegante, nonostante venisse (e viene) descritta solo come difficile. Per Lagrange la matematica era un'arte sublime fine a se stessa; la matematica della Mècanique analytique conferì all'opera lagrangiana la perfezione, la grandiosità e la simmetria strutturale di un “poema scientifico” (oggi, questi due libri classici della scienza, ossia la Mecanique Celeste si può acquistare a circa 26 euro su Amazon, ed i volumi della Mècanique analytique a circa 34 euro su Amazon, ma non sappiamo se il testo è completo). Tra i principali matematici francesi di cui abbiamo scritto, 5 erano ancora in vita nel periodo napoleonico, e tutti, tranne Legendre, furono degnamente ricompensati con titoli ed onori. Il più grande matematico tedesco del tempo (e forse tra i 5-10 maggiori matematici di tutti i tempi, insieme ad Eulero, Archimede, ecc.), nato e vissuto sempre in Germania, fu Carl Friedrich Gauss (Johann Friedrich Carl Gauss, in latino Carolus Fridericus Gauss, Braunschweig 1777, Gottinga 1855, matematico, astronomo e fisico tedesco, che ha fornito contributi determinanti in analisi matematica, teoria dei numeri, calcolo numerico, geometria differenziale, statistica, geodesia, geofisica, magnetismo, elettrostatica, astronomia ed ottica, il quale definì la matematica “La regina delle scienze”). Come Pascal e Clairaut, Gauss su un enfant prodige. Il 30mar1796, quando aveva quasi 19 anni, egli scelse definitivamente di dedicare la sua vita alla matematica, a seguito della scoperta della costruzione con regole euclidee del poligono regolare di 17 lati, e da quel giorno iniziò a scrivere un diario in cui annotava le sue maggiori scoperte (complessivamente 146 grandi risultati brevemente formulati nel corso di più di 15 anni). Da 2000 anni si sapeva come costruire con riga e compasso, tutti i poligoni regolari di lati multipli di 2, 3, 5, ma non i poligoni con un numero primo di lati (oltre al triangolo (3) ed al pentagono (5)). 


La sua dissertazione di laurea all'Università di Helmstadt portava il titolo “Nuova dimostrazione del teorema che ogni funzione algebrica razionale intera ad una variabile può essere risolta in fattori di 1° e 2° grado” o “Demonstratio nova theorematis omnem functionem algebraicam rationalem integram unius variabilis in factores reales primi vel secundi gradus resolvi posse” (mostrando anche come tutte le precedenti dimostrazioni comprese quelle di Eulero e Lagrange fossero inadeguate): più tardi lo chiamerà “teorema fondamentale dell'algebra” analogo a quello che in Francia si denomina teorema di d'Alembert. Fin dai tempi di Girard si sapeva rappresentare i numeri reali, negativi, 0, e positivi, come punti su una retta (numeri a, detta retta numerica, e retta di reali), e Wallis aveva suggerito di rappresentare i numeri immaginari (immaginari puri, ib), come punti su una retta posta perpendicolarmente a quella reale, intersecandola per lo 0 di entrambe (così che il piano determinato veniva a riempirsi di una doppia infinità di punti in relazione ad a ed a ib senza annettervi però alcun significato), ma solo Wessel e Gauss fecero il passo successivo, consistente nell'interpretare formalmente a e ib proprio come coordinate del punto del piano C corrispondente a sua volta al numero complesso c=a+ib. Ora i numeri immaginari, ancora così misteriosi e sfuggenti (per tutto il '700), ma necessari per la definizione dei numeri complessi e complessi coniugati (introdotti per dare soluzione ad alcune equazioni algebriche) nonostante il loro nome erano tutti sull'asse detto immaginario, del tutto analogo all'asse “numerico” reale. Due anni dopo la Demonstratio, nel 1801, Gauss pubblicò la sua opera più famosa, un trattato di teoria dei numeri in latino “Disquisitiones Arithmeticae”, a cui si deve la terminologia e le notazioni della nuova branca della teoria dei numeri, detta algebra delle congruenze, primo esempio di classi di equivalenza. Se un numero a è divisore della differenza tra due numeri b e c, allora b e c si dicono numeri congrui, ed a è il modulo della congruenza ossia b=c(mod a). Gauss volle dare alla legge di reciprocità dei residui quadratici, il nome di “theorema aureum”, considerandola la gemma dell'aritmetica. Estese il concetto di numero intero, definendo i numeri interi gaussiani o “numeri complessi interi” a+ib, dove a e b sono numeri interi (ad esempio 1+i2): tali numeri complessi interi gaussiani formano un campo più generale dei numeri “interi reali” ossia dei naturali (appartenenti a N) più lo 0 (ossia dei numeri complessivamente appartenenti all'insieme e campo I). Egli dimostrò in modo rigoroso il teorema (noto fin dal tempo di Euclide), che ogni numero intero positivo può essere scomposto in un unico modo, salvo l'ordine dei fattori, come prodotto di due o più numeri primi. Peter Gustave Lejeune Dirichlet (Johann Peter Gustav Lejeune Dirichlet, Duren 1805, Gottinga 1859, matematico tedesco, ricordato soprattutto per la moderna definizione di funzione e per la teoria della sezione dei razionali Q), il matematico che più di ogni altro contribuì a sviluppare i concetti contenuti nelle Desquisitiones gaussiane, dimostrò il profondo corollario del teorema di Euclide sull'infinità dei numeri primi, noto come teorema di Dirichlet. 


Vogliamo ancora ricordare che la teoria dei numeri è quella parte della matematica che studia, e ha per oggetto, i numeri interi, nonché tutti gli altri enti matematici dotati di proprietà formali corrispondenti  a quelle degli interi. Sono appunto esempi lo studio delle congruenze, dei numeri algebrici, della distribuzione dei numeri primi, dell'analisi indeterminata, ecc. Altri problemi studiati sono le numerose proprietà di cui godono i numeri primi (di cui in parte abbiamo scritto altrove), oppure la “congettura di Goldbach” (secondo cui ogni numero intero pari 2n si può ottenere come somma di due primi), oppure ancora il grande teorema di Fermat (secondo cui non esiste alcuna terna di interi x,y,z, tale che la somma delle potenze n-esime di due dei numeri sia uguale alla potenza n-esima del terzo, ciò per x,y,z maggiori di 1 e n maggiore di 2; teorema sul quale abbiamo scritto nel capitolo 11). Sono numerose, tra le questioni trattate, quelle connesse con le proprietà delle funzioni di variabile complessa, come pure lo studio della distribuzione dei primi nella successione dei naturali (N) che i matematici trovano di rilevante importanza. Il nome di Dirichlet oggi è legato ad un criterio che permette di stabilire la convergenza di una serie, oltre alla nota forma delle condizioni al contorno (detto problema di Dirichlet) nell'integrazione delle equazioni differenziali EDDP. Egli fece notare come il “dominio discreto” della teoria dei numeri non potesse fare a meno del “dominio continuo” dell'analisi... ed anche il contrario. Se i numeri primi di Fermat sono solo quelli conosciuti, allora i poligoni regolari con numero di lati dispari costruibili geometricamente sono soltanto i 2 conosciuti dagli antichi (triangolo e pentagono) ed i 3 di Gauss (ossia poligoni con numero di lati N=17, 257, 65537, ovvero N=2n+1 con n=4, 8, 16). Una volta Gauss descrisse la Matematica come Regina delle Scienze e l'Aritmetica (ossia la teoria dei Numeri) come la Regina della Matematica, ma poi abbandonò questi primi amori regali, per dedicarsi maggiormente ad amori più principeschi che regali (altrove avremmo detto dedicarsi al Terzo Stato invece che alla Nobiltà), tra cui anche l'astronomia. Gauss consapevole delle proprie capacità calcolistiche ed in possesso del metodo dei minimi quadrati, affrontò l'impresa di calcolare l'orbita di un pianetino od un grosso asteroide battezzato Cerere (Cerere Ferdinandea o 1 Ceres secondo la designazione asteroidale, l'asteroide più massivo della fascia principale del sistema solare e considerato fino a circa il 1850 come l'8° pianeta del sistema solare o pianeta nano, con massa di 9.43x10(elev 20) Kgr, con diametro di 909-952 Km, accelerazione di gravità superficiale 0.278 m/sec quadro=0.028g=(1/35)g (un uomo pesante 75 Kgr sulla superficie terrestre qui peserebbe circa 2.13 Kgr), ed una temperatura superficiale massima di 239 °K=-34 °C circa), avvistato la prima volta il primo giorno del 1801 (ossia 1gen1801 ad opera di Giuseppe Piazzi dell'osservatorio astronomico di Palermo, così denominato in onore della dea romana Cerere protettrice del grano siciliano e di Ferdinando III di Sicilia, inviando i dati delle sue osservazioni complete ad Oriani, Johann Elert Bode e Jérome Lalande a Parigi), e poi perso di vista poche settimane dopo, sulla base dei dati delle poche osservazioni disponibili, inventando un metodo ad hoc oggi noto come metodo di Gauss: dalla Terra, Cerere appare come un oggetto stellare di magnitudine tra 6.7 e 9.3, dunque troppo poco luminoso perché possa essere visto ad occhio nudo; 


il 27set2007 la NASA ha lanciato la missione Dawn (sonda realizzata da Jet Propulsion Laboratory per il Programma Discovery, a propulsione elettrica, ed entrata in orbita attorno a due grandi oggetti della fascia principale di asteroidi (Vesta e Cerere), dotata di una fotocamera e di due spettrometri, uno operante nell'infrarosso e nel visibile e l'altro nei raggi gamma, rilevando, tra l'altro abbondanti tracce di idrocarburi alifatici formatisi grazie a processi idrotermali), ha visitato l'asteroide Vesta nel 2011-12 orbitandovi, e la sonda Dawn è entrata pure in orbita attorno a Cerere il 6mar2015. La storia astronomica di Gauss si ripeterà il 25set1846, quando sarà avvistato un nuovo pianeta che riceverà il nome di Nettuno (dopo una contesa sui nomi di “Leverrier”, “Giano” ed ”Ocean”): ma già nel 1821 Alexis Bouvard dai parametri orbitali di Urano rispetto ai calcoli aveva dedotto l'esistenza di un altro corpo celeste di notevoli dimensioni nelle regioni più esterne, poi indipendentemente tra loro il matematico inglese John Couch Adams (nel 1843) e l'astronomo francese Urbain Le Verrier (nel 1846) calcolarono con buona approssimazione posizione e massa del pianeta incognito, ciò aveva spinto Airy a sollecitare il direttore dell'osservatorio di Cambridge James Challis alla ricerca del pianeta ma Challis ad ago-set46 non aveva trovato nulla (in realtà aveva avvistato Nettuno due volte ad ago senza però riconoscerlo a casa della metodologia di osservazione adottata), poi i dati di Le Verrier vennero utilizzati da due astronomi dell'Osservatorio di Berlino ossia Johann Gottfried Galle e Heinrich d'Arrest ed a poche ore dall'inizio delle ricerche con buona carta stellare della regione d'indagine il 23set1846 individuarono il nuovo pianeta a meno di 1 grado dalla posizione prevista da Le Verrier ed a circa 12 gradi dalla posizione prevista da Adams, e dopo contesa la priorità della scoperta venne insieme assegnata a Le Verrier-Adams, seppure dopo la morte dell'astronomo Olin Eggen in possesso di un fascicolo detto “Neptune papers” proveniente dall'Osservatorio reale di Greenwich sembrerebbe che Adams non abbia lo stesso merito di Le Verrier quale co-scopritore, onde dal 1992-2003 si sarebbe più propensi a dare la priorità della scoperta di Nettuno solo a Le Verrier. Nonostante l'affermazione secondo cui “tutte le misurazioni fatte a questo mondo non valgono la conoscenza di un solo teorema che ci faccia fare un passo avanti nelle conoscenze” (sostengono questo coloro che assegnano un adeguato ruolo alla teoria dei modelli matematici, non certo coloro che pensano che le teorie ed i teoremi siano solo un mezzo sintetico per riassumere innumerevoli dati tabellari raccolti nelle sperimentazioni-osservazioni di secoli e secoli), dall'inizio dell'800 Gauss si occuperà soprattutto di statistica e di astronomia, ossia dei suoi principali poli di interesse. Nel 1811 egli comunicò all'amico astronomo  F. W. Bessel (Friedrich Wilhelm Bessel, Minden 1784, Konigsberg 1846, matematico, astronomo e geodeta tedesco, noto per le funzioni di Bessel ma in realtà già inventate da Daniel Bernoulli), la sua nuova invenzione della teoria delle funzioni analitiche, la quale a seguito dello sviluppo dovuto ad Augustin Louis Cauchy e poi a Riemann sarebbe divenuta un nuovo importante campo della matematica: la teoria delle funzioni di variabile complessa w=f(z)=f(x,y)=f(x+iy), mentre la teoria delle funzioni di variabile reale y=f(x) era già stata completamente sviluppata da Eulero e da Lagrange. Gauss però intuì che, nel piano complesso, in un dominio connesso, l'integrale curvilineo eseguito su una linea chiusa riducibile ed omologa a 0, di una funzione analitica f(z) è 0 (risultato oggi attribuito a Cauchy). 


Gauss, già nel 1800, aveva pure scoperto la doppia periodicità delle funzioni ellittiche. N. H. Abel (1802-1829) dimostrò in generale la potenza del binomio, potenza di (a+b), anche per esponenti reali r (appartenenti all'insieme e campo R), ossia (a+b)(elev r), mentre fino a Newton l'esponente n=m/n razionale in Q. Nel 1824 pubblicò una memoria “Sulla risoluzione algebrica delle equazioni”, in cui dava la prima dimostrazione (6 anni avanti a Galois) dell'impossibilità di trovare soluzioni generali delle equazioni algebriche di 5° grado (con mezzi algebrici, per radicali, ossia tramite operazioni aritmetiche-algebriche di somma-sottrazione-moltiplicazione-divisione ed elevamento a potenza n ed estrazione di radice n-esima da eseguirsi sui coefficienti; ovviamente non con la sola massima potenza di 5° grado e termine noto dato che ax(elev 5)+b=0 è subito risolvibile tramite l'estrazione della radice 5-esima), ponendo fine ai numerosi tentativi in tal campo fatti tra '600 e '700 almeno relativamente alle equazioni algebriche di 5° grado, sospettando tale verità anche per i gradi superiori ma senza la dimostrazione matematica la quale, invece, verrà definitivamente portata da Evariste Galois come vedremo. Anche Paolo Ruffini (Valentano 1765, Modena 1822, matematico e medico italiano) aveva pubblicato nel 1799 una dimostrazione dell'insolubilità delle equazioni di 5° grado ma dimostrazione ritenuta insoddisfacente (da cui viene il nome relativo del teorema di Abel-Ruffini), mentre Eulero e Lagrange avevano già espresso tale convinzione sia per l'equazione di 5° grado che di gradi superiori. Abel, come già scritto, generalizzò la teoria degli integrali ellittici. Sappiamo che le funzioni trigonometriche circolari ed iperboliche sono periodiche, e possiedono un solo periodo reale (2π), mentre le funzioni esponenziali e le funzioni logaritmiche (inverse una dell'altra) hanno un solo periodo immaginario (i2π), e le funzioni trascendenti ellittiche invece possiedono 2 periodi distinti il cui rapporto non è un numero reale. Jacobi studiò una classe di funzioni, dette “funzioni teta di Jacobi”, quasi doppiamente periodiche, di cui le funzioni trascendenti ellittiche ne sarebbero i quozienti. Il nome del grande matematico Abel (morto a 27 anni) è rimasto però immortalato nel concetto di gruppo abeliano ossia di gruppo commutativo. Un gruppo G è detto abeliano se l'operazione del gruppo (sempre dotata della proprietà associativa) gode pure della proprietà commutativa per ogni elemento x e y di G. Un esempio di gruppo abeliano, se l'operazione del gruppo G è l'addizione, è dato dall'insieme dei numeri interi I (infatti ogni addizione di due interi dà sempre un intero del gruppo). Un teorema dovuto ad Abel riguarda le serie di potenze. Il nome di Jacobi, invece, è legato alla teoria dei determinanti, concetto che fece la sua lontana e sporadica comparsa nell'antica matematica cinese, poi in alcuni lavori di Leibniz, nella regola di Cramer ed in alcuni risultati dovuti a Lagrange in cui si privilegiava la simmetria, ma gli elementi dei determinanti di Jacobi non sono numeri o coefficienti di equazioni algebriche, ma operatori differenziali, di cui si farà largo uso in fisica ed in ingegneria. 


Facendo un poco di torto alle ricerche anticipatrici del 1772 di Laplace e di Vandermone (Alexandre-Théophile Vandermonde, Parigi 1735, Parigi 1796, matematico francese ma pure musicista e chimico che lavorò con Étienne Bézout ed Antoine Lavoisier, ma noto per la sua teoria dei determinanti), la moderna teoria dei determinanti viene sviluppata dal 1812 come una nuova teoria a sé, solo a partire da ampie ricerche di Cauchy e di Jacobi, meno però di Gauss il quale però suggerì il nome di “determinante”, inizialmente significante una classe di funzioni simmetriche alternate (chi risolve determinanti sa cosa intendeva significare). Cauchy scrisse moltissimo (in tale campo matematico forse tra i secondi solo ad Eulero), curando il rigore logico delle dimostrazioni com'era nell'uso delle scuole del tempo, e soprattutto scrisse di matematica pura. La trattazione di Cauchy dei determinanti iniziava con n elementi o numeri, formava il prodotto di questi con le differenze tra due elementi distinti, e poi definiva il determinante come l'espressione ottenuta trasformando ogni indice di potenza in un secondo indice inferiore o pedice, quindi disponeva questi n(elev 2) elementi in uno schema quadrato nxn da lui chiamato sistema simmetrico di ordine n. In uno studio sulla propagazione delle onde, forniva una brevissima notazione per le derivate parziali di una funzione, anticipando quello che poi verrà chiamato lo “jacobiano” (appunto i determinanti di cui abbiamo appena accennato). E' appunto il nome di Jacobi, buon inventore di algoritmi, ad essere associato ai determinanti jacobiani. Dopo un largo uso generalizzato dei determinanti jacobiani, espressi però in una notazione a noi più familiare (con le derivate parziali sulle righe), di cui era così entusiasta da insistere nel concepire i determinanti numerici ordinari come jacobiani di n funzioni lineari in n incognite, finalmente nel 1841 pubblicò una lunga memoria in merito. Gauss scrisse, nel libro “Theoria motus” (“Theoria motus corporum coelestium in sectionibus conicis solem ambientum” ossia Teoria del moto di corpi celesti che si muovono percorrendo sezioni coniche intorno al sole, del 1809), sui risultati riguardanti i suoi metodi astronomici, in cui faceva riferimento al metodo dei minimi quadrati, insospettendo così Lagnange. 


Oggi sappiamo che il metodo dei minimi quadrati fu inventato per primo da Gauss, il quale però non lo divulgò, dato che, come Newton, era poco sollecito nelle relative pubblicazioni. L'introduzione del rigore nel procedimento matematico lo possiamo far risalire a Cauchy.  J. R. Argand (Jean-Robert Argand, Ginevra 1768, Parigi 1822, matematico svizzero non di professione ma divenuto noto per l'interpretazione geometrica dei numeri complessi nel piano complesso detto piano di Argand-Gauss), e Wessel (Caspar Wessel, Vestby 1745, Copenaghen 1818, matematico norvegese naturalizzato danese) sono i precursori della rappresentazione dei numeri complessi, anche se il metodo è legato soprattutto a Gauss. Per ciò che riguarda le sporadiche apparizioni di funzioni di variabile complessa in qualche problema di fisica, possiamo citare alcuni lavori di Eulero e di d'Alembert, ma la vera teoria delle funzioni analitiche inizia solo con Cauchy. La teoria analitica delle funzioni di variabile complessa w=f(z), richiede un grado di astrazione leggermente maggiore della teoria delle funzioni di variabile reale, ed è anche di maggior complessità (per esempio, la derivata (prima) non rappresenta più il coefficiente angolare della tangente alla curva nel punto). Un modo per costruire delle funzioni analitiche consiste nel partire da funzioni analitiche elementari, magari adottando il prolungamento dal campo reale al campo complesso, e poi combinarle in numero finito mediante operazioni razionali di composizione. Un altro modo, anzi il metodo generale, è offerto dalla considerazione di una qualunque serie di potenze ad esponente intero della variabile complessa z o (z-zo), in base al teorema secondo cui la somma di una serie di potenze è una funzione analitica. La somma f(z) di una serie di potenze è funzione continua, analitica, indefinitamente derivabile ed olomorfa internamente al cerchio di convergenza. Il piano complesso differisce in modo essenziale, per quel che riguarda gli elementi impropri, dal piano proiettivo reale dotato pure di una retta all'infinito, come il piano di Gauss sarebbe dotato della retta complessa all'infinito sede dei punti all'infinito. Nel mio scritto maggiore è compiutamente riportata la teoria delle funzioni analitiche: il teorema fondamentale di Cauchy, la 1° e 2° formula integrale di Cauchy, ecc. Accenniamo qui solo alla circostanza per la quale sia la parte reale u(x,y) che il coefficiente della parte immaginaria v(x,y) di una funzione analitica f(z)=f(u(x,y)+iv(x,y)), e quindi la funzione f(z) stessa, sono funzioni armoniche, ossia solo soluzioni od integrali dell'equazione di Laplace (somma delle loro derivate parziali seconde rispetto alle coordinate uguale 0). Le funzioni analitiche sono sviluppabili in serie di potenze, senza alcuna eccezione, in un conveniente intorno di qualsiasi punto zo del loro campo di olomorfismo, e tale sviluppo, generalizzazione dello sviluppo in serie di potenze di Taylor, si dice sviluppo in serie di potenze (potenze positive e negative) di Laurent (Pierre Alphonse Laurent, Parigi 1813, Parigi 1854, matematico francese conosciuto per l'invenzione delle serie di Laurent espandenti le serie di Taylor); lo sviluppo in serie di potenze di Laurent coincide con quello di Taylor solo se f(z) è olomorfa anche in zo. Ha interesse teorico ed applicativo, invece, proprio lo studio dei punti singolari di f(z) ossia dei punti soluzione del denominatore posto uguale a 0. La conseguenza del teorema di Liouville, è il noto teorema fondamentale dell'algebra, ossia un'equazione algebrica in z, di grado maggiore di 1, f(z)=0, ammette almeno una radice, cioè esiste almeno un punto al finito del piano complesso x+iy in cui f(z) si annulla. Vale il principio di permanenza delle proprietà analitiche: ossia se una relazione tra funzioni analitiche è dimostrata quando la variabile indipendente z ha valore reale, essa continua a valere per z complessa. Nella trattazione della teoria delle funzioni analitiche si può seguire il metodo di Cauchy, il cui strumento essenziale è l'integrale nel campo complesso, che si rivela d'impiego molto efficace in numerose circostante, grazie alla possibilità di deformare il cammino di integrazione (tra A e B o lungo l chiusa) senza alterarne il valore (onde il cammino tra A e B vantaggiosamente può seguire tratti paralleli agli assi, e l chiusa può essere sempre una circonferenza). Un suo risultato culminante è lo sviluppo di f(z) in serie di potenze nell'intorno di un punto di olomorfismo. 


Il metodo di Weierstass segue, in un certo modo, una strada inversa. Esso parte da una serie di potenze, che già in sé si definisce una funzione olomorfa nel cerchio di convergenza, e, mediante un prolungamento analitico basato sulla deduzione di nuove serie di potenze dalla data, amplia il campo di olomorfismo della f(z) e così perviene a trovare, nella sua estensione massima, il campo di esistenza, e tutte le proprietà (punti singolari, polidromia, ecc.). Accenniamo pure al fondamentale risultato dovuto a Riemann relativo alla superficie della funzione algebrica polidroma-multivoca a n rami w=w(z), detta superficie di Riemann. Anche le funzioni gamma e beta sono funzioni analitiche. Cauchy diede all'esposizione elementare del calcolo infinitesimale quella veste e quel rigore che sostanzialmente (ancora oggi) possiede, in 3 libri “Cours d'analyse” de l'Ecole Polytechnique (Augustin-Louis Cauchy, Cours d'analyse de l'École royale polytechnique, Paris, Imprimerie Royale, 1821), “Rèsumè des lecons sur le calcul infinitesimal” (Augustin-Louis Cauchy, Résumé des lecons données a l'Ecole Royale Polytechnique sur le calcul infinitésimal, Paris, Debure, 1823) e “Lecons sur le calcul diffèrentiel” (Augustin-Louis Cauchy, Lecons sur le calcul différentiel, Paris, Debure, 1829). Rifiutando il metodo introdotto la Lagrange e basato sul teorema di Taylor e gli sviluppi in serie, Cauchy assunse come fondamento il concetto di limite di d'Alembert conferendogli però una veste aritmetica dotata di maggior precisione. E rinunciando sia al ricorso geometrico (o quasi), sia agli infinitesimali di Leibniz, sia al concetto delle flussioni e velocità di Newton, egli formulò così il suo nuovo concetto di limite: “quando i valori successivi attribuiti ad una variabile si avvicinano indefinitamente ad un valore fissato così che finiscono con il differire da questo per una differenza piccola quanto si voglia, quest'ultimo


 viene detto il limite di tutti gli altri valori”. In tale definizione vediamo come per la prima volta si ha l'introduzione della variabile lettera ε (epsilon), anche se non si trovano ancora la variabile δ e la variabile σ, le quali renderebbero effettivamente esatta precisa e corretta la definizione puntuale di limite di una funzione (tale definizione di limite di Cauchy è ancora cauchy cauchy). 


Differentemente da matematici precedenti che concepirono l'infinitesimo come una quantità costante, “piccola” quanto si vuole ma finita e fissa, Cauchy lo definì chiaramente come una variabile indipendente: “si dice che una quantità variabile diventa infinitamente piccola quando il suo valore numerico decresce indefinitamente in maniera da convergere verso il limite 0”. Dunque nell'assetto conferito al calcolo infinitesimale da Cauchy, erano fondamentali il concetto di funzione di una variabile (derivato ciò principalmente da Eulero), ed il concetto di limite (derivato ciò principalmente da d'Alembert). Cauchy per definire la derivata di una funzione f(x), formava in rapporto incrementale dando un incremento i (il nostro Δx) alla variabile indipendente x, e ne faceva poi il limite per l'incremento della variabile indipendente che va a 0, mentre nella sua trattazione il differenziale f'(x)dx occupava un ruolo secondario e sussidiario. Egli dava pure una soddisfacente definizione di funzione continua in un punto. Per tutto il '700 l'operazione di integrazione (in cui la funzione poteva essere anche discontinua) era stata considerata e trattata come l'inverso dell'operazione di derivazione. Cauchy definiva l'integrale definito come limite di una sommatoria di aree-areole rettangolari quando la base (n-esimo intervallo-intervallino della suddivisione di a-b chiuso) decresceva indefinitamente tendendo a 0, e prendendo sempre il valore della funzione all'estremità sinistra dell'intervallo stesso (non ha importanza dove si prende l'ordinata entro l'intervallo di suddivisione quando le funzioni sono abbastanza regolari). Da questa prima definizione discenderanno poi le generalizzazioni ed i fecondi sviluppi futuri. Sulla teoria dei limiti, della derivata e dell'integrale, secondo l'impostazione elementare classica (moderna) degli attuali corsi d'analisi matematica, ho diffusamente scritto nel mio libro maggiore; tali definizioni di concetti infinitesimali anticipano così una pretesa di maggior rigore, come pure nel seguito riguardo altre definizioni di limiti, derivate ed integrali. Dal teorema di Rolle (noto già da un secolo), Cauchy ottenne per generalizzazione il teorema del valor medio; il quale afferma che date le funzioni f e g definite in a-b chiuso sul campo R, continue in a-b chiuso e derivabili in a-b aperto, allora esiste almeno un punto xo interno ad a-b aperto tale che (f(b)-f(a))g'(xo)=f'(xo)(g(b)-g(a)) od anche (f(b)-f(a))/(g(b)-g(a))=f'(xo)/g'(xo). Verso le stesse date, concezioni analoghe sulla precisazione ed aritmetizzazione del calcolo infinitesimale, sulla definizione di limite, di derivata, di continuità di una funzione e di convergenza di una serie, furono sviluppate dal boemo B. Bolzano (Bernard Placidus Johann Nepomuk Bolzano, Praga 1781, Praga 1848, matematico, logico, filosofo, teologo, presbitero boemo). Egli elaborò nel 1817 una dimostrazione puramente aritmetica del teorema di posizione, ed in “Paradossi dell'infinito” (“Paradoxien des Unendlichen”), partendo dal paradosso galileano della corrispondenza biunivoca tra la serie dei numeri interi (n) e la serie dei loro quadrati (n(elev 2)), diede forma ad alcune concezioni degli insiemi infiniti. 


Anticipando sia Gauss che Cauchy, sembra che fin dal 1840 si fosse reso conto della non numerabilità dei numeri reali rispetto (alla numerabilità) degli interi, e dunque della loro “diversa infinità” (diverso tipo di infinità come diversamente infiniti sono i numeri infiniti αo e 2(elev αo)), ed era consapevole della necessità di raffinare-migliorare-arricchire il concetto di numero stesso, intanto dando dimostrazione del teorema del valore medio col suo metodo, e definendo la serie che pochi anni dopo sarà data indipendentemente da Cauchy di cui porta il nome. Nella trattazione dei paradossi troviamo un buon tentativo di impostazione del calcolo infinitesimale che escluda completamente il concetto di infinitesimale, dichiarando che il suo lavoro è un esempio di un nuovo modo di sviluppare l'analisi matematica, liberando i concetti di limite, convergenza e derivata da nozioni geometriche, sostituendoli con concetti puramente aritmetici e numerici. Aggiungiamo che Bolzano è anche ricordato per la scoperta di un regresso, noto come Regresso di Bolzano-Carroll o Bolzano-Dodgson (fu poi scoperto alcuni decenni dopo indipendentemente da Lewis Carroll ossia dal matematico Charles Dodgson del Christ Church di Oxford (Charles Lutwidge Dodgson, Daresbury 1832, Guildford 1898, però assai più noto come autore dei romanzi per bambini Alice's Adventures in Wonderland, e di Through the Looking-Glass) in una forma leggermente diversa): questo regresso concerne la possibilità di attribuire alle inferenze logiche un valore giustificativo sulla verità delle conclusioni, quando, tra le condizioni alle quali deve sottostare un soggetto logico P perfettamente razionale (come una Turing machine TM) per essere giustificato dall'inferenza, rientri la conoscenza da parte di P della validità dell'inferenza stessa. La teoria matematica del finito e dell'infinito si presenta per la prima volta nella teoria dei numeri cardinali, compresa la quale permette la spiegazione adeguata dell'infinito ordinale ossia della teoria dei numeri ordinali. Spesso si è assunto che sia il concetto di numero che i numeri particolari fossero indefinibili ossia fossero da considerarsi nozioni primitive da introdursi nelle teorie. Ora succede che in Matematica, l'indefinibilità è una parola ed una nozione che possiede un senso preciso. 


Dato un insieme qualsiasi di nozioni, è possibile definire un termine con queste nozioni, quando, e solo quando, è l'unico termine che ha con alcune di queste nozioni una relazione che è essa stessa una delle nozioni suddette. Filosoficamente, invece, la definizione è sempre stata impiegata per l'analisi di un'idea nei suoi costituenti, un uso non esattamente conveniente e spesso neppure molto utile. Inoltre si trascura il fatto che gli insiemi così definiti, non sono di regola determinati una volta dati i loro costituenti, ma sono essi stessi nuove entità matematiche definite da certe relazioni coi loro costituenti, nel senso matematico che normalmente si usa (come dire che l'insieme delle cellule o degli atomi di Socrate non sono esattamente l'entità Socrate). Contrariamente a Peano (1858-1932), il quale sostiene che le varie branche della matematica hanno vari indefinibili (od assiomi) con i quali gli altri enti matematici vanno definiti, i logicisti ritengono che tutta la matematica pura (aritmetica, algebra, analisi infinitesimale e funzionale, geometria, meccanica razionale, ecc.) contiene un solo insieme di indefinibili, ossia i concetti fondamentali. Una volta enumerate le varie costanti logiche è abbastanza arbitrario decidere quali considerare come indefinibili, tranne quelle che si presentano come palesemente indefinibili in qualsiasi teoria. Affermiamo che gli indefinibili sono tutti di questo tipo (seppure molti filosofi, matematici e scienziati non saranno della medesima opinione), ed assegnando poi valore costante ad alcune variabili di una classe di elementi (ai suoi elementi od al concetto-classe della sua definizione) passiamo dalla logica-matematica alle varie branche della matematica: ad esempio, assegnando il valore di “numero” ad alcune variabili sviluppiamo l'aritmetica e l'algebra, assegnando il valore di “punto” sviluppiamo la geometria, assegnando il valore di “punto materiale” sviluppiamo la meccanica razionale, ecc. La presenza di qualsiasi altro tipo (non logico) di indefinibile ci indica che siamo entrati nel campo di qualche settore della matematica applicata. Quanto detto è applicabile alla definizione di numero cardinale. Nei secoli passati era comune per coloro che consideravano i numeri come indefinibili, fare un'eccezione ed una sorpresa solo per il numero 1, e definire gli altri numeri con l'unità, sommando più volte 1. Quindi per costoro, il 2 era 1+1, il 3 era 2+1, e così via. Tale metodo, oltre a porre arbitrariamente una differenza tra il numero 1 e gli altri numeri naturali ed a non spiegare il significato di +, si poteva applicare solo ai numeri finiti. Da Cantor in poi le definizioni fondamentali di numero non fanno più distinzione, se non per ciò che inerisce loro, tra numero finito e numero infinito, mentre il calcolo proposizionale ci dà la possibilità della definizione esatta di addizione (da cui discendono le altre operazioni aritmetiche). Da Cantor la definizione di 0 e di 1 non è più misteriosa della definizione di 92. Affermiamo che i numeri sono essenzialmente applicabili alle classi, ed ogni classe ha il suo numero (e quando le classi sono finite ossia posseggono un numero finito di termini, esse possono pure enumerare, contare, i loro termini, altrimenti essi sono definiti “intensionalmente” dal loro nome, dal loro concetto-classe). 


Il punto di vista intensionale ha reso possibile la matematica e la teoria dell'infinito. Due classi sono simili se posseggono lo stesso numero, e da nozioni come questa l'aritmetica diviene in ramo della logica. Sorge infatti la domanda: cosa vuol dire contare? Usualmente si dava una risposta psicologica, anzichè logica (come quando non si conoscono le risposte, oppure si risponde con una “tautologia”): contare consiste in atti successivi di attenzione. Per contare fino a 33 occorrono 33 atti successivi di attenzione, mentre per contare fino a 10 o fino a 20 (o fino a 21) si può ricorrere a 10 o 20 (o 21) atti successivi di attenzione accompagnati pure da riferimenti di segnaposto. Contare ha un significato molto complesso (e presuppone già il concetto di numero!), e per nulla psicologico, e può essere applicato solo a classi ben-ordinate, e dà come risultato il numero della classe quando questo sia finito (caso raro od eccezionale, caso che normalmente non si verifica in fisica ed ingegneria dove gli insiemi sono (quasi)sempre infiniti anche quando non sembrerebbe). E' utile e corretto definire come numero di una classe, la classe di tutte le classi simili alla classe data (definizione questa puramente logica). Affermiamo che ogni volta che la matematica deriva una proposizione comune da una relazione riflessiva, simmetrica e transitiva, tutti gli scopi matematici della proprietà supposta vengono pienamente raggiunti sostituendo ad essa la classe dei termini che hanno la relazione data con un dato termine: è questo precisamente il caso presentato dai numeri cardinali. Esistono le classi finite che non sono simili ad una loro parte propria e le classi infinite che sono simili ad una loro parte propria (e queste non vengono alterate aggiungendo o sottraendo ad esse un numero finito di termini (rispetto ad una classe infinita, una classe finita di termini è una sottoclasse impropria)). 


Il primo e minimo numero cardinale trasfinito è αo, il numero dei numeri interi, e le classi che hanno questo numero possono essere disposte in serie con termini consecutivi, un inizio ma non una fine, e tali che il numero dei predecessori di un termine qualsiasi della serie è finito, mentre quello dei successori è infinito. I numeri finiti n si possono ottenere da 0 per successive addizioni di 1, n+1, sono tutti diversi tra loro (n e n+k sono diversi, per ogni n, e per ogni k diverso da 0), ed obbediscono alla legge dell'induzione matematica (detti perciò anche numeri induttivi). In ciò sta la chiave per la distinzione tra la matematica del finito e la matematica dell'infinito, nonché delle loro proprietà. Esistono due classi molto differenti di “tutti”, ed una può essere chiamata la classe degli aggregati, mentre l'altra la classe delle unità. La ragione per introdurre tipi di tutti diversi dalle unità sono legate alle circostanze: 1) per cui parrebbe che forse in collezioni od in molteplicità vi sia qualcosa che è un termine singolo, 2) per cui la teoria delle frazioni dipende in parte dai tutti come aggregati, 3) perché è necessario nella teoria della grandezza estensiva, assumere che gli aggregati anche quando sono infiniti, abbiamo la grandezza di divisibilità, e che due aggregati infiniti possano avere lo stesso numero di termini senza però avere la stessa divisibilità (questa teoria è assolutamente indispensabile nella geometria, dove un segmento comunque piccolo di retta come uno spazio di volume comunque grande posseggono lo stesso numero di elementi ossia la stessa potenza del continuo 2(elev αo), ma un segmento, ed un'area od un volume, non sono certo ugualmente divisibili, anzi differiscono per ordini d'infinito in grandezze di divisibilità). Ci chiediamo: esistono gli aggregati infiniti? Molti sostengono che un aggregato deve avere un numero finito di termini, e tra coloro che negano che lo Spazio sia un Tutto infinito dato (ed il Tempo un Tutto infinito dato), non pochi ammetterebbero poi che ciò che essi chiamano spazio finito (una casa, una camera, un contenitore, una scatola, uno scaffale) possa essere un tutto realmente ed attualmente dato; ma questo spazio (come l'intervallo di tempo tra l'alba ed il tramonto) è infinito proprio come l'altro (i suoi elementi sono gli stessi e nello stesso numero), e la differenza sta soltanto nel poterlo cogliere psicologicamente con un solo sguardo. 


Dato che non è possibile addurre prove contro gli aggregati infiniti, deriveremo sia dallo spazio che dal tempo, un argomento a favore dell'esistenza dei Tutti-tutti infiniti. Inoltre i numeri naturali n, le frazioni 1/p nell'intervallo 0-1, la somma totale dei colori (delle loro frequenze), ecc., sono dei veri aggregati infiniti, e la posizione secondo cui si possono fare affermazioni valide e vere su un qualsiasi numero (posizione anche di Leibniz) ma non su tutti i numeri è caduta dopo Cantor. Se non esistesse un tutto infinito, allora anche il termine “Universo-Multiverso” sarebbe destituito di ogni significato (si può sostenere che l'Universo è finito in tutti i sensi e per tutte le grandezze?). Ed esistono unità infinite, ovvero esistono proposizioni infinitamente complesse? E' evidente e chiaro che tutte le proposizioni a noi note, e sembra tutte quelle che potremmo conoscere, sono di complessità-”complessità” finita. Affermiamo che il fine logico perseguito dalla teoria del denotare è di far sì che proposizioni di complessità finita trattino di classi infinite di termini: ciò viene effettuato con le nozioni di “tutti”, “qualsiasi”, “ogni”. Solo avendo proposizioni su classi infinite possiamo trattare con l'infinito; e forse è una circostanza fortunata e rimarchevole che questo metodo funzioni ed abbia successo. E certamente nessuna unità infinita appartiene ad una qualsiasi teoria della conoscenza umana, o è basilare per lo sviluppo della matematica. Ci chiediamo ora: un tutto infinito che contiene parti deve essere un aggregato di termini? Si ritiene, ad esempio che gli spazi abbiano parti, e possano essere divisi indefinitamente, ma non abbiano parti semplici-elementari, cioè gli spazi non sono aggregati di punti, dato che mai a questi “elementi” si può pervenire nella illimitata suddivisione. E così accade pure per il tempo, nei confronti degli istanti di tempo. Spazi e tempi sensibili-empirici sembrano avere il carattere di un tutto ovvio, mentre il riferimento a punti ed istanti indivisibili è così oscuro da essere spesso ritenuto come illegittimo. La teoria dei tutti infiniti è necessaria nello sviluppo della geometria e della dinamica (e di tutta quanta la fisica) che richiedono imperativamente i concetti di punto (x, y, z, P) e di istante (t, tau)... ed affermeremo che esistono tutti infiniti come aggregati di termini. Quasi tutte le idee matematiche presentano una grande difficoltà: quella dell'infinità (anche se tutte la “guardano” o la pensano da lontano forse senza sfiorarla)... considerata un'antinomia dai filosofi, antinomia che dimostrerebbe come gli enunciati matematici non siano metafisicamente veri. Tutte queste antinomie però, salvo quelle appartenenti al dominio della logica, per i logicisti sono riducibili all'unica difficoltà del numero infinito risolvibile attraverso una corretta filosofia del “qualsiasi”, mentre la sua sede non è il dominio della quantità bensì discende ed appartiene alla teoria dell'ordine. I 3 problemi dell'infinità, dell'infinitesimale e della continuità, in quanto occorrenti in rapporto alla quantità, sono strettamente connessi tra loro, e dipendono essenzialmente dall'ordine, mentre, come già scritto, l'infinitesimale dipende pure dal numero coinvolgendo infatti un rapporto incrementale Δy/Δx. Anche se tradizionalmente da tempo è considerata più formidabile di quella dello zero, in realtà la questione della quantità infinita lo è molto di meno, e potrebbe essere direttamente eliminata se non fosse per l'”adorazione dell'assioma di finitezza” professata da molta parte della filosofia. 


Per qualche genere di grandezza (ad esempio per i rapporti o per le distanze spaziali e temporali) appare evidente che non esiste una grandezza maggiore di ogni altra grandezza del suo genere, ma la deduzione dell'infinità dal fatto che data una tale grandezza se ne può sempre e comunque trovare un'altra maggiore, quando sia portata avanti correttamente, è una “finzione” matematica per riassumere in un solo enunciato i risultati ottenuti col metodo dei limiti (non bisogna farsi “ingannare” da un simbolo matematico magari mal interpretato (ad esempio una temperatura infinita, infinito °K, significa solo che la scala e la misura della temperatura T (°K) non ha un massimo o limite finito)... come pure non bisogna “divenir vittime dell'effetto lavagna o dell'effetto scrittura”; e ciò che è infinita non è affatto una grandezza, bensì il limite di una serie di grandezze dello stesso genere, e significa appunto che data una grandezza qualsiasi questa non sarà mai la massima del suo genere visto che se ne trova sempre una maggiore anzi infinite maggiori). Non c'è ragione per ammettere che esista una grandezza infinita (o molte grandezze infinite), solo perché un genere di grandezze non ha un massimo (oltre alle finite). Quando grandezze di un genere che non abbia un massimo sono anche suscettibili di misurazione numerica (per esempio le distanze misurate da una funzione monodroma che può essere data dalla differenza di coordinate, o come la precedente grandezza temperatura), spesso obbediscono all'assioma di Archimede, in virtù del quale il rapporto di due qualunque grandezze di quel tipo è sempre finito. Come vediamo, fin qui non abbiamo incontrato l'infinità, ma se in base ad alcune teorie filosofiche si volesse sostenere che una serie ben ordinata deve avere un ultimo termine, e dunque ostinatamente lo si creasse chiamandolo “infinito” (od “Infinito”), si dedurrebbero catastrofiche contraddizioni, dalle quali i fautori di tale posizione dedurrebbero piuttosto l'incapacità della matematica ad ottenere la verità non riuscendo a costruire un modello matematico coerente e corretto. Affermiamo che l'”assioma di finitezza” è un principio psicologico, ma non è né filosoficamente né matematicamente necessario. E' importante conoscere la differenza tra numero finito e numero infinito, la quale è questa: i numeri finiti obbediscono alla legge dell'induzione, mentre i numeri infiniti non vi obbediscono. E ciò significa che dato un qualunque numero n, se n appartiene ad ogni classe s alla quale appartiene lo 0, ed alla quale appartiene anche il numero successivo ad ogni numero che sia un s, allora n è finito: invece, non lo è se ciò non avviene. E' solo in questo (e nelle sue conseguenze) che differiscono i numeri finiti dai numeri infiniti. Oppure: se ogni proposizione valida per lo 0, e valida anche per l'immediato successore di ogni numero per il quale sussiste, è valida per il numero n, allora n è finito. Questo è il senso preciso di ciò che si vuol significare dicendo che si può “raggiungere” ogni numero finito, partendo dallo 0 per successive addizioni di 1... e questo principio ritiene di poter applicare, in ogni caso, a tutti i numeri, il sostenitore dell'”assioma di finitezza”. Nel limitarci al continuo aritmetico, Poincarè (Jules Henri Poincaré, Nancy 1854, Parigi 1912, matematico e fisico francese soprattutto teorico che si è occupato anche di filosofia, struttura e metodi della scienza) afferma che “il continuo così concepito non è altro che una collezione di individui sistemati in un certo ordine: infiniti di numero, è vero, ma esterni l'uno all'altro. Questa non è la concezione ordinaria, in cui si suppone che esista, tra gli elementi del continuo, una specie di intimo nesso che fa di essi un tutto nel quale il punto non è anteriore alla linea, ma la linea è anteriore al punto. Della famosa formula “il continuo è l'unità nella molteplicità” sussiste solo la molteplicità, l'unità è scomparsa”. Si è sostenuto spesso che fosse un problema se il continuo era o no composto di elementi, e pure ammettendo che contenesse elementi, si è spesso dichiarato che non era comunque composto da essi (ciò anche da parte di Leibniz), almeno finché si tratta di continui del genere dello spazio e del tempo. I paradossi suscitati dalla filosofia dello spazio e del tempo sarebbero insiti in un continuo composto o che contiene elementi (termini singoli, atomi matematici). 


Solo il continuo di Cantor è esente da contraddizioni rispetto alle definizioni di (quasi)tutti i predecessori, e noi affermiamo che lo spazio e il tempo sono dei continui cantoriani. Tra i filosofi più sottili dell'antichità greca, Zenone di Elea (vittima dell'incomprensione dei filosofi successivi greci e poi dei filosofi europei, ma molto apprezzato da Russell) ha sostenuto 4 argomentazioni profonde, dichiarate sofismi da tali filosofi “detrattori”. Weierstrass (Karl Theodor Wilhelm Weierstrass, Ostenfelde 1815, Berlino 1897, matematico tedesco) col bandire rigorosamente tutti gli infinitesimali, ha dimostrato  circa 2300 anni dopo, come Zenone, che noi viviamo in un mondo immutabile, e che la freccia in ogni singolo istante del suo moto, è realmente in quiete. L'unico (e grave) errore di Zenone fu quello di dedurre (ma veramente non si sa se realmente lo fece) che, non essendoci mutamento ma “immobilità” (ossia non essendoci “stato di moto”), il mondo deve rimanere sempre nello stesso stato istante dopo istante. Questa conseguenza non deriva assolutamente da quelle giuste premesse, ed il tedesco Weierstrass fu certamente più profondo ed accorto dell'ingegnoso greco (ovvero per ogni grandezza, il mondo è una successione infinita di fotogrammi “statici-immobili”, ma non è solo un fotogramma!). Gli argomenti di Zenone si riferiscono specialmente al moto, però è ben istruttivo tradurli in linguaggio strettamente matematico. Il primo argomento, argomento della dicotomia, afferma che non esiste alcun moto perché ciò che si muove, prima di raggiungere la fine del suo percorso, in tempo finito deve raggiungere la metà, poi la metà della metà, e così via. Vale a dire che qualunque sia il moto di cui ammettiamo l'esistenza, questo presuppone un altro moto, e questo a sua volta un altro moto ancora, e così via ad infinitum, ma messo in forma aritmetica, il regresso infinito è innocuo e legittimo. Il secondo argomento d Zenone è il più famoso e riguarda Achille e la tartaruga AT: la più lenta, egli afferma, non sarà mai oltrepassata dalla più veloce, perché prima che Achille sorpassi la posizione raggiunta dalla tartaruga egli deve in tempo finito raggiungere il punto da cui è partita, onde la più lenta necessariamente dovrà sempre essere in testa. Traducendo questo argomento AT in linguaggio aritmetico, vediamo che esso si riferisce alla correlazione uno-uno, 1:1, di due classi infinite, per esempio di numeri reali rispettivamente tra 1 e 3 la prima, e tra 2 e 3 la seconda (contenuta nella prima), dati dalle funzioni 1+2x e 2+x, per x che varia in entrambi i casi da 0 e 1. Come già scritto, questa seria difficoltà è stata definitivamente risolta da Cantor. Il terzo argomento si riferisce alla freccia: se ogni oggetto sta, in quiete od in moto, in uno spazio uguale a se stesso, e se ciò che si muove è sempre nell'istante, la freccia nel suo volo è immobile. Si è spesso pensato che questo paradosso non meritasse nemmeno la pena  di essere esaminato, mentre sembra piuttosto l'enunciato di un fatto fin troppo elementare, e l'averlo trascurato o “frainteso” può essere stato la causa del pantano nel quale si è dibattuta la filosofia del mutamento nei secoli. 


L'argomento spogliato-svestito di ogni inutile riferimento al moto, costituisce un luogo comune di teoria delle equazioni e di teoria delle funzioni: ogni possibile valore che una variabile assume nel suo dominio di definizione, è una costante. E complicato è piuttosto è il rapporto che esiste tra variabile (x) e costante (a, 2, ecc.), nonché la relativa teoria. La variabile è un concetto fondamentale della logica, ed anche se è sempre in rapporto con qualche classe, essa non è una classe, e neppure un elemento particolare della classe, e neppure l'intera classe, ma “qualunque” elemento della classe, anzi nemmeno il concetto “qualunque” elemento della classe, bensì quell'ente (o quegli enti) che denota questo concetto. Per esempio, la x dell'algebra non sta al posto di una costante o numero particolare, e neppure di tutti i numeri del suo campo di definizione, e nemmeno della classe “numero”. Lo si può vedere facilmente nella seguente identità (x+1)(elev 2)=x(elev 2)+2x+1: la x non ha certamente il significato di 329 anche se implica che il risultato della sostituzione di x con 329 sia una proposizione vera; e neppure significa concetto-classe “numero” al quale non si può in alcun modo aggiungere 1; e non significa neppure “numero qualunque” al quale pure non si può sommare 1. L'identità scritta denota invece la disgiunzione (o somma logica) di tutti i numeri del campo di x (interpretazione “approssimativamente” corretta). I vari valori di x sono allora i termini della disgiunzione, ed ognuno di essi è una costante. Questo semplice fatto logico sembra costituire l'essenza dell'affermazione di Zenone secondo la quale la freccia è sempre ferma (la freccia, sempre nell'istante, è come una costante). Nessun insieme di asserzioni ci permette di fare a meno di considerare la variazione di uno o più elementi in una proposizione, mentre gli altri rimangono fissi. La variabile (dalla geometria, all'algebra, all'analisi matematica e funzionale) è forse tra tutte le nozioni matematiche la più tipica e nasce quando un termine dato ricorre come termine in una proposizione, allora quel termine può essere sostituito da qualsiasi altro, mentre i restanti termini rimangono immutati. 


Più semplicemente in logica simbolica la variabile è ogni simbolo di un linguaggio che non riceva un'interpretazione costante ma piuttosto “sta per...” una qualsiasi delle entità comprese in un dato campo di variazione. L'Aritmetica elementare ossia il calcolo applicato (dalla quale sembra assente la variabile) come viene insegnata la prima volta nelle scuole primarie, è caratterizzata dal fatto che i numeri che ricorrono in essa sono tutti delle costanti: il risultato della somma che esegue lo scolaro è ottenibile senza alcuna proposizione su “qualsiasi numero n”. Ma il fatto che le cose stiano così è dimostrabile solo con proposizioni riguardanti qualsiasi numero n, dimostrazione che lo scolaro imparerà negli anni successivi di studio. Nell'”aritmetica simbolica” (che vediamo, per esempio in Dedekind, 1831-1916), i numeri sono diventati delle variabili dalle costanti dei calcoli aritmetici pratici quali erano. Ora dimostriamo teoremi riguardanti n, non 3 o 62, mentre nell'aritmetica dell'infanzia ogni somma-differenza-moltiplicazione-divisione era un'”operazione mnemonica”, ogni volta valevole per quei soli due numeri, una sorta di “convenzione” o “convenzione forzata” (e poteva ben accadere che 2+3 per Lorina facesse 5 e per Alice 6, oppure per Alice e Lorina oggi 5 e domani 6). Originariamente la variabile era concepita dinamicamente o “dinamicamente”, ossia come una forma o quantità che varia con lo scorrere del tempo, ovvero che assume tutti i valori di una data classe. Questo punto di vista è da liquidare comunque definitivamente per la sua scorrettezza, dato che se si dimostra un teorema per n, n non è un Proteo Aritmetico, ma sempre e solo n, ossia né un particolare valore, né tutti i valori, ma solo e sempre “qualsiasi numero”, quale concetto distinto, definito e sempre uguale a sé, non giungendo alla proposizione e non giungendo mai il tempo in cui valga 1 o 62, i quali non sono mai qualsiasi n, nonostante che ciò che vale per qualsiasi n vale certamente anche per 1 e 62. Dunque in algebra-analisi la variabile x è un numero, ma non è 62, non è quel numero, non è un numero, e non tutti i numeri sono x. Possiamo chiamare una variabile x, la variabile X, che è concettualmente identica in Logica, Aritmetica, Geometria, Meccanica razionale ed in tutte le discipline formali; i termini sono tutti i termini, mentre alcune variabili restringono il loro dominio ai soli numeri interi, o reali, od ai punti, od ai punti ed istanti, od ai punti materiali, ecc. Se in un'implicazione formale contenente una variabile, consideriamo i soli valori del suo campo per cui è vera, allora possiamo ottenere una definizione logica di funzione matematica. Se tutti i termini di una funzione proposizionale sono asseriti, otteniamo “qualsiasi”, mentre se è asserito almeno un termine (il che si chiama teorema d'esistenza) otteniamo il “qualche”. 


Ma ritornando all'argomento di Zenone, esso contiene un elemento che risulta in modo particolare applicabile ai continui, e nel caso del moto, esso nega che esista lo stato di moto, mentre nel caso generale nega che esistano gli “infinitesimali”. Infatti gli infinitesimali rappresentano un “tentativo” di estendere ai valori di una variabile (le costanti) la variabilità (disgiunzione imparziale di tutti i valori del suo dominio) che appartiene solo ad essa. Una volta appurato che ogni valore di una variabile è una costante (fissata), diventa facile vedere che, prendendo due qualunque di tali valori, la loro differenza è solo e sempre finita. Se x è una variabile continua, prendendo due opportuni valori del suo campo, la loro differenza risulterà sempre finita (anche se, volendo, minore di qualunque differenza prefissata), nonostante, ripetiamo, la x sia una variabile continua. Il limite inferiore delle differenze possibili è 0, ma tutte le differenze possibili, nessuna esclusa, sono finite... ed in questo ragionamento non vi è ombra alcuna di contraddizione. Possiamo precisare opportunamente questo importante concetto per interpretare correttamente (in fisica, in dinamica, nei modelli dei fenomeni le cui variabili (ad esempio x,y,z,t) sono definite in insiemi continui, ed in teoria dei sistemi continui SC) ciò che chiamiamo, e chiameremo, movimento dei corpi sulle loro traiettorie, movimento dello stato e movimento dell'uscita. Per la filosofia della matematica del continuo il movimento, ossia lo stato di moto, non può esistere, e per esempio affermare che una variabile è continua (ovvero varia con continuità), correttamente significa affermare che il limite inferiore delle differenze tra un generico valore ed un valore prefissato del suo campo di definizione è 0, o geometricamente significa affermare anche che ogni suo valore numerico o punto è punto di accumulazione. Gli stati (S) o le uscite dei sistemi continui, gli stati (S) o le configurazioni dei sistemi materiali, in relazione con la serie degli istanti temporali t, sono in un certo istante t1 questi (S1), in un altro istante t2 questi altri (S2), senza alcuna sorta di “passaggio continuo” dall'uno all'altro (da S1 a S2; nello stato del suo moto la freccia di Zenone è in ogni suo istante effettivamente in quiete), al medesimo modo per cui un valore costante una volta è questo (s=a), un'altra volta è quest'altro (s=b) senza alcuna possibilità contraddittoria di “trasmutazione dell'un valore nell'altro: da a a b!”. 


Questa teoria “statica” delle “variabili continue” è dovuta a matematici moderni della seconda metà dell'800, e la circostanza che non fosse nota ai tempi antichi di Zenone gli fece erroneamente supporre che fosse impossibile il movimento continuo senza uno stato di mutamento che implicasse gli infinitesimali, e dunque la contraddizione di un corpo che si trova dove non è e non può essere. L'ultimo argomento di Zenone è quello della misura e nega che dx e dy siano distanze tra termini consecutivi. Si può supporre che esista un insieme di tratti discreti e di posti o posizioni discrete, il moto consistendo nel fatto che ad un dato istante il corpo si trovi in uno di questi posti-posizioni discreti, e in un altro istante in un altro posto... e nel caso del moto questa supposizione potrebbe anche essere accettata e valida; infatti lo spazio ed il tempo possono essere concepiti discreti senza contraddizione, aderendo rigorosamente a tratti indivisibili. La geometria, la cinematica, la dinamica e la fisica diventano tutte false. L'aritmetica, non essendovi implicata nessuna ragione d'esistenza, continuerebbe a valere, facendo terminare qui la rappresentazione del nostro mondo... ma realizzando così d'un colpo l'”aritmetizzazione” dell'analisi, dato che rimarrebbe solo l'aritmetica! Ed in questo caso l'argomento di Zenone sarebbe buono, ottimo direi!  Possiamo allora dire che il continuo consiste (in un senso corretto) e non consiste (in un altro senso pure corretto) di elementi od atomi matematici. Ogni continuo in una serie consiste di termini (punti, istanti) non ulteriormente scomponibili in nuovi termini del continuo, di una classe di numero 2(elev αo) che sono stati ordinati con una relazione a costituire una serie: in tal senso il continuo è fatto di elementi discreti. Se invece prendiamo i termini consecutivi di ciò che è una serie ordinata (due punti o due istanti, comunque vicini), insieme con la relazione asimmetrica, allora risultando indefinitamente divisibile, il continuo non ha elementi-atomi matematici. 


La richiesta assolutamente illegittima di termini consecutivi (od il voler passare da un punto o istante al punto o istante immediatamente successivo) deriva dall'uso assolutamente illegittimo dell'induzione matematica, non valida, come detto, per gli insiemi ed i numeri infiniti. E per ciò che riguarda distanza o tratti, i più piccoli non sono più semplici o meno completi dei più grandi, contenendo lo stesso numero di elementi. La 1° antinomia matematica di Kant (essenzialmente se il continuo abbia o meno elementi) è già risolta, mentre la 2° antinomia, riferentesi all'infinito nella forma temporale, non ha per noi significativa importanza, “tranne che per Kant” per il quale occorre tempo per contare e senza la categoria del tempo non potremmo conoscere il numero di nulla. Con lo stesso ragionamento mostriamo che, non solo l'aritmetica, ma tutta quanta la matematica, richiede la categoria del tempo “dato che ogni teorema ed ogni teoria (in ogni libro od archivio di matematica) ha richiesto del tempo per essere sviluppato (!)... e tanti altri fenomeni richiedono il tempo per “accadere” e per conoscerli... ed in generale possiamo dimostrare (non solo che facciamo), ma che sappiamo solo ciò che sappiamo, e dato anche che non sappiamo ciò che non sappiamo... con ciò la necessità del tempo rimane ancora da dimostrare. Bisogna confessare che al senso comune ripugna che un tutto ed una sua parte propria abbiano lo stesso numero di termini (paradosso di Cantor PC), ma Achille e la tartaruga AT di Zenone mostra però che anche il punto di vista opposto ha conseguenze assurde. Infatti se tutto e parte non potessero essere correlati uno-uno (ossia, ad esempio, se i numeri o punti della funzione 1+2x e della funzione 2+x, per x che varia da 0 e 1 non potessero essere correlati 1:1, dove la prima è definita nella classe infinita AT1 ed intervallo 1-3 e la seconda nella classe infinita AT2 ed intervallo 2-3), ne seguirebbe che, se due corpi viaggiano lungo lo stesso percorso uno seguendo l'altro, il corpo che sta dietro (comunque grande sia la sua velocità) non potrebbe mai raggiungere il corpo che sta davanti (comunque piccola sia la sua velocità); se invece lo può fare allora dobbiamo ammettere una correlazione biunivoca tra ogni posizione simultanea delle traiettorie percorse dai due corpi, di cui una (AT2) è parte dell'altra (AT1). Qui il senso comune deve scegliere tra il paradosso AT di Zenone ed il paradosso PC di Cantor: non lo aiuteremo a “salvarsi dal suicidio”, Possiamo conferire al paradosso PC una forma


 rigorosamente logica e matematica, come appunto fatto per AT. Tristram Shandy TS impiegò 1 anno per scrivere la biografia del suo 1° giorno di vita, e si lagnò che di questo passo, il materiale da trattare si sarebbe accumulato più rapidamente di quanto fosse stato possibile a lui descriverlo: si può ovviamente conferire forma strettamente matematica a tale analogia. 


Ora, invece, affermiamo che se fosse vissuto eternamente (sempre facendo l'autobiografo e con carta sempre disponibile o memoria elettronica inesauribile) e se la “densità degli avvenimenti” da narrare fosse rimasta costante lungo gli anni, non gli sarebbe rimasto nulla da scrivere. Questi paradossi AT-TS sono correlativi, ed avendo un riferimento ai segmenti possono essere enunciati in termini di limiti. L'AT prova che in una serie continua 2 variabili che si avvicinano all'uguaglianza dallo stesso lato, non possono mai avere un limite comune; il TS prova che 2 variabili che partono da un termine comune, e procedono nella stessa direzione ma divergono sempre più, possono tuttavia determinare la stessa classe limitante. AT ammette che tutto e parte non possono mai essere simili e ne deduce un paradosso; TS (PC) cominciando da un luogo comune, deduce che tutto e parte possono essere simili. Il procedimento matematicamente corretto ripudia AT (direttamente contraddetto dall'aritmetica) ed accetta TS (che non implica che il tutto non possa essere simile ad una sua parte propria). Appena si trovò che la similarità di tutto e parte doveva essere dimostrata come impossibile per ogni tutto finito, divenne plausibile supporre che anche per i tutti infiniti, quando non se ne potesse espressamente provare l'impossibilità, tale impossibilità semplicemente non esistesse; dunque si ritenne che Tutto e Parte sia di classi finite che di classi infinite fossero diversi, con numero di termini diversi ovviamente per il finito ma pure per l'infinito. La similarità di tutto e parte propria è infatti impossibile per i numeri di cui si tratta nella vita quotidiana, nella contabilità d'ufficio, nell'ingegneria, nell'astronomia, ecc... e si spiega agevolmente che tale similarità sia stata ritenuta sempre universalmente impossibile, nonostante che tale supposizione avesse fondamento solo in un  pregiudizio. Tutto e parte sono suscettibili di due definizioni: intensionale nel contesto intensionale (molto usato in logica), ed estensionale nel contesto estensionale (più usato nella vita pratica e nella comunicazione interpersonale); la definizione intensionale usa il concetto-classe (valida sia per i tutti finiti che infiniti, e le classi finite che infinite), la definizione estensionale usa l'enumerazione dei termini (valida solo per tutti-classi finiti). 


Non si può provare l'impossibilità  della similarità tra tutto e parte  nelle classi ed insiemi infiniti, dato che questi non ammettono l'enumerazione degli elementi (che richiede il principio di induzione matematica) necessaria per la dimostrazione. La definizione di tutto e parte senza enumerazione dei termini è la chiave del “mistero” che coinvolge l'infinito. Che la classe dei numeri interi sia simile alla classe dei numeri pari, alla classe dei numeri dispari, alla classe dei quadrati dei numeri, ecc., sembra impossibile solo perché noi immaginiamo tutto e parte definiti per enumerazione (ovvero immaginiamo gli elementi delle classi posti in serie, ed una porzione iniziale delle due serie scritte affiancate ed “immaginiamo di accoppiare uno-uno” ogni termine delle due serie parziali), ma appena ci liberiamo da questa idea preconcetta, la presunta contraddizione scompare. E' importante rendersi conto che riguardo il 1° cardinale trasfinito ed il 1° ordinale trasfinito, nonostante essi seguano tutti i numeri finiti nelle rispettive serie in cui sono collocati ad esempio in ordine di grandezza (numeri finiti che sono di numero infinito), nonostante ciò essi non hanno un immediato predecessore: condividono tale caratteristica con tutti i limiti, infatti il limite di una serie non è mai immediatamente preceduto da un qualunque termine della serie di cui è limite, non esistendo una distanza minima tra il limite ed un qualsiasi termine della serie, distanza infatti illimitatamente riducibile verso lo 0. Affermiamo dunque con chiarezza le definizioni dell'infinito nel suo duplice aspetto, quella per cui l'infinito non può essere raggiunto con l'induzione matematica a partire dal numero 1 (definizione puramente ordinale dell'infinito), e quella per cui esso contiene parti che posseggono lo stesso numero di termini del tutto (definizione puramente cardinale dell'infinito). 


Ritornando alla storia, Bolzano, che si occupò di infinito avanzando quasi tutti, era una vox clamans in deserto, e molti dei suoi risultati dovettero essere riscoperti successivamente. Bolzano fornì per primo nel 1834 l'esempio (non divenuto famoso) di una funzione continua in un intervallo e priva di derivata in ogni suo punto; mentre il merito o “merito” di aver dato un tale esempio è attribuito a Weierstrass nel 1860 circa. Conosciamo il teorema di Bolzano, ed un più noto teorema di Bolzano-Weierstrass BW il quale afferma che ogni sottoinsieme E infinito di un intervallo chiuso e limitato dell'insieme dei reali (appartenenti a R) ha almeno un punto di accumulazione. Osserviamo che in virtù del teorema BW (e del suo inverso), un insieme limitato e privo di punti di accumulazione è costituito necessariamente da un insieme finito di punti. Se è infinito ed illimitato può darsi che non abbia alcun punto di accumulazione... come l'insieme dei numeri interi. Bisogna però rilevare che, se, analogamente a quanto si fa in geometria proiettiva, consideriamo la retta proiettiva, chiusa con l'aggiunta del punto all'infinito (quindi non la retta euclidea aperta), e definiamo come intorno di questo punto all'infinito la totalità dei punti esterni ad un intervallo chiuso h-k, il punto all'infinito diventa un punto di accumulazione per un insieme illimitato E (poiché in ogni suo intorno, comunque piccolo, cadono infiniti punti di E). Al teorema BW può darsi questa forma: ogni insieme infinito di punti della retta proiettiva è dotato di almeno un punto di accumulazione, al finito od all'infinito. Similmente è il nome di Cauchy, e non quello di Bolzano, ad essere associato ad un importante criterio di convergenza applicato alle serie. 


Già precedentemente si era fatta sentire l'esigenza di un criterio soddisfacente per stabilire la convergenza e fin dal 1812 Gauss usò il criterio del rapporto (forse introdotto per primo da Waring, usato da Gauss, anche se generalmente è conosciuto come criterio del rapporto o criterio di d'Alembert). Vennero enunciati i diversi metodi e teoremi sulla convergenza, e la via seguita è dunque analoga a quella che conduce ai concetti di derivata ed integrale. Nonostante gli sforzi di Gauss ed Abel, fu soprattutto per l'opera di Cauchy che i matematici considerarono attentamente il comportamento delle serie e la loro convergenza-divergenza. Sulle funzioni analitiche conosciamo il famoso teorema di Cauchy riguardante lo sviluppo in serie di potenze, ed il teorema di Cauchy-Hadamard. E così il rigore diventava definitivamente legge nella matematica, nel suo sviluppo, nei libri di testo e nei manuali, senza più eccezioni. Il concetto di convergenza uniforme delle serie numeriche e delle funzioni, impegnò Cauchy verso la fine della sua vita, anche se in questo venne anticipato da G. G. Stokes (George Gabriel Stokes, Skreen 1819, Cambridge 1903, matematico e fisico irlandese, noto per aver dato importanti contributi alla dinamica dei fluidi (ad esempio le equazioni di Navier-Stokes), all'ottica, ed alla fisica matematica (ad esempio il teorema di Stokes o del rotore), nonché presidente della Royal Society). Nel campo della geometria è nota la disuguaglianza di Cauchy. Gli dobbiamo pure la prima dimostrazione generale di uno dei più belli e difficili teoremi di Fermat (teorema che è degno coronamento dello studio dei numeri figurati iniziato dai pitagorici 2300 anni avanti), secondo il quale ogni numero intero positivo n è la somma di non più di 3 numeri triangolari, di non più di 4 numeri quadrati, di non più di 5 numeri pentagonali, …, di non più di n numeri n-gonali. Anche Gauss diede un contributo alla geometria: nel 1824 ottenne un'importante conclusione sul famoso postulato delle parallele, rimasta inedita, e nel 1827 pubblicò un trattato, divenuto classico, che aprì un nuovo settore della geometria, poiché riflettendo sul 5° postulato degli Elementi di Euclide, si convinse dell'impossibilità circa la relativa dimostrazione (facendo uso di assiomi-postulati degli Elementi senza il postulato 5 e delle proposizioni non utilizzanti tale postulato neanche indirettamente), e piuttosto della possibilità di iniziare lo sviluppo di una nuova geometria radicalmente diversa da quella (piana, piatta) euclidea, senza però andare a fondo e rinunciando così ad essere considerato l'inventore della geometria non euclidea; sappiamo che sarà Jànos Bolyai l'inventore della nuova geometria non euclidea nel 1829 pubblicando i risultati nel 1832 (Janos Bolyai era pure il figlio di Farkas (Wolfgang) Bolyai amico di Gauss). 


Fin dai tempi di Newton e di Leibniz si applicarono metodi infinitesimali nello studio delle curve piane aprendo una strada pionieristica verso quella che diverrà nota come geometria differenziale: è questo un nuovo ramo della geometria (germogliato in parte dalla geometria metrica ed in parte dall'analisi infinitesimale), che Gauss portò a fioritura nella sua opera “Disquisitiones circa superficies curvas” (o “Disquisitiones generales circa superficies curvas” del 1827), mentre Eulero e Monge (considerati forse immeritatamente i fondatori della geometria differenziale) vi avevano incluso lo studio analitico delle superfici. La Geometria Differenziale studia le linee e le superfici partendo dalle loro proprietà locali-differenziali. Gauss diede contributi alla teoria della probabilità descrivendo la curva detta normala o gaussiana. La distribuzione normale è una curva continua dalla caratteristica forma a campana rovesciata con la concavità in basso (detta anche gaussiana). Introdotta da De Moivre nello studio dei giochi d'azzardo come distribuzione limite all'aumentare del numero degli esperimenti E della distribuzione binomiale, fu riscoperta da Gauss come distribuzione degli errori di misurazione il cui integrale dà la funzione d'errore. La variabile casuale binomiale o bernoulliana fu introdotta da Jakob Bernoulli. La distribuzione normale deve la sua diffusione in statistica a Quètelet (Lambert Adolphe Jacques Quetelet, Gand 1796, Bruxelles 1874, astronomo e statistico belga, ma noto soprattutto, oltre che per studi di statistica, per l'elaborazione del concetto di uomo medio) che denominò la curva gaussiana distribuzione normale, nello studio in cui osservò che molti fenomeni avevano una distribuzione simile alla curva degli errori di Gauss. La base empirica della distribuzione normale si fonda sull'osservazione secondo cui in natura misurazioni successive di valori caratteristici sono tali che gli errori positivi di misurazione sono in genere altrettanto numerosi di quelli negativi (ed i piccoli in valore assoluto assai più numerosi dei grandi). Ciò porta ad un grafico caratteristico a campana simmetrica. In statistica è una delle distribuzioni più importanti sia perché costituisce una buona approssimazione di altre distribuzioni (per esempio, appunto, della distribuzione binomiale quando n è grande), sia perché secondo il teorema centrale del limite (o teoremi centrali del limite quali famiglia di teoremi di convergenza debole entro la teoria della probabilità), sotto condizioni molto generali, la somma di n variabili casuali statisticamente indipendenti converge ad una distribuzione normale. Il teorema centrale limite, oltre a fornire una giustificazione teorica dell'osservazione secondo la quale molti fenomeni, che potremmo pensare determinati da molti parametri, hanno una distribuzione empirica di tipo normale, ha importanti applicazioni in campo statistico. Esso infatti permette di affermare che la media dei campioni, qualunque sia la curva della distribuzione dalla quale sono stati estratti all'aumentare del numero n dei campioni stessi, tende comunque a distribuirsi secondo la curva normale. 


Gauss contribuì in misura rilevante anche allo sviluppo della fisica, soprattutto allo sviluppo dell'astronomia, della geodesia, della cristallografia e capillarità. Gauss e Weber (Wilhelm Eduard Weber, Wittenberg 1804, Gottinga 1891, fisico tedesco, nominato a 27 anni professore di fisica a Gottingen per intervento dello stesso Gauss e per i sui studi sulle onde e per l'atlante di Geomagnetismo, ed oggi riposa nello stesso cimitero con le successive tombe di Max Planck e Max Born) costruirono nel 1833 il 1° sistema telegrafico funzionante (sistema elettromagnetico composto essenzialmente di tasto e batteria di accumulatori in TX e sensibile galvanometro in RX) lungo circa 1 Km che collegava l'osservatorio con il laboratorio dell'Istituto per la fisica di Gottingen. Cauchy contribuì alla fondazione della teoria dei corpi elastici, e diede contributi pure alla meccanica celeste, nel quale campo lavorava anche Poisson il quale studiò l'elasticità, nonché la teoria del potenziale. In teoria della probabilità conosciamo la legge di Poisson (pubblicata per la prima volta nel 1837 in “Recherches sur la probabilitè des jugements”); se in una distribuzione binomiale, dove n è il numero delle prove indipendenti effettuate, e p(A)=p è la probabilità di successo in ogni singolo evento dell'esperimento (p+q=1), si fa tendere n ad infinito e p a 0, di modo che il loro prodotto np=costante, allora la distribuzione che ne risulta è detta distribuzione di Poisson o “degli eventi rari”. 


La distribuzione di Poisson trova applicazioni nella descrizione statistica di molti fenomeni fisici, quando si ha a che fare con un sistema costituito di molti sottosistemi ognuno dei quali ha bassissima probabilità di far accadere un evento, oppure in fenomeni che avvengono casualmente nello spazio e soprattutto nel tempo, come ad esempio, l'emissione di elettroni dal catodo di un tubo a vuoto o l'emissione di raggi α da una sorgente radioattiva. Abel scrisse che solo Cauchy si occupava di matematica pura, mentre Poisson, Fourier, Ampère, ecc., “si interessavano solo” di fenomeni elettrici e magnetici. Cauchy, Gauss, Green (contribuì a mettere a punto la teoria del potenziale, e di cui conosciamo le due formule integrali di Green), ma soprattutto Poisson, contribuirono molto allo sviluppo della fisica matematica, ed in particolare Poisson diede l'apporto fondamentale per fare dei fenomeni elettrici e magnetici una branca della fisica matematica. Nella teoria dei solidi elastici, inoltre, conosciamo il coefficiente di Poisson 1/m (o μ e ν), ossia il rapporto di deformazione trasversale, dove m è il rapporto di deformazione longitudinale. Andando verso la metà dell'800 costatiamo un maggior rigore introdotto in matematica, soprattutto nella teoria dei limiti, ossia per la nozione che esprime in termini rigorosi l'esigenza di caratterizzare la tendenza di una quantità variabile ad assumere valori arbitrariamente ed indefinitamente prossimi ad un valore opportuno, rimanendo tuttavia in generale distinta da esso (limite): definizione di limite di una funzione a valori reali quando la variabile indipendente tende ad un punto di accumulazione; definizione di limiti di successioni numeriche e di successioni di funzioni a valori reali; di funzioni o successioni espresse sotto forma di somma,differenza,prodotto,quoziente di altre funzioni o successioni, avendo precedentemente calcolato i limiti di queste. Nella teoria della derivata data come limite del rapporto incrementale quando l'incremento della variabile indipendente tende a 0; delle derivate di ordine superiore e derivate parziali per funzioni di più variabili (se le derivate parziali di 1° ordine sono n, quelle di 2° ordine sono il quadrato di n). Definiamo pure la derivata logaritmica, o elasticità, della funzione y=f(x), come xf'(x)/f(x), indicata con dlnf(x)/dlnx ovvero Ef(x)/Ex, la quale fornisce la pendenza della curva in un grafico della f(x) concepita e tracciata in scala logaritmica. La nozione di derivata si introduce, più in generale, nel caso di applicazioni tra due spazi normati. 


Definiamo sia la derivata debole o derivata di Gateaux (René Eugène Gateaux, Vitry-le-François 1889, Rouvroy 1914, matematico francese, conosciuto appunto per la derivata di Gateaux), sia la derivata forte o derivata di Frèchet (Maurice René Fréchet, Maligny 1878, Parigi 1973, matematico francese dalle ardite e brillanti congetture che diede fondamentali contributi in ambito topologico e nello studio di spazi astratti, ampliando l'analisi matematica che divenne analisi funzionale anche per il suo apporto, ricordato per lo spazio di Fréchet, la distribuzione di Fréchet, il teorema di Fréchet-Kuratowski, e per la sua definizione di derivata forte). Se f ha derivata forte in un punto, essa ha anche derivata debole, ma viceversa solo se la derivata debole è continua, e coincidono. Poi la teoria degli integrali, ossia di quella nozione fondamentale dell'analisi, collegata alla teoria della derivazione. La definizione dell'integrale di Riemann è la seguente. Data una funzione reale definita in un intervallo chiuso ed ivi limitata, si scompone l'intervallo in un numero n arbitrario di parti; si considerano in ciascuna parte l'estremo superiore e l'estremo inferiore della funzione; si forma la somma integrale superiore sommando i prodotti della lunghezza di ciascuna parte per il relativo valore superiore della funzione; si forma la somma integrale inferiore sommando i prodotti di ciascuna parte per il relativo valore inferiore della funzione. Allora la funzione si dice integrabile secondo Riemann nell'intervallo considerato, se l'estremo superiore dell'insieme numerico formato dalle somme integrali inferiori è uguale all'estremo inferiore dell'insieme numerico formato dalle somme integrali superiori, insiemi numerici costituiti variando in tutti i modi possibili la scomposizione dell'intervallo nelle sue parti. Come già detto, l'integrale si può ottenere anche come limite della somma integrale per il massimo incremento δmax che tende a 0 (somma ottenuta sommando i prodotti di ogni parte δk della suddivisione dell'intervallo per il valore che la funzione assume in un punto qualunque interno alla stessa suddivisione). Una caratterizzazione delle funzioni integrabili secondo Riemann è fornita dal teorema di Lebesgue-Vitali: una funzione limitata in un intervallo è integrabile solo se l'insieme dei suoi punti di discontinuità ha misura nulla in senso esteso, ossia è numerabile ovvero ha la potenza αo. Ricordiamo Henri Léon Lebesgue (Beauvais 1875, Parigi 1941, matematico francese, divenuto famoso soprattutto per i suoi contributi alla moderna teoria dell'integrazione), e Giuseppe Vitali (Ravenna 1875, Bologna 1932, matematico italiano ed assistente di Ulisse Dini). 


L'integrale indefinito di una funzione è l'insieme di tutte le sue primitive, cioè di tutte le funzioni la cui derivata è la funzione integranda stessa (teorema fondamentale del calcolo integrale che stabilisce una connessione tra l'integrale e la derivata; e quando le funzioni sono continue, l'uno è l'inverso dell'altra). Analogamente si definiscono gli integrali multipli secondo Riemann, costruendo tante somme integrali superiori e somme integrali inferiori quante sono le variabili d'integrazione (ordine dell'integrale), e la loro esecuzione avviene mediante le formule di riduzione che si fondano su successive integrazioni semplici in una sola variabile. Abbiamo pure definito gli integrali curvilinei e di superficie, ed inoltre l'integrale di Stieltjs o di Riemann-Stiltjs di f rispetto a φ funzione a variazione limitata. L'integrale di Riemann è un ottimo tentativo di fornire una base solida alla teoria dell'integrazione, come detto, partendo dalla costruzione di una successione di somme integrali facilmente calcolabili che convergono all'integrale di una data funzione, e tale definizione fornisce una risposta adeguata ed elimina eccezioni sia nell'integrazione del passato che nelle nuove teorie, però l'integrazione Riemann non funziona bene con i limiti di successioni di funzioni i quali sono invece di fondamentale importanza (tipo nello studio delle serie e della trasformata di Fourier, ecc.), onde si è dovuto procedere oltre nella teoria degli integrali in particolare col determinante contributo di Lebeshue. Infatti, l'integrazione secondo Lebesgue descrive meglio come e quando è possibile eseguire l'operazione di limite sotto il segno di integrale, ed è possibile con una classe più ampia di funzioni (ad esempio anche per la funzione di Dirichlet, integrabile Lebesgue ma non integrabile Rieman), considerando Lebesgue una differente classe di integrali rispetto alla precedente definizione di Riemann. Per definire l'integrale secondo Lebesgue occorre la nozione di misura, oggetto di Teoria della Misura. Essa è un numero usato per esprimere il valore del rapporto di una grandezza rispetto ad una grandezza assunta come riferimento o campione (detta unità di misura). Alla misura si richiede di soddisfare delle proprietà formali (come l'additività), alcune delle quali erano già note nell'antichità. Inizialmente si introdusse la nozione di lunghezza dei sottoinsiemi della retta reale (i segmenti, i tratti, misurati da distanze) e più in generale la nozione di area e di volume quali sottoinsiemi dello spazio geometrico (spazi euclidei). Sappiamo però come Euclide non volle introdurre la misura in geometria a causa dell'incommensurabilità di alcuni rapporti (ad esempio della diagonale del quadrato col suo lato, e della diagonale del cubo col suo spigolo, della circonferenza del cerchio e della superficie sferica col loro diametro). A partire da tale accezione elementare, il concetto di misura viene esteso poi ad enti più generali. Particolarmente espressiva per la sua aderenza all'intuizione geometrica è la definizione di misura secondo Peano-Jordan, dove la misura (o lunghezza) di un intervallo chiuso a-b di numeri reali è il numero b-a; misura di un pluriintervallo, unione di un numero finito di intervalli, a due a due privi di punti comuni, è la somma delle misure dei singoli intervalli. La misura esterna di un intervallo A limitato è l'estremo inferiore numerico costituito dalle misure di tutti i pluriintervalli, unione di un numero finito di intervalli, contenenti A. La misura interna di A è l'estremo superiore dell'insieme costituito dalle misure di tutti i pluriintervalli contenuti in A. L'insieme A è detto misurabile se la misura esterna è uguale alla misura interna, ed il valore comune è la misura di A. La misura di Peano-Jordan gode dell'additività, ma non dell'additività in senso esteso. Di grande importanza concettuale e di vastissimo impiego è la definizione di misura secondo Lebesgue. Si definisce misura esterna di un insieme A limitato di numeri reali l'estremo inferiore dell'insieme numerico costituito dalle misure interne (secondo Peano-Jordan) di tutti gli insiemi aperti limitati contenenti A. La misura interna secondo Lebesgue di A è l'estremo superiore dell'insieme formato dalle misure esterne (secondo Peano-Jordan) di tutti gli insiemi compatti contenuti in A. L'insieme A è misurabile secondo Lebesgue se la misura esterna e quella interna coincidono ed il loro comune valore è la misura di A. Tale misura gode dell'additività in senso esteso. Si riconosce che la misura esterna secondo Peano-Jordan, di A, è la misura secondo Lebesgue della sua chiusura (ottenuta unendo ad A la sua frontiera), mentre la misura interna di Peano-Jordan è la misura secondo Lebesgue dell'interno di A (ossia misura della figura composta dall'insieme dei suoi punti interni): affinché A sia misurabile secondo Peano-Jordan è necessario e sufficiente che la misura della frontiera di A sia nulla, nel qual caso A è misurabile anche secondo Lebesgue e le due misure coincidono. 


La nozione di area, già nota in geometria elementare per alcune figure piane (che i lettori possono facilmente trovare nei manuali di geometria), nel '600 estesa ai trapezoidi dove un lato è dato da una curva di funzione y=f(x), dà pure origine a varie definizioni di misura bidimensionale per gli insiemi piani, tra cui  la misura di area di Peano-Jordan e la misura di area di Lebesgue. Tali nozioni vengono ulteriormente generalizzate nell'ambito della teoria astratta della misura e trattate in modo assiomatico, definendo dapprima la nozione di spazio misurabile, ossia di un insieme X in cui è individuata una famiglia M di sottoinsiemi contenente X, il complementare di ogni insieme che le appartiene, e l'unione numerabile di insiemi che le appartengono: M è detta σ-algebra; e quindi definendo misura una funzione a valori reali (non negativi) definita su una σ-algebra e dotata della proprietà di additività numerabile. Queste prime nozioni costituiscono la base per la fondazione assiomatica della teoria dell'integrazione. Ed ora veniamo all'integrale di Lebesgue (ricordando che la teoria dell'integrazione di Lebesgue fu pubblicata per la prima volta nella sua tesi “Intégrale, longueur, aire” (ossia “Integrale, lunghezza, area”) all'Università di Nancy nel 1902, e “Sur le problème des aires” nel 1903). Una funzione misurabile definita nell'insieme A misurabile si dice sommabile (o L-integrabile) in A se è possibile scomporre A nell'unione di un numero finito o di un'infinità numerabile di insiemi misurabili A1,A2,...,An, a due a due disgiunti, in ognuno dei quali f sia limitata, con estremo inferiore Ik e con estremo superiore Sk, in modo che (se gli Ak non sono in numero finito) la serie formata dalla sommatoria sui k dei prodotti dell'insieme Ak per l'estremo inferiore Ik, e la serie formata dalla sommatoria sui k dei prodotti di Ak per l'estremo superiore Sk, siano assolutamente convergenti. Il valore comune dell'estremo superiore dell'insieme numerico formato dalle somme integrali delle serie  assolutamente convergenti del primo tipo, e dell'estremo inferiore dell'insieme numerico formato dalle somme integrali delle serie assolutamente convergenti del secondo tipo, è detto integrale secondo Lebesgue di f su A. Se l'insieme è illimitato, si dice che f è localmente integrabile-sommabile in A quando essa sia sommabile in ogni insieme compatto contenuto in A. Ogni funzione integrabile secondo Riemann è integrabile anche secondo Lebesgue, ed i valori dei due integrali coincidono (per cui non sarebbe necessario specificare con quale tipo di integrale si è ottenuta l'integrazione). Per p positivo finito, si dice che la funzione f è Lp-integrabile (L(elev p)-integrabile, L apice p integrabile) se è sommabile la funzione modulo f(elev p); l'insieme delle funzioni Lp-integrabili su A si denota con Lp(A) ossia L(elev p)(A). Esso, dotato della norma integrale, è uno spazio di Banach, considerando funzioni quasi dappertutto uguali come uno stesso elemento dello spazio. La convergenza di una successione di funzioni nella norma L1 (L apice 1) è detta convergenza in media, nella norma L2 (L apice 2) è detta convergenza in media quadratica. La convergenza uniforme (che implica tutti i tipi di convergenza) implica quella in media quadratica che implica quella in media che implica quella in misura, e la convergenza uniforme implica quella quasi-dappertutto che implica quella in misura che è implicata da quella in media. Ricordiamo qui i matematici Riemann (Georg Friedrich Bernhard Riemann, Breselenz 1826, Selasca 1866, matematico e fisico tedesco, contribuì in modo determinante allo sviluppo della matematica, ricordando i lavori in geometria (geometria ellittica, superfici di Riemann dove le geodetiche sono i cerchi massimi e non esistono parallele, sfera di Riemann, tensore di Riemann utilizzato insieme alle varietà riemanniane in RG, ecc.), in analisi matematica (integrale di Riemann, funzione zeta di Riemann, ecc.), in teoria dei numeri; Riemann morì a 40 anni nel corso del terzo viaggio in Italia durante il suo soggiorno a Selasca dove lavorò fino all'ultimo giorno sotto un fico, venendo sepolto nel cimitero di Biganzolo di Verbania (della provincia di Verbano-Cusio-Ossola in Piemonte), 


ma seppure la sua tomba per via di lavori di ristrutturazione oggi non esista più, ci rimane però la lapide appoggiata al muro sulla quale si legge “Hier ruhet in Gott Georg Friedrich Bernhard Riemann Professor zu Goettingen geboren in Breselenz den 17 September 1826. Gestorben in Selasca den 20 Juli 1866. Denen die Gott lieben muessen alle Dinge zum besten dienen” (“Qui riposa in Dio Georg Friedrich Bernhard Riemann, professore a Gottinga, nato a Breselenz il 17 settembre 1826. Morto a Selasca il 20 luglio 1866. Tutto concorre al bene di coloro che amano Dio”, di cui la frase finale è tratta dalla Lettera di san Paolo ai Romani (Romani 8, 28), essendo Riemann una persona molto religiosa), e Banach (Stefan Banach, Cracovia 1892, Leopoli 1945, matematico polacco parzialmente autodidatta, della Scuola matematica di Leopoli nella Polonia anni '20-30, collaborando con Hugo Steinhaus, Knaster, Kazimierz Kuratowski, Stefan Mazurkiewicz, Waclaw Sierpinski, dalla cui collaborazione nel '31 nasce la collana Mathematical Monographs (il cui primo volume è Théorie des opérations linéaires di Banach traduzione di  Teoria operacji liniowych), è Presidente della Società Matematica Polacca nel periodo un cui Leopoli è sotto brutale occupazione nazista ma anche membro corrispondente dell'Accademia delle Scienze della Repubblica Socialista Sovietica Ucraina ed in ottimi rapporti con vari matematici dell'URSS in particolare con Sobolev e Aleksandrov, quindi nel '44 Leopoli passa sotto dominazione sovietica; Banach viene considerato il fondatore dell'analisi funzionale per aver iniziato una trattazione sistematica sviluppando i risultati precedenti sopra le equazioni integrali di Vito Volterra, Erik Ivar Fredholm e David Hilbert, e diede importanti contributi alla teoria degli spazi astratti vettoriali topologici, alla teoria degli operatori in spazi lineari, alla teoria della misura, alla teoria degli insiemi, ed alla teoria dei polinomi ortogonali). 


Anticipatamente diciamo che uno spazio di Banach è uno spazio normato completo, rispetto alla metrica definita dalla norma; dove uno spazio normato è uno spazio vettoriale topologico, ossia uno spazio vettoriale (reale o complesso) dotato di norma ovvero dotato di una funzione la quale ad ogni vettore x associa un numero reale (non negativo) norma di x, ||x||, che è 0 se e solo se x=0, e per cui vale la disuguaglianza triangolare ||x+y|| minor-uguale ||x||+||y||. Uno spazio normato è uno spazio metrico se si definisce una metrica ponendo d(x,y)=||x-y||: la topologia così definita è detta topologia della norma (o topologia forte). Riassumendo, un insieme T (di 2° ordine) o E (di 3° ordine), chiuso e limitato, si dice misurabile secondo Peano-Jordan (o quadrabile in T bidimensionale (2-dim) o cubabile in E tridimensionale (3-dim)) quando la misura e la misura interna coincidono m(T)=mi(T), ossia condizione necessaria e sufficiente perché T sia quadrabile è che la misura bidimensionale della frontiera sia nulla m(FT)=0; o condizione necessaria e sufficiente perché E sia cubabile è che m(E)=mi(E), ossia che la misura tridimensionale della frontiera sia nulla m(FE)=0, ossia in ogni caso la misura di FT deve essere almeno di un ordine inferiore rispetto all'insieme-campo. 


Analogamente per gli insiemi n-dimensionali ed i relativi integrali multipli n-dim. La misura secondo Lebesgue di un insieme T o E (ossia m(T) o m(E)) è l'estremo inferiore dell'insieme numerico descritto dalle ricoperture m(K), ottenute in tutti i modi possibili, di T o E, dove K è la riunione degli n rettangoli dell'arbitraria decomposizione di T o E che contengono (all'interno o sulla frontiera) almeno un punto di T od almeno una superficie di E. Analogamente per gli insiemi n-dim ed i relativi integrali multipli n-dim. La teoria della misura e quindi dell'integrazione (secondo Lebesgue) è fondamentale negli sviluppi della matematica moderna: le idee su cui si fonda conducono in modo naturale alla nozione di misura ponderata, secondo Lebesgue-Stieltjs, consentendo, tra l'altro, di scoprire profonde affinità in argomenti apparentemente lontani, quali la teoria dell'integrazione ed il calcolo delle probabilità. Per un approfondimento degli argomenti trattati in questo capitolo, relativamente soprattutto alla parte tecnica e filosofica, rimando il lettore al mio scritto maggiore, oppure sulla rete Internet o ad altre opere in materia.








   Capitolo 9


La nuova geometria, la continuità e la matematica dell'infinito.






	Lo sviluppo della geometria, nella Grecia antica e prima della conquista romana, ha raggiunto il suo vertice massimo, per poi declinare e precipitare al punto più basso della sua storia nel V-VIII sec d. C. Recuperò parte del terreno perduto presso gli arabi e nel rinascimento europeo, presentandosi poi nel '600 alla soglia di una nuova giovinezza, nonostante fosse da molti matematici ignorata per quasi 200 anni, messa in ombra dai prodigiosi sviluppi dell'analisi infinitesimale. Nell'Inghilterra del '700, come già accennato, si era combattuta una guerra-battaglia di retroguardia perduta per ridare agli Elementi di Euclide quella posizione gloriosa occupata nei secoli d'oro della Geometria, anche se le ricerche inglesi in tale campo certamente non brillarono. Fecero meglio Carnot e soprattutto Monge nella geometria pura, ma solo successivamente l'alleanza con l'analisi darà i suoi buoni frutti. J. Brianchon (Charles Julien Brianchon, Sèvres 1783, Versailles 1864, matematico ed artigliere francese, allievo di Monge all'École Polytechnique, il quale scrisse “Sur les surfaces courbes du second degrè” nel 1806, “Recherches sur la dètermination d'une hyperbole èquilatère, au moyen de quatres condition onnèe” nel 1820, “Essai chimique sur les réactions foudroyantes nel 1825 contenente alcuni studi e metodi sulle polveri da sparo) si occupò prevalentemente di geometria proiettiva, riformulò il teorema di Pascal (in un esagono qualsiasi inscritto in una conica (non solo un cerchio, ma pure un'ellisse, parabola, iperbole), i 3 punti d'intersezione delle 3 coppie di lati opposti prolungati, sono collineari), ed annunciò nel 1806 il suo nuovo teorema duale (in ogni esagono qualsiasi circoscritto ad una conica, le 3 diagonali (le 3 rette che congiungono le 3 coppie di vertici opposti dell'esagono qualsiasi), convergono in un punto). 


I due teoremi di Pascal (che rimase colpito dal numero di corollari che ne trasse) e di Brianchon (che fece notare come il suo teorema fosse fecondo di “curiose conseguenze”) costituiscono la prima coppia di “teoremi duali” i quali si dimostrano e restano validi, nella geometria piana, se i concetti di punto/retta, vertice/lato vengono scambiato tra di loro. Leggendo “un retta è tangente ad una conica” anche come “una retta giace su una conica”, i due teoremi duali possono venir enunciati insieme così: “i 6 vertici/lati di un esagono qualsiasi giacciono su una conica se, e soltanto se, i 3 punti/rette comuni alle 3 coppie di lati/vertici opposti hanno una retta/punto in comune”; conosciamo anche il teorema di Brianchon (“Siano date 6 tangenti ad una conica. Esse si intersecano a due a due in 6 punti. Tracciando le rette che congiungono i punti opposti, queste rette si incontreranno in un punto”), nella cui dimostrazione Brianchon e Poncelet scrissero “La circonferenza che passa per i piedi delle perpendicolari, abbassate dai vertici di qualsiasi triangolo sui lati opposti, passa anche per i punti intermedi di questi lati oltre che per i punti intermedi dei segmenti che congiungono i vertici con il punto di intersezione delle perpendicolari” cioè abbiamo il cerchio cosiddetto di Feuerbach e circonferenza dei 9 punti. J. V. Poncelet (Jean-Victor Poncelet, Metz 1788, Parigi 1867, matematico ed ingegnere francese, noto per i suoi contributi allo sviluppo della geometria proiettiva) sfruttando efficacemente tali relazioni, diverrà il vero fondatore della geometria proiettiva, ed insieme a Brianchon nel 1820-21 enunciò il famoso teorema della circonferenza dei 9 punti che abbiamo appena scritto (il quale però porta il nome di Feuerback (Karl Wilhelm Feuerbach, Jena 1800, Erlangen 1834, matematico tedesco noto soprattutto ed appunto per la scoperta del cerchio dei 9 punti di un triangolo)). 


Feuerbach dimostrò pure che il centro della circonferenza dei 9 punti giace sulla retta di Eulero e si trova tra l'ortocentro ed il circocentro a uguale distanza da entrambi, ed inoltre la circonferenza è tangente internamente al cerchio inscritto e tangente esternamente ai 3 cerchi ex-inscritti (la retta di Eulero è la retta passante per l'ortocentro, il baricentro ed il circocentro di un triangolo, ed il teorema di Eulero dimostra che questi 3 punti sono allineati); aggiungiamo che il circocentro è il centro del cerchio circoscritto di un triangolo (cerchio detto circumcerchio), o più in generale di un poligono a n-lati; si può dimostrare che il circocentro è il punto di incontro degli assi dei lati del triangolo; la circonferenza del circumcerchio è la circonferenza circoscritta ad un triangolo ovvero l'unica circonferenza passante per tutti i suoi 3 vertici, il cui centro è detto appunto circocentro ed il cui raggio è detto circumraggio; la sua unicità discende dal teorema secondo il quale per 3 punti non allineati passa una e una sola circonferenza; la posizione del circocentro dipende dal tipo di triangolo (in un triangolo acutangolo è interno al contorno perimetrale, in un triangolo rettangolo corrisponde al punto medio dell'ipotenusa ovvero si trova sul contorno, in un triangolo ottusangolo è esterno al contorno perimetrale); il circocentro è equidistante dai vertici del triangolo ed è il centro della circonferenza circoscritta da cui appunto il suo nome; come detto fa parte della retta di Eulero ed è il coniugato isogonale dell'ortocentro; poi la circonferenza dell'incerchio è la circonferenza inscritta di un triangolo ovvero l'unica circonferenza tangente tutti i suoi lati, il cui centro è detto incentro e il cui raggio è detto inraggio (talvolta tale nome è usato anche per indicare genericamente la circonferenza inscritta dei poligoni ciclici di lati n>3); in geometria l'ortocentro H è il punto di incontro delle altezze di un triangolo, e tutte le altezze si intersecano nel medesimo punto (ortocentro); il coniugato isogonale dell'ortocentro è il circocentro e assieme ad esso giace sulla retta di Eulero, e sono contemporaneamente interni al perimetro poligonale se il triangolo è acutangolo, sul perimetro se rettangolo (esattamente sul vertice angolo retto), esterno se il triangolo è ottusangolo; nei triangoli acutangoli è il punto che minimizza contemporaneamente sia la distanza complessiva dai vertici, che la distanza complessiva dai lati del triangolo, dato che le altezze esprimono la minima distanza di un vertice dal lato; è l'unico punto in cui triangolo ceviano e triangolo pedale coincidono, e sono nel triangolo ortico; il suo cerchio ceviano corrisponde al cerchio di Feuerbach; l'ortocentro di un triangolo rettangolo coincide con il vertice dell'angolo retto; ortocentro e circocentro sono coniugati isogonali e nella geometria del triangolo hanno diverse caratteristiche che li legano, ossia le immagini dell'ortocentro rispetto ai piedi delle altezze sui lati e ai punti medi dei lati, giacciono tutti sul circocerchio del triangolo che ha per centro appunto il circocentro, però guardando meglio è possibile notare che i punti medi dei tali e delle altezze in realtà sono altro che i punti in cui il cerchio di Feuerbach (o dei 9 punti) interseca il triangolo e che anche nei punti di intersezione con le altezze risulta che è sempre l'immagine dell'ortocentro rispetto a questi punti a giacere sulla circonferenza circoscritta, di fatto è possibile mostrare che il cerchio di Feuerbach e l'insieme dei punti medi delle distanze tra il circocerchio e l'ortocentro, per cui ogni sua immagine rispetto ad un punto qualsiasi della sua circonferenza è proiettata direttamente sulla circonferenza circoscritta; notiamo allora che circocentro, centro dei 9 punti ed ortocentro, sono sempre ed in questa sequenza sulla medesima retta, e distribuiti su di essa equidistantemente; le 3 immagini del circocentro, rispetto ai punti medi dei lati, sono i centri dei 3 cerchi di Johnson che per due dei vertici del triangolo, e per l'omonimo teorema si intersecano reciprocamente nell'ortocentro, con raggio pari a quello del circocerchio ossia del circumraggio; inoltre unendo i 3 punti è ottenibile un triangolo A'B'C' congruente al triangolo di riferimento, avendo centro di rotazione nel centro dei 9 punti, rispetto a cui i due punti risultano avere ruoli ribaltati, cioè il circocentro è l'ortocentro del triangolo A'B'C' e viceversa. 


Forse il più grande geometra dei tempi moderni ossia del XIX sec, paragonabile ad Apollonio nell'antichità, fu J. Steiner (Jakob Steiner, Utzenstorf 1796, Berna 1863, matematico svizzero) che portò la geometria sintetica a far progressi analoghi agli avanzamenti dell'analisi. Conosciamo le proprietà dei cosiddetti punti di Steiner, il teorema di Steiner (“Ogni conica è il luogo dei punti d'intersezione di rette corrispondentesi di 2 fasci di rette proiettive”), ed il teorema di Huygens-Steiner per il calcolo del momento d'inerzia di un solido (rispetto ad un asse parallelo a quello passante per il centro di massa). Riscoprì la dimostrazione di Mascheroni (Lorenzo Mascheroni, Bergamo 1750, Parigi 1800, matematico italiano che diede contributi in analisi matematica (calcolo integrale e logaritmi naturali), in scienza delle costruzioni (studi originali sul calcolo a rottura degli archi) ed in geometria (soprattutto per la dimostrazione che i problemi risolubili con riga e compasso si possono risolvere anche solo col compasso), circa la costruibilità in geometria euclidea con l'utilizzo di solo riga dopo aver tracciato un cerchio e fissato il suo centro. Fin dal 1824 aveva inventato la trasformazione geometrica detta geometrica d'inversione per raggi reciproci, la quale pone nel piano una corrispondenza biunivoca tra i punti entro un cerchio e quelli fuori. Liounville dimostrò un teorema secondo il quale solo le trasformazioni di inversione (reinventata successivamente anche da Lord Kelvin), le trasformazioni di similitudine e di congruenza (ossia una netta minoranza tra le trasformazioni) sono conformi. 


Più tardi nel 1863, Luigi Cremona (Antonio Luigi Gaudenzio Giuseppe Cremona, Pavia 1830, Roma1903, matematico, politico ed accademico italiano, che ebbe un ruolo importante nel fissare il sistema di insegnamento dopo l'unità d'Italia) osservando le trasformazioni di Kelvin, sviluppò una trasformazione molto più generale x'=F1(x,y), y'=F2(x,y), dove F1 e F2 sono funzioni algebriche polinomiali razionali, di cui l'inversione sarebbe un caso particolare (in geometria piana l'inversione circolare è una trasformazione che “(ri)specchia” i punti rispetto ad una data circonferenza, ma meglio in geometria 3-dim o n-dim euclidea, si tratterebbe di una trasformazione della sfera-ipersfera con l'aggiunta del punto all'infinito al piano). La più semplice trasformazione cremoniana è l'omografia o collineazione ossia una corrispondenza biunivoca tra due spazi proiettivi Sr e S'r dove ogni coordinata di P' in S'r è data da una combinazione lineare a coefficienti costanti delle coordinate di P in Sr. Un'omografia fra piani sovrapposti, che non si riduca all'identità, ha in generale 3 punti uniti, ma può esservi anche una retta di punti uniti ed in tal caso si ha l'omologia piana dove la retta è l'asse dell'omologia. Un'omologia è univocamente determinata dal centro U e dall'asse u. Se il centro è improprio ma l'asse è proprio, l'omologia si dice affine. Un'omologia con l'asse improprio ma il centro proprio si dice omotetia che è una particolare similitudine. 


La similitudine è una corrispondenza nella quale segmenti corrispondenti sono in rapporto costante, il cui valore assoluto è il rapporto di similitudine: se il rapporto è uguale a 1, la similitudine si dice congruenza od uguaglianza. L'insieme delle similitudini dotato dell'operazione di composizione costituisce un gruppo: lo studio delle proprietà invarianti per similitudine forma l'oggetto della geometria elementare che tutti conoscono. Se asse e centro dell'omologia sono entrambi impropri allora l'omologia è una traslazione. La teoria dell'omologia è parte della topologia algebrica che ha come oggetto la specificazione di proprietà geometriche e di caratteri topologici di una varietà attraverso opportuni gruppi abeliani, detti gruppi di omologia per varietà, che rappresentano degli invarianti topologici. La teoria dell'omologia ammette vari sviluppi, alcuni dei quali, con carattere prevalentemente algebrico, riguardano l'omologia come esempio notevole di funtore tra le categorie di complessi simpliciali, mentre altre, con carattere prevalentemente geometrico, stabiliscono legami con la teoria dell'omotopia. Dove per funtore s'intende una corrispondenza che ad ogni oggetto di una categoria C associa un oggetto di un'altra categoria C' e ad ogni morfismo in C un morfismo in C' in modo da conservare le operazioni che definiscono le categorie (queste ultime quali enti matematici definiti per mezzo di un sistema di elementi od oggetti), e quindi il dominio e il codominio, l'identità e la composizione tra morfismi. L'omotopia è una famiglia di funzioni continue ht di uno spazio topologico E in uno spazio topologico F, dipendente con continuità da un parametro t (che varia da 0 a 1 compresi), tale che se f e g sono due applicazioni continue di E in F, risulti ho(x)=f(x), h1(x)=g(x) per tutti gli x di E. Si dice che f è omotopa a g, ed in termini più intuitivi, si può pensare che, considerando t come tempo, all'istante “iniziale” si abbia l'applicazione f che poi si “deforma” con continuità nell'applicazione g al crescere del tempo da 0 a 1. L'omotopia tra funzioni continue è equivalenza. E' oggetto della topologia algebrica lo studio delle proprietà degli spazi topologici che sono invarianti del tipo di omotopia, e cioè che sono comuni a tutti gli spazi di una stessa classe di equivalenza. L'insieme delle omografie, che è un sottoinsieme delle trasformazioni di Cremona, di uno spazio proiettivo, forma un gruppo, il gruppo della geometria proiettiva, il cui oggetto è lo studio delle proprietà invarianti (enti e figure invarianti) per omografia. Le trasformazioni cremoniane mutano curve algebriche in curve algebriche conservandone il genere ma non l'ordine. Lo studio delle proprietà degli enti geometrici (figure) che restano invarianti per trasformazioni di Cremona (dette trasformazioni birazionali) costituisce l'oggetto della geometria cremoniana. Prima di portare qualche esempio di omografie vettoriali è opportuno accennare brevemente alla teoria dei vettori e dei tensori, sufficientemente sviluppata nel mio scritto maggiore. 


Abbiamo già visto circa la nozione di vettore nello studio dei numeri complessi nel piano di Gauss, nel quale il vettore z o vettore u rappresentava z=x+iy ed aveva come sue due componenti la parte reale e la parte immaginaria. Ovviamente anche nel piano xy e nello spazio xyz euclidei sul campo R, i vettori possono rappresentare un punto P di coordinate generiche (x,y) o (x,y,z) rispettivamente, v=P(x,y), v=P(x,y,z), dotato di modulo (distanza di P dall'origine O), direzione O-P e verso da O a P. Si può sviluppare il Calcolo vettoriale nel piano 2-dim e nello spazio 3-dim euclidei. Studiamo quindi le operazioni algebriche di somma (secondo la regola del parallelogramma vettoriale, ottenuta per la prima volta nel '600 quando il vettore era il vettore forza, ossia regola del parallelogramma delle forze); sottrazione; prodotto per uno scalare (moltiplicando il modulo semplicemente per una costante a); prodotto scalare; prodotto vettoriale. Il prodotto scalare risulta funzione lineare dei suoi due fattori e ha grande importanza in fisica (lo spazio vettoriale usato in fisica ha una norma di questo tipo) perchè quando uno dei vettori è una forza F e l'altro vettore lo spostamento s, allora il prodotto scalare rappresenta il lavoro fatto dalla componente della forza nella direzione dello spostamento quando il suo punto d'applicazione si sposta di modulo s, |s|. Poi il prodotto misto di 3 vettori a,b,c, ossia a scalar b vettor c, il cui valore assoluto rappresenta il volume del parallelepipedo con gli spigoli dati da modulo di a,b,c. Vengono poi introdotte le operazioni infinitesimali, ossia limite, differenziale, gradiente, derivazione ed integrazione di vettori o funzioni vettoriali, e lo sviluppo in serie di Taylor e di MacLaurin (col resto di Peano o di Lagrange). 


Così istituito il calcolo vettoriale (algebra vettoriale ed analisi vettoriale) rappresenta un algoritmo particolarmente utile nella geometria differenziale delle linee e delle superfici, nella meccanica razionale e in tutta quanta la fisica. Il concetto di vettore (dato nella forma elementare di segmento orientato caratterizzato da un modulo o norma, da una direzione e da un verso), come già scritto, è suscettibile di un'estensione larghissima, divenendo l'elemento di insiemi dotati di una particolare struttura algebrica (od algebra lineare): ossia di uno spazio astratto vettoriale (o lineare). Diremo spazio vettoriale, rispetto al, o sul campo numerico Λ, reale o complesso, un insieme qualsiasi, W, di elementi, che chiameremo vettori, per i quali siano definite due operazioni: l'addizione (e sottrazione) e la moltiplicazione numerica ossia per uno scalare (e divisione numerica, con numero diverso da 0), rispetto alle quali lo spazio W è un gruppo commutativo od abeliano, o additivo (rispetto all'addizione) per cui valgono note proprietà in virtù delle quali il calcolo vettoriale in uno spazio astratto vettoriale W qualsiasi si effettua (per quanto attiene all'addizione ed alla moltiplicazione numerica) con le medesime regole formali del calcolo vettoriale nel piano o nello spazio euclideo n-dimensionale. Se n vettori sono linearmente indipendenti, le loro combinazioni lineari per tutti i possibili valori dei coefficienti costituiscono una varietà X ossia un sottospazio di W o l'intero spazio X. Si dice allora che X ha dimensione n e che i dati vettori formano una base di X, e qualsiasi n-pla di vettori linearmente indipendenti costituisce una base di rappresentazione di tutti i vettori di X (in particolare si potrebbe scegliere come base la n-pla dei vettori unitari (tutti di valore 1) con una sola componente diversa da 0 (dunque una sola componente 1) detti versori, ossia e1=(1,0,...,0), e2=(0,1,...,0), …, en=(0,0,...,1), e se n=3 allora versor e1=i, versor e2=j, versor e3=k). Il prodotto scalare di due vettori può definirsi in modo molto generale, di cui la forma più semplice è la forma pitagorica. Nel campo complesso la norma del vettore è la radice quadrata del suo prodotto scalare con se stesso, e si estende dunque allo spazio X complesso, il teorema di Pitagora |z|(elev 2)=|x+y|(elev 2)=|x|(elev 2)+|y|(elev 2) ossia la somma dei quadrati dei moduli di x e y è uguale al quadrato del modulo di z, restando così giustificato l'appellativo di “pitagorica” dato a tale definizione di prodotto scalare, e conseguente norma pitagorica, in campo complesso. 


Definiti così gli spazi euclidei n-dimesionali, si perviene, mediante la formulazione vettoriale del teorema di Rouchè, ad un'espressiva interpretazione delle condizioni di risolubilità dei sistemi di equazioni algebriche lineari di n equazioni in q incognite Ay=b, dove A è la matrice dei coefficienti pensata come composta da q vettori colonna di uno spazio vettoriale X n-dim, rispetto alla base dei versori. Sia H contenuto-uguale X la varietà lineare descritta da tutte le combinazioni lineari dei vettori dei coefficienti. Risolvere il sistema equivale a riconoscere se un assegnato vettore b (vettore noto o vettore dei termini noti) appartenga a H. La teoria dei sistemi lineari si fonda su due enunciati: la regola di Cramer ed il teorema di Rouchè (Eugène Rouché, Sommières 1832, Lunel 1910, matematico francese, noto soprattutto per il teorema di Rouché nell'analisi complessa e per il teorema di Rouché-Capelli nell'algebra lineare). La regola di Cramer vale per n=q (sistema di n equazioni in n incognite) ed afferma che se detA diverso da 0 allora il sistema ha una ed una sola soluzione, comunque si scelga il vettor b; in altre parole, ogni vettore b appartenente allo spazio X può esprimersi, in uno ed un solo modo, come combinazione lineare dei vettori colonna sopraddetti, dove i coefficienti darebbero il vettore y soluzione: dunque tali vettori colonna costituiscono una base per lo spazio X. Nel caso generale (n e q qualsiasi), il teorema di Rouchè afferma che condizione necessaria e sufficiente perché il sistema di n equazioni in q incognite abbia soluzione è che tutti i determinanti di ordine t+1, se t è la caratteristica della matrice A, siano nulli. La condizione che tutti i minori di ordine da t+1 a n siano nulli conduce alla formulazione del teorema di Rouchè, ossia che il termine noto b sia ortogonale a tutti gli n-t vettori delle incognite yr, r=t+1,…,n, di componenti da t a n. Le due varietà H e Y sono ortogonali, e gli n vettori, ossia i t vettori colonna insieme ai vettori yr costituiscono una base per X. Consideriamo il sistema algebrico omogeneo aggiunto A*y=0 di q equazioni in n incognite, ed affermiamo che la varietà Y è costituita dalla totalità delle soluzioni del sistema omogeneo aggiunto. Condizione necessaria e sufficiente perché il sistema algebrico completo Ay=b abbia soluzione è che il vettore termine noto b sia ortogonale alla varietà lineare Y delle soluzioni, vettor y, del sistema aggiunto omogeneo (questa formulazione è di validità la più generale, qualunque siano n,q,t). Un importante enunciato della teoria dei sistemi lineari algebrici è il cosiddetto principio dell'alternativa, il quale afferma che se q=n, il teorema di incondizionata risolvibilità ed il teorema di unicità di soluzione, o sussistono entrambi o mancano entrambi. Uno spazio vettoriale in cui sia definita una topologia rispetto alla quale risultano continue le operazioni di addizione e di moltiplicazione numerica è detto spazio vettoriale topologico, completamente definito assegnando un sistema-insieme di intorni dello zero, e tra questi spazi rientrano gli spazi vettoriali topologici normati. Uno spazio vettoriale (sul campo dei numeri reali R o dei numeri complessi C) si dice normato quando è dotato di una norma, ossia dotato di una funzione od applicazione, a valori mai negativi, denotata usualmente con | |. Ed in uno spazio possono essere definite diverse norme; per esempio nello spazio aritmetico n-dim R(elev 2) la norma uniforme è data da |x|infinito=maxi|xi| (dove infinito e i sono pedici), oppure per ogni r, con 1 minor-uguale r minor +infinito, si può definire la norma |x|r=(sommatoria su i di |xi|(elev r))(elev 1/r), ossia radice r-esima della somma delle potenze r-esime di x, che per r=2 diviene la norma euclidea (pitagorica). Uno spazio vettoriale topologico normato è detto poi metrico se vi è definita una metrica ossia una funzione od applicazione che ad ogni coppia di elementi x e y dell'insieme E (di cui X è sottospazio) associa un numero reale mai negativo d(x,y) tale che d(x,y)=0 se e solo se x=y, d(x,y)=d(y,x), e d(x,z) minor-uguale d(x,y)+d(y,z). Se in uno spazio vettoriale topologico normato si definisce la metrica ponendo d(x,y)=|x-y|, la topologia che resta così definita è detta topologia della norma o topologia forte di E. Uno spazio completo (rispetto alla metrica definita dalla norma), che include un'ampia classe di spazi, si dice spazio vettoriale di Banach. La teoria di una sottoclasse di spazi di Banach è quella dello spazio vettoriale normato ad infinite dimensioni pre-hilbertiano, dove la norma soddisfa l'uguaglianza ||x+y||(elev 2)+||x-y||(elev 2)=2(||x||(elev 2)+||y||(elev 2)) ossia la legge del parallelogramma dei vettori o parallelogramma vettoriale. Se è completo (e nel quale è esteso il prodotto scalare in uno spazio ad infinite dimensioni), ponendo d(x,y)=(1/4)(||x+y||(elev 2)-||x-y||(elev 2)), esso diviene lo spazio vettoriale topologico normato ad infinite dimensioni di Hilbert, in sostanza assumendo la struttura di uno spazio euclideo ad infinite dimensioni H infinio-dim=R infinito-dim. 


Possiamo infatti dire che gli spazi di Hilbert H sono spazi vettoriali che generalizzano la nozione di spazio euclideo (introdotti da Hilbert all'inizio del XX sec, nello studio delle equazioni integrali quasi fossero queste un “sistema di infinite equazioni in infinite incognite”, ma fu John von Neumann a dare il nome “der abstrakte Hilbertsche Raum” (lo spazio di Hilbert astratto) nel suo lavoro sugli operatori hermitiani non limitati del 1929 ed a comprenderne la vasta portata matematica, spazi H che von Neumann utilizzò ampiamente nei suoi lavori di meccanica quantistica) e hanno molte proprietà analoghe a quelle degli spazi euclidei n-dimensionali, per cui sono adatti allo studio della fisica classica (ad esempio allo studio della teoria delle serie di Fourier e sua generalizzazione) ed importantissimi nella meccanica quantistica, ad esempio gli spazi H possiedono una struttura lineare vettoriale con prodotto scalare (dunque distanze pitagoriche, ortogonalità, congruenza tra triangoli, ecc.), i vettori usualmente rappresentano funzioni reali-complesse a più variabili o successioni di numeri complessi, sono spazi completi (ovvero qualunque successione di Cauchy ammette come limite un elemento dello spazio stesso), in meccanica quantistica uno stato fisico può essere rappresentato da un vettore o da una opportuna combinazione lineare di elementi-vettori di tale spazio, che può generare lo spazio H duale delle funzioni d'onda. 


Uno spazio di Hilbert H=(H,⟨⋅,⋅⟩) è uno spazio vettoriale reale o complesso sul quale è definito un prodotto interno (.,.), o ⟨⋅,⋅⟩, tale che detta d la distanza indotta da ⟨⋅,⋅⟩ su H, lo spazio metrico (H,d) sia completo (è uno spazio prehilbertiano in cui il prodotto interno definisce una norma per la quale è data una distanza tale da rendere lo spazio completo nel senso detto, od anche detto V uno spazio vettoriale sul campo reale o complesso e detto ⟨⋅,⋅⟩ un prodotto scalare (in forma pitagorica, o nel caso complesso in forma hermitiana) definito positivo su V, allora è definita una norma ||.|| sullo stesso spazio ponendo norma elemento v, ||v|| uguale a radice quadrata di ⟨⋅,⋅⟩. La teoria di questi spazi costituisce una parte fondamentale di Analisi Funzionale e ha applicazioni di grande valore concettuale, oltre che in matematica, anche in fisica teorica ed in fisica matematica. Un ente matematico formulato nell'ambito della geometria differenziale (ed oggi studiato come un capitolo dell'algebra lineare) è il tensore. Una varietà differenziale (per esempio n-dimensionale) ossia l'insieme degli elementi di R n-dim, è uno spazio topologico in cui sono localmente definiti diversi sistemi di coordinate, in modo tale che il passaggio da un sistema di coordinate (x1,x2,x3) ad un altro sistema di coordinate (y1,y2,y3) sia rappresentato da un'applicazione differenziale che lega linearmente il primo insieme di coordinate xi col secondo insieme yi tramite 3 funzioni fk, con k=1,2,3. Da questo punto di vista, un vettore tangente alla varietà è rappresentato, in un sistema di coordinate, da una 6-pla di numeri reali, xi e vi, con i=1,2,3, sotto la condizione che, nel passaggio ad un diverso sistema di coordinate, la nuova 6-pla, yi e wi, rappresentante il vettore, sia definita da 6 relazioni lineari, ossia le 3 precedenti ed una terna wi formata dalle derivate parziali delle fk rispetto alle coordinate xi moltiplicate per la terna vi. Generalizzando questo procedimento, un tensore, per esempio di tipo (2,3), viene rappresentato in ogni sistema di coordinate da una coppia (x,T), ove x=(x1,x2,x3) sono le coordinate di un punto della varietà, e T=T(elev jh)mnp (ossia T apici jh e pedici mnp; rappresenteremo i tensori così rispetto agli indici covarianti e controvarianti) è una grandezza a 5 indici con jhmnp=1,2,3, in modo che nel passaggio ad un  altro sistema di coordinate, definito dall'applicazione differenziale sopraddetta, la nuova coppia (y,S) rappresentante il tensore, soddisfi le relazioni già accennate. In tal senso, una forma differenziale (di 1° grado) su una varietà è un campo tensoriale di tipo (0,1), e una metrica riemanniana su una varietà consiste in un campo tensoriale di tipo (0,2), che in ogni punto, per un e per ogni, sistema di coordinate, sia rappresentato da un sistema a 2 indici gij(x) tale che la metrica dei coefficienti gij(x) risulti simmetrica e definita positiva. Il calcolo tensoriale, la cui interpretazione geometrica (oltre al notevole sviluppo dell'analisi tensoriale) è dovuta principalmente ai matematici Tullio Levi Civita (Tullio Levi-Civita, Padova 1873, Roma 1941, matematico e fisico italiano, allievo di Ricci Curbastro) e Ricci Curbastro (Gregorio Ricci Curbastro, Lugo 1853, Bologna 1925, matematico italiano), si è rilevato uno strumento particolarmente utile nell'indagine di numerosi fenomeni fisici, compresa la teoria della relatività generale RG di Albert Einstein. In altre parole il concetto di tensore generalizza le strutture definite usualmente in algebra lineare a partire da uno spazio vettoriale (tra cui son tensori i vettori, gli endomorfismi, i funzionali lineari ed i prodotti scalari tra vettori), ed il primo suo ingresso nel mondo della scienza avvenne nella meccanica dei corpi continui entro meccanica razionale riguardo la rappresentazione dello stato di sollecitazione-sforzo dei corpi continui soggetti a forze esterne, e poi i tensori furono ampiamente utilizzati in RG nella rappresentazione dello spazio-tempo quale varietà riemanniana 4-dim curvato dal potenziale gravitazionale, poi utilizzati in elettromagnetismo, meccanica dei fluidi, in scienza delle costruzioni per l'analisi dello stato di sforzo di elementi e strutture come si vedrà, ecc. 


I tensori sono altresì usati in geometria differenziale per definire su una varietà differenziabile le nozioni geometriche di distanza, angolo e volume. Questo viene fatto tramite la scelta di un tensore metrico, cioè di un prodotto scalare definito sullo spazio tangente di ogni punto. Tramite questa nozione, vengono quindi definiti e studiati gli aspetti inerenti alla curvatura della varietà. Altri tensori, come il tensore di Riemann e il tensore di Ricci, sono strumenti importanti per questo studio. Consideriamo dunque una terna cartesiana xi (i=1,2,3). Sappiamo che rispetto a questa terna un vettore v=v(P) è rappresentato da 3 componenti scalari vi, le 3 coordinate di P, e sappiamo che passando ad un'altra terna cartesiana il vettore v non muta (e non cambia modulo) ma le sue componenti si trasformano secondo una combinazione lineare della vecchia dove i coefficienti sono dati dai coseni direttori della nuova terna rispetto all'altra. Consideriamo ora un ente che nello spazio ordinario subordiniamo nel modo seguente a 3 direzioni orientate: come un vettore v è rappresentato nel riferimento cartesiano xi da 3 scalari vi, così esso, nel riferimento precedente, sia rappresentato da 3 vettori Ti (i=1,2,3); passando dal riferimento cartesiano xi al nuovo i vettori Ti si trasformeranno come gli scalati vi secondo la medesima combinazione lineare i cui coefficienti sono dati dai coseni direttori. Questo tensore può essere rappresentato nel riferimento cartesiano considerato, oltre che dai 3 vettori T1,T2,T3, anche dalle loro 3+3+3 componenti scalari cartesiane ossia T11,T12,T13 (componenti del vettore T1), T21,T22,T23 (componenti del vettore T2), T31,T32,T33 (componenti del vettore T3). L'ente ora considerato, come già scritto, si chiama tensore doppio perché è individuato da un sistema doppio (ik) di componenti scalari Tik. Ciò che abbiamo detto si estende ai tensori tripli (rappresentati da un sistema triplo (ijk) di scalari), quadrupli (rappresentati da un sistema quadruplo (ijkr) di scalari), …, n-pli (rappresentati da un sistema n-plo (ijk...s) di scalari). Esempi cospicui e noti di tensori ci sono dati dal tensore degli sforzi, dal tensore delle deformazioni, dal tensore elastico, dal tensore d'inerzia, dal tensore della permeabilità magnetica, dal tensore di permettività elettrica, ecc. Il tensore degli sforzi (a cui risale storicamente il nome di “tensore”) dà lo stato di tensione o di pressione in ogni generico punto P(x,y,z) di un corpo, ed è individuato assegnando 3 vettori p1,p2,p3 (o px,py,pz) i quali rappresentano le forze per unità di area di superficie o pressioni (Kgr/m quadro, Kgr/cm quadro, N/m quadro, N/mm quadro), cioè rappresentano gli sforzi che si esercitano su 3 elementi superficiali (di un cubetto infinitesimo) uscenti da P ed aventi facce normali dirette rispettivamente come gli assi x,y,z (o 1,2,3). Il tensore di deformazione individua invece la deformazione di ogni elemento di un corpo (ugualmente composto di 3 vettori e 3+3+3=9 scalari). Il tensore elastico dà le proprietà elastiche in ogni punto di un corpo. Il tensore d'inerzia individua la distribuzione dei momenti d'inerzia di un corpo rispetto a tutti gli assi passanti per un punto. Il tensore di permeabilità magnetica dà lo stato di magnetizzazione di un corpo magnetizzabile in ogni suo punto. Il tensore fondamentale è costituito dai 3 versori i,j,k o dalle 9 componenti scalari 1,0,0; 0,1,0; 0,0,1, che non mutano passando da una terna all'altra. Conosciamo i 9 vettori ottenuti moltiplicando vettorialmente fra loro i versori; le 27 componenti cartesiane di questo tensore, ε, detto tensore di Ricci (derivato dal citato Ricci Curbastro) sono date da un prodotto scalare seguito da uno vettoriale di 3 versori diversi. Dato un vettore v e le sue 3 derivate parziali rispetto alle 3 coordinate, questi 9 scalari formano un tensore doppio derivato del vettore v. Si istituisce così un'analisi tensoriale, “parallela” a quella vettoriale. Il punto di coordinate x(elev i) ossia x apice i, e quello di coordinate x(elev i)+dx(elev i) individuano il vettore infinitesimo dP, dato dalla somma delle 3 derivate parziali della posizione rispetto alle coordinate moltiplicate per dx(elev i), che moltiplicato scalarmente per dP dà il quadrato di ds fra due punti “infinitamente” vicini dello spazio (distanza infinitesima), data dalla sommatoria sugli indici i,k di aikdx(elev i)dx(elev k) (dove gli indici di aik sono pedici, e gli indici di x sono apici), dove i coefficienti aik costituiscono un sistema doppio simmetrico di scalari; ossia l'espressione definisce la metrica dello spazio ds(elev 2). Se aik=0 per i diverso da k, e aik=1 per i=k, allora ds(elev 2)=dx(elev 2)+dy(elev 2)+dz(elev 2), ossia ds quadro = dx quadro + dy quadro + dz quadro (quadrato della norma pitagorica). I vettori ed i tensori possono essere rappresentati  da sistemi covarianti (di componenti vi e Ti, dove i è pedice) o da sistemi controvarianti (di componenti v(elev i), T(elev 1), dove i è apice); sia il sistema controvariante dx(elev i) che il sistema covariante dxi individuano, per esempio, lo stesso vettore, una volta rappresentato dalle sue “componenti controvarianti” ed un'altra dalle sue “componenti covarianti”. 


Uno scalare, ossia un tensore di ordine 0, è isotropo;  un vettore, o tensore di ordine 1, non è mai isotropo; un tensore doppio può essere isotropo come tutti i tensori di ordine pari: un tensore triplo non può mai esser isotropo come tutti i tensori di ordine dispari. Come si è istituita un'algebra tensoriale, così si può istituire un'analisi infinitesimale tensoriale, considerando tensori funzioni di una o più variabili o parametri. Se i parametri sono 3, interpretati come coordinate di un punto P, possiamo considerare così i campi tensoriali. Prendiamo una funzione scalare dei punti dello spazio f(x(elev i)) con i=1,2,3, ossia lo scalare f, sempre invariante di fronte ad un cambiamento di coordinate, come invece non lo sono le sue derivate parziali rispetto a x(elev i), che costituiscono un sistema semplice covariante che rappresentiamo con f/i (ossia f pedici /i) e che individua in forma covariante il vettore gradiente, che diremo anche il derivato dello scalare f. Un vettore v=v(x(elev i)) è invariante rispetto ad un cambiamento di coordinate, ma non le sue derivate parziali, che indicheremo con vettor v/i (ossia v pedici /i) e che costituiscono un sistema semplice covariante di vettori, individuante in forma covariante un tensore doppio. Come si è costruito il vettore (tensore semplice) derivato di uno scalare, come si è costruito il tensore doppio derivato di un vettore, così si costruisce, generalizzando, il tensore triplo derivato di un tensore doppio, e così via. L'operazione di derivazione, applicata anche più volte, è sempre subordinata in modo essenziale alla conoscenza della metrica della varietà-spazio nel quale si opera. Il carattere tensoriale dell'operazione di derivazione (che non è goduto, anche in coordinate generali dalla derivazione ordinaria delle componenti di un generico tensore) quale derivazione assoluta, ci assicura che questa operazione stabilisce un legame differenziale fra enti fisici. Mediante la derivazione tensoriale si costruiscono in coordinate generale, la divergenza ed il rotore di un vettore v, mentre l'operatore di Laplace dello scalare f sarà divgrad(f)=∇(elev 2)f=a(elev ik)fi/k (dove ik in aik sono apici ed in f sono pedici) ottenuto derivando due volte lo scalare f e componendo questo tensore doppio derivato con il tensore fondamentale aik. 


Operazioni analoghe a quelle eseguite su un vettore, si possono eseguire anche su tensori generici, seppure con notevole incremento di difficoltà, ottenendo le loro divergenze ed i loro rotori. I vettori rappresentanti le due divergenze del tensore Tik coincidono se Tik stesso è simmetrico, come nel caso (vedi meccanica dei continui) del tensore simmetrico degli sforzi (dato dalla relazione di Cauchy), che determina in ogni punto lo sforzo o tensione meccanica che si esercita su un elemento di normale qualsivoglia, quando si conoscano gli sforzi relativi a 3 elementi di normali secondo una terna per esempio xyz. Tale relazione, introducendo l'omografia degli sforzi π caratterizzata dal tensore doppio di componenti scalari pik, può scriversi tensore p(n)=πn dove n è il versore di direzione n: l'omografia degli sforzi è dunque un operatore lineare che applicato ad un versore n normale ad un elemento superficiale, dà lo stato di sforzo (di tensione ossia di pressione) che si esercita su di esso. Possiamo introdurre la quadrica indicatrice degli sforzi ossia indicatrice dell'omografia π (essa è una dilatazione, come pure la sua inversa). Tutte le operazioni finite e differenziali restano immutate passando dallo spazio ordinario al piano; e come nel caso spaziale, tutte le relazioni tra scalari, vettori e tensori, ottenute con operazioni algebriche e differenziali, hanno carattere invariante rispetto ad ogni cambiamento di coordinate. Data una generica superficie, in generale non piana (ossia non sviluppabile su un piano), P=P(x(elev i)) con i=1,2, le direzioni di riferimento in ogni punto P saranno date dalle derivate parziali, mentre la metrica della superficie sarà ds(elev 2)= sommatoria su i,k, da 1 a 3, di aikdx(elev i)dx(elev k), dove aik=aki (con i,k pedici) sono dati dai prodotti scalari delle derivate parziali di P rispetto a x(elev i) e a x(elev k). Però non sarà in generale possibile, con un semplice cambiamento di coordinate, passare a coordinate cartesiane ortogonali e porre la precedente metrica sotto nota forma pitagorica, mentre ciò si verifica soltanto per le superfici che hanno la stessa metrica del piano, ossia sviluppabili su un piano (come i piani, le superfici cilindriche, coniche, ecc., ovvero superfici dove almeno una delle curvature principali è nulla); non si verifica dunque per le sfere, gli ellissoidi, ecc. Affermiamo che condizione necessaria e sufficiente perché una superficie sia sviluppabile è che la curvatura totale K=1/rR (prodotto delle due curvature principali, ortogonali, 1/r e 1/R (dove r e R sono i raggi principali di curvatura in P), sia nulla in ogni punto, come ad esempio avviene appunto nel cilindro). Da questa circostanza non dipendono però le nozioni di co-controvarianza, come anche la possibilità di rappresentazione dei vettori superficiali (tangenti a S) e tensori superficiali con sistemi covarianti, controvarianti, misti. 


Possiamo trasportare senz'altro alle superfici ciò che s'è detto per lo spazio. Mentre però l'ordinaria derivazione di uno scalare f, funzione dei punti di una superficie, dà luogo ad un vettore superficiale rappresentato covariantemente da f/i (con i=1,2), la derivazione ordinaria di un vettore superficiale v, funzione dei punti di una superficie, dà luogo ad un sistema sempre covariante di vettori v/i non appartenenti in generale alla superficie stessa. Se però consideriamo le componenti di questi vettori secondo le direzioni di riferimento tangenti alla superficie, otterremo un sistema doppio di scalari atto a rappresentare in forma covariante il tensore doppio superficiale derivato, sulla superficie, del vettore v (non caratterizzante però completamente il sistema semplice covariante di vettori spaziali v/i, ma soltanto il sistema formato con i componenti superficiali di tali vettori). Nel trasportare per parallelismo (secondo Levi-Civita) un vettore superficiale, da un punto ad uno infinitamente vicino,  consiste proprio l'essenza della derivazione tensoriale. Ricaviamo, tra l'altro, che solo per superfici con K=0 (ossia superfici sviluppabili) sussiste l'invertibilità dell'ordine di derivazione. Passando ad uno spazio n-dimensionale di metrica precedente (data dai coefficienti aik), tali condizioni si generalizzano. Le operazioni algebriche su scalari, vettori e tensori, si definiranno analogamente come pure le operazioni infinitesimali (dove tutte le operazioni si dovranno estendere da 1 a n). Rileviamo però che al posto del tensore quadruplo Kεlkεij (ossia curvatura totale gaussiana K moltiplicata per εlk e per εij, tutti pedici covarianti) che dipende dalla curvatura della superficie K, si sostituisce in generale, il tensore quadruplo Rlkij, detto tensore di Riemann, individuante la curvatura dello spazio ed annullantesi soltanto negli spazi euclidei (come il precedente si annullava solo per superfici piane o sviluppabili sul piano), per i quali sono commutabili le derivate seconde. La relazione con le derivate parziali seconde, ossia Rlkij, individua le geometrie della varietà riemanniana, immediata estensione della geometria di superficie (od ipersuperficie) ordinaria generalmente curva. Il calcolo tensoriale esteso a tali superfici-ipersuperfici è dovuto a Ricci-Curbastro e Levi-Civita. 


Le varietà (spazi) riemanniane si riducono per n=1 a linee, lungo le quali ogni vettore o tensore è individuato da uno scalare (ovvero la tangente trigonometrica); si riducono per n=2 a superfici ordinarie, ed in particolare per K=0 a superfici sviluppabili od euclidee, intrinsecamente identiche al piano (ossia superfici piane, cilindriche, coniche, ecc.); si riducono per n=3 a spazi 3-dimensionali, ed in particolare se Rlkij=0 a spazi euclidei intrinsecamente identici allo spazio ordinario (ossia iperpiano, ipercilindro, ipercono, ecc. ); si riducono per n=4 a spazi 4-dimensionali come il cronotopo o spazio cinematico della relatività ristretta einsteiniana RR. Qualora si assumesse come metrica ancora quella data dalla generica forma differenziale quadratica ds quadro, ds(elev 2), ma come coefficienti di connessione del tensore fondamentale i simboli contenenti un tensore triplo funzione della posizione, si otterrebbe una varietà, non riemanniana ma più generale, a connessione affine. I tensori di cui brevemente abbiamo scritto, costituiscono una rappresentazione particolarmente comoda degli stati fisici dei corpi continui, o degli spazi X sul corpo dei numeri reali R o complessi C, ed il loro impiego è molto efficace quando interessi la formulazione concettualmente semplice di leggi fisiche più generali o di vari processi in generale. Ciò, non solo grazie alla nozione eminentemente sintetica di tensore, ma grazie anche al fatto che la teoria tensoriale ed il calcolo tensoriale valgono qualunque sia il numero di dimensioni della rappresentazione geometrico-spaziale dei corpi e qualunque sia il sistema di coordinate usato, permettendo così di scegliere il riferimento più semplice e naturale. Per ragioni operative, aggiungiamo che, come nella risoluzione numerica dei problemi è conveniente spingere più avanti possibile il momento della sostituzione dei valori numerici ai simboli letterali (anche per mantenere la miglior precisione dei risultati numerici finali), così nella formulazione delle questioni fisiche (astrofisica, elettromagnetismo, meccanica razionale, termodinamica, meccanica quantistica, ecc.) e nella costruzione di modelli di processi tecnici (fisica tecnica, aerodinamica, fluidodinamica, elettronica, ecc.) è sovente opportuno operare prima in un riferimento più generale, e soltanto successivamente precisare meglio tale riferimento in modo conveniente, onde procedere oltre nella risoluzione. 


Algoritmicamente il calcolo tensoriale diventa più “semplice” una volta superata la difficoltà dovuta all'uso degli indici (apici controvarianti e pedici covarianti) dove il “gioco” degli indici stessi suggerisce procedimenti di calcolo e dà possibilità di controlli, analoghi ai controlli dimensionali, che evitano molti errori “materiali” e concettuali, specialmente gli errori grossolani. Tale è l'efficacia e la compendiosità della scrittura tensoriale, che la si adotta anche quando essa non è essenziale, quando si opera in un riferimento cartesiano ortogonale, nel quale le forme di rappresentazione covariante e controvariante coincidono. Alcuni esempi di omografie vettoriali (le quali trasformano vettori in vettori), sono l'omotetia che trasforma un vettore in un vettore parallelo (in particolare l'omotetia identità che è individuata dal tensore fondamentale), la diade (tensore di 2° ordine, prodotto esterno fra 2 tensori che dà un tensore di caratteristica pari alla somma di quelle dei tensori moltiplicati), la dilatazione (l'omotetia è una particolare dilatazione), l'omografia assiale che muta i due vettori componenti in uno perpendicolare, e l'omografia caratterizzata dal tensore doppio derivato di un vettore v ossia (1/2)rotv.  Ricordiamo che una particolare omografia può sempre essere spezzata nella somma di una dilatazione e di un'omografia assiale. 


Verso la fine dell'800 i matematici si posero dunque a studiare molte varietà di trasformazioni ed il gruppo più noto era quello della geometria proiettiva; geometria che in embrione era già stata anticipata da Pascal e da Desargues, ma successivamente affrontata sistematicamente solo nei primi decenni nel XIX sec, soprattutto da Poncelet (Jean-Victor Poncelet, Metz 1788, Parigi 1867, matematico ed ingegnere francese con importanti contributi alla geometria proiettiva, studente di Monge ad École Polytechnique, poi  professore di meccanica a Ecole d'application nel 1825, successivamente si interessa particolarmente alla progettazione di turbine e ruote idrauliche (disegna una turbina Francis nel 1826 però costruita nel 1838), nel suo libro “Meccanica industriale” del 1829 studia il lavoro e l'energia cinetica ed alcuni vorrebbero attribuirgli la definizione di lavoro come prodotto di forza per traslazione Fxs (newton metro=joule), diviene professore di meccanica alla Sorbona nel 1838, e dal 1848 comanda ad École Polytechnique col grado di generale). 


Nel suo trattato del 1822 “Traitè des proprietès projectives des figures”, convertitosi al metodo sintetico, formulò allo scopo quello che egli chiamò “principio di continuità” o “principio di permanenza delle relazioni matematiche” (che egli riteneva peculiare della geometria sintetica, anche se intravisto nella geometria analitica, ed analogo a quello di Carnot): “le proprietà metriche scoperte in rapporto ad una figura originaria rimangono applicabili, senza alcuna modificazione che quelle di cambiamento di segno, a tutte le figure correlative che si possono considerare originate dalla prima”. Egli vi includeva i punti all'infinito o punti impropri (sotto l'influenza di Keplero e di Desargues) per cui ora 2 rette s'intersecavano sempre al finito od all'infinito, ed i punti immaginari per cui anche una retta ed una circonferenza s'intersecavano sempre in 2 punti (reali e distinti o reali e coincidenti, oppure immaginari), come pure 2 circonferenze s'intersecavano sempre in 2 punti reali o nei 2 punti immaginari impropri detti punti ciclici all'infinito. Si accese la polemica tra i principali sostenitori della superiorità del metodo analitico (Kaestner (Abraham Gotthelf Kastner, Lipsia 1719, Gottinga 1800, matematico tedesco, noto soprattutto per l'opera didattico-manualistica ed enciclopedica), Klugel (Georg Simon Klugel, Amburgo 1739, Halle 1812, matematico e fisico tedesco), Gergonne (Joseph Diaz Gergonne, Nancy 1771, Montpellier 1859, matematico francese, noto soprattutto per i suoi contributi alla geometria proiettiva oltre che per essere stato il fondatore della prima rivista periodica di matematica Annales de mathématiques pures et appliquées)), o della superiorità del metodo sintetico (Poncelet, come Gergonne ex allievo di Monge). Ma fu J. Plucker (Julius Plucker, Elberfeld 1801, Bonn 1868, matematico e fisico tedesco con notevoli e fondamentali contributi alla geometria analitica (inoltre ampliò lo studio delle curve di Lamé) e fu pure pioniere nello studio dei raggi catodici (legati allora alla fluorescenza) che porteranno all'identificazione dell'elettrone circa 37 anni dopo) quale 1° geometra analitico dei tempi moderni, colui che diede nel 1829 la giustificazione logica del principio di dualità, introducendo nella geometria analitica un nuovo punto di vista. Di Plucker conosciamo le coordinate pluckeriane costituenti delle notazioni abbreviate; per esempio per una retta di un piano xy espressa in coordinate cartesiane omogenee (x0,x1,x2) dall'equazione u0x0+u1x1+u2x2=0, le coordinate di Plucker sono i 3 coefficienti u0,u1,u2 (oggi nel piano XY noi scriveremmo ax+by+cz=0 o meglio ax+by+cu=0). Altri matematici tra cui Gergonne e Lamè (Gabriel Lamé, Tours 1795, Parigi 1870, matematico e fisico francese) alleggeriranno il simbolismo, divenuto troppo pesante, e per esempio Lamè nel 1818 indicava la famiglia di tutte le circonferenze, passanti per l'intersezione di due circonferenze, con la semplice espressione mC+m'C'=0, dove m,m' sono due moltiplicatori o parametri della famiglia, mentre Gergonne scriveva C+λC'=0. Nel 1828 sugli Annales, Plucker spiegava il paradosso di Cramer-Eulero; più in generale qualsiasi insieme dato di punti 1) (n(n+3)/2-1) presi a caso, determinerà un insieme concomitante 2) si (n(elev 2)-(n(n+3)/2-1))=(n-1)(n-2)/2 punti associati, di modo che qualsiasi curva di grado n passante per l'insieme 1), passerà anche per i punti associati 2). Relativamente ad una curva piana algebrica di ordine n, le note formule di Plucker sono delle uguaglianze che legano tra loro l'ordine n, la classe m, il numero di nodi ordinari δ, il numero di cuspidi di 1° specie ρ, il numero di bitangenti tau (rette tangenti alla curva in due punti), ed il numero di tangenti in un punto di flesso i. Vennero introdotte le coordinate omogenee (coordinate proiettive), da quattro diversi autori: Plucker, E. Bobillier (Étienne Bobillier, Lons-le-Saunier 1798, Chalons-en-Champagne 1840, matematico francese), Feuerbach, A. F. Mobius (August Ferdinand Mobius, Bad Kosen 1790, Lipsia 1868, matematico ed astronomo tedesco, noto soprattutto per la superficie 2-dim detta nastro di Mobius rappresentata in uno spazio 3-dim euclideo, superficie ottenuta congiungendo le due estremità di un nastro dopo averne rovesciata una). Tali sistemi di coordinate avevano in comune la proprietà di adottare 3 coordinate per rappresentare un punto nel piano (inizialmente Plucker le indicò con x,y,t; oggi solitamente si indicano con x,y,u), e 4 coordinate per rappresentarlo nello spazio (x,y,z,u); il termine “omogenee” deriva dal fatto che la nuova equazione di una curva trasformata da f(X,Y)=0, dove X,Y sono le coordinate cartesiane, a f(x/t,y/t)=0=f(x,y,t) è omogenea in x,y,t; e sappiamo che, pur indicando lo stesso punto P, le coordinate omogenee non sono però univoche, bensì assegnate a meno di k, ossia kx,ky,ku, con k intero e sono sempre le coordinate di P. Diciamo che date le coordinate cartesiane X,Y, le coordinate omogenee x,y,u sono date da x=Xu, y=Yu; nel piano proiettivo poi la terna (x,y,0) designa il punto all'infinito od improprio lungo quella giacitura, che non ha equivalente nella coppia (X,Y) del piano cartesiano X,Y. 


Così dopo poco più di 200 anni quegli elementi “intuiti” da Keplero, e poi da Desargues e Poncelet, entravano finalmente operativamente nella geometria e venivano ancorati ad un sistema di coordinate su un campo reale o complesso, così appropriato per lo svolgimento della geometria proiettiva, affrontata ora analiticamente e non solo come geometria pura e sintetica. Riassumendo brevemente le proprietà, insieme ai vari tipi di coordinate, diciamo che esse sono atte a determinare un punto, nel piano, nello spazio, o negli iperspazi n-dim, così da permettere una “coordinazione”, ossia una corrispondenza biunivoca, tra il calcolo analitico (algebra e analisi matematica) e l'ente geometrico, ovvero permettendo di dedurre analiticamente le proprietà degli oggetti dei vari tipi di geometria. Per le applicazioni possediamo vari sistemi di coordinate, tra cui le conosciutissime-utilizzatissime coordinate cartesiane ortogonali o magari oblique (tra cui le coordinate omogenee); le coordinate polari; le coordinate sferiche ed astronomiche utilizzate per individuare un punto sulla superficie di una sfera generica (o sfera celeste) e sono identiche alle coordinate polari spaziali dove il raggio è però costante, e supponendo la Terra perfettamente sferica esse coincidono con le coordinate geografiche (con la differenza fondamentale che le geografiche si riferiscono ad una sfera vista dall'interno, le astronomiche invece ad una sfera vista dall'esterno), tra cui le coordinate orizzontali, le equatoriali, le equatoriali celesti, le eclittiche, le eliocentriche contrapposte alle geocentriche, ed il sistema di coordinate galattiche (dette longitudine e latitudine); altri sistemi di coordinate sono le coordinate cilindriche, le curvilinee (nel piano) come le bipolari, le ellittiche, le iperboliche e le paraboliche. Nel 1829 Plucker presentò una memoria su un punto di vista rivoluzionario in tema di coordinate, che segnava una rottura col sistema di coordinate cartesiane inteso come segmenti di retta o tratti o distanze misurati da numeri. Prendiamo infatti l'equazione indeterminata pu+qv+rw=0: essa può essere considerata indifferentemente come rappresentante la totalità dei punti (u,v,w) giacenti sulla generica retta data da (p,q,r), oppure come rappresentante la totalità delle rette (p,q,r) passanti per il punto generico dato da (u,v,w). Il principio geometrico di dualità, attorno a cui era sorta la disputa fra Gergonne e Poncelet, aveva ora un'analoga controparte analitica parallela che forniva in più la giustificazione invano cercata nella geometria sintetica. Lo scambio “retta” con “punto” e viceversa attuato nella geometria sintetica delle figure, non era altro che lo scambio simbolico tra “variabile” e ”costante” rispetto a 2 terne (p,q,r) e (u,v,w) dell'analisi. Dalla “simmetria algebrico-analitica” affermiamo che ogni teorema concernente la relazione pu+qv+rw=0 si potrà esprimere in due forme, l'una duale dell'altra. Plucker dimostrò che ogni curva algebrica poteva essere considerata come avente un'origine duale: essa è il luogo generato da un punto che si muove (traslando con continuità lungo la retta), e inviluppato da una retta che si muove (ruotando con continuità attorno al punto). Introducendo anche coordinate cartesiane ed omogenee immaginarie, Plucker potè dimostrare analiticamente il teorema di Ponceler, il quale afferma che tutte le circonferenze hanno in comune 2 punti immaginari all'infinito ossia (1,i,0) e (i,1,0), detti punti ciclici del piano, in quanto l'equazione omogenea della circonferenza nel piano risulta sempre soddisfatta dai 2 punti precedenti qualunque siano i valori dei coefficienti. Egli dimostrò inoltre che i fuochi delle coniche godono della proprietà per la quale le tangenti immaginarie alla curva, passanti per i fuochi, passano anche per i due punti ciclici: dunque i fuochi ed i punti ciclici immaginari all'infinito giacciono sulla tangente immaginaria ad una curva piana di ordine superiore. Steiner sosteneva la superiorità del metodo sintetico che stimolava l'attività intellettuale, e disprezzava profondamente la geometria analitica perché considerava i calcoli un puntello per la geometria ed un sostituto del pensiero. 


Oggi, dopo l'aritmetizzazione dell'analisi, dopo lo sviluppo di teorie sempre più astratte e l'abbondante introduzione dell'analisi in geometria, un punto di vista simile a quello di Steiner sembra del tutto insostenibile. In Inghilterra la geometria analitica aveva fatto pochi progressi oltre Newton, e le “Coniche” di John Wallis, a Cambridge, erano cadute nell'oblio, mentre la matematica in generale aveva scarso seguito ancora all'inizio dell'800. Fu solo nel 1812 che un piccolo gruppo di giovani matematici di Cambridge, fondò la Analytical Society, tra cui troviamo Charles Babbge (Londra 1791, Londra 1871, matematico e filosofo britannico nonchè scienziato pioniere dei calcolatori meccanici-elettromeccanici-elettronici che per primo ebbe l'idea di una calcolatrice-calcolatore programmabile ossia la macchina differenziale (Difference Engine, nel 1823) e la macchina analitica iniziata nel 1833) il quale affermò che la Society ha lo scopo di far tesoro dei risultati raggiunti in Europa e di promuovere il metodo dei differenziali di Leibniz in luogo del vecchio metodo delle flussioni (e flussioni puntate) di Newton.  C. Babbage in verità fu un tipo eclettico che si pose problemi, ed ideò le necessarie soluzioni, che precorrevano di molto i tempi storici, le menti ed il pensiero dei suoi contemporanei. Scrisse, ad esempio, l'opera “L'economia dell'industria” (“On the Economy of Machines and Manufactures” o “Sulla economia delle macchine e delle manifatture nel 1832) che anticipava pionieristicamente la fondazione di teorie di ricerca operativa, in quanto analizzava il mutamento tecnologico introdotto dall'uso delle macchine facendo una correlazione tra divisione del lavoro e processo di meccanizzazione. Babbage si era reso conto della necessità di progettare e costruire macchine per calcolare dotate di grande capacità e del desiderato livello di automatismo, costatata la grande quantità di errori che si commettevano in calcoli lunghi e noiosi sia elementari che complessi (come, ad esempio, poteva avvenire nei calcoli di problemi astronomici-astrofisici); l'idea gli venne nel 1812 perché non sopportava il disordine, perché aveva familiarità con le tavole logaritmiche, e per la conoscenza delle vecchie macchine per il calcolo di Blaise Pascal e Gottfried Leibniz (la calcolatrice di Leibniz utilizzava sfere-biglie ed usava il sistema binario... ed alla morte del matematico tedesco sulla sua bara il consigliere Eckhart fece apporre un ornamento che mostrava un 1 tracciato all'interno di uno 0 con l'iscrizione OMNIA AD UNUM indicante il sistema numerico binario sviluppato da Leibniz). Possiamo ritenere Babbage il vero fondatore delle moderne macchine per il calcolo automatico. La macchina differenziale, che aveva il compito di creare tabelle di polinomi utilizzando il metodo numerico detto “metodo delle differenze” fu iniziata con un fondo di 1500 sterline del governo britannico nel 1823, ma per difficoltà tecniche riguardo l'attrito dei numerosi ingranaggi e per difficoltà economiche, mai portata termine. 


Poi nel periodo 1833-1842, intraprese la realizzazione di una nuova macchina di tipo programmabile per eseguire ogni genere di calcolo (non solo quelli relativi alle equazioni polinomiali razionali), detta macchina analitica, basata sul telaio di Joseph Marie Jacquard che usava schede perforate o cartoni forati per la tessitura trama-ordito dei tessuti, qui invece per determinare la sequenza delle operazioni matematiche (utilizzava il sistema di calcolo numerico decimale b=10; possedeva dispositivi di ingresso basati su schede perforate, un “processore aritmetico” che calcolava numeri, una “unità di controllo” dei compiti, un sistema d'uscita (per stampare tavole) ed una memoria dove i numeri potevano essere mantenuti in attesa del loro turno di elaborazione (tabelle, tavole logaritmiche ed altre funzioni matematiche) insieme alle istruzioni di esecuzione delle 4 operazioni aritmetiche, e per paragonare numeri onde decidere l'ordine dei calcoli successivi), con un prototipo della macchina analitica costruito nel 1837 ma nuovamente per difficoltà logistiche, meccaniche, ed economiche non terminato, seppure in tal periodo Lady Ada Lovelace (Augusta Ada Byron meglio nota come Ada Lovelace, Londra 1815, Londra 1852, matematico inglese nota soprattutto per il suo lavoro alla macchina analitica) si interessò molto del progetto della macchina analitica di Babbage scrivendo anche diversi programmi (sembrerebbe tra linguaggio macchina ed un primitivo Assembly, tipo un algoritmo per generare i numeri di Bernoulli considerato come il 1° algoritmo storico da eseguirsi su una macchina automatica) ma mai eseguiti, e traducendo dal francese integrandoli gli appunti di Menabrea sulla programmazione della macchina analitica. Se, per la progettazione di un calcolatore meccanico strutturalmente analogo approssimativamente ad un calcolatore moderno (oggi realizzato invece con tecnologia elettronica), vogliamo ritenere Babbage l'inventore delle macchine da calcolo automatiche, allora potremmo ritenere Ada Lovelace l'inventrice della scienza della programmazione (teorica), ricordando allora che il primo linguaggio di programmazione della storia è il linguaggio meccanico di Ada Lovelace, seguito dal linguaggio Plankalkul di Konrad Zuse sviluppato durante WWII e pubblicato nel 1946 (ma pure questo non usato veramente mai per programmare). 


Comunque per una rapida storia dei calcolatori, realizzati con tecnologica elettromeccanica e poi elettronica (come le macchine di Zuse tedesche (Konrad Zuse, Berlino 1910, Hunfeld 1995, ingegnere tedesco pioniere dell'informatica), i Colossus inglesi legati al nome di Alan Turing, l'ENIAC statunitense, ecc.) rimando il lettore ad altra parte del libro. 


Nel 1816 fu tradotto in inglese “Calculus” di Lacroix (Sylvestre Francois Lacroix, Parigi 1765, Parigi 1843, matematico francese), ossia “Differential and Integral Calculus” tradotto in inglese da George Peacock, ed in pochi anni i matematici inglesi recuperarono il tempo perduto. Nel 1829 George Green (Nottingham 1793, Nottingham 1841, matematico e fisico britannico, noto soprattutto per l'inizio dello studio matematico dei fenomeni elettrici e magnetici che costituiranno la base di partenza di altri scienziati come James Clerk Maxwell e William Thomson) pubblicò le sue famose formule (le formule di Green), risultato inizialmente trascurato ma poi riscoperto da Kelvin, quando però nel frattempo il teorema era già stato dimostrato indipendentemente da Michele Ostrogradskij (Michail Vasil'evic Ostrogradskij, Pasenna 1801, Poltava 1862, matematico e fisico ucraino, che studiò fisica all'Università di Harkov e poi continuò a Parigi con Cauchy, Laplace e Fourier, quindi professore all'Istituto di Ingegneria ed alla Scuola di Artiglieria di San Pietroburgo, occupandosi soprattutto di meccanica celeste, oltre che di deformazioni di corpi elastici, del moto dei corpi nei mezzi che oppongono resistenza e di fluidi incomprimibili). Arthur Cayley (Richmond upon Thames 1821, Cambridge 1895, matematico inglese) fu uno dei più famosi e prolifici matematici e soprattutto algebristi del mondo anglosassone, il quale fin dal 1843 aveva dato inizio allo studio della geometria analitica ordinaria di uno spazio n-dim con l'uso dei determinanti, mentre la geometria di Plucker difficilmente poteva andare oltre le 3 dimensioni, anche se egli si avvicinò a tale concetto quando nel 1846 osservò che i 4 parametri (a,b,c,d) che determinavano una retta nello spazio 3-dim potevano venir concepiti come 4 coordinate di uno spazio (evidentemente oltre le dimensioni xyz). Nel 1846 Cayley pubblicò una memoria nella quale estendeva alcuni teoremi dallo spazio 3-dim allo spazio 4-dim, mentre nel 1847 studiava i “punti analitici” e le “rette analitiche” in uno spazio n-dimensionale. Il teorema di Cayley afferma che ogni gruppo finito di ordine n è isomorfo ad un sottogruppo del gruppo delle permutazioni su n elementi.  Mentre nel linguaggio ordinario-comune, il termine gruppo indica e rappresenta un insieme dotato di una peculiare configurazione e fisionomia, e nella tecnica un insieme di parti o di elementi concorrenti a realizzare una medesima e determinata funzione, in matematica il termine gruppo (importante per gli sviluppi futuri sia della matematica che della fisica), nato, a parte alcune anticipazioni, intorno agli anni '30 dell'800, ha proprietà alcune delle quali brevemente qui forniamo. Un gruppo è un insieme G di elementi dotato di un'operazione O che gode della proprietà associativa e tale che esista l'elemento neutro ed inoltre ogni suo elemento ammetta l'inverso. Il gruppo di dice additivo se l'operazione si denota con (+), moltiplicativo se si denota con (.). Il gruppo si dice commutativo (o abeliano) se l'operazione O è commutativa. Si dice finito di ordine n, se l'insieme G è costituito da n elementi, si dice infinito se G ha infiniti elementi. Un sottoinsieme H di un gruppo G che risulti un gruppo rispetto alla stessa operazione, si dice sottogruppo di G. Un sottogruppo H si dice normale se per ogni a di G, il laterale destro e sinistro coincidono. Se G è un gruppo e H un suo sottogruppo normale, l'insieme di tutti i laterali disgiunti di H dotato di un'opportuna operazione costituisce un gruppo G/H detto gruppo quoziente di G per H. Definiamo pure una rappresentazione omomorfa di G su G/H, il concetto di omomorfismo, monomorfismo, epimorfismo, isomorfismo, endomorfismo, ed automorfismo. 


Sono oggetto di teoria dei gruppi il problema dell'ampliamento (quali gruppi contengono un dato sottogruppo normale con un dato gruppo quoziente) e quello della determinazione di tutti i gruppi privi di sottogruppi normali, detti gruppi semplici, a partire dai quali, sotto ipotese molto generali, è possibile ottenere ogni gruppo mediante successive estensioni. A tali studi possono essere ricondotti risultati di interesse in altri campi della matematica, per esempio l'impossibilità di risolvere, come già accennato, mediante operazioni algebriche tra cui l'estrazione di radice n-esima eseguite sui coefficienti, ovvero mediane una formula algebrica, un'equazione algebrica generale di grado maggiore di 4; e sappiamo quante teorie possono essere inquadrate nella teoria dei gruppi. Nella sua accezione più antica, la geometria ha radici in un nucleo originario di postulati riguardanti alcuni enti primitivi (punti, rette, piani), che conosciamo essere astrazioni di entità materiali oggetto di esperienza quotidiana, ed ambientati nel piano o nello spazio ordinario. In un senso più ampio e generale la geometria è concepita come scienza ipotetico-deduttiva, nell'ambito della quale si possono scegliere con una certa libertà i principi fondamentali e, secondo le moderne tendenze matematiche, come pure scriveremo, alla massima assiomatizzazione ed astrazione, gli “enti geometrici” sono considerati non come “ispirati da realtà empiriche od esperienze quotidiane”, ma come entità astratte caratterizzate da certe proprietà che di volta in volta vengono per esse postulate, e che si possono definire in maniera indipendente dall'intuizione comune o come si potrebbe affermare “dall'intuizione dello spazio fisico”. 


Vogliamo qui tratteggiare molto brevemente alcuni aspetti delle varie geometrie, in particolare della geometria proiettiva, sufficientemente sviluppata nel mio scritto maggiore. In termini astratti, una geometria è definita mediante un insieme S (lo spazio della geometria) ed un gruppo G di trasformazioni di S (detto gruppo fondamentale della geometria). Un medesimo spazio può costituire l'”ambiente” di diverse geometrie a seconda della scelta del gruppo fondamentale G. Per esempio, se S è l'insieme delle terne ordinate di numeri reali (non tutti nulli), definite a meno di un fattore di proporzionalità, si ha la geometria proiettiva se G è il gruppo delle proiettività; la geometria affine se G è il gruppo delle affinità; la geometria ordinaria ed elementare se G è il gruppo delle similitudini. La proiettività è una corrispondenza biunivoca tra gli elementi di 2 forme di 1° specie tale che da ogni elemento dell'una si possa dedurre l'elemento corrispondente dell'altra con un medesimo sistema di operazioni di proiezione e di sezione. Date 2 forme di 1° specie, il teorema fondamentale afferma che esiste una ed una sola proiettività che a 3 elementi arbitrari della prima associ 3 elementi arbitrari della seconda. Una proiettività conserva i birapporti: dati 4 punti A,B,C,D, presi nell'ordine ed appartenenti alla medesima retta, il birapporto è il numero (ABCD)=AC/BC:AD/BD indipendente dall'unità di misura in cui è espressa la lunghezza dei segmenti e dall'orientamento. Esso ha carattere proiettivo, ossia il birapporto (ABCD) non muta se tutti i punti si proiettano da un punto qualsiasi su un'altra retta (A'B'C'D'). La nozione di birapporto si introduce anche per gli altri elementi di 1° specie. Si chiama proiettività involutoria od involuzione (trasformazione involutoria od applicazione involutoria), una proiettività tra 2 forme sovrapposte in cui 2 elementi corrispondenti qualsiasi si corrispondono in doppio modo (cioè ad un elemento pensato come appartenente all'una od all'altra delle 2 forme corrisponde il medesimo elemento, ovvero una corrispondenza univoca di un insieme in sé stesso la quale applicata due volte darebbe l’identità). L'involuzione circolare in un fascio di rette è quella in cui ogni retta ha per coniugata la retta perpendicolare. Le rette unite dall'involuzione si dicono rette cicliche, ed i loro punti impropri sono i punti ciclici del piano. Una proiettività tra 2 forme dello stesso tipo in cui si corrispondono elementi dello stesso nome è detta omografia (o collineazione), mentre è detta reciprocità quando si corrispondono elementi di nome diverso. Esistono due tipi di reciprocità involutoria, le polarità in cui la matrice dei coefficienti della relativa relazione è simmetria, ed i sistemi nulli in cui la matrice è antisimmetrica, i quali trovano applicazione nella statica, e proprio a motivi di carattere statico è dovuto il nome ad essi attribuito. Una geometria ha per oggetto lo studio di enti-luoghi geometrici ossia lo studio delle figure (sottoinsiemi) dello spazio a meno di una trasformazione del suo gruppo fondamentale G: ad esempio, relativamente alle coniche, possiamo affermare che la distinzione in coniche degeneri e non degeneri appartiene alla geometria proiettiva;  la distinzione invece in ellisse, iperbole, parabola appartiene alla geometria affine; la nozione di asse invece appartiene alla geometria elementare. Una trasformazione di uno spazio vettoriale E in sé, definita da S(x)=T(x)+a, dove a è un elemento fissato di E, e T una trasformazione lineare in E, si dice affinità. L'insieme delle affinità con T invertibile costituisce un gruppo. 


Proiettivamente l'affinità è un'omografia tra due piani in cui si corrispondono le rette improprie. In un'affinità, rette parallele si trasformano in rette parallele, aree di figure corrispondenti stanno in un rapporto costante (costante di affinità), e, a seconda che questo sia positivo o negativo, l'affinità si dice diretta od inversa. Rientrano tra le affinità piane le equivalente, in cui la costante vale 1, le similitudini ed i movimenti. La nozione di affinità si estende allo spazio, e in tal caso si corrispondono i piani impropri od all'infinito. L'affinità circolare è una corrispondenza biunivoca tra piani che muta cerchi in cerchi: sono affinità circolari le similitudini e le inversioni, ed inoltre ogni affinità circolare si ottiene come composizione di una similitudine e di un'inversione. Come conseguenza del processo di astrazione posto alla base della nozione di geometria, diviene più remoto il legame della geometria con l'abituale intuizione spaziale e con la visualizzazione diretta di proprietà e risultati, anche se continua a sussistere la possibilità (o la tentazione) di trattare “geometricamente”, e quindi ricorrendo ad una forma di “intuizione”, problemi astratti di altre parti della matematica, poiché la “visualizzazione geometrica” in alcuni casi giustamente aiuta molto il ragionamento seppure in altri casi non fa altro che produrre errori logici. Idee abbastanza simili a quelle di Cayley sulla geometria a più dimensioni, furono sviluppate in Germania da Hermann Grassmann (Hermann Gunther Grassmann, Stettino 1809, Stettino 1877, matematico, fisico e linguista tedesco) in “Teoria dell'estensione” (“Zweig der Mathematik” o “Teoria dell'estensione lineare, un nuovo ramo della matematica” del 1844). 


Il quale cercò di costruire una geometria iperspaziale che comportava un numero indefinito di elementi e di dimensioni. Nella sua “Geometria della posizione” (“Geometrie der Lage” del 1847), K. G. C. von Stuadt (Karl Georg Christian von Staudt, Rothenburg 1798, Erlangen 1867, matematico tedesco, noto soprattutto per essere stato il primo a trattare la geometria proiettiva senza le nozioni metriche, il quale studiò a Gottingen ed all'Università di Erlangen con una tesi riguardante la determinazione dell'orbita di una cometa, divenne poi professore di matematica alla scuola politecnica di Norimberga e quindi all'Università di Erlangen) costruì una geometria proiettiva che non faceva alcun riferimento a grandezze e numeri ossia una teoria puramente sintetica di punti, rette, piani reali-immaginari, e diede poi la forma che sarà definitivamente assunta dalla geometria proiettiva sintetica. Storicamente dunque la geometria proiettiva muove dai concetti fondamentali di punto (e direzione), retta, piano (e direzioni), ed alcune semplici relazioni tra i suddetti elementi. Lascio al mio scritto maggiore, ed ovviamente ad altri libri, la trattazione più approfondita della geometria proiettiva. Mentre qui ricordiamo solo che chiameremo conica il luogo dei punti dei piano proiettivo complesso (reali od immaginari, propri od impropri), le cui coordinate omogenee x,y,u soddisfano un'equazione algebrica omogenea di 2° grado nelle variabili x,y,u, a coefficienti reali, non tutti nulli ax(elev 2)+bxy+cy(elev 2)+dxu+eyu+gu(elev 2)=0. Chiameremo superficie algebrica S di ordine n il luogo dei punti dello spazio proiettivo complesso (reali od immaginari, propri od impropri) le cui coordinate omogenee x,y,z,u soddisfano un'equazione algebrica omogenea di grado n nelle suddette coordinate a coefficienti complessi. La sezione di una superficie S d'ordine n con un piano proprio e reale che non faccia parte di essa è una curva algebrica di ordine n. Se l'equazione algebrica di S è di 2° grado, la superficie S è detta quadrica, ed una sua sezione con un piano proprio è una conica. Il teorema del quadrangolo afferma che se 4 punti distinti A,B,C,D, di una retta r sono disposti in modo tale che esista un quadrangolo H,K,L,M, di cui 2 lati opposti passino per A, altri 2 lati opposti passino per B, ed i rimanenti per C e D, allora il gruppo dei 4 punti A,B,C,D è armonico ossia (ABCD)=-1. 


Il teorema del quadrilatero afferma che se 4 rette distinte a,b,c,d, di un fascio R sono disposte in modo tale che esista un quadrilatero h,k,l,m, di cui 2 vertici opposti giacciano su a, altri 2 vertici opposti giacciano su b, ed i rimanenti su c e d, allora il gruppo delle 4 rette è armonico ossia (abcd)=-1. Consideriamo una conica K irriducibile, fissiamo un punto A nel piano di K: diciamo polare del punto A (polo), rispetto a K, la retta p di equazione algebrica lineare in x,y,u, con coefficienti dati rispettivamente dalle 3 derivate parziali calcolate in A (1° forma). La polare di un punto A che appartiene alla conica K è la tangente in A (polo) alla K. Analogamente sia data una curva algebrica C di ordine n maggiore di 2; si chiama polare di P (punto del piano di C), la curva algebrica di ordine n-1 di equazione omogenea nelle 3 derivate parziali coi coefficienti dati dalle rispettive coordinate di P. La conica K è il luogo dei punti del piano che appartengono alla propria polare (tali punti si dicono autoconiugati nella polarità). Un triangolo si dice autopolare, od autoconiugato, rispetto ad una conica K, quando ogni vertice è il polo del lato opposto. Sia una conica K dotata di centro proprio C, allora si chiama antipolare di un punto P, rispetto a K, la retta p' simmetrica della polare p del punto P, rispetto al centro C; a sua volta il punto P si dice antipolo della retta p'. La polarità rispetto ad una conica K a centro C coincide con l'antipolarità rispetto alla conica K' associata a K. 


Gauss negli anni '20 dell'800, era giunto alla convinzione dell'impossibilità della dimostrazione del 5° postulato degli Elementi, condannando così definitivamente i tentativi di Saccheri, di Lambert, di Legendre e di Farkas Bòlyai, come vani, e che piuttosto era possibile tentare altre forme di geometria. Nocolaj Lobacevskij (Nikolaj Ivanovic Lobacevskij, Niznij Novgorod 1792, Kazanì' 1856, matematico e scienziato russo, noto per i suoi contributi all'introduzione delle geometrie non euclidee), oggi considerato il “Copernico della geometria”, può effettivamente nel 1829 ritenersi l'inventore della nuova 1° geometria non euclidea con lo scritto “Sui principi della geometria”, ossia la geometria lobacevskijana (la geometria non euclidea nasce ufficialmente appunto nel 1829, ma sarebbe meglio dire che è nata ufficiosamente il 23feb1826 quanto egli riportò le sue idee ed alcuni teoremi della nuova teoria alla sessione del dipartimento di fisica e matematica, mentre la sua ricerca fu pubblicata nel Bulletin of Kazan University nel 1829-1830; “Sui principi della Geometria, inserito nel Messaggero di Kazan, 1829-30 che segna la priorità del Lobacevskij su G. Bolyai e che riassume una sua memoria intitolata Exposition succincte des principes de la géométrie, avec une démonstration rigoureuse de la Théorie des Paralléles (1826), quindi seguirono altri due articoli pubblicati a Kazan). Il 5° postulato (ritenendolo egli stesso infine indimostrabile con l'uso degli altri 4 postulati ed assiomi) veniva sostituito col seguente (in antitesi diretta col postulato euclideo, ossia affermando l'opposto od il negato): per un punto C che giace, nello stesso piano, al di fuori della retta AB, si può tracciare più di una retta parallela ad AB, e da ciò deduceva una struttura geometrica, un nuovo gruppo di invarianti, esente da ogni contraddizione logica interna. Inizialmente Lobacevskij la chiamò “geometria immaginaria”, poi “geometria universale” (questa in verità era una geometria iperbolica), le cui ricerche pubblicò nel 1835-38 in “Nuovi principi della geometria”, poi nel 1840, ed infine in “Pangeometria” nel 1855. F. Bòlyai aveva dedicato gran parte  della sua vita al tentativo di dimostrazione del 5° postulato, e, come detto, pure il figlio Jànos Bòlyai, dopo vari anni di tentativi, rinunciando infine alla sua dimostrazione, sviluppò una “scienza assiomatica dello spazio” partendo dall'ipotesi che da un punto esterno ad una retta si possono tracciare, nel medesimo piano, infinite rette parallele alla retta data. Ad integrare tale campo di ricerca fu G. F. B. Riemann (Georg Friedrich Bernhard Riemann, 1826-1866, matematico tedesco, con contributi in analysis, number theory, differential geometry, Riemann integral, his work on Fourier series, Riemann surfaces, Riemann hypothesis in analytic number theory, ma ricordato per aver fornito la base matematica-geometrica per l'ambientazione della relatività generale) nella cui dissertazione sulla tesi di laurea si occupò di teoria delle funzioni di variabile complessa, nella quale compariva pure, per la prima volta, l'equazione di monogenia ossia l'equazione di analiticità, detta equazione di Cauchy-Riemann. 


In “Sulle ipotesi che stanno alla base della geometria”, Riemann sosteneva un'ampia e profonda visione globale della geometria come studio di varietà di un numero qualsiasi di dimensioni in qualsiasi genere di spazio. La geometria iperbolica di Lobacevskij richiedeva, nel piano, che per un punto esterno a una retta fosse possibile condurre infinite rette parallele;  le geometrie di Riemann sono non-euclidee in senso molto più generale, e non hanno per oggetto punti, rette, piani o spazi in senso geometrico ordinario, ma piuttosto insiemi di n-ple ordinate che vengono raggruppati secondo certe regole. Vi troviamo che in ogni geometria, per determinare la distanza tra due elementi infinitamente vicini è definita la nozione di “metrica”, la quale per lo spazio riemanniano è data da ds quadro=ds(elev 2)=g11dx(elev 2)+g12dxdy+g13dxdz+g21dydx+g22dy(elev 2)+g23dydz+g31dzdx+g32dzdy+g33dz(elev 2), dove i coefficienti gik=gik(x,y,z), oppure in particolare gik=costanti e più in particolare ancora 0 o 1. Sappiamo che lo spazio (localmente) euclideo ha metrica ds(elev 2) con gik=0 per i diverso da k, e gii=1 (e dunque vale il teorema di Pitagora TP). Da tale metrica è deducibile anche la curvatura K(x,y,z) di una superficie riemanniana in x,y,z, od ipersuperficie riemanniana in x1,x2,...,xn. Oggi con geometria di Riemann, in senso più ristretto, intendiamo riferirci alla geometria piana ottenuta dall'ipotesi dell'angolo acuto del quadrilatero di G. Saccheri nel caso in cui si abbandoni anche la prolungabilità indefinita della retta (esempio questo dato dalla superficie sferica). La geometria di Riemann è dunque una geometria su una varietà in cui sia definita una metrica espressa attraverso un campo di tensori del 2° ordine (di scalari gik, ossia di 9 scalari non tutti indipendenti) simmetrici e covarianti assegnati sulla varietà stessa. Fu l'idea di Riemann di uno studio generale degli spazi curvi, più che quello del caso particolare della geometria sulla sfera, che infine rese possibile lo sviluppo della teoria della relatività generale RG (infatti, la “macchina matematica” di RG è data dalla geometria curva con tensore di Riemann del 2° ordine e dal calcolo tensoriale). E noi ricordando l'opinione di B. Russell, secondo la quale Riemann sarebbe l'immediato predecessore di Einstein, poniamo a questo punto la teoria della relatività ristretta RR e la teoria della relatività generale RG (trattata comunque anche in altra parte del libro). Nella fisica ogni fenomeno si deve considerare relativo al sistema di riferimento, arbitrariamente prescelto, nel quale viene osservato, descritto e misurato. Il concetto di relatività ha subito una radicale trasformazione dai tempi di Galileo ai nostri giorni essendo fondato su principi che sono andati via via modificandosi. 


Ed il principio di relatività galileana è stato enunciato da Galileo nel 1630 nel “Dialogo sopra i due massimi sistemi del mondo tolemaico e copernicano” pubblicato nel 1632 dopo l'imprimatur, ed afferma l'assoluta identità della forma delle leggi della meccanica dedotte sperimentalmente da due osservatori che assumono come sistemi di riferimento spaziali due sistemi inerziali (ossia sistemi solidali con le stelle fisse od in moto traslatorio uniforme con qualsiasi velocità rispetto ad esse, ovvero sistemi non accelerati gli uni rispetto agli altri); per questi osservatori valgono le leggi inizialmente enunciate da Newton ossia le leggi del meccanicismo classico (non relativistico), ed in particolare la legge d'inerzia (da cui il nome di sistemi inerziali): i corpi sottratti a forze od a risultante delle forze nullo, si muovono, in tali sistemi, di moto inerziale ossia con vettore velocità costante in modulo, direzione e verso (in particolare con vettore velocità nullo). Ciò implica che non esiste alcun metodo per stabilire, in esperienze meccaniche, quale sistema sia “fisso” e quale sia “mobile” in moto rettilineo uniforme: ha infatti senso parlare solo di moto relativo dei due sistemi e non ha alcun senso il concetto di sistema di riferimento assoluto. Dati due sistemi di riferimento Oxyz e O'x'y'z', il secondo traslante rispetto al primo lungo il verso positivo dell'asse delle ascisse Ox, di moto rettilineo uniforme con velocità +v e con gli assi rispettivi costantemente paralleli, allora le leggi della meccanica (e poi della fisica) sono invarianti (ossia non variano formalmente secondo il principio galileano della meccanica (razionale) relativa) se si effettuano le trasformazioni (razionali) di Galileo x'=x-vt, y'=y, z'=z, t'=t. 


L'ultima uguaglianza in particolare (t'=t), che separa il tempo da xyz, afferma che il tempo è assoluto, ossia che se in un sistema due eventi sono simultanei ossia accadono al medesimo tk (oppure accadono separati da un intervallo di tempo ΔTk), allora gli stessi due eventi sono simultanei a tk (oppure sono separati dallo stesso intervallo di tempo ΔTk) in ogni sistema di riferimento inerziale. Nel 1905 Einstein assunse come punto di partenza per la sua teoria della relatività ristretta RR il seguente principio: tutte le leggi della fisica hanno forma invariante se dedotte sperimentalmente da osservatori che fanno uso di sistemi di riferimento inerziali diversi. Questo principio, dunque, comprende ed estende e generalizza il principio di relatività galileana a tutte le legge naturali, e non più solo alle leggi della meccanica. Ciò non vuol dire che se O e O' fanno simultaneamente delle misure fisiche sullo stesso ente od oggetto essi trovino il medesimo risultato, ma vuol dire soltanto che le relazioni fra le misure fisiche eseguite da O coincidono con le relazioni fra le misure fisiche eseguite da O' (ovvero hanno la stessa forma matematica): se rispetto ad O due segmenti sono uguali, due fenomeni hanno la stessa durata, due masse, due cariche, due temperature, ecc., sono uguali, allora tali relazioni di uguaglianza varranno anche per O'. Il passaggio dall'osservatore inerziale O all'osservatore inerziale O', non si compie più attraverso le trasformazioni di Galileo che lasciano inalterate la lunghezza di un segmento, l'area di una superficie, il volume di un solido, la durata Δt di un fenomeno, ma attraverso le trasformazioni di Lorentz (Hendrik Antoon Lorentz, Arnhem 1853, Haarlem 1928, fisico olandese, divenuto noto per le sue ricerche sull'elettromagnetismo (in particolare per la forza di Lorentz) e sull'elettrodinamica, oltre che per le trasformazioni di Lorentz), relazioni che lasciano inalterata la distanza Δs fra due eventi nello spazio-tempo. La velocità della luce c (nel vuoto), o più in generale la velocità di un'onda elettromagnetica (o del fotone e di tutti i mediatori di campo a massa nulla a riposo) ovvero la velocità di propagazione dei campi d'onda nel vuoto (o nello spazio libero), che già Maxwell nelle sue equazioni dell'elettromagnetismo (le quali risultano relativisticamente invarianti ben prima di Einstein), pose uguale alla costante c (2.997925 +/-0.000001 x10(elev 8) m/s, oggi 299792458 m/s  = 1079252848.8 Km(h), è indipendente da qualsiasi riferimento e da qualsiasi parametro (c è una delle costanti naturali). Le equazioni di Maxwell in CGS contengono direttamente la velocità (c, costante) della luce, come si può ben osservare (ad esempio l'equazione del rotore del campo elettrico E, è rotE=-(1/c)(derivata parziale di vettor B rispetto al tempo)). In base al principio di relatività, c deve pertanto avere lo stesso valore in qualsiasi sistema di riferimento. Il principio einsteiniano viene dunque completato aggiungendo al principio galileano generalizzato l'assioma che in natura nessun segnale (o nessun campo, bosoni) e quindi nessun corpo (fermioni) possa muoversi a velocità superiore alla velocità della luce (velocità asintotica per i corpi tutti, raggiunta solo dalle particelle come il fotone od il gravitone, a massa a riposo nulla e dunque perennemente in moto alla velocità c in ogni sistema di riferimento). Ciò detto deve rimanere inalterata la distanza tra due eventi nello spazio-tempo data da ds(elev 2)=c(elev 2)dt(elev 2)-dl(elev 2), dove dl(elev 2)=dx(elev 2)+dy(elev 2)+dz(elev 2). 


Le trasformazioni di Lorentz consentono il passaggio da un sistema di riferimento ad un altro per le equazioni elettrodinamiche relativistiche rispetto alle quali le leggi espresse dalle equazioni stesse risultano invarianti. Diversamente da quelle di Galileo rispetto alle quali sono incompatibili, ma con le quali si identificano al tendere a 0 del rapporto v/c, le trasformazioni di Lorentz rispetto a due sistemi inerziali O ed O' (e nelle medesime condizioni di moto precedenti) sono x'=(x-vt)/(radice quadrata (1-v(elev 2)/c(elev 2))), y'=y, z'=z, t'=(t-vx/c(elev 2))/( radice quadrata (1-v(elev 2)/c(elev 2))), che esprimono il principio di relatività ristretta di Einstein per il quale tutte le leggi fisiche sono formalmente invarianti. In particolare t' diverso da t, cioè il tempo non è più un parametro assoluto ed indipendente dallo spazio, e dunque la contemporaneità non è più assoluta, bensì è relativa al moto dell'osservatore (eventi simultanei per un osservatore inerziale O non lo sono per un altro osservatore inerziale O' bensì generalmente sono sequenziali). La teoria della relatività ristretta RR deriva dal presupposto della necessità di sottoporre ad analisi critica i concetti fondamentali della meccanica classica dopo la sua caduta sul bastione dell'esperimento di Michelson (Albert Abraham Michelson, Strzelno 1852, Pasadena 1931, fisico statunitense conosciuto soprattutto per il fondamentale esperimento sul vento d'etere e per i lavori sulla velocità della luce fin dal 1877) e Morley (Edward Williams Morley, Newark 1838, West Hartford 1923, fisico statunitense noto per l'importante esperimento di Michelson-Morley basato sull'interferometro di Michelson), eseguito nel 1881-85 con un interferometro speciale a luce monocromatica orientato una volta parallelamente ed un'altra volta perpendicolarmente alla direzione della velocità tangenziale dovuta alla rivoluzione terrestre, e da cui risultò l'indipendenza dal moto della luce ed invece la costanza della velocità della luce. Carattere essenziale di questa analisi è il criterio della definizione operativa, secondo la quale una grandezza fisica ha significato solo come risultato di un'operazione concettualmente possibile. 


Le equazioni che esprimono le relazioni tra le variabili spazio-temporali determinate da due osservatori in moto relativo traslatorio uniforme non sono necessariamente quelle di Galileo, ma possono essere diverse, e quali siano effettivamente non può essere deciso a priori, ma deve risultare da dati di osservazione sperimentale. Partendo da questi presupposti Einstein giunse ad affermare la validità generale delle relazioni che Lorentz aveva sviluppato per le trasformazioni nell'ambito più ristretto dei fenomeni elettrodinamici (e come detto altrove dando una ben differente spiegazione rispetto all'einsteiniana, simile ad un fattore di correzione, dei rapporti tra le lunghezze e tra i tempi). I due sistemi di trasformazione, quello di Galileo (che è razionale) e quello di Lorentz (che è irrazionale), sono notevolmente diversi, ma si nota che il divario diviene sempre minore se le velocità del sistema divengono sempre più piccole rispetto alla velocità limite della luce c. Ne segue che, se le leggi del moto di Newton dovevano essere rivedute perché non sono invarianti rispetto alle trasformazioni di Lorentz, esse dovevano nondimeno restare valide come caso limite per il rapporto v/c tendente a 0 ossia per v tendente a 0 (ovvero praticamente in tutti i casi di moti macroscopici in cui la velocità v è effettivamente trascurabile di fronte a c), dato che in tale campo di valori la dinamica newtoniana funziona efficacemente e per v=0 si può ritenere pure teoricamente corretta. La legge d'inerzia, la legge dei moti inerziali, per due eventi E1 ed E2 nello spazio-tempo (o cronotopo), sarà ora rappresentata dalla geodetica che passa per gli eventi E1 ed E2: essa segna il cammino di minor lunghezza, per cui s'annulla la variazione del cammino stesso. Dato che la trasformazione di Lorentz lascia inalterata (norma) e metrica, ossia lascia inalterata ds, la relazione della legge d'inerzia avrà certamente il carattere invariantivo richiesto dalle leggi relativistiche. La legge fondamentale ha ancora carattere invariantivo rispetto alle trasformazioni di Lorentz pur di porre la massa m=mo/(radice quadrata (1-v(elev 2)/c(elev 2))). La massa relativistica m, ora non è più una costante del corpo come avviene nella meccanica newtoniana, ma cresce con v partendo dal valore mo che assume a riposo, fino a tendere all'infinito per v che tende a c. Per velocità v piccole rispetto alla velocità della luce, la massa del corpo, misurata dall'osservatore, è praticamente costante ed uguale a mo (in accordo con l'esperienza quotidiana che contempla sempre bassissime velocità rispetto a c, secondo la sensibilità umana, o secondo gli errori di misura strumentali). Come esempio, la differenza tra la massa relativistica m e la massa a riposo mo, non supera 1 milionesimo di mo=1 ppM di mo, finché v non supera i 400 Km/sec=1440000 Km/h; però è molto interessante sottolineare che la massa dei corpi, ovvero l'invariante principe (la costante intrinseca che costituisce la caratteristica fisica per eccellenza di un corpo-oggetto materiale) della meccanica newtoniana, nella meccanica relativistica diventa variabile (con la velocità rispetto al riferimento), e sale dunque da costante fondamentale del corpo a variabile dello stato di moto del corpo ossia a variabile di sistema fisico. 


Quando però v crescendo si approssima a c, la variabilità di m diviene notevolissima, come ad esempio nel decadimento beta β con v=297000 Km/sec, v/c=0.9907, in cui si ha m=7.34mo ossia la moltiplicazione per 7 della massa mo alle bassissime velocità. Diverso è il comportamento della massa relativistica longitudinale (ossia nella direzione del moto, nel nostro caso lungo x) rispetto alla “massa trasversale” (ossia nel nostro caso luno y e z). In meccanica newtoniana avevamo che il lavoro L era uguale alla differenza dell'energia cinetica T, L=ΔT, ed allora riconosciamo che nella teoria relativistica potremmo “salvare” il teorema dell'energia cinetica, pur di assumere come T l'espressione T=mc(elev 2)+K, dove K denota una costante, per cui T=(m-mo)c(elev 2) quale espressione-formula relativistica dell'energia cinetica. In prima approssimazione per v/c piccolo, considerando solo il 1° termine dello sviluppo in serie di potenze di m, otteniamo ancora T=(1/2)mov(elev 2), ma per v che tende a c, dato che m tende ad infinito allora pure T tende ad infinito. 


Di qui scende che per portare un corpo dalla quiete (rispetto ad un osservatore O) alla velocità della luce c è necessario compiere un lavoro infinito: tale velocità c ha dunque il carattere di una velocità limite, ed è irraggiungibile dai corpi materiali per sola azione di forze. Viene da ciò che l'energia cinetica T (energia posseduta da corpi in virtù del movimento rispetto ad un sistema di riferimento), dipende dalla variazione di massa, anzi è proporzionale a tale variazione (ed il coefficiente di proporzionalità è il quadrato della velocità della luce, c(elev 2)): deriva dunque una stretta affinità tra il concetto di energia ed il concetto di massa, anzi ne deriva la loro uguaglianza tramite il fattore costante velocità della luce c al quadrato. Infatti una variazione di massa m di un corpo, per effetto del movimento rispetto ad un sistema di riferimento, è proporzionale alla variazione opposta della sua energia cinetica T. Dunque possiamo attribuire all'energia cinetica T una massa uguale a T/c(elev 2), o più generalmente uguale a E/c(elev 2), dovuta ad una variazione di energia E (di origine meccanica, termica, elettrica, magnetica, elettromagnetica, chimica, nucleare, o di qualunque altra provenienza); e di attribuire alla massa m un'energia pari a mc(elev 2). Ossia ΔE=c(elev 2)Δm, le quali grandezze (E e m) intervengono nei fenomeni fisici, a seconda di ambito e contesto, o come massa m=E/c(elev 2), o come energia E=mc(elev 2). In particolare in condizioni di quiete alla massa mo si attribuisce l'energia moc(elev 2) (od energia intrinseca): 1 grammo di massa è equivalente a c(elev 2) erg di energia = 8.987x10(elev 20) erg = 8.987x10(elev 13) joule. Si è così condotti a considerare massa m ed energia E come diverse forme della grandezza invariante nelle traslazioni temporali dei sistemi fisici isolati, o della grandezza per mezzo della quale i sistemi compiono lavoro, grandezza che chiameremo massa-energia M-E, la quale ci appare eminentemente come massa (di particelle fermioni) quando è abbastanza elevata-concentrata in piccolo spazio da superare la massa a riposo delle particelle cui è equivalente (per l'elettrone circa 0.5 MeV (oggi 9.1093837015(28)x10(elev -31) Kgr=5.48579909065(16)x10(elev -4) u=0.51099895000(15) MeV/c(elev 2)), per il protone circa 940 MeV (oggi 1.67262192369(51)x10(elev -27) Kgr=1.007276466621(53) u=938.27208816(29) MeV/c(elev 2))), o sotto forma eminentemente di energia (di bosoni mediatori di campo a massa nulla) quando è diffusa o “diffusa” nello spazio. Ne segue che in un sistema si conserva la massa-energia M-E, e non separatamente la massa ed indipendentemente energia, anche se approssimativamente vale ancora la conservazione della massa o la conservazione dell'energia quando (quasi)tutta la M-E è sotto una delle due forme. 


L'equivalenza tra massa ed energia, è stata ottenuta teoricamente quando la fisica nucleare e la fisica delle alte energie o fisica delle particelle non permetteva ancora la verifica sperimentale per quei casi in cui la trasformazione di energia in massa è apprezzabile o addirittura è decine-centinaia di volte la massa a riposo. Dalla teoria della relatività ristretta RR, con riferimento alle trasformazioni di Lorentz, deriva poi la contrazione delle lunghezze nella direzione del moto (nel nostro caso lungo x; un corpo sferico man mano che aumenta la sua velocità verso il limite c diventa via via sempre più di forma pronunciata ellissoidale fino ad appiattirsi “totalmente” come un disco lungo x); e deriva la dilatazione dei tempi, per cui, ad esempio l'intervallo di tempo o periodo T, dell'oscillazione del pendolo di lunghezza l, visto dall'osservatore in moto con velocità v, quando l'oscillazione avviene nel piano contenente la direzione del moto x, T=2π(radice quadrata (l/g))(1-(v(elev 2)/c(elev 2))) è minore (ed arriva fino ad annullare il moto oscillatorio allungando dunque T verso infinito), rispetto a quando è visto dall'osservatore O nel quale il pendolo non trasla, con T=2π(radice quadrata (l/g)). 


Se uno di due gemelli parte per un viaggio intergalattico con successivo ritorno a Terra, e passa gran parte del suo tempo in moto (rispetto alla Terra, dove è rimasto l'altro gemello) con una velocità media v rispetto all'asse x, tale che, supponiamo t'=(t-vx/c(elev 2))/(radice quadrata (1-v(elev 2)/c(elev 2)))=100t (e supponiamo che il viaggio duri 1 anno a Terra, e percorra dunque nella direzione x uno spazio corrispondente alla sua velocità per 1 anno terrestre), allora se il gemello a terra ha 70 battiti cardiaci/minuto, il gemello in viaggio, osservato da Terra, ha 0.7 battiti cardiaci/minuto, e quando ritorna a Terra avrà vissuto 3.65 giorni della sua vita, mentre il suo gemello a Terra avrà vissuto 1 anno=365giorni, nonostante ogni gemello vive ovviamente nel suo sistema di riferimento 1 anno della sua vita “per ogni anno che passa”, e come pure il pendolo batte ovviamente 1 secondo “al secondo” nel suo riferimento (famoso paradosso dei gemelli... e magari anche del pendolo). La velocità media alla quale però il gemello in viaggio dovrebbe muoversi rispetto a Terra si ricava da Δt=Δt'/(radice quadrata ((1-v(elev 2)/c(elev 2))))=100Δt', da cui v=0.99995c ossia v=299777468 m/s se facciamo c=299792458 m/s, ovvero circa 15 Km/s minore della velocità asintotica c. Con relazioni analoghe, passando da O ad O', otteniamo le trasformazioni delle velocità vettor v e delle accelerazioni vettor a, oltre alle trasformazioni delle quantità di moto vettor Q, delle forze vettor F, dei campi elettrici vettor E, dei campi magnetici vettor H, ecc. Dopo la pubblicazione avvenuta nel 1600 della grandiosa opera “De magnete” o “Sul magnete” (dedicato all'analisi delle proprietà e della natura delle calamite ed ai fenomeni elettrici contenente molte novità, opera, come detto, che ispirò Keplero e Newton nell'ipotizzare un'azione a distanza della forza gravitazionale emanante dalla sorgente centrale rappresentata dal Sole) di W. Gilbert (William Gilbert, Colchester 1544, Londra 1603, fisico britannico), la comprensione del magnetismo non aveva fatto grandi progressi anzi era praticamente ferma, fino all'inverno del 1819-20, quando durante una lezione del suo corso di Elettricità, Galvanismo e Magnetismo tenuto all'Università di Copenhagen, Hans Christian Oersted (Rudkobing 1777, Copenaghen 1851, fisico e chimico danese che ha dato contributi alla comprensione del galvanismo, del magnetismo e poi dell'elettromagnetismo) eseguì il famoso esperimento dell'interazione tra una corrente galvanica (corrente elettrica continua) generata dalla pila di A. Volta (Alessandro Giuseppe Antonio Anastasio Volta, Como 1745, Como 1827, chimico, fisico, accademico e rettore italiano, notoriamente conosciuto per l'invenzione del primo generatore elettrico ossia la pila), ed un ago magnetico, ovvero quel famoso esperimento divenuto noto come esperimento di Oersted (il quale per la prima volta dimostrava la relazione tra elettricità (corrente) e magnetismo, ossia le correnti elettriche J (ampere) generano un campo magnetico H (ampere/metro) quale principio necessario alla teoria elettromagnetica, per cui Oersted osservando il movimento dell'ago della bussola posta in prossimità di un filo elettrico giustamente concluse che le correnti elettriche generano campi magnetici le cui linee di forza sono linee chiuse intorno alla corrente stessa che le ha prodotte (anche se sembra che già 17 anni avanti ossia nel 1802 Gian Domenico Romagnosi (Salsomaggiore Terme 1761, Milano 1835, giurista, filosofo, economista ed accademico italiano) avesse osservato il fenomeno di interazione corrente elettrica-ago magnetico). 


Seguirono molti altri esperimenti, questa volta di A. M. Ampere (André-Marie Ampère, Lione 1775, Marsiglia 1836, fisico francese, ricordato soprattutto per i suoi esperimenti e teorie matematiche sulle correnti ed i campi E-H in parte riportati in Annales de chimie et de physique del periodo 1820-28), M. Faraday (Michael Faraday, Southwark 1791, Hampton Court 1867, fisico e chimico britannico, noto per i suoi rilevanti contributi in elettromagnetismo ed in elettrochimica come la legge dell'induzione elettromagnetica e le leggi di Faraday dell'elettrochimica), ecc., fino allo sviluppo della teoria dell'elettromagnetismo classico formulata in bella veste matematica da J. C. Maxwell (1831-1879), la quale teoria elettromagnetica trovò la spettacolare ed esaltante conferma sperimentale nella dimostrazione scintillante del 1887-88 di H- Hertz (Heinrich Rudolf Hertz, Amburgo 1857, Bonn 1894, fisico tedesco, noto per la dimostrazione della propagazione delle onde elettromagnetiche generate-TX con dipolo hertziano (spinterogeno a scintilla) e ricevute-RX con dipolo hertziano nel suo apparato sulla distanza di circa un metro), dell'esistenza delle onde elettromagnetiche OE come perturbazioni (o forme d'onda) viaggianti alla velocità della luce c nel vuoto, previste teoricamente dalle equazioni di Maxwell scritte per il vuoto e predette anche da Michael Faraday, dopodiché la strada faticosa sarà però tutta in discesa fino all'invenzione del radiotelegrafo, della radio, della televisione, delle telefonia mobile, ecc., come vediamo in altra parte del libro. 


E' nell'elettromagnetismo che storicamente ha la sua radice e la sua barbatella la relatività ristretta RR einsteiniana. Partendo dallo studio dell'elettrodinamica delle cariche in moto, Lorentz giunse molto vicino alla formulazione finale di Einstein. Nel 1905, mentre era impiegato come esaminatore di brevetti nell'Ufficio Brevetti Svizzero di Berna, Einstein scrisse i suoi tre famosi articoli, che apparvero quasi contemporaneamente in Annalen der Physik del 1905, il primo sull'Effetto fotoelettrico, il secondo sul Moto browniano, ed il terzo sull'Elettrodinamica dei corpi in movimento (in cui è contenuta la relatività ristretta, ma notoriamente l'articolo non era così intitolato) (e gli fu assegnato il Premio Nobel nel 1921 per i primi due articoli). Albert Einstein (Ulma 1879, Princeton 1955, fisico, filosofo ed accademico tedesco naturalizzato svizzero e statunitense, universalmente conosciuto per la teoria della relatività (RR e RG) pilastro della fisica moderna oltre che per la formula (al mondo più famosa) dell'equivalenza massa-energia E = m per c quadro) è generalmente considerato il maggior fisico del XX sec (forse condivide questo primato solo con qualche altro fisico tra cui ad esempio Enrico Fermi) e come scienziato tra i più importanti di tutti i tempi. Molti autori ritengono Einstein, padre della legge dell'equivalenza tra massa ed energia M-E, non solo colui che, per un verso, contribuì agli studi sulle reazioni nucleari, ma anche il padre spirituale delle armi nucleari (dette impropriamente armi atomiche) a fissione nucleare ed a fusione termonucleare, mentre l'Einstein degli anni 1939-45 non era certamente all'avanguardia nella fisica nucleare oltre a trovarsi un poco fuori dal suo campo (il padre della bomba nucleare potrebbe invece essere dato a Robert Oppenheimer per il suo lavoro di fisico prima e durante il Manhattan Project e soprattutto come direttore di tale progetto nucleare, e secondo Rabi Oppenheimer dopo l'esplosione nel Trinity Test del 16lug45 era trionfante e camminava come Will Kane in mezzogiorno di fuoco, e la sera del 6ago45 (poche ore dopo il bombardamento di Hiroshima) su un palco a Los Alamos si rammaricò che la bomba non fosse stata pronta per poter essere usata in Germania, ma poi il 17ago45 (ossia 8 giorni dopo il bombardamento di Nagasaki) in un incontro col presidente Truman disse si sentire le sue mani sporche di sangue e che l'uso delle bombe nucleari doveva essere bandito facendo arrabbiare il presidente che gli impedì di entrare ancora nel suo ufficio, ed uguale fu il suo atteggiamento ad ott45 ed in seguito circa l'armamento nucleare). 


Il contributo di Einstein alla nascita del progetto Manhattan, come scriveremo altrove, fu piuttosto quello costituito dalla famosa lettera, scritta insieme a Leo Szilard (in realtà ampiamente stesa da Szilard insieme all'opinione dei fisici ungheresi Edward Teller e Eugene Wigner) e firmata da Einstein il 2ago39, da inviarsi tramite l'economista Alexander Sachs ad ago39 al Presidente statunitense Franklin Delano Roosevelt ma consegnata solo l'11ott39 a causa della preoccupazione del presidente americano per l'invasione della Polonia avvenuta 1set39; la lettera avvisava Roosevelt che la Germania nazista avrebbe potuto condurre ricerche sulla possibilità di usare la fissione nucleare per creare ordigni nucleari ed allora suggeriva che gli USA avrebbero dovuto iniziare anche loro a condurre ricerche in tal senso (nella lettera si legge “Nel corso degli ultimi quattro mesi è probabile - attraverso il lavoro di Joliot in Francia e di Fermi e Szilárd in America - che sia divenuto possibile realizzare una reazione nucleare a catena in una grande massa di uranio, tramite la quale vaste quantità di potenza e grandi quantità di nuovi elementi simili al radio possono essere generati. Adesso appare alquanto certo che questo può essere ottenuto nell'immediato futuro... Questo nuovo fenomeno condurrebbe anche alla costruzione di bombe, ed è immaginabile - sebbene molto meno certo - che bombe estremamente potenti di un nuovo tipo possano perciò essere costruite. Una singola bomba di questo tipo, trasportata da una imbarcazione e fatta esplodere in un porto, potrebbe distruggere molto agevolmente l'intero porto insieme a una parte del territorio circostante. 


Comunque, tali bombe potrebbero verosimilmente rivelarsi troppo pesanti per il trasporto aereo...”), quindi dopo aver ascoltato una sintesi di Sachs riguardo il contenuto della lettera, Roosevelt autorizzò la creazione di Advisory Committee on Uranium che si riunì la prima volta il 21ott39 con a capo Lyman Briggs (direttore del National Institute of Standards and Technology NIST), programmando uno stanziamento di circa 6000 $ per gli esperimenti sui neutroni lenti fatti da Enrico Fermi ad University of Chicago, giunto da Roma in USA alla fine di dic39 alla Columbia University dove subito verificò con l'aiuto di Dunning e Booth gli esperimenti appena condotti in Germania a dic39 da Hahn e Strassmann sulla fissione nucleare, ed iniziando a pensare alla pila nucleare Chicago Pile-1 o CP-1 (che raggiungerà la fase critica il 2dic1942 iniziando a produrre energia; il sito della 1° reazione nucleare autoalimentata realizzata dall'uomo è stato designato National Historic Landmark il 18feb1965) (così si previde allora nel '40, ma sia era a circa 2 anni dall'attacco giapponese alla base navale americana di Pearl Harbor (“operazione Z” od “operazione Hawaii” od “operazione AI) avvenuto il 7dic1941, poi il costo complessivo del progetto Manhattan-Los Alamos-Hanford-ecc. dei tre ordigni nucleari, ossia Gadget al plutonio, Little Boy all'uranio, e Fat Man al plutonio, sarà di poco inferiore a circa 2 miliardi di dollari del 1945). Einstein ebbe una straordinaria capacità di afferrare l'essenza dei fenomeni fisici e diede numerosi ed importanti contributi ai problemi fondamentali della fisica. La sua Teoria della Relatività Generale spicca come una delle creazioni intellettuali (creazione quasi completamente personale) più notevole della mente umana in tutti i tempi; di pari bellezza ed eleganza della Meccanica Quantistica (la quale però ebbe molti padri ad iniziare da Max Planck (1858-1947) il quale presentò il 14dic1900 (da considerarsi come data di nascita della fisica dei quanti) una deduzione della legge della radiazione del corpo nero contenente un'ipotesi “non classica” (e “disperatamente ad hoc”) ed in cui compariva per la prima volta la costante h, o costante d'azione di Planck, in realtà comparivano due costanti ad essa collegate). Oggi noi vediamo nei postulati della relatività ed in ciò che essi implicano una grande costruzione che comprende tutte le leggi fisiche, e non solamente quelle elettromagnetiche. Ci aspettiamo che qualsiasi teoria completa sia relativisticamente invariante (ed almeno a livello di microfisica, anche quantizzata), ossia che “dia la medesima versione dei fatti” in tutti i sistemi di riferimento inerziali. Si dà il fatto che la fisica possedesse già una teoria relativisticamente invariante (“!”) molto tempo prima che fosse compreso il significato di invarianza relativistica: la teoria elettromagnetica di Maxwell. Chissà se le idee alla base ed entro la teoria della relatività ristretta avrebbero potuto svilupparsi anche  in mancanza di una teoria matematicamente completa del campo elettromagnetico classico. Possiamo solo affermare che la realtà storica dei fatti indica piuttosto chiaramente il sentiero che è stato percorso da Newton, a Coulomb, all'ago magnetico di Oersted, ad Ampere e Faraday, a Lorentz, fino ai postulati di Einstein. Le leggi fisiche della teoria della relatività ristretta hanno carattere invariantivo nel passaggio da un osservatore ad un altro che si muove di moto traslatorio rettilineo uniforme rispetto al primo. 


Questa limitazione sembra imposta o derivare dalla natura, poiché, per usare l'esempio di Galileo, se un osservatore che si trovi chiuso entro la stiva di una nave non può rilevarne il moto uniforme, può tuttavia rilevarne il moto accelerato. D'altra parte, negata, la realtà dello spazio assoluto, è arbitraria l'esistenza o l'ammissione di sistemi di riferimento privilegiati (come lo sono, e qui lo sono ancora, i sistemi inerziali). Nella teoria da lui pubblicata nel 1916, Einstein ritenne di poter estendere il principio di relatività, enunciandolo in questo modo: tutti i sistemi di riferimento, comunque mobili gli uni rispetto agli altri, devono essere equivalenti per ciò che concerne la formulazione delle leggi della fisica, ossia in modo tale che la forma delle leggi resti invariata rispetto ad una generica trasformazione delle coordinate spazio-temporali che descrivono un evento. A questo punto egli aggiunse un altro principio, detto comunemente principio d'equivalenza: i fenomeni osservabili in un sistema mobile con accelerazione costante g* rispetto al cielo delle stelle fisse (dunque un sistema accelerato) non differiscono dai fenomeni omologhi osservabili in un campo gravitazionale uniforme di generica accelerazione di gravità g=-g*. Il principio di equivalenza era già ammesso nella fisica newtoniana per quanto concerne i fenomeni meccanici, ma Einstein ne postulò l'estensione a tutti i fenomeni fisici, meccanici ed elettromagnetici. Dall'associazione di questi due principi nacque la Teoria della Relatività Generale RG, che risponde appunto a tali desideri, ed in essa le leggi meccaniche e gravitazionali si riducono a leggi puramente geometriche dello spazio-tempo, nel quale hanno carattere di operatori ed equazioni tensoriali. Occorre premettere che Einstein, seguendo in ciò Minkowski (Hermann Minkowski, Aleksotas 1864, Gottinga 1909, matematico lituano naturalizzato tedesco, noto per aver sviluppato la teoria geometrica dei numeri utilizzata per risolvere impegnativi problemi della teoria dei numeri, della fisica matematica e pure della teoria della relatività) il quale diede un'interpretazione geometrica della relatività ristretta creando lo spazio-tempo 4-dimensionale o spazio di Minkowski, unificò le variabili spaziali e la temporale, in modo da costruire un ente più complesso, detto cronotopo (o più semplicemente e comunemente detto spazio-tempo) i cui elementi o punti-eventi sono le quadruple xyzt. Se consideriamo un corpo puntiforme isolato, esso si muoverà per inerzia, e la sua traiettoria sarà una geodetica dello spazio-tempo, ovvero sarà caratterizzata dalla variazione di valore nullo dell'integrale di ds, dove ds(elev 2)=c(elev 2)dt(elev 2)-(dx(elev 2)+dy(elev 2)+dz(elev 2)). In particolare un segnale luminoso o la propagazione di un campo elettromagnetico-gravitazionale danno ds=0, ossia una geodetica di lunghezza nulla (avendo in tal caso la massima contrazione delle lunghezze e la massima dilatazione dei tempi). La legge del moto per inerzia (in particolare la legge di propagazione della luce e dei campi d'onde) ha carattere geometrico nel cronotopo, e tale moto non solo risulta invariante per quelle particolari trasformazioni cinematiche (ovvero le trasformazioni di Lorentz della relatività ristretta) che definiscono il passaggio da un osservatore inerziale ad un altro osservatore inerziale (il quale cioè si muove di moto traslatorio rettilineo uniforme rispetto al primo), ma come le leggi geometriche dello spazio ordinario, risulta invariante per ogni mutamento del riferimento nel cronotopo, poiché pur non lasciando inalterata nella forma la metrica ds, ne lascia però inalterato il valore. La legge d'inerzia, avendo così carattere invariantivo rispetto al più generale cambiamento del riferimento spazio-temporale, ed al più generico osservatore, non richiederà nel moto la necessità dell'introduzione di forze apparenti come la forza centrifuga o la forza di Coriolis, e le corrispondenti accelerazioni, richieste nello schema classico newtoniano. In particolare se passiamo da un osservatore O solidale con le stelle fisse, ad un osservatore O' muoventesi di moto uniformemente accelerato rispetto alle stelle fisse, con accelerazione opposta a quella dovuta ad un campo uniforme, le forze apparenti divengono indistinguibili dalle forze gravitazionali, e quindi la legge d'inerzia riferita ad O' ci permette di prescindere da tali forze gravitazionali. 


Dunque la legge che dà la variazione nulla dell'integrale della metrica vale a caratterizzare anche il movimento  di un punto materiale non isolato bensì posto in un campo gravitazionale uniforme (non però per il più generale-generico campo gravitazionale). E' comunque da tale ragionamento che Einstein trasse lo spunto per fare delle relatività generale una teoria geometrica  della gravitazione. Se adottiamo poi un sistema di riferimento assoluto, dove la velocità della luce (della relatività ristretta) c=1, allora la metrica può scriversi ds(elev 2)=dt(elev 2)-(dx(elev 2)+dy(elev 2)+dz(elev 2)). Rispetto ad un generico riferimento spazio-temporale, la metrica del cronotopo pseudoeuclideo non ha però forma pseudopitagorica, ma la forma ds(elev 2)=aikdx(elev i)dx(elev k), con i,k=t,x,y,z=0,1,2,3. Se indichiamo con x0=x(elev 0) la coordinata temporale (simbolo 0 quale apice), e con x1=x(elev 1), x2=x(elev 2), x3=x(elev 3) le coordinate spaziali (idem), allora la velocità di propagazione della luce o di un campo V, caratterizzata da geodetica di lunghezza nulla, rispetto ad un generico riferimento, non è costante, e non lo è neppure in generale quando il riferimento è tale per cui a0i=ati con i=1,2,3, ossia quando sono nulli i coefficienti di connessione che legano il tempo t con x,y,z (o 1,2,3) perché pur essendo in tal caso V indipendente dalla direzione di propagazione (lo spazio in questo caso sarebbe isotropo, anche se non uniforme né costante), a00 dipende ancora da x.y,z oltre che dal tempo t, a00=a00(x,y,z,t), e pure dalla posizione e dal tempo dipenderà la velocità della luce V=c(radice quadrata a00); se invece a00=1, allora un'onda, in ogni tempo t, in ogni punto dello spazio xyz, ed in ogni direzione, si propagherà con la stessa velocità c della relatività ristretta RR, sempre sotto la condizione che, per i=1,2,3 sia a0i=0 o la sua derivata dx(elev i)/dt=0 od entrambe nulle. 


La legge del movimento di un corpo materiale isolato, espressa da una geodetica dello spazio-tempo pseudoeuclideo, soddisfa dunque tutte le esigenze della relatività generale. Per definire poi la meccanica della relatività generale dei corpi interagenti tra loro, imporremo le seguenti condizioni: 1) le leggi di movimento dei corpi naturali devono avere carattere invariantivo rispetto ad ogni cambiamento del riferimento spazio-temporale (principio di relatività generale); 2) se il corpo che si considera è isolato da ogni altro, si deve ottenere come caso particolare delle leggi generali del movimento, la legge del movimento d'inerzia, appena scritta; 3) anche per corpi non isolati le leggi del movimento devono essere, in condizioni ordinarie, poco diverse da quelle stabilite dalla meccanica non-relativistica, e poco diversa dall'euclidea dovrà essere la geometria dello spazio. Per soddisfare alla 1) e 2), in modo che le leggi della meccanica risultino le medesime sia in assenza che in presenza di azioni gravitazionali, assumeremo come legge del movimento di un corpo puntiforme non isolato quella caratterizzata da una geodetica di una opportuna varietà 4-dimensionale rappresentata dallo spazio-tempo (ossia in ogni caso la traiettoria di un corpo puntiforme è data dalla geodetica dello spazio-tempo S-T); ed in particolare identifichiamo la propagazione di un segnale luminoso con una geodetica di lunghezza nulla. Il continuo 4-dim che rappresenta lo spazio-tempo, dovrà allora essere, a sua volta, di conseguenza conformato, ovvero intrinsecamente individuato dalla distribuzione di massa-energia M-E nello spazio-tempo S-T stesso, dovuta ai vari corpi in presenza dei quali avviene il movimento. Si viene così a creare una “profonda solidarietà” fra i fenomeni fisici e lo spazio-tempo//massa-energia SP-ME, e senza poter operare alcuna separazione tra spazio-tempo S-T e massa-energia M-E. Il continuo 4-dim che così si viene a determinare è però più complesso di quello pseudoeuclideo sufficiente alla rappresentazione dei moti inerziali; la sua sezione ottenuta congelandolo ad un fissato istante t, non coincide più con l'ordinario spazio 3-dim e dà invece luogo ad una geometria diversa dall'euclidea: la geometria dello spazio-tempo cinematico dei riferimenti e dei moti inerziali della relatività ristretta è pseudoeuclidea con metrica pseudopitagorica ds(elev 2)=c(elev 2)dt(elev 2)-(dx(elev 2)+dy(elev 2)+dz(elev 2)); la geometria dello spazio-tempo dei moti inerziali della relatività generale è pseudoeuclidea con metrica non più pseudopitagorica bensì metrica data da ds(elev 2)=aikdx(elev i)dx(elev k) con i,k=0,1,2,3; la geometria dello spazio-tempo della relatività generale RG per movimenti generici è riemanniana con metrica riemanniana espressa attraverso un campo tensoriale. Per determinare tale continuo 4-dim saremo guidati dalle 2) e 3) che abbiamo precedentemente scritto. La 2) impone che all'annullarsi della distribuzione di massa-energia, la geometria dello spazio-tempo si riduca a quella euclidea dei moti inerziali, tipica della relatività ristretta. La 3) può essere soddisfatta prendendo il continuo 4-dim, costituito dal cronotopo in presenza di massa-energia, “poco diverso” dal cronotopo pseudoeuclideo, senza massa-energia M-E, caratterizzato dai moti inerziali. Fatto questo, ogni sua sezione ad un generico tempo fissato t, costituente lo spazio 3-dim, “poco si scosta” dall'ordinario spazio euclideo 3-dim, e tutte le teorie ed esperienze che fondano la geometria, la cinematica, la meccanica, la fisica classica non-relativistica, saranno considerati casi particolari e casi limite per velocità e densità di massa tendenti a 0. Immaginiamo ora di aver stabilito il legame tra cronotopo e fenomeni fisici. 


Data una distribuzione di massa-energia M-E nel cronotopo, risulta individuata la sua metrica e quindi risulta individuata una sua geodetica, la quale ci fornisce la legge del movimento gravitazionale di un corpo che si muove in quello spazio-tempo//massa-energia ST-ME. Ad esempio, riguardo il sistema solare, se riteniamo la distribuzione di M-E concentrata nel Sole (il 99.9 % circa della M-E è effettivamente attribuibile al Sole e meno dello 0.1 % a tutti i pianeti), questo conformerà il cronotopo del modello matematico di sistema solare in modo tale che una sua geodetica (che ha qui forma ellittica) ci fornirà la legge del movimento di un corpo o pianeta in presenza del Sole, mentre a livello locale, per esempio sulla Terra, un piccolo arco di ellisse sarà così poco distinguibile da un segmento della sua tangente in ogni suo punto (o da una retta euclidea) che lo spazio non differirà molto dallo spazio ordinario dato dalla geometria euclidea (ciò a livello locale, mentre sul piano globale del sistema solare sarà proprio quella differenza tra retta tangente ed arco d'ellisse che farà sì che la traiettoria sia chiusa su se stessa come un'ellisse... di cui abbiamo scritto a proposito dell'astronomia galileana in quanto fu proprio Galileo che “confuse arco con tangente” e mancò completamente la gravitazione universale, a differenza invece di Hooke e di Newton). Avremo ottenuto così il movimento dei corpi (che avvengono lungo la geodetica che passa per ogni punto ed un suo punto comunque vicino) senza dover introdurre, come  fa la teoria newtoniana, le “misteriose ed imbarazzanti forze agenti a distanza”, il cui meccanismo è rappresentato da un campo la cui consistenza (o “etere”) non si è mai lasciata descrivere in “maniera decente”. 


Ed avremo una vera teoria gravitazionale, sviluppata come una geometria del cronotopo. Abbiamo riportato altrove  un esempio formale di costruzione di uno spazio-tempo per il moto di un punto materiale di massa m, soggetto a forza F conservativa, gradiente di uno scalare U=mU*=-V, con potenziale per unità di massa U* (dimensionalmente metro quadro/sec quadro). Con opportune ipotesi, e partendo correttamente dalla teoria del potenziale di Poisson, si perviene alla metrica ds(elev 2)=(1-2U*/c(elev 2))c(elev 2)dt(elev 2)-(dx(elev 2)+dy(elev 2)+dz(elev 2)). Poichè U*=U*(x,y,z), tale forma differenziale quadratica ds(elev 2), non è, in generale, riducibile con un cambiamento di coordinate alla forma pseudopitagorica del cronotopo cinematico della relatività ristretta dei moti inerziali,ossia il cronotopo non è pseudoeuclideo: a ciò di arriverebbe solo ponendo U*=0 ossia annullando il potenziale gravitazionale/massa (e potenziale gravitazionale) perchè il moto del punto materiale divenga inerziale. Poichè in ogni caso U* (potenziale per unità di massa distribuita, che ha le dimensioni del quadrato di una velocità) è piccolo rispetto a c(elev 2), il cronotopo di questa metrica poco si discosterà dal cronotopo pseudoeuclideo di metrica pseudopitagorica. La velocità della luce, ottenuta ponendo ds=0, in tale cronotopo a metrica riemanniana non-pseudopitagorica, è data da V=c(radice quadrata (1-2U*/c(elev 2))). Essa dunque non è costante, ma varia da posizione a posizione, dato che U*=U*(x,y,z), ed in generale sarà pure U*=U*(x,y,z,t), pur mantenendosi prossima a c (sempre minore di c, ed uguale a c, come detto, solo per U*=0). Quando U* tende al suo valore massimo pari a c(elev 2)/2, la velocità della luce e della propagazione dei campi V si annulla V=c(radice (1-1))=0, così da venir isolate fisicamente (sia per i campi che per le particelle, ossia per tutta quanta la massa-energia M-E) due regioni dello spazio, una al di qua e l'altra al di là dell'orizzonte degli eventi; e per ogni regione spazio-temporale, l'altra regione sarà un buco nero o Black Hole. 


Si assume dunque come spazio-tempo dei fenomeni gravitazionali una varietà 4-dim riemanniana, completamente caratterizzata dalla sua metrica di Riemann, i cui coefficienti gik sono le componenti scalari del tensore fondamentale Rlihk (R pedici lihk) dipendente dalla gravitazione, e precisamente: 1) in assenza di materia M-E la metrica ds(elev 2) può ridursi, con un opportuno cambiamento di coordinate, alla forma pseudopitagorica di uno spazio pseudoeuclideo dove il corrispondente tensore di Riemann Rlihk=0; 2) in presenza di materia M-E ordinariamente distribuita, la metrica non è pseudopitagorica, ma vi è prossima, ed il tensore di Riemann non è identicamente nullo; 3) le geodetiche della varietà riemanniana di metrica non pseudopitagorica, ottenute dalla variazione nulla dell'integrale di ds, rappresentano, pure in presenza di materia, la legge di movimento di un punto materiale, ed in particolare le geodetiche di lunghezza nulla ds=0 danno la propagazione dei campi d'onde e dei segnali luminosi. La geometria di tale varietà riemanniana, che costituisce lo spazio-tempo S-T, si identifica con la cinematica della relatività generale RG, le cui leggi assumono carattere invariantivo rispetto ad un generico cambiamento del riferimento spazio-temporale, e quindi anche rispetto al passaggio da un osservatore ad un altro mobile rispetto al precedente. E' sempre possibile, ed in infiniti modi, scegliere un riferimento tale che g01=g02=g03=0 senza alcun pregiudizio della massima generalità, usando la metrica non-pseudopitagorica di forma ds(elev 2)=g00c(elev 2)dt(elev 2)-dl(elev 2), da cui si deduce la velocità della luce V=c(radice quadrata g00). In condizioni ordinarie g00 è prossimo a 1 dato da (1-2U*/c(elev 2)), V è prossima a c, dl(elev 2) dato dall'opposto della sommatoria su i,k=1,2,3 di gikdx(elev i)dx(elev k) è prossimo al quadrato della distanza-lunghezza tra due punti infinitamente vicini nello spazio 3-dim xyz, (x(elev 1),x(elev 2),x(elev 3)), di metrica pitagorica, ovvero gik è prossimo a 0 per i diverso da k, e gii è prossimo a -1 (condizione in cui nello spazio-tempo S-T, nel quale si ottiene una notevole separazione di xyz da t, vale approssimativamente il teorema di Pitagora TP). Se consideriamo ora la situazione generale di distribuzione di materia, ossia massa-energia M-E mobile specificata dalla sua densità k=k(x,y,z,t), per stabilire il legame tra tale materia mobile ed il tensore fondamentale gik che dà la metrica ds, giungiamo ad introdurre e definire un tensore energetico Tpq che caratterizza tale distribuzione: Tpq è un tensore doppio simmetrico dello spazio-tempo riemanniano e la sua divergenza è nulla. 


Dopo aver introdotto anche un altro tensore doppio simmetrico Apq (che porremo quale funzione lineare omogenea del tensore di Riemann Rlihk e con divergenza nulla) che dipende soltanto dalle gik e dalle loro derivate fino al 2° ordine ed ingloba la dipendenza dalla metrica, Apq detto tensore gravitazionale o tensore inerziale, (oltre all'introduzione del tensore energetico Tpq), allora le equazioni gravitazionali che stabiliscono il legame fra il tensore fondamentale gik individuante la metrica dello spazio-tempo inglobato in Apq, ed il tensore energetico Tpq il quale composto col tensore fondamentale dà la distribuzione della materia in relazione con la densità di materia, si scrivono così (seguendo in ciò, per quanto riguarda gli elementi arbitrari, la via più semplice, come è compiutamente esposto nel mio scritto maggiore):  Apq+χTpq=0, dove χ=8πh/c(elev 4)=2x10(elev -48) sec(elev 2)/(gr cm). L'equazione originale di Einstein sarebbe Rpq-(1/2)gpqR=(8πG/c(elev 4))Tpq, dove al posto dei pedici pq usava μν, e R è la curvatura scalare ossia la traccia di Rpq; laddove in seguito aggiunse la costante cosmologica Λ, ossia al primo membro della precedente equazione originale di Einstein aggiunse sommandolo il termine Λgμν=Λgpq. Questa è l'equazione tensoriale, composta di 10 equazioni scalari che, dopo le modificazioni dovute alla collaborazione con Levi-Civita a Padova, Einstein pose a fondamento della teoria della relatività generale ovvero della teoria della gravitazione. Esse sono 10 equazioni alle derivate parziali del 2° ordine nelle 10 componenti indipendenti del tensore fondamentale gik. La loro integrazione è un'impresa veramente ardua, un'impresa disperata, ma una notevole soluzione approssimata è stata data per un campo gravitazionale di potenziale U* in regioni prive di materia, mentre per il campo gravitazionale di una massa unica distribuita intorno ad un punto fisso con simmetria sferica, possediamo una soluzione esatta dovuta nel 1916 a K. Schwarzschild (Karl Schwarzschild, Francoforte sul Meno 1873, Potsdamy 1916, fisico ed astronomo il quale è appunto noto soprattutto per “the first exact solution to the Einstein field equations of general relativity, for the limited case of a single spherical non-rotating mass” in cui “makes use of Schwarzschild coordinates and the Schwarzschild metric, leads to a derivation of the Schwarzschild radius, which is the size of the event horizon of a non-rotating black hole”; il raggio di Schwarzschild è Rs=2GM/c(elev 2), dove G è la costante di gravitazione, M la massa del corpo centrale, e c la velocità della luce nel vuoto). Questa soluzione comporta che la traiettoria sia un'ellisse, che però ruota lentamente nel suo piano attorno al suo centro. 


Dalle equazioni gravitazionali discendono subito alcune conseguenze. In primo luogo le azioni gravitazionali, come le azioni elettromagnetiche, non sono istantanee, ma si propagano nello spazio-tempo (tramite i loro campi) come il loro campo gravitazionale alla velocità V della luce. In secondo luogo la velocità V della luce non è costante come la velocità c dei moti inerziali della RR, ma via via diminuisce avvicinandosi alle masse-energie M-E via via maggiori fino ad annullarsi sull'orizzonte degli eventi (il valore di V, come visto, va da 0 (sull'orizzonte dei buchi neri) al valore c della RR in assenza di massa). In terzo luogo, la durata temporale dei fenomeni (come il periodo T di un pendolo, l'inverso di una frequenza atomica, od il battito cardiaco degli esseri viventi, generati-prodotti nelle medesime circostanze intrinseche (ovvero misurati nel riferimento O nel quale i corpi sono fermi)), non è la stessa in ogni luogo, ma aumenta ossia si ha una dilatazione del tempi, sia osservandoli a velocità via via maggiori, sia avvicinandosi a grandi concentrazioni-densità di massa-energia M-E, fino a tendere all'infinito sull'orizzonte degli eventi. Determinata poi, in base alle equazioni gravitazionali,  con metrica riemanniana del cronotopo spazio-tempo//massa-energia ST-ME, una geodetica ci fornirà sempre la legge del movimento; questa legge in condizioni di velocità del sistema di riferimento comuni e di distribuzione delle masse ordinaria, è molto prossima a quella determinata dalle equazioni della meccanica newtoniana non-relativistica, scostandosene tanto più quanto più aumenta la velocità nel riferimento e/o aumenta la densità energetica. La teoria della relatività RG porta per vie naturali a considerare il problema cosmologico, ossia quel problema consistente nel determinare la struttura media, locale e globale, di tutto lo spazio-tempo del mondo fisico, portando a due soluzioni, ossia alla soluzione statica (dovuta ad Einstein ed a De Sitter (Willem de Sitter, Sneek 1872, Leida 1934, matematico, fisico ed astronomo olandese, noto soprattutto per gli studi relativistici e per aver introdotto un modello di universo detto Universo di de Sitter sferico nello spazio-tempo con superficie limite a distanza finita) e sostenuta da Fred Hoyle (Sir Fred Hoyle, Bingley 1915, Bournemouth 2001, fisico, matematico, astronomo e scrittore britannico noto al grande pubblico per alcune opere)), ed alla soluzione dinamica divenuta modello standard o teoria del Big-bang i cui padri sono Lemaìtre (Georges Edouard Lemaitre, Charleroi 1894, Lovanio 1966, fisico, astronomo, presbitero gesuita belga, noto per lo spostamento verso il rosso della luce delle stelle messa in relazione all'espansione dell'universo, per la distanza delle galassie proporzionale alla loro velocità di fuga, e per la teoria del Big Bang), Friedman (Aleksandr Aleksandrovic Fridman, San Pietroburgo 1888, Pietrogrado 1925, cosmologo e matematico russo) e Tolman (Richard Chace Tolman, West Newton 1881, Pasadena 1948, fisico, matematico e chimico statunitense, conosciuto soprattutto per i suoi studi di meccanica statistica e di cosmologia). 


Il concetto di “solidarietà” tra S-T e fenomeni che in esso si svolgono, sta anche quando, accanto ai fenomeni gravitazionali ed alla forza gravitazionale (ossia campo gravitazionale o bosone mediatore gravitone a massa nulla ed a raggio d'azione infinito) che sono importanti su larga scala a livello astronomico con grandi masse stellari neutre, si considerano fenomeni di altra natura dovuti alla forza elettromagnetica (ossia campo elettromagnetico o bosone mediatore fotone ed a raggio d'azione infinito); poi alla forza debole (ossia campo nucleare debole responsabile del decadimento radioattivo), od alla forza elettrodebole (campo elettrodebole o mediatori massicci bosoni vettori W+, W- e Z0 a breve raggio d'azione); poi alla forza nucleare forte o meglio al campo di colore (agente tra i quark colorati tramite i gluoni colorati come mediatori massicci ed a breve raggio d'azione). Se però si ritiene lo spazio-tempo S-T riemanniano, non c'è modo per tener conto di tutti i campi oltre a quelli gravitazionali se non adottando un opportuno tensore energetico Tpq, aggiungendovi le altre forme di energia (in primo luogo quella corrispondente a materia non disgregata), e con tale teoria dei campi unificati (sulla quale lavorò invano lo stesso Einstein negli ultimi anni della sua vita a Princeton in USA), si istituirebbe una teoria, non tanto adatta a spiegare tali fenomeni, ma a tenere in debito conto i loro effetti gravitazionali. Per fondare una teoria unificata dei fenomeni gravitazionali ed elettromagnetici, analoga alla teoria geometrica della relatività generale RG, è necessario considerare lo spazio-tempo S-T come un continuo 4-dim molto più complesso della varietà riemanniana sufficiente per la teoria gravitazionale (oppure sarebbe necessario sviluppare una teoria dello spazio-tempo a più dimensioni, come si leggerà in altre parti del libro). Per ora sappiamo che l'evoluzione della fisica “ha dato torto ad Einstein”, perché non è per la via della “geometrizzazione” delle teorie, bensì per la via della “quantizzazione” delle teorie fisiche, che essa ha ottenuto i più importanti e spettacolari risultati (la stessa teoria gravitazionale RG è stata quantizzata, e di ciò che è avvenuto della sua relatività generale, Einstein ne rimarrebbe compiaciuto ma forse anche stupito). Riemann oltre allo studio generale degli spazi metrici curvi, diede anche importanti contributi alla fisica teorica. 


Egli, dimostrando che la geometria non-euclidea, in cui la somma degli angoli di un triangolo sia maggiore di 2 angoli retti, trovava una realizzazione sulla superficie di una sfera, forniva una dimostrazione della non contraddittorietà degli assiomi delle geometrie riemanniane. Eugenio Beltrami (Cremona 1835, Roma 1900, matematico ed accademico italiano, noto soprattutto per i suoi contributi alla geometria non-euclidea ed all'elettromagnetismo) intanto formulava i primi modelli di geometrie non-euclidee a curvatura costante. P. L. Dirichlet (Johann Peter Gustav Lejeune Dirichlet, Duren 1805, Gottingen 1859, matematico tedesco, noto per una parziale soluzione del grande teorema di Fermat per n=5 completata poi da Legandre) è noto per il criterio di convergenza di una serie a termini complessi, per l'integrale di Dirichlet importante nelle serie di Fourier (per i fenomeni vibratori-oscillatori e per la stabilità dei sistemi soggetti a forze conservative in meccanica razionale), e diede anche una progressione aritmetica contenente infiniti numeri primi. Mentre la geometria analitica (o “geometria in grande”) non subiva quasi cambiamenti, la geometria differenziale (o “geometria in piccolo”) mostrava importanti conseguenze dall'avvenuta unificazione della geometria realizzata anche da Riemann. Verso il 1865 Plucker in “Nuova geometria dello spazio” sosteneva che lo spazio poteva venir concepito anche composto da righe, ossia spazio rigato, oltre che pensato formato da punti, oppure composto da qualsiasi figura piana (prima concepita questa come formata di punti), mentre le dimensioni di questo spazio sarebbero state esattamente pari a quelle del numero dei parametri necessari a determinare il nuovo elemento. Se il nostro spazio ordinario 3-dim, viene considerato come un infinito mucchio infinitamente pressato di “fieno cosmico” ossia formato da fili di fieno infinitamente lunghi e di spessore infinitesimo, anziché in modo equivalente essere riempito da un mucchio di granelli di sabbia di diametro infinitesimo, allora anziché 3-dim, esso risulterà 4-dim. Nello stesso anno Cayley sviluppava analiticamente il suo sistema di piano cartesiano 2-dimensionale come uno spazio 5-dimensionale i cui elementi non erano punti ma coniche, uno spazio 5-dim di coniche. Felix Klein (Felix Christian Klein, Dusseldorf 1849, Gottinga 1925, matematico tedesco, noto per i suoi contributi alla geometria non euclidea, alla teoria dei gruppi, e per la bottiglia di Klein, tra i cui allievi a Monaco ricordiamo Adolf Hurwitz, Walther von Dyck, Karl Rohn, Carle Runge, Max Planck, Luigi Bianchi, Gregorio Ricci-Curbastro, ecc.), dopo che le intuizioni iniziali di Lagrange sulla teoria dei gruppi erano state sviluppate soprattutto attraverso il concetto di gruppi di sostituzione portando ad una teoria algebrica in sé completa, fu colpito dal concetto di gruppo per le sue possibilità unificatrici e ne divenne il massimo diffusore. Ripetiamo nuovamente e brevemente la definizione di gruppo: un insieme di elementi è un gruppo rispetto ad una definita operazione sui suoi elementi (operazione O per cui vale la proprietà associativa), se l'insieme è chiuso rispetto a quell'operazione O, ovvero applicando O ad alcuni elementi si ottiene sempre e soltanto un altro elemento dell'insieme; esiste l'elemento neutro (od elemento identità) e l'inverso (od elemento opposto) per l'operazione O. Gli elementi possono essere numeri (come per il gruppo aritmetico degli interi I), possono essere punti (come per un gruppo geometrico), possono essere trasformazioni (come per un gruppo algebrico o geometrico), possono essere i 12 o 24 simboli delle ore come per l'insieme che misura il tempo giornaliero ossia le ore del giorno, o qualsiasi altro insieme di elementi le cui proprietà astratte rispettano gli assiomi di teoria dei gruppi. 


L'operazione O può essere aritmetica (come l'addizione il cui elemento neutro è lo 0, o la moltiplicazione il cui elemento neutro è 1), o può essere geometrica (come la traslazione o la rotazione), oppure qualsiasi altra regola per la “combinazione logica-matematica” dei suoi elementi dell'insieme che dia come risultato un altro elemento appartenente all'insieme. Klein nel suo celebre discorso del 1872 (divenuto noto come “Erlanger Programme” o “Programma di Erlangen”), mostrò che il concetto generale di gruppo poteva ben essere utilizzato per caratterizzare le varie geometrie (è il manifesto di un programma di ricerca con il nome di Vergleichende Betrachtungen uber neuere geometrische Forschungen; Klein (allora ad Erlangen) propose una nuova soluzione al problema di come classificare e caratterizzare le geometrie basandosi sulla geometria proiettiva e la teoria dei gruppi; erano già state sviluppate geometrie non euclidee in quel tempo, senza però un'adeguata chiarificazione delle relazioni che intercorrevano tra loro, onde il suggerimento di Klein fu innovativo per tre ragioni: 1) la geometria proiettiva veniva evidenziata come il contesto unificante per tutte le altre geometrie da lui considerate, ed in particolare la geometria euclidea risultava più restrittiva della geometria affine che a sua volta era più restrittiva della geometria proiettiva; allora Klein suggerì che la teoria dei gruppi fosse lo strumento migliore per organizzare le conoscenze geometriche (ricordiamo che la teoria dei gruppi era già stata abbastanza ben sviluppata e già utilizzata circa 40 anni avanti nella teoria delle equazioni algebriche nella forma di teoria e gruppo di Galois); Klein disse che ogni linguaggio geometrico ha i suoi propri mezzi, per esempio la geometria proiettiva considera giustamente le sezioni coniche ma non cerchi od angoli in quanto non invarianti rispetto alle trasformazioni proiettive (questo già ben noto nella geometria prospettica); ed il modo in cui diversi linguaggi matematici della geometria si uniscono può essere spiegato dal modo in cui sottogruppi di un gruppo di simmetria si combinano tra loro). Allora un tipo di geometria diveniva lo studio delle proprietà degli elementi, ossia delle figure, aventi carattere invariante rispetto ad un particolare gruppo di trasformazioni. 


Come già detto, la geometria euclidea piana è allora lo studio delle figure (segmenti, angoli, superfici, ecc.) che rimangono invarianti rispetto al gruppo di trasformazioni di rotazione sinistrosa attorno al punto P di un angolo φ, rotazione destrosa attorno al punto Q di un angolo θ, traslazione di un tratto l lungo una retta r qualsiasi: ossia di trasformazioni di similitudine od anche di trasformazioni rigide. Le nuove coordinate degli elementi del piano dopo la trasformazione sono una combinazione lineare delle vecchie coordinate. L'operazione che “logicamente combina” 2 elementi del gruppo delle trasformazioni è l'operazione “esecuzione ordinata”, ovvero “applica l'elemento A, poi in successione applica l'elemento B, ecc.”, dove, per esempio, l'elemento A=traslazione di un tratto l, e l'elemento B=rotazione attorno al punto Po dell'angolo φo. Nella geometria euclidea piana succede dunque che, dopo una trasformazione rigida, le nuove coordinate sono legate alle vecchie da x'=ax+by+c, y'=dx+ey+f, dove ae-bd=1. Se invece, più generalmente, ae-bd diverso da 0 avremo un altro gruppo di trasformazioni, che non conserva le lunghezze dei segmenti, gli angoli tra semirette-rette, le aree delle superfici, ma per cui una conica (ellisse, iperbole, parabola) rimane ancora una conica delle stesso tipo (rispettivamente ellisse, iperbole, parabola). 


Questo gruppo di trasformazioni, studiato inizialmente da Mobius, è detto gruppo delle trasformazioni affini e caratterizza la geometria affine (che è più generale della geometria euclidea delle similitudini, essendo una geometria delle “affinità”), appunto perché un punto proprio-finito diventa un altro punto proprio-finito. Quindi la geometria euclidea, appunto, rappresenterebbe un caso particolare di geometria affine (oltre alle proprietà affini, infatti, gode anche della proprietà della similitudine); e la geometria affine sarebbe un caso particolare di geometria proiettiva. Infatti le trasformazioni proiettive nel piano si possono scrivere così x'=(ax+by+c)/(dx+ey+f), y'=(Ax+By+C)/(dx+ey+f), e se d=e=0, f=1, allora le trasformazioni proiettive divengono trasformazioni affini, ed il gruppo della geometria proiettiva diventa il gruppo della geometria affine. L'affinità è un'omografia tra due piani in cui si corrispondono le rette improprie (all'infinito), le rette parallele si trasformano in rette parallele, e le aree di superfici corrispondenti stanno in un rapporto costante (la costante di affinità); rientrano tra le affinità piane, le equivalente in cui la costante di affinità vale 1. 


Nelle similitudini, segmenti (e lati) corrispondenti sono in rapporto costante, il cui valore assoluto è detto rapporto di similitudine, e se esso vale 1 la similitudine è pure una congruenza od uguaglianza. L'insieme di tutte le similitudini dotato dell'operazione di composizione, come già scritto, costituisce un gruppo, e lo studio delle proprietà degli elementi o figure che sono invarianti per trasformazioni di similitudine forma l'oggetto della geometria euclidea o geometria elementare. Tra le proprietà più interessanti delle trasformazioni proiettive vi è che una conica è trasformata in un'altra conica (ad esempio tutti saprebbero tramite un paralume acceso trasformare per proiezione su una parete dal punto-luce il contorno di un'ombra circolare in un contorno di un'ombra ellittica, ma pure iperbolica e parabolica), e che il birapporto o rapporto armonico rimane invariato per proiezione. Pappo aveva già osservato queste proprietà circa 1500 anni prima, ma egli non aveva la minima idea del concetto di gruppo per classificare i vari tipi di geometria, quando poi al tempo esisteva una sola Geometria. Per Pappo ed i matematici antichi, ciò era totalmente oltre il loro pensiero matematico, ed elementi come i punti impropri od all'infinito, o le rette improprie della geometria proiettiva erano per loro semplicemente  inconcepibili. Per essi, come già accennato, esisteva una sola ed unica geometria (la Geometria) i cui enti, figure, elementi, erano tratti dall'esperienza dello spazio fisico. 


Il Programma di Erlangen, un prodotto del sistema e dell'attività matematica del XIX sec, rappresentante la vetta raggiunta nell'”età eroica della geometria” e che perderebbe il suo significato se trasferito nell'antichità od anche nel medioevo, verso la fine dell'800 esercitò un vasto influsso sull'intero mondo dei matematici, mentre il concetto di gruppo valicava le frontiere del suo dominio matematico naturale, ed entrava operativamente anche nel campo della fisica teorica, e sappiamo che ebbe un tale seguito e successo che molti credettero che, non solo la geometrica (o l'algebra), ma tutta quanta la matematica sarebbe stata (riformulata) ed inglobata nella teoria dei gruppi. Il nome di Klein è oggi però ricordato anche in rapporto alla topologia, per una superficie ad una sola faccia più nota come otre o bottiglia di Klein descritta nel 1882, ossia una superficie “non-orientabile” ovvero per la quale non c'è distinzione interno-esterno, strettamente correlata al nastro di Mobius, e correlata alle immersioni del piano proiettivo reale come la superficie di Boy. Klein diede i nomi di geometria ellittica ed iperbolica alle geometrie corrispondenti, in cui un triangolo ha rispettivamente la somma degli angoli interni maggiore di 2 retti (ossia maggiore di π) e minore di 2 retti. E così in Germania, all'Università di Gottinga (Gottingen, nella Bassa Sassonia, ed oggi nel 2015 la omonima città avrà circa 120 mila abitanti), attraverso le ricerche di Gauss, di Riemann e di Klein, l'età d'oro della geometria moderna raggiunse il suo apice, dopo aver avuto un promettente inizio in Francia all'Ecole Polytechnique con l'opera di Lagrange, di Monge e di Poncelet. 


Dopo lo sviluppo della matematica della grandezza continua (di cui però ancora parleremo), ora iniziamo a seguire una via in un certo senso opposta, ossia assisteremo al ritorno alle radici, alle origini, ossia mostreremo rapidamente la sua aritmetizzazione, su un piano ed una base di maggior spessore e solidità... lungo un percorso che condurrà alla convinzione odierna per cui tutta la matematica non sarebbe altro che un colossale e mostruoso sistema di equazioni algebriche con “grandi problemi di inversioni di matrici” (cui però stanno dando un fondamentale contributo i grassi calcolatori elettronici). Per von Neumann una fase avanzata di tale processo finirà inevitabilmente in un algoritmo aritmetico di super-colossali dimensioni (se ogni concetto più complesso di quelli della teoria aritmetica, ovunque esso si presenti, venisse sostituito con la definizione della definizione... della definizione, e come pure dimostrerebbe un colossale programma automatico di simulazione della realtà). E' forse il ritorno all'identico?... di ciò che è perché così fu (!)... perché e finché qualcosa o tutto resti uguale?. E se nulla può rimanere identico a se stesso, e le grandi regole mutano, è forse un ritorno ad un ordine a cui si rimane pur sempre ancorati come ad un fondamento? Boh!, anche perché non ho capito bene cosa ho scritto. Torneremo allora a vedere i risultati del pensiero matematico nel 5000 d. C. od anche oltre. 


Partito dalla razionalità greca, dal logos, il calcolo divenuto grande algoritmo, come vedremo, passerà però attraverso una fase nella quale quella base si rivelerà di ghiaccio fragile a sostenere l'intero edificio. Storicamente l'analisi, ossia lo studio dei processi infiniti per cui sono necessari i metodi infinitesimali, era stata concepita da Newton e da Leibniz come una disciplina matematica concernente grandezze continue, come lo sono le lunghezze, le aree, le velocità, le accelerazioni, ecc., proprio perché serviva per la grandezza continua coi numeri reali R, per calcolare tangenti-velocità-derivate e quadrature-aree-integrali; mentre all'opposto, la teoria dei numeri evidentemente aveva, come suo campo naturale elettivo, l'insieme discreto dei numeri interi I. Bolzano fu il primo a tentare di dimostrare aritmeticamente, o con procedimenti aritmetici, proposizioni, come il teorema di posizione, che quasi tutti i matematici avrebbero associato esclusivamente alle proprietà delle funzioni continue. Plucker successivamente aveva aritmetizzato la geometria analitica. La teoria dei gruppi nasceva applicata ad insiemi discreti di elementi, ma poi Klein unificò in parte gli enti discreti con quelli continui, sotto il concetto generale di gruppo. Sophus Lie (Marius Sophus Lie, Nordfjordeid 1842, Oslo 1899, matematico norvegese, noto soprattutto per il suo contributo alla teoria della simmetria continua (e l'inizio della sua applicazione allo studio della geometria e delle equazioni differenziali) ovvero la più importante invenzione di Lie è quella dei gruppi di trasformazione continui (ora chiamati gruppi di Lie) che possono essere compresi linearizzandoli e studiando i relativi campi vettoriali generati (generatori infinitesimali), laddove i generatori sono soggetti ad una versione linearizzata del gruppo (ora detti commutatori) la cui struttura è detta algebra di Lie, molto importanti anche in meccanica quantistica; inoltre nel 1882 fondò la prestigiosa rivista matematica Acta Mathematica), cui si deve l'invenzione delle trasformazioni di contatto, studiò appunto la teoria  dei gruppi continui di trasformazione (chiamati, come detto, gruppi di Lie) che vantaggiosamente applicò alla teoria delle equazioni differenziali. Questa tendenza a trovare correlazioni, se non l'unificazione, tra le varie branche della matematica, è un aspetto della ricerca matematica della seconda metà dell'800, di cui l'aritmetizzazione dell'analisi (espressione già da tempo qui utilizzata, ma in realtà coniata dallo stesso Klein nel 1895) rappresenta un passaggio culminante. 


Il concetto centrale dell'analisi matematica, almeno da Eulero in poi, è quello di funzione matematica (prima funzione di variabile reale di cui molto si deve ad Eulero, e poi di variabile complessa con i lavori di Cauchy-Riemann-von Neumann), ed in relazione alla sua chiarificazione-delucidazione si accelerò proprio il processo di aritmetizzazione.  Prima della metà del '700 si erano manifestate varie tendenze sul modo corretto per rappresentare le funzioni, in connessione col famoso problema della corda vibrante, quando Eulero e d'Alembert avevano trovato la soluzione in forma “chiusa (od analitica chiusa) facendo uso di 2 funzioni arbitrarie (non necessariamente periodiche), mentre Daniel Bernoulli aveva dato la medesima soluzione espressa però da una serie (infinita) di funzione trigonometriche (ortogonali, come lo sono seno e coseno) implicanti la periodicità (con una frequenza fondamentale fo e tutte le armoniche nf per n intero maggiore di 2) per cui inizialmente questa soluzione bernoulliana corretta fu ritenuta meno generale, fino a che J. B. Fourier (Jean Baptiste Joseph Fourier, Auxerre 1768, Parigi 1830, matematico e fisico francese, come detto noto soprattutto per la serie e la trasformata e per la legge sulla conduzione del calore) invece dimostrerà che entrambe le soluzioni della corda vibrante sono ugualmente generali ed equivalenti. Il suo studio delle funzioni, iniziò nel 1822 con l'opera per cui vinse il premio bandito da Acadèmie des Sciences per un saggio sulla teoria del calore, e per cui ancora oggi è soprattutto conosciuto, ossia l'opera “Thèorie analytique de la chaleur” o “Teoria analitica del calore” (Théorie analytique de la chaleur, Parigi, Firmin-Didot, 1822), definita da Kelvin “un grande poema matematico” ma molto contestata specialmente da Laplace e Lagrange, contenente la legge di Fourier del calore, da lui già proposta nel 1815, la quale afferma che la quantità di calore Q che transita è proporzionale all'area della superficie S perpendicolare alla direzione x di trasferimento, moltiplicato per l'intervallo di tempo di transito e per la derivata parziale della temperatura T rispetto a x; oppure il flusso di energia termica Jx (energia per unità di area ed unità di tempo, joule/m quadro sec=watt/m quadro) nella direzione x è uguale all'opposto della conduttività termica k del materiale (energia/(lunghezza tempo temperatura)=joule/m sec °K) per la derivata parziale di T rispetto a x (tale derivata è pure detta gradiente di T nella direzione x). Il principale contributo di Fourier alla matematica (del quale abbiamo già scritto, riguardante la serie, l'integrale e la trasformata di F.), consiste nell'idea (già intuita da D. Bernoulli) che ogni funzione f(x) di variabile reale, sotto condizioni assai più generali che non quelle per la serie di Taylor, può venir sviluppata e rappresentata in una serie di funzioni sen(nx) e cos(nx) di argomenti multipli del fondamentale x (o 2πfx, o 2πft, dove f è la frequenza fondamentale e nf le sue armoniche). 


Dirichlet, nel 1837, diede una definizione  più ampia e generale di funzione basata sulla corrispondenza o relazione tra y e x, e portò la prima dimostrazione rigorosa della convergenza della serie di Fourier. Mentre Eulero aveva trovato certe connessioni tra algebra e teoria dei numeri, Dirichlet applicò l'analisi alla teoria dei numeri nella teoria delle serie numeriche, e Riemann ampliò tali studi trovando molti teoremi, come quelli sulla sua funzione zeta; i primi risultati riguardanti la funzione zeta furono ottenuti da Eulero ma il suo nome deriva da Riemann in quale nel testo Uber die Anzahl der Primzahlen unter einer gegebenen Grosse del 1859 avanzò l'ipotesi di una relazione tra gli zeri della funzione zeta e la distribuzione dei numeri primi nella serie dei numeri interi I, ossia avanzò la celebre congettura di Riemann; la funzione zeta riveste una fondamentale importanza nella teoria analitica dei numeri e ha applicazioni in fisica, in teoria della probabilità ed in statistica, ed è definita come la serie Dirichlet Z(s)=1/1(elev s)+1/2(elev s)+1/3(elev s)+1/4(elev s)+...=sommatoria su n, da 1 ad infinito, di 1/n(elev s), per ogni numero complesso s di parte reale Re(s) maggiore di 1 (perché sia convergente), ma si può prolungare analiticamente ad una funzione olomorfa su tutto il piano complesso ad eccezione di 1 dove ha un polo di indice unitario (Z è scritto usualmente in corrispondente lettera greca; possiamo dire che la funzione zeta ha importanza per la teoria analitica dei numeri ma non per la teoria delle funzioni analitiche che in questo libro come pure nelle applicazioni è molto più importante, anche se fare scoperte sulle funzioni analitiche non porterà mai agli autori tutta quell'importanza rispetto a qualche scoperta od a qualche “stronzata” sulla funzione zeta). 


Gli interessi matematici di Riemann, definito dalla fertile immaginazione, spaziavano dalla geometria, alla teoria dei numeri, all'analisi, ed in tale campo abbiamo già scritto della sua teoria dell'integrazione, dell'equazione di monogenia ossia equazione di Cauchy-Riemann le cui soluzioni sono tutte le funzioni analitiche, delle superfici di Riemann quale schema geometrico ingegnoso per rendere uniforme una funzione complessa che nel piano gaussiano ordinario sarebbe polidroma. Dall'intera produzione matematica possiamo notare la profonda intuizione geometrica di Riemann, anche nel campo dell'analisi, così contrastante con la tendenza all'aritmetizzazione di Weierstass il cui metodo analitico era detto “della dimostrazione”, mentre quello di Riemann venne definito “della scoperta”. Per impostazione logica, Russell scrisse che Riemann rappresentava il degno predecessore immediato di Einstein, la cui teoria della relatività generale RG ebbe bisogno, oltre che della teoria del calcolo tensoriale, anche delle geometrie riemanniane, come s'è già detto. Mentre l'analisi richiede una classe più generale di numeri, ossia i numeri reali R, la teoria dei numeri si era sempre occupata dei numeri interi I, o dei rapporti di interi m/n ossia definiti sul campo Q quali soluzioni dell'equazione ax+b=0 dove i coefficienti a e b sono interi. Sappiamo che, mentre le radici di un'equazione algebrica di 2° grado a coefficienti m e m/n sono costruibili con riga e compasso (e lo sapeva già Euclide), le radici di un'equazione algebrica di grado n maggiore di 2 a coefficienti interi non sono costruibili con metodi euclidei: tutte queste radici rappresentano numeri algebrici (ossia razionali, od irrazionali algebrici). 


Ma gli irrazionali algebrici non sono affatto tutti gli irrazionali, e Liuoville nel 1844 costruì una vasta classe di nuovi numeri irrazionali non algebrici, detti numeri di Liouville (ossia irrazionali trascendenti di Liouville). Ma la classe dei numeri irrazionali trascendenti è “infinitamente” più vasta, e ad essa appartengono il numero “e” (la natura trascendente di e fu dimostrata da Charles Hermite (Dieuze 1822, Parigi 1901, matematico francese che diede importanti contributi a teoria dei numeri, polinomi ortogonali, forme quadratiche, teoria degli invarianti, funzioni ellittiche ed all'algebra, e noto soprattutto perché fu il primo a dimostrare che la costante e, ossia la base dei logaritmi naturali, è un numero trascendente), ed il numero “π” di cui poi s'interessò Ferdinand von Lindemann usando i metodi di Hermite per dimostrare nel 1837 il teorema secondo il quale π è trascendente; 


riportiamo il numero e con le sue prime cifre decimali: 2.71828182845904523536028747135266249775724709369995957496696762772407663035354759457138217852516642742746639193200305992181741359662904357290033429526059563073813232862794349076323382988075319525101901157383418793070215408914993488416750924476146066808226480016847741185374234544243710753907774499206955170276183860626133138458300075204493382656029760673711320070932870912744374704723069697720931014169283681902551510865746377211125238978442505695369677078544996996794686445490598793163688923009879312773617821542499922957635148220826989519366803318252886939849646510582093923982948879332036250944311730123819706841614039701983767932068328237646480429531180232878250981945581530175671736133206981125099618188159304169035159888851934580727386673858942287922849989208680582574927961048419844436346324496848756023362482704197862320900216099023530436994184914631409343173814364054625315209618369088870701676839642437814059271456354906130310720851038375051011574770417189861068739696552126715468895703503540212340784981933432106817012100562788023519303322474501585390473041995777709350366041699732972508868769664035557071622684471625607988265178... . E' proprio per via dei numeri irrazionali trascendenti (i quali sono di numero “infinitamente maggiori” degli irrazionali algebrici, ma che insieme formano la vasta classe degli irrazionali), che i numeri reali posseggono la continuità più “perfetta” e completa che esista ed anche la massima continuità che si possa immaginare. La natura irrazionale trascendente di π, come appena detto, fu dimostrata solo nel 1882 da C. L. F. Lindemann (Carl Louis Ferdinand von Lindemann, Hannover 1852, Monaco di Baviera 1939, matematico tedesco, appunto noto soprattutto per la sua dimostrazione della trascendenza di π pubblicando i risultati nel 1882 e ponendo termine in tale anno alla millenaria questione della quadratura del cerchio con riga e compasso (trovare una formula razionale od irrazionale algebrica per l'area del cerchio e dunque pure di π), ma precedentemente Lindemann aveva già dimostrato che se π fosse stato trascendente allora l'antico problema della quadratura del cerchio sarebbe stato irrisolvibile), avvalendosi dei risultati di Eulero, di Liouville, e come detto anche di Hermite. 


E così, concludiamo, anche il 3° dei 3 famosi problemi dell'antichità (oltre alla duplicazione del cubo ed alla trisezione dell'angolo) trovava soluzione: perché sia possibile ottenere la quadratura del cerchio con riga e compasso, ossia con strumenti geometrici euclidei (od equivalentemente con la soluzione di un'equazione algebrica di 2° grado che possiede radici razionali od irrazionali algebriche), il numero π, come detto, dovrebbe essere radice di un'equazione algebrica di cui una soluzione sia esprimibile come una radice quadrata, ma dato che π non è un numero irrazionale algebrico, l'area del cerchio non sarà mai esprimibile come equivalente all'area di un quadrato (o di un poligono equivalente) il cui lato sia soluzione di un'equazione algebrica, ossia il cerchio non sarà mai quadrabile secondo regole geometriche classiche euclidee. C. Hermite era considerato il più importante matematico nel campo della teoria delle funzioni, almeno dopo Cauchy, e fra i suoi risultati ricordiamo pure la soluzione dell'equazione di 5° grado ottenuta per mezzo delle funzioni ellittiche, ricordiamo anche i cosiddetti polinomi di Hermite, il problema di Hermite, la definizione di matrice hermitiana H(r,s) la quale coincide con la propria trasposta coniugata. 


Le matrici di Hermite sono fondamentali nella trattazione della meccanica quantistica; anche gli operatori hermitiani (di cui H(r,s) sono particolari rappresentazioni) sono fondamentali nella meccanica quantistica, nella cui formulazione le grandezze fisiche osservabili (le grandezze classiche posizione, velocità, quantità di moto, energia, ecc.) vengono rappresentate da operatori hermitiani H; infatti ad una grandezza fisica misurabile è associato un operatore hermitiano detto osservabile i cui autovalori (ossia lo spettro dell'operatore) rappresentano i possibili risultati della misura, ma una volta fissato il valore dell'autovalore a, generalmente lo stato ψ(x) non è ben determinato poiché possono esistere diversi stati (rappresentati da vettori nello spazio di Hilbert) linearmente indipendenti relativi allo stesso autovalore a. 


Gli anni '70 dell'800 furono molto importanti per l'aritmetizzazione dell'analisi, ad opera di H. C. R. Charles Mèray (Hugues Charles Robert Méray, Chalon-sur-Saone 1835, Digione 1911, matematico francese, noto per una teoria aritmetica inerente all'insieme dei numeri irrazionali-reali riproposte nel 1872 in Nouveau précis d'analyse infinitésimale), Karl Weierstrass (Karl Theodor Wilhelm Weierstrass, Ostenfelde 1815, Berlino 1897, matematico tedesco spesso denominato "padre dell'analisi moderna"), Heinrich E. Heine (Heinrich Eduard Heine, Berlino 1821, Halle 1881, matematico tedesco, noto per i suoi contributi alla teoria delle funzioni continue, allievo di Gauss, Dirichlet e Weierstrass, conosciuto anche per i teoremi di Heine-Borel e Heine-Cantor, oltre alla prima definizione di continuità uniforme (caso particolare di funzione continua in cui una piccola-infinitesimale variazione di x comporta una piccola-infinitesimale variazione dell'immagine f(x), a cui per la continuità uniforme si aggiunge che una piccola-infinitesimale variazione di x comporta una piccola-infinitesimale variazione di f(x) dipendente solo dalla variazione di x ed invece indipendente dal valore di x), Georg Cantor (Georg Ferdinand Ludwig Philipp Cantor, San Pietroburgo 1845, Halle 1918, matematico tedesco, padre della moderna teoria degli insiemi comprendenti i numeri transfiniti ed i numeri cardinali ed ordinali), e Julius W. R. Dedekind (Julius Wilhelm Richard Dedekind, Braunschweig 1831, Braunschweig 1916, matematico tedesco, noto per i suoi importanti contributi alla teoria dei numeri insieme ad Ernst Eduard Kummer). Si era infatti pervenuti alla vetta di 50 anni di ricerche intorno alla natura della funzione e del numero, inizianti nel 1822 con la teoria del calore di Fourier, e col primo tentativo del 1822 effettuato da Martin Ohm (Erlangen 1792, Berlino 1872, matematico tedesco, laureatosi in matematica nel 1811 all'università di Erlangen-Norimberga dove ebbe come insegnante Karl Friedrich von Langsdorf, nel 1824 divenuto professore assistente all'Università di Berlino e nel 1839 professore ordinario (tra i suoi studenti vi furono Lazarus Immanuel Fuchs, Eduard Heine e Rudolph Lipschitz), noto perché fu il primo a sviluppare completamente la teoria dell'esponenziale a(elev b) con a e b entrambi numeri complessi z, e perché gli viene attribuito l'introduzione del nome “sezione aurea” (1.61803...); aggiungendo che era fratello minore di Georg Ohm (Georg Simon Alfred Ohm, Erlangen 1789, Monaco di Baviera 1854, fisico e matematico tedesco, il quale iniziò le sue ricerche con la nuova cella elettrochimica ossia la pila chimico-elettrica inventata da Alessandro Volta, notando la proporzionalità diretta tra differenza di potenziale o tensione elettrica V applicata ad un conduttore e corrente elettrica I risultante che porta alla legge di Ohm) in questo libro scienziato anche più presente) di ridurre tutta l'analisi all'aritmetica nella sua opera “Tentativi di costruire un sistema completamente coerente della matematica”, mentre non si era ancora raggiunta la piena fiducia sulla certezza della convergenza di serie di potenze e di funzioni ortogonali, oltre a disturbare se non turbare la mancanza di precisione nel concetto di “numero reale”. 


Nonostante Klein definisse Bolzano “il padre dell'aritmetizzazione”, il rigore fu “formalmente” introdotto da Cauchy le cui ricerche erano però ancora sovraccariche di “intuizioni geometriche”, e formalmente e sostanzialmente ereditato, seguendo le orme di Bolzano, anche da Weierstrass e fatto proprio. Sia Bolzano che Weierstrass portarono esempi di funzioni continue ma non differenziabili, e Riemann di funzione discontinua in un numero infinito e numerabile di punti della quale tuttavia esisteva l'integrale, dando una definizione più precisa di integrale definito in termini di estremo inferiore dell'insieme delle somme integrali superiori quando questo si identifichi con l'estremo superiore dell'insieme delle somme integrali inferiori, mentre Cauchy lo aveva identificato con l'area sotto la curva y=f(x) facendo ancora sostanzialmente ricorso alla sua “sensibilità geometrica”. Si possono dare definizioni di integrale ancora più generali, ma quelle che riportano i nostri manuali d'analisi sono, per la gran parte, le definizioni di Riemann e di Lebesgue (normalmente i valori delle integrazioni eseguite con la tecnica di Riemann e con la tecnica di Lebesgue coincidono a parte gli integrali di funzioni eccezionali per cui esiste l'integrale secondo Lebesgue ma non secondo Riemann). Passò mezzo secolo dalle ricerche di Bolzano agli studi di Weierstrass, ma a suggellare l'unità degli sforzi volti a raggiungere il maggior rigore possibile, un famoso teorema porta il nome di entrambi: il teorema di Bolzano-Weierstrass (già dimostrato da Bolzano, probabilmente già conosciuto da Cauchy, ma ridimostrato e reso noto da Weierstrass). 


Fu proprio mentre cercava di estendere le condizioni di convergenza imposte da Dirichlet alla serie generale di Fourier (che Cauchy ritenne di essere riuscito a dimostrare in ciò però criticato da Dirichlet e Lagrange), che Riemann sviluppò il suo importante concetto di integrale (utilizzato poi dai matematici fino all'avvento del nuovo metodo di integrazione di Lebesgue). Il giovane allievo di Riemann, Hermann Hankel (Halle 1839, Schramberg 1873, matematico tedesco, che ha lavorato con Mobius, Weierstrass e Kronecker oltre che con Riemann, e noto per essere stato il primo ad aver riconosciuto l'origine indo-arabica del sistema di numerazione europeo "Non si può negare che la matematica moderna rassomigli più ai contributi indiani che a quelli greci"), in “Teoria dei sistemi di numeri complessi”, sosteneva che “la condizione per costruire un'aritmetica universale è una matematica puramente concettuale, liberata da ogni intuizione”, ed i numeri reali andavano concepiti come “strutture concettuali” invece che pensati ereditati dalla geometria dello spazio, mentre in Inghilterra gli algebristi, come vedremo, avevano già imboccato questa strada in campo algebrico. 


Bolzano (col concetto di spazio) e W. R. Hamilton (William Rowan Hamilton, Dublino 1805, Dublino 1865, matematico, fisico ed astronomo irlandese, apprezzato per le sue capacità matematiche fin dalla giovane età, noto soprattutto per la riformulazione della meccanica newtoniana sotto forma di sistema canonico hamiltoniano il cui operatore è importante in meccanica razionale ed in meccanica quantistica), (col concetto di tempo), avevano già tentato di sviluppare la teoria dei numeri reali come limiti di successioni di numeri razionali. Il nome di Hamilton, come appena accennato, è soprattutto legato alla sua elaborazione di una formulazione generale delle equazioni newtoniane del moto dei sistemi dinamici, ossia il sistema hamiltoniano o sistema canonico (che introduce la funzione hamiltoniana H ed individua lo stato meccanico di un sistema a n gradi di libertà mediante 2n coordinate, n coordinate di Lagrange qk e n impulsi pk) della meccanica analitica (parte fondamentale della meccanica razionale), la quale studia il coordinamento delle leggi meccaniche (dedotte sperimentalmente dai fenomeni fisici) in una struttura teorica, omogenea e coerente, in moto tale che risultino deducibili per via puramente matematica da un numero ristretto di postulati generali o principi. 


Tra i primi ad affrontare il vero punto cruciale del problema del continuo, nel 1869 Mèray richiamava l'attenzione su un fatale vizio nel procedimento logico, ossia una petitio principii, di cui si erano resi responsabili i matematici da Cauchy in poi, consistente nel definire il limite di una successione come un numero reale (dovendo essere punto di accumulazione), e poi nel definire il numero reale come il limite di una successione (di numeri razionali). Mèray allora eliminò ogni riferimento alla condizione esterna di convergenza ossia ogni riferimento al numero reale S; usando solo il criterio di convergenza interna di Bolzano-Cauchy, dove n, p, ε, sono numeri razionali, è possibile definire la convergenza senza far riferimento ai numeri irrazionali. Weierstrass, volendo separare analisi da geometria, per dare una definizione di numero reale (ossia di numero irrazionale trascendente) che fosse indipendente dal concetto di limite, (forse come sembrò fare anche Mèray) risolse la questione dell'esistenza del limite di una successione convergente facendo della successione stessa il limite, ovvero quel numero (anche se egli definiva i numeri irrazionali più genericamente come aggregati di numeri razionali, invece che limitatamente come successioni ordinate di numeri razionali). 


Heine suggerì alcune semplificazioni al terzo programma di aritmetizzazione iniziato da Cantor, che portò al cosiddetto sviluppo di Cantor-Heine, ed anche in tal caso successioni convergenti che non convergevano verso nessun numero razionale venivano considerate come definenti numeri irrazionali. Nel 1872 compariva in “Continuità e i numeri irrazionali” (Stetigkeit und irrationale Zahlen) ad opera di Dedekind, per dare una più rigorosa definizione di irrazionali, il 4° e più conosciuto metodo. Convinto pure lui che il concetto di limite dovesse far ricorso esclusivamente a nozioni aritmetiche, Dedekind si chiese in che cosa una grandezza geometrica continua si distinguesse dai numeri razionali m/n (ovvero cosa veramente distinguesse una retta numerica dalla serie numerica di razionali). Galileo e Leibniz avevano ritenuto che la “continuità” dei punti di una retta fosse dovuta alla loro “densità”, ossia alla circostanza per cui tra due comunque vicini di essi, ne esistesse sempre un terzo e quindi infiniti altri (oggi questa si chiama densità ma non basta certo a definite od a rappresentare la continuità), ma Dedekind dal 1858 (quando si era trasferito ad insegnare al Politecnico di Zurigo e poi quando il Collegium Carolinum verrà trasformato in una Scuola tecnica superiore e vi insegnerà dal 1862 per i successivi 50 anni i più produttivi della sua vita) riflettendo sulla questione giunse a comprendere che l'essenza della continuità di una retta numerica, di un segmento, invece di essere dovuta ad una qualche forma di densità-consistenza-concentrazione-compattezza dei suoi elementi, era piuttosto dovuta ad una proprietà esattamente contraria a questa, ossia era dovuta alla sua divisibilità, alla sua “capacità-possibilità” di essere diviso-suddiviso-sezionato-partizionato in due parti, ossia in due classi contigue di numeri A e B, da un suo elemento o punto. Ammettendo quello che oggi è chiamato assioma di Cantor-Dedekind, egli si rese conto che per ogni divisione dei numeri razionali in due classi contigue A e B tale che ogni numero della prima classe A sia minore di ogni numero della seconda classe B, e tale che tutti i numeri razionali trovassero posto od in A od in B, allora v'è un numero reale, e soltanto uno, che produce questa “schnitt” ossia questa “sezione” di Dedekind. Se la classe inferiore A ha un massimo, od alternativamente se la classe superiore B ha un minimo, tale sezione definisce un numero razionale (ossia il massimo od il minimo suddetti), ma se A non ha massimo e congiuntamente B non ha minimo, allora la sezione, su tutti i numeri razioni collocati in A ed in B, definirà un irrazionale (ovvero non definirà un bel niente a meno che noi preventivamente non abbiamo introdotto un assioma che postuli tali numeri irrazionali). Circa 30 anni dopo, Russell dimostrò che la definizione poteva far riferimento solo ad A o solo a B. Così il numero reale risultava finalmente una costruzione astratta e puramente concettuale (diremmo più logica che geometrica). 


Dunque possiamo affermare che la sezione di Dedekind è una partizione di un insieme E totalmente ordinato in 2 sottoinsiemi, A contenente un elemento di E e tutti i predecessori, e B quale insieme complementare residuo, entrambi non vuoti, mediante la quale è possibile definire e costruire i numeri reali R a partire dai razionali Q. 


Dedekind enunciò anche uno dei tanti assiomi di continuità, essendo la continuità una proprietà di un'applicazione di uno spazio topologico E in uno spazio topologico F, consistente nella circostanza che punti vicini in E vengono trasformati in punti vicini in F. Nel mio libro maggiore sono date le definizioni complete e corrette di continuità, della composizione di funzioni continue, di continuità uniforme, di funzione semicontinua inferiormente o superiormente, di funzione reale di variabile reale assolutamente continua, e di equicontinuità. 


Il postulato della continuità della retta (dovuto a Dedekind), afferma che se A' ed A'' sono due insiemi di punti di una retta orientata, tali che ogni punto di A' preceda ogni punto di A'', e che, comunque sia fissato un segmento esiste sempre un segmento minore avente un estremo in un punto di A' e l'altro estremo in un punto di A'', allora esiste un ben determinato punto sulla retta che non precede nessun punto di A' e non è preceduto da nessun punto di A'', e con ciò si stabilisce una corrispondenza biunivoca tra l'insieme dei numeri reali e l'insieme dei punti di una retta (detta per questo retta numerica). Abbiamo visto il perfezionamento della definizione di limite in Weierstrass con l'accettazione di quella che viene a volte definita la “teoria statica della variabile”, eliminando quelle espressioni come “valori successivi”, o “avvicinarsi indefinitamente”, o ”così piccolo quanto si vuole”, le quali per quanto convincenti psicologicamente, pedagogicamente ed esteticamente, nondimeno sono prive di ogni precisione logica e matematica (e così vale per le altre espressioni inutilmente usate in analisi matematica, come “intervallino”, “areola”, ecc., e tante altre “stupidaggini” dello stesso genere). Heine nel 1872, dava una “fredda”, “antipsicologica” e precisa definizione in cui non veniva fatto alcun cenno ad entità che fluiscono generando grandezze di dimensione superiore, non si faceva alcun ricorso a punti e linee in movimento, né si parlava di quantità che divengono infinitamente piccole, bensì essa conteneva solo numeri reali e faceva uso solamente delle operazioni di addizione e sottrazione oltre alla relazione di < (“minore di”). Weierstrass e Heine estromisero dal calcolo infinitesimale la nozione di variabilità e resero superfluo il consueto e persistente ricorso a “quantità infinitesime fisse”. 


Oggi, analogamente a quella di Weierstrass, nei nostri manuali la definizione di limite di una funzione è del tipo delta-epsilon, δ-ε. Ed è in questo periodo (anni '70-80 del XIX sec) che matura l'Età del rigore, ossia una consapevolezza di maggior rigore che la matematica dei secoli precedenti non aveva mai avuto. E la coerenza e la precisione logica delle definizioni che ha raggiunto l'analisi matematica (denominata nell'800 “calcolo sublime” dai matematici italiani). Come abbiamo voluto scrivere, tale settore della matematica inizialmente si precisa meglio attorno al concetto di funzione (di variabili reali), sviluppato nel '700 in particolare da Eulero per l'analisi del problema della corda vibrante. 


Verranno date altre definizioni, come quella di Arbogast (Louis Francois Antoine Arbogast, Mutzig 1759, Strasburgo 1803, matematico francese), di M- J. Condorcet, di S. F. Lacroix, mentre Lagrange sviluppava la sua teoria delle funzioni. Abbiamo visto la notevole importanza rivestita dalla teoria della propagazione del calore, negli anni '20 dell'800, in connessione col concetto di funzione, con gli studi di J. B. Fourier, poi J. B. Biot (Jean-Baptiste Biot, Parigi 1774, Parigi 1862, fisico e matematico francese, ma noto specialmente per gli studi della relazione tra corrente elettrica e magnetismo e conseguente legge di Biot-Savart che dà il campo magnetico B (densità di campo magnetico) di un filo rettilineo percorso da corrente I in CGS o SI), P. S. Laplace, ed anche di A. L. Lavoisier.   A. L. Cauchy e B. Bolzano avvertono per primi l'esigenza di maggior rigore e coerenza nei ragionamenti, nelle definizioni e nei procedimenti matematici del nuovo calcolo. Era pure diffusa l'opinione che questa matematica dell'infinitesimale e dell'infinito sarebbe stata completamente compiuta dalle opere secolari ed immortali dei Bernoulli, di d'Alembert, di Eulero, di A. C. Clairaut, di P. L. Maupertuis, ed anche di A. Fontaine (Alexis Fontaine des Bertins, Claveyson 1704, Cuiseaux 1771, matematico francese, maestro di Jean-Jacques de Marguerie), ecc., senza presagire gli sviluppi futuri del '900 e dei secoli successivi. Abbiamo scritto delle precisazioni nei criteri di convergenza delle serie di potenze e della serie di Fourier, rimediando alla scarsa accuratezza di Cauchy e di S. D. Poisson. 


Lungo questa via risultarono necessari gli studi di P. G. L. Dirichlet e di B. Riemann, fino al lavoro di ricostruzione rigorosa dell'analisi effettuato da K. Weierstrass.  Weierstrass fu allievo nel 1839-40 di C. Gudermann (Christoph Gudermann, Vienenburg 1798, Munster 1852, matematico tedesco, noto per aver introdotto la funzione gudermanniana ed il concetto di convergenza uniforme) interessato alle funzioni ellittiche ed iperboliche e che appunto ricordiamo per la funzione gudermanniana u(x) la quale soddisfa l'equazione tanu=Sinhx, e Weierstrass fu reso consapevole dell'utilità della rappresentazione di una funzione mediante una serie di potenze. Nello studio della convergenza uniforme, Weierstrass mostrò che una serie convergente a f(x), uniformemente convergente, era integrabile termine a termine, oltre che differenziabile termine a termine la quale converge a f'(x), come avevano già dimostrato molti matematici. Il concetto di convergenza uniforme è stato elaborato indipendentemente, oltre che da Weierstrass, anche da Cauchy forse fin dal 1853 a 4 anni dalla morte, poi da G. G. Stokes nel 1847, e da P. L. V. Seidel (Philipp Ludwig von Seidel, Zweibrucken 1821, Monaco di Baviera 1896, matematico tedesco, noto soprattutto per il metodo di risoluzione dei sistemi di equazioni detto Gauss-Seidel) nel 1848. 


Stokes è ricordato soprattutto per la famosa legge di Stokes che consente di determinare la velocità limite raggiunta da un corpo (di piccole dimensioni, ad esempio una goccia di pioggia) durante la sua caduta libera in un mezzo viscoso, e per il teorema di Stokes o teorema del rotore legato alla circuitazione di un vettore che trasforma un integrale di linea in un integrale di superficie, e viceversa. Nel campo delle funzioni analitiche w è noto il metodo di Weierstrass detto del prolungamento analitico di w=f(z). Egli definì una funzione analitica come una serie di potenze accompagnata da tutte quelle che sono ottenibili da essa mediante il prolungamento analitico: metodo di evidente importanza nel campo della fisica matematica, dove le soluzioni delle equazioni differenziali spesso sono possibili solo per serie. 


Nel linguaggio comune il termine rapporto (da rapportare), può significare “mettere a confronto diretto”, ma in modo più o meno esatto e preciso, mettere a confronto due quantità o due grandezze, ossia può significare una relazione in quanto può implicare una “connessione” più o meno oggettiva fra fatti della realtà od idee del pensiero, mentre, sempre nel linguaggio matematico comune, il rapporto indica il “quoziente” tra 2 grandezze omogenee (come tra 2 lunghezze, tra 2 aree, tra 2 capacità, ecc.); a volte è anche simile al significato di coefficiente, fattore o modulo. Quanta strada però ha percorso, nella sua evoluzione, tale concetto!  Per i greci λεγειν voleva significare soprattutto l'operazione del riunire, del radunare, del raccogliere opportunamente e del legare; poi anche quello di calcolo e computazione, di relazione, di corrispondenza, e di “rapporto” (in latino “ratio”). Sappiamo che il significato di logos (λογος) si estendeva infine ad indicare anche la “parola” ed il “verbo”, e l'equilibrio che regna negli elementi e nei componenti della natura. Il logismos (calcolo) esprimeva per la via aritmetica, ciò che andava oltre la percezione sensibile. 


Nella geometria, così fondata sull'intuizione dello spazio, il logos-λογος era sinonimo di proporzione, di equivalenza, di possibilità di divisione, trasformazione, composizione: vediamo ciò anche in Euclide, dove λογος è legato ai concetti di αριθμος e di μεγαθος, per il quale il rapporto fra 2 grandezze omogenee è inscindibile dalla (loro) quantità, e per il quale 2 grandezze hanno un dato rapporto se moltiplicate convenientemente si possono superare reciprocamente in grandezza. Negli Elementi troviamo i rapporti tra numeri ed i rapporti tra grandezze geometriche (sapendo che tutti i numeri sono pensabili e considerabili come delle grandezze geometriche, segmento AB (o meglio pensabili come quantità di misura di grandezze geometriche e di segmenti AB), ma non tutte le grandezze geometriche possono essere pensate e rappresentate numericamente, ciò per i greci). Nella sua teoria dei numeri reali, della continuità numerica (ma anche geometrica), realizzando l'estensione dei numeri dai razionali ai reali, Dedekind avrà in parte in mente gli Elementi di Euclide, il suo rapporto e le sue proporzioni (costruibili con riga e compasso più che computabili quelle euclidee, come definibili come partizioni o sezioni nel corpo dei razionali più che algoritmicamente calcolabili quelle dedekindiane). Approssimativamente possiamo affermare che il rapporto tra 2 grandezze omogenee A e B è sinonimo di misura della prima rispetto alla seconda (considerata quale campione). Allora A e B sono commensurabili se A è multipla, secondo un dato numero m, di un sottomultiplo B/n di B (e tale rapporto è espresso dalla frazione o quoziente m/n o n/m); se ciò non avviene, A e B non sono fra loro commensurabili, ed il loro rapporto non sarà esprimibile da una frazione (simbolo per rappresentare ed esprimere un razionale Q, m/n), bensì sarà esprimibile da un numero che chiamiamo reale. 


Comunemente si associa il rapporto, che è una relazione tra interi I, con la moltiplicazione e la divisione, ed in tal modo lo si rende indistinguibile dalle frazioni, le quali sono piuttosto relazioni fra aggregati o meglio fra le loro grandezze di divisibilità. La moltiplicazione e la divisione però sono applicabili sia ai numeri finiti che infiniti, anche se nel caso dei numeri infiniti non hanno quelle proprietà che operano la connessione con il rapporto nel caso finito. I rapporti sono relazioni uno-uno tra interi finiti I, come tra elementi di serie che sono progressioni; sono definibili in termini di consecutività, ed  esse stesse formano una serie che non ha un primo termine, che non ha un ultimo termine, e che ha un termine (e quindi ne ha un numero infinito) tra due termini qualsiasi. Dal fatto che i rapporti sono relazioni discende che in nessun modo i rapporti possono essere identificati con i numeri interi: il rapporto tra 2 e 1, 2/1, è un ente differente dal numero intero 2; perciò quando si parla di serie di rapporti che contengono interi, gli interi di cui si parla non sono certo i numeri cardinali, ma sono relazioni che hanno una certa corrispondenza uno-uno con i numeri cardinali. La medesima osservazione si può applicare ai numeri positivi e negativi, in quanto la n-esima potenza della relazione di consecutività è il numero positivo +n, che evidentemente è un concetto diverso dal cardinale n. 


La confusione tra queste entità diverse, tra cui esiste una relazione 1:1 è comune, e ha gravi conseguenze per la filosofia della matematica. Nella vita quotidiana s'incontrano, non i rapporti, bensì le frazioni, le quali non sono puramente aritmetiche ma trattano effettivamente con le relazioni tutto-parte, di una parte semplice ad un tutto, o di due tutti ad un altro. Le frazioni finite intere (ovvero del tipo n/1) misurano la relazione di divisibilità di un aggregato di n termini con la divisibilità di un singolo termine; la ben nota relazione inversa sarà 1/n. Le frazioni, così interpretate, hanno il vantaggio (dal quale poi discendono tutte le proprietà metriche), di introdurre una discriminazione di maggiore e di minore tra aggregati infiniti che hanno lo stesso numero di termini, la quale si rivelerà essenziale. Si può osservare che mentre i rapporti, come scritto, sono essenzialmente razionali m/n, le frazioni possono anche assumere valori irrazionali. La teoria delle progressioni e dei numeri ordinali, è dovuta soprattutto a Dedekind ed a Cantor, a quest'ultimo specialmente per l'infinità. Le idee fondamentali di Dedekind al riguardo sono: 1) il concetto di rappresentazione di un sistema, 2) la nozione di catena, 3) la catena di un elemento, 4) la forma generalizzata dell'induzione matematica, 5) la definizione di un sistema semplicemente infinito. 


Da questi principi Dedekind deduce i numeri e l'aritmetica ordinaria. Dedekind osserva che si possono classificare le classi per similarità ad una data classe (suggerimento di un'idea che è fondamentale nell'opera di Cantor). Se esiste una relazione sia uno-uno che molti-uno, che ponga in relazione con una classe u solo termini appartenenti a tale classe, allora si dice che tale relazione costituisce una rappresentazione di u in se stessa, e rispetto a tale relazione u si chiama catena. Dedekind enuncia quindi un teorema che è una forma generalizzata di induzione matematica (poiché la relazione costitutiva è del tipo molti-uno anziché uno-uno) ossia: sia a un termine, od un insieme di termini, contenuto in una classe s, e in s sia contenuta anche l'immagine della parte comune a s ed alla catena di a; ne segue allora che la catena di a è contenuta in s. Dedekind definisce i numeri ordinali il sistema astratto caratterizzato dalle sue proprietà anche altrove riportate. Un sistema finito è simile a qualche sistema Nn, dove Nn sta ad indicare tutti i numeri da 1 a n inclusi; e viceversa. 


Ed a causa dell'ordine goduto dagli ordinali, ogni ordinale n definisce una classe di ordinali Nn, che consiste di tutti quelli che non gli sono successivi; si possono definire come tutti quelli che non sono contenuti nell'immagine della catena di n, e questa classe di ordinali Nn può darsi che sia simile ad un'altra classe che si dice allora avente il numero cardinale n. I meriti di tale deduzione, come si sa, sono universalmente riconosciuti. In tale sistema Dedekind dimostra l'induzione matematica, mentre Peano la considera un assioma (soluzione questa preferibile), ma Dedekind fa l'assunzione esattamente equivalente che i numeri formino una catena di uno di essi, ed allora diventa una questione estetica quale porre come assioma e quale dimostrare come teorema. L'aritmetica elementare ossia il calcolo aritmetico, è del tutto indipendente dall'induzione matematica (come già scritto, ogni operazione è sempre un caso ed esempio particolare ed una “dimostrazione di se stessa”), e l'induzione entra in gioco solo se si vuole dimostrare che è valida per ogni n, circostanza che non avviene e non è necessaria per l'aritmetica ordinaria. 


Con la teoria logica dei cardinali di marchio logicista, diventano dimostrabili sia gli assiomi di Peano che gli assiomi di Dedekind. Nel mio scritto maggiore è riportata la teoria di Dedekind ed una critica logicista, tra cui al “principio d'astrazione” (assunto implicitamente) per la definizione dei numeri naturali od ordinali. Le definizioni di ordinali particolari finiti, si effettuano esplicitamente in termini dei corrispondenti cardinali: se n è un cardinale finito, il numero ordinale n è la classe delle relazioni seriali che hanno n termini nel loro dominio o nel loro campo. Affermiamo che il concetto di “n-esimo” è una relazione quadrangolare tra il termine che è n-esimo, un dato termine (per esempio il 1° termine, dato che un insieme ha un ordine solo rispetto ad una data relazione ordinatrice e dato che da una progressione è possibile togliere un numero finito qualunque di termini consecutivi compreso il primo formando il resto ancora una progressione), una relazione seriale generatrice (di ordinamento) ed il cardinale n. 


E' così chiaro che i numeri ordinali, o definiti come classi simili di relazioni seriali, o come nozioni quali “n-esimo”, sono più complessi dei cardinali, e che gran parte delle proprietà delle serie in generale appaiono ampiamente indipendenti dal numero. Cantor fin dalla gioventù nutrì un forte interesse per le sottili argomentazioni dei teologi medioevali concernenti la continuità e l'infinito, e manifestò un'inclinazione per l'analisi che stimolò quelle idee rivoluzionarie intorno ai “numeri reali” ed all'”infinito”. Ad esempio nell'opera “Gesammelte Abhandlungen mathematischen und philosophischen Inhalts” vi troviamo esaminato il pensiero filosofico e teologico di Agostino, Aristotele, Tommaso d'Aquino, Bolzano, Kant, Leibniz, Platone, Spinoza (Cantor, gran lettore di Agostino e Spinoza, si dichiarava religioso cattolico moderno alla maniera Spinoza), ecc.; e poi tra i pensatori scolastici Franzelin, Pesch, Suárez, Tongiorgi; e tra i filosofi Alberto di Haller, Bayle, Berkeley, Boezio, Fichte, Gerdil, Giordano Bruno, Hamilton, Hegel, Kant, Maignan, Nicola da Cusa, Origene, Pitagora, Schelling, Sesto Empirico, Thomasius; e tra gli scienziati antichi Cavalieri, Euclide, Galilei, Guldino, Lagrange, Newton, Torricelli, ecc.; aveva rapporti epistolari importanti con Weierstrass, col filosofo K. Lasswitz e col teologo gesuita cardinale G. B. Franzelin, ma era amareggiato per la diffidenza che la sua nozione di infinito-transfinito suscitava negli ambienti ecclesiastici. 


La natura dell'infinito è sempre stata un tema oggetto di controversia. Compare fin dall'antichità nei paradossi di Zenone di Elea, il quale sostenne con una chiarezza disarmante, come abbiamo già scritto, che il movimento è impossibile perché altrimenti un oggetto dovrebbe passare per un numero infinito di punti (in un tempo finito). Il successo riscontrato dalla fisica di Newton è in gran parte dovuto all'introduzione del calcolo infinitesimale per il calcolo di velocità (infinitesime di variazione), anche se per oltre 200 anni nessuno ha saputo dare una formulazione rigorosa di questa strana idea che contempla sia l'infinito che l'infinitesimale, e che messa alla prova fornisce comunque risultati eccellenti. Ma osiamo dire che fino al 1872 nessuno era stato in grado di dire esattamente di cosa parlasse, parlando (e sparlando bene) di infinito. Nelle discussioni sull'infinito, gli esempi più frequentemente citati erano quelli di potenze illimitate o di grandezze infinitamente grandi, ad esempio legate al mondo fisico od umano o divino; solo raramente l'attenzione era stata rivolta, come nel caso di Galileo e di Bolzano, sugli infiniti elementi di un insieme, ad esempio i numeri naturali n od i punti P di un segmento. Cauchy e Weierstrass videro soltanto dei paradossi nei tentativi di identificare un infinito matematico attuale o “completo”, convinti ancora com'erano che l'infinitamente grande e l'infinitamente piccolo non indicassero altro che le “potenzialità” di Aristotele, e dunque un “processo infinito mai completato”. 


Pur sotto l'influsso dell'indirizzo analitico di Weierstrass, due dei suoi allievi giunsero, nonostante ciò, ad una conclusione opposta: il primo, Dedekind, vide nei paradossi di Bolzano non un'anomalia, ma piuttosto una proprietà universale degli insiemi, e che egli assunse come una precisa definizione, prima nell'anno 1872 e poi nel 1888: un sistema S si dice infinito quando è simile ad una sua parte propria, in caso contrario S si dice un insieme finito. Come abbiamo scritto, l'insieme dei numeri naturali è infinito dato che può essere messo in corrispondenza biunivoca con l'insieme dei quadrati dei numeri naturali o con l'insieme dei numeri triangolati n(n+1)/2, ecc. Questa definizione positiva di un insieme “infinito completo” (come si diceva da secoli) non va confusa con l'enunciato “negativo” espresso talvolta, usando la terminologia sbrigativa di Wallis, con 1/0=infinito, che potremmo interpretare nel senso che non esiste alcun numero reale finito che moltiplicato per 0 dia 1 (ossia r per 0 sempre diverso da 1). In tutta la sua storia l'idea di infinito inevitabilmente ha assunto toni metafisici e teologici che hanno avuto una parte non secondaria, nell'accettazione o nel rifiuto del concetto e delle dottrine matematiche e filosofiche che lo accompagnavano o su cui si fondavano. La sostanza del lavoro che occupò tutta la vita di Cantor è ben nota: sviluppando quella che chiamava l'aritmetica dei numeri trasfiniti diede un contenuto matematico all'idea di infinito attuale e nel contempo pose le fondamenta della teoria astratta degli insiemi e fornì contributi significativi alla fondazione del calcolo ed all'analisi del continuo. Il risultato più notevole di Cantor fu la dimostrazione, in forma matematicamente rigorosa, del fatto che quello di infinito non è un concetto indifferenziato. Non tutti gli insiemi infiniti, infatti, sono “uguali”, nel senso che non tutti gli insiemi infiniti hanno le medesime dimensioni e pertanto risulta possibile confrontare fra loro anche gli insiemi infiniti, mostrandone le profonde differenze. Per i contemporanei le idee di Cantor erano sconvolgenti ed assai controintuitive, e Poincarè condannò la teoria dei numeri trasfiniti come una “malattia” da cui la matematica un giorno sarebbe stata curata, mentre Leopold Kronecker (Legnica 1823, Berlino 1891, matematico e logico tedesco, divenuto noto soprattutto per la sua posizione per la quale l'analisi potesse essere interamente fondata sui numeri interi I (od anche N) che ben espresse nella frase "Dio fece i numeri interi; tutto il resto è opera dell'uomo", e ciò non poteva non avere conseguenze riguardo i rapporti  con la teoria dell'infinito di Cantor, oltre al fatto che Dio doveva avere una mente molto semplice persino più semplice di quella di Cantor), uno dei maestri di Cantor e noto esponente dell'establishment matematico tedesco del tempo, arrivò al punto di attaccare Cantor personalmente. 


E' noto che Cantor manifestò da adulto una insicurezza e soffrì per tutta la vita di una serie di esaurimenti nervosi, probabilmente i sintomi di una malattia mentale organica (forse una psicosi maniaco-depressiva), che divennero sempre più frequenti e debilitanti con l'età, ma tale malattia, lungi dallo svolgere per lui un ruolo interamente negativo, può aver contribuito nelle sue fasi maniacali, a dare l'energia necessaria a quella dedizione onde sostenere le sue idee e farsi tenace promotore della sua teoria. Heine, che si occupava allora della teoria delle serie trigonometriche che traeva origine dai lavori di Fourier, incoraggiò Cantor ad interessarsi del difficile problema della loro unicità; ed inizialmente Cantor dimostrò l'unicità per una funzione continua in un intervallo, poi per una funzione con un numero qualunque di discontinuità, e nel 1872 con un numero infinito di punti di discontinuità in un intervallo finito, trovando pure necessario fornire una descrizione e definizione soddisfacente del continuo dei punti lungo l'asse x. 


Dedekind articolò un'idea che Cantor poi rese matematicamente precisa, secondo cui un segmento di retta è infinitamente più ricco di punti-individuo di quanto il dominio dei razionali Q sia ricco di punti-individuo. Mentre Dedekind non avrebbe saputo rispondere riguardo questa “complessità” e “densità” dell'infinito, Cantor prese a prestito il paradosso citato da Galileo per confrontare con un sistema ingegnoso (metodo diagonale di Cantor od argomento diagonale di Cantor, di lunghezza “infinita”) anche le dimensioni degli insiemi infiniti, e mettendo in corrispondenza gli insiemi degli interi (I), dei razionali (Q) e dei reali (R), definì numerabili i primi due (I e Q) e non numerabile l'ultimo (R). La controversia tra Cantor e Kronecker nacque al tempo in cui Cantor dimostrò che i punti di una superficie (per esempio, di un quadrato) potevano essere messi in corrispondenza biunivoca coi punti di un segmento di retta (per esempio, il lato del quadrato). Il quadrato come classe di punti P (o P(x,y)) conteneva lo stesso numero di punti P (o P(x)) del suo lato! (ma noti in lettore che ciò appare sconvolgente solo nella rappresentazione geometrica di tratti-lunghezze e di superfici-aree, molto meno apparirebbe invece sul piano analitico scrivendo le loro equazioni). Kronecker, di cui come già detto è noto l'”aforisma”: ”Dio ha creato gli interi, tutto il resto è opera dell'uomo”, sosteneva la necessità di costruire tutta la matematica dagli interi e da combinazioni aritmetiche di interi arrivando fino a rifiutare tutti i processi di limite dell'analisi tradizionale. 


Per Cantor, invece, nell'introdurre nuovi numeri la matematica è obbligata solamente a dare definizioni coerenti, grazie alle quali possano essere definiti e distinti chiaramente gli uni dagli altri. Nel saggio del 1872 aveva definito insiemi di punti eccezionali introducendo il concetto di punto limite (concetto che noi chiameremmo punto di accumulazione). Per esempio il numero irrazionale algebrico (radice quadrata di 2), è un punto limite della successione 1, 1.4, 1.41, 1.414, …, e più in generale un punto è un punto limite di un insieme infinito se esiste un numero infinito di membri dell'insieme che giacciono a distanza arbitrariamente piccola da quel punto. Dato un insieme P, Cantor definiva l'insieme derivato P1 (ossia P apice 1, P(elev 1)) come l'insieme di tutti i punti limite di P; analogamente, se P1 è un insieme infinito, il suo derivato P2=P(elev 2) era definito come l'insieme di tutti i punti limite di P1, e così via, per Pn=P(elev n). Può capitare che per qualche intero finito n, l'insieme derivato Pn sia un insieme finito, ed allora P che dà luogo all'insieme Pn=P(elev n) è esattamente l'insieme dei punti eccezionali necessario per dimostrare la versione generalizzata del teorema di Cantor sull'unicità della rappresentazione di funzioni mediante serie trigonometriche. Se nessun insieme derivato è finito, per ogni n, in tal caso ha ancora senso considerare l'insieme dei punti comuni a tutti i derivati, che egli indicò con Pinfinito=P(elev infinito), iniziando nel 1880 a parlare dell'apice infinito come simbolo trasfinito. Inoltre se Pinfinito=P(elev infinito) fosse a sua volta un insieme infinito di punti si potrebbe formare il suo insieme derivato P(infinito+1)=P(elev (infinito+1)) che a sua volta potrebbe dare origine ad insiemi derivati infiniti P(infinito+2)=P(elev (infinito+2)), P(infinito+3)=P(elev (infinito+3)), …, P(infinito+n)=P(elev (infinito+n)), formulando così una teoria dell'infinito che riusciva ad evitare i ben noti paradossi dell'infinito. Negli ultimi anni Cantor fece uso della prima lettera dell'alfabeto ebraico (aleph), per indicare i numeri trasfiniti, la cardinalità ovvero il numero degli elementi di un insieme infinito. Storicamente i primi trasfiniti furono cardinali anziché ordinali. In ordine di grandezza, in un insieme finito, la cifra cardinale (cardinale n) è la medesima della cifra ordinale (ordinale n). Infatti, per esempio, qualunque insieme di 5 elementi (cioè qualunque insieme il cui cardinale è 5), può essere pensato come l'immediato successore di qualunque insieme che abbia 4 elementi, ed allora anche l'ordinale dell'insieme è 5; ed ogni serie di insiemi può essere messa in corrispondenza biunivoca con la serie numerica, per cui all'ordinale numero 5 (e cardinale numero 5) corrisponde l'insieme di 5 elementi di ordinale e di cardinale 5. Per gli insiemi infiniti, invece, possono esistere infiniti numeri ordinali per ogni numero cardinale. 


Non esiste il massimo ordinale della successione 1, 2, 3, …, n, …, ma come è possibile definire il numero irrazionale π come il limite di una successione di numeri razionali 3/1, 31/10, 314/100, …, senza che però π sia un razionale, così Cantor pensò corretto definire un nuovo numero ordinale trasfinito ω come il 1° numero che segue tutta la successione degli interi finiti, e per successive addizioni di unità generare altri ordinali trasfiniti ω+1, ω+2, …, ω+n, definendo una gerarchia sempre più grande di ordinali trasfiniti. La successione 2,4,6,...,1,3,5,..., avendo due lacune infinite (quella dei numeri pari e quella dei numeri dispari) avrà per ordinale ω+ω=2ω, e così si otterrà ω+k con k intero comunque grande. Si noti che tutti questi insiemi di infiniti ordinali trasfiniti, pur avendo ordinali trasfiniti differenti, hanno tuttavia la stessa cardinalità o potenza ossia hanno un unico cardinale che abbiamo chiamato αo (ossia il 1° cardinale trasfinito, numero che segue tutti i numeri interi n). Ed è dunque sempre necessario distinguere tra cardinale ed ordinale trasfiniti nelle questioni riguardanti il numero associato agli insiemi infiniti (circostanza non necessaria per gli insiemi finiti, se non per ragioni concettuali, almeno ciò nel calcolo), come invece non fecero Galileo ed altri nell'estendere alcune proprietà agli insiemi infiniti, prive comunque di ambiguità nel finito. Nonostante i risultati raggiunti rimaneva ancora aperto l'interrogativo riguardante la cardinalità (o potenza nella terminologia di Cantor) del continuo, ossia del numero dei suoi elementi. La potenza di tutti gli interi finiti 1,2,...,n,..., ossia della 1° classe numerica, è maggiore della potenza di qualunque dei suo elementi n, così analogamente la potenza di tutti gli ordinali trasfiniti ω+n, ossia della 2° classe numerica, è maggiore di quella della 1° classe


αo, e benchè non riuscisse a dimostrarlo Cantor era convinto che fosse la potenza del continuo ossia la potenza-cardinalità dei numeri reali 2(elev αo). Questa congettura è divenuta famosa col nome di “ipotesi del continuo di Cantor” (“Non esiste nessun insieme di numeri la cui cardinalità è strettamente compresa fra quella dei numeri interi Z (ossia αo) e quella dei numeri reali R (ossia 2(elev αo))”), e fino ad oggi non è ancora stata dimostrata. 


Nel 1963 però Paul J. Cohen (Paul Joseph Cohen, Long Branch 1934, Palo Alto 2007, matematico statunitense, noto per i suoi contributi in logica ed analisi matematica) a partire dai lavori di Kurt Godel (Kurt Friedrich Godel, Brno 1906, Princeton 1978, matematico, logico e filosofo austriaco naturalizzato USA, noto soprattutto per i suoi lavori sull'incompletezza delle teorie insiemistiche ed i sui 2 teoremi d'incompletezza, considerato tra i massimi logici di tutti i tempi insieme ad Aristotele, Frege, Russell, ecc.) ha dimostrato che, benchè sia coerente con gli assiomi di una versione standard della teoria degli insiemi (quella ZF di teoria degli insiemi usualmente adottata, quale fondamento della matematica moderna), l'ipotesi del continuo è anche indipendente da essi; infatti dai lavori di Godel e Cohen è stato stabilito che nella teoria degli insiemi di Zermelo-Fraenkel ZF comprensiva dell'assioma di scelta l'ipotesi del continuo risulta indecidibile; detto in altre parole il sistema assiomatico di Zermelo-Fraenkel ZF, se è coerente, resta ancora coerente con l'aggiunta della negazione dell'ipotesi del continuo, ma poiché, in precedenza Godel aveva già dimostrato la coerenza dell'ipotesi del continuo con gli assiomi ZF, allora l'unione-congiunzione dei risultati di Godel e di Cohen diviene un esempio di quelle proposizioni indecidibili la cui esistenza era stata dimostrata dal 1° teorema d'incompletezza di Godel. Cohen a questo scopo ideò la tecnica nota come forcing in cui viene costruito un modello della teoria per successive, infinite, approssimazione, tecnica poi utilizzata anche in altri settori della logica e della matematica. In effetti l'ipotesi del continuo svolge per la teoria degli insiemi lo stesso ruolo che il postulato delle parallele riveste per la geometria. Assumendo vera o falsa l'ipotesi del continuo si possono costruire versioni diverse della teoria degli insiemi, esattamente come assumendo vero o falso il 5° postulato degli Elementi, come già dicemmo, si può costruire la geometria euclidea o si possono costruire le geometrie non-euclidee. L'insuccesso dei suoi sforzi per dimostrare l'ipotesi del continuo procurò in Cantor tensione ed ansia, e nel 1884 il primo dei suoi seri esaurimenti nervosi, a seguito dei quali lasciò in parte l'insegnamento, intensificando la lettura di opere di letteratura e di religione, oltre ad entrare in corrispondenza con molti teologi interessati alle conseguenze delle sue teorie sull'infinito; era il tempo in cui si convinse che il nuovo mondo dell'Infinito ed i numeri trasfiniti gli fossero giunti direttamente da Dio (non sappiamo se, ancora una volta, tramite l'arcangelo Gabriele, che sembra sia deputato a queste “missioni”). 


Inizialmente egli non interpretava la potenza di un insieme infinito come un cardinale, prima cioè del 1883, quando invece iniziò a collegare i due elementi ed a credere che la potenza di un insieme infinito potesse essere rappresentata da un numero. In un saggio del 1891 aveva dimostrato che il cardinale di qualunque insieme è sempre più piccolo del cardinale dell'insieme di tutti i suoi sottoinsiemi, e qualche anno dopo ne trasse un corollario: il cardinale, o potenza del continuo (αcontinuo=α1), è uguale ad un cardinale che Cantor indicava con 2(elev αo). Sperava che questo risultato avrebbe presto portato alla soluzione del problema ed ipotesi del continuo, che ora poteva essere algebricamente scritta come 2(elev αo)=α1, anche se questa relazione serviva a poco. Ma le argomentazioni nella dimostrazione cantoriana relative al cardinale dell'insieme dei sottoinsiemi, portarono a conclusioni di gran lunga differenti. La più importante fu ottenuta da Russell nel 1903 (Bertrand Arthur William Russell, Trellech 1872, Penrhyndeudraeth 1970, filosofo, logico, matematico, attivista e saggista gallese, un filosofo razionalista analista-empirista del XX sec, noto soprattutto per “The Principles of Mathematics” od “I principi della matematica” del 1903, e per “Principia Mathematica” (con Alfred North Whitehead, in 3 volumi, Cambridge University Press) o “I principi della matematica”, utilizzati anche in questo libro); egli dimostrò che nella sua teoria degli insiemi, o teoria delle classi, mentre lavorava sulla teoria degli insiemi di Cantor. poteva essere derivato un paradosso, considerando tutte le classi che non sono membri-membra di se stesse: “x è un insieme” o “X è un insieme” individuerebbe l'insieme A di tutti gli insiemi, ed allora l'insieme di tutti i sottoinsiemi o parti di A sarebbe un sottoinsieme di A, ma ciò è in contraddizione col fatto che, dato un insieme A, la cardinalità o potenza dell'insieme delle sue parti è maggiore di quella di A; e ciò faceva pensare che nella teoria degli insiemi e delle classi si annidasse, “in profondità”, un fatale vizio fondamentale (come altrove detto nell'opera Principia Mathematica di Russell e Whitehead viene sviluppato un sistema formale di logica simbolica categorica per ridurre l'aritmetica e tutta la matematica alla teoria logica simbolica nelle intenzioni possibilmente senza alcun paradosso, ovvero ridurre tutta la matematica a colossale calcolo logico (capace anche di dare corpo al programma di Frege, oltre che nota aspirazione di Leibniz) ma le cose non andarono esattamente secondo questi auspici). Le conseguenze del paradosso di Russell hanno costituito un problema importante per la logica matematica del XX sec. 


La teoria cantoriana degli insiemi (termine molto spesso sinonimo classe) è basata sulla definizione della nozione di insieme come collezione od aggregato di oggetti, e sul principio di astrazione (assegnata una proprietà relativa ad una variabile x, esiste l'insieme costituito dagli x per i quali la proprietà è vera), e costituisce il fondamento della teoria “intuitiva” o “ingenua” degli insiemi. La teoria assiomatica, dovuta a Zermelo (Ernst Friedrich Ferdinand Zermelo, Berlino 1871, Friburgo 1953, matematico e filosofo tedesco, noto per i suoi contributi alla teoria assiomatica degli insiemi) ed a Fraenkel (David Mortier Eduard Fraenkel, Berlino 1888, Oxford 1970, filologo classico tedesco), è invece fondata su assiomi nell'ambito della logica dei predicati del 1° ordine, in modo da poter dedurre nella misura più ampia possibile le proposizioni della teoria intuitiva senza che se ne presentino le formazioni e proposizioni concettuali contraddittorie, come la nozione di insieme di tutti gli insiemi che genera l'antinomia di Russell. I numeri reali possono venir suddivisi in due gruppi o tipi, in due differenti modi, ossia come numeri razionali e numeri irrazionali, oppure come numeri algebrici e numeri trascendenti. Dato un segmento di retta, ci chiediamo: qual è il rapporto di “densità-compattezza” tra i razionali e gli irrazionali? La probabilità o “probabilità” di scegliere con perfetta casualità, dal continuo dei numeri reali della retta numerica, un punto che rappresenti un numero razionale, mostra bene il confronto delle dimensioni fra due insiemi numerici, e tale probabilità è il rapporto tra il numero dei “punti razionali” ed il totale dei punti “razionali+irrazionali” in un intervallo di retta, oppure dato dalla circonferenza della ruota “della fortuna”. Si assume che facendo girare la ruota essa possa fermare la freccia su un punto qualsiasi del continuo (razionali+irrazionali) della sua circonferenza. Sapendo che tra due razionali comunque vicini c'è un numero infinito di razionali in corrispondenza biunivoca 1:1 con tutti i razionali esistenti, bene, dato ciò, la probabilità che la freccia si fermi su un razionale è 0 (esattamente 0), ossia tale probabilità è più piccola di qualsiasi quantità finita positiva specificata a priori; lo stesso risultato si otterrebbe considerando, non la classe dei numeri razionali, ma la classe dei numeri algebrici che è molto più ampia della classe del soli razionali (quest'ultima sua “minima” sottoclasse, dato che la classe degli algebrici è data da tutte le soluzioni di equazioni algebriche a coefficienti razionali di grado n fino a n=4, ossia è data dai razionali e dagli irrazionali algebrici), ovvero la probabilità che la freccia si fermi su un punto “razionale” o su un punto “algebrico” è esattamente 0. Le classi infinite dei numeri razionali e dei numeri algebrici sono tutte numerabili-contabili ossia confrontabili termine a termine, 1:1, con gli interi I e dunque contabili (la loro cardinalità è data dal numero infinito αo). Sono pertanto i numeri irrazionali trascendenti a far fare il “salto di densità” (che è pure un “salto di qualità”) alle classi dei numeri, ossia a conferire alla classe dei numeri reali la tipica caratteristica detta continuità (la loro cardinalità è 2(elev αo)). 


Che sia fondamentale una questione di “densità-compattezza” (ossia una proprietà d'ordine) nella determinazione della potenza di un insieme, risulterebbe anche dal fatto che la potenza dell'insieme dei punti di una retta (infinita) è uguale alla potenza dell'insieme dei punti di un comunque piccolo segmento (come pure varrebbe non solo per la retta infinita ma per l'intero spazio n-dim infinito; infatti la dimensionalità (lunghezza, area, volume, ipervolume) non costituisce un criterio per stabilire la potenza o cardinalità di un insieme, la quale invece dipende soltanto dal numero dei suoi elementi, i quali possono essere ordinati in modo dimensionalmente differente a formane un piccolo segmento, od una superficie od anche l'intero spazio n-dim). Comunque la dimensionalità, in una certa misura, continua a “farsi sentire” nel fatto che qualsiasi rappresentazione che metta in corrispondenza biunivoca i punti di uno spazio n-dim (ad esempio il volume di una sfera di raggio infinito) con i punti di uno spazio m-dim (ad esempio l'area di una circonferenza) è necessariamente un'applicazione discontinua. 


Affermiamo che i segmenti dei razionali (teoria applicabile ad ogni serie densa o compatta) sono i numeri reali. Al riguardo la teoria di Peano contenuta nell'articolo “Sui numeri irrazionali” nonché nella sua opera “Formualire de Mathèmatiques” (“Formulario mathematico”, scritto prima in francese e nelle ultime versioni in interlingua come chiamava il suo latino sine flexione, contenente oltre 4 mila tra teoremi e formule, per la maggior parte dimostrate) è stata in buona parte adottata da Russell e Whitehead nei Principia (con i famosi assiomi di Peano, in particolare per la teoria dei tipi russelliani). La teoria degli irrazionali deve essere necessariamente costruita mediante i segmenti di razionali, e la trattazione della continuità si basa interamente sulla teoria dei limiti. Qualche matematico e qualche filosofo, ancora oggi, potrebbe ritenere che la teoria (anche guardando le equazioni differenziali EDO e EDDP) sia stata esautorata dal calcolo infinitesimale per il quale sembrano indispensabili i dx, dy, ds, dt, dy/dx, df/dt, ecc., invece la matematica moderna ha dimostrato definitivamente ed irrevocabilmente che gli infinitesimi non esistono e non sono necessari (la quantità numerica di una grandezza minore di ogni altra del suo genere non esiste se non è uguale a 0 (potendolo)), mentre solo la teoria dei limiti è corretta ed indispensabile. Abbiamo definito una serie densa come quella per cui tra due termini qualsiasi ne esiste sempre un altro (e poi ancora un termine tra questo ed uno dei precedenti, e così via, ossia tra due termini qualsiasi ne esistono infiniti); ovviamente ciò vale anche per le serie continue. 


E' però sempre possibile in tali serie dense trovare due classi di termini che non hanno alcun termine escluso da esse ossia in mezzo a loro, ed è sempre possibile ridurre una di queste due classe ad un singolo termine. Sappiamo che, nelle classi continue, un limite può appartenere o non appartenere alla classe u di cui è limite, ma comunque appartiene sempre a qualche serie in cui è contenuta la u; nessuna classe può avere un limite se non contiene un numero infinito di termini, dato che la variabile si deve avvicinare indefinitamente al limite; ogni classe infinita, posto che i suoi termini siano tutti contenuti fra due termini determinati da una serie generata da una relazione generatrice P, deve avere un limite; se u è coestensiva con l'intera serie compatta, ogni termine di questa serie è un limite di u. Un limite lo si può generalmente definire come un termine che segue (o precede, secondo il caso) immediatamente qualche classe di termini appartenenti ad una serie infinita, senza seguire (o precedere, secondo il caso) immediatamente alcun termine della serie. Le varie teorie aritmetiche basate sui limiti, nella loro forma esatta stabilita dai loro stessi inventori, implicano un assioma in favore del quale non vi sono argomenti, né di necessità filosofica né di convenienza matematica, ma contro cui esistono gravi obiezioni logiche, mentre la teoria dei numeri reali cui abbiamo accennato è del tutto immune ed indipendente da esso. E' solo per mezzo degli irrazionali (trascendenti, ma ovviamente quando si nominano gli irrazionali senza ulteriore specificazione quasi sempre si intendono gli irrazionali trascendenti) che i numeri diventano continui nel senso che è ora usuale per i matematici, e non si richiede alcun altro senso e tipo di continuità per la teoria dello spazio, del tempo e di tutte le grandezze cosiddette continue della fisica e del mondo. Ed è importante rendersi conto delle ragioni logiche per cui è categoricamente  necessaria una teoria aritmetica degli irrazionali. Nel passato, ad iniziare dai greci, la definizione di irrazionale, veniva ottenuta da considerazioni geometriche, in modo estremamente discutibile ed illogico, poiché se l'applicazione dei numeri e della misurazione allo spazio (non necessaria né per ragioni e verità filosofiche né per ragioni matematiche, ma ovviamente utilissima nelle matematiche applicate) ha da produrre qualcosa che non si riduca ad una pura tautologia (!), i numeri ivi applicati devono avere un'altra fonte di definizione, e se non fosse possibile una definizione fondamentale non-geometrica, allora non esisterebbe nessuna entità aritmetica del tipo dei numeri irrazionali. 


Sappiamo quanta importanza abbia la relazione (o presunta tale) tra il concetto di quantità ed il concetto di numero, al punto che ad essi sono legati importanti sviluppi del pensiero matematico. Come già visto, Euclide volle fare a meno dell'applicazione dei numeri allo spazio ossia evitare la misurazione delle grandezze spaziali (sviluppando con sufficiente coerenza la sua geometria), mentre Viète e Cartesio, attraverso l'introduzione del sistema di coordinate, vollero fare di ciò un fondamentale ed evidente postulato, conseguendo però anche una minor coerenza logica e filosofica ed una diminuzione di precisione concettuale. Cosa fosse esattamente la misura, e se tutte le grandezze spaziali fossero misurabili, erano domande allora ma ancora oggi ostiche. Nel frattempo si intese che numero e quantità fossero inseparabili (ed i numeri disponibili furono prontamente applicati alla categoria della quantità, e quando si scoprì che i numeri esistenti non erano più sufficienti od adeguati allo scopo della misurazione, piuttosto si inventarono nuovi numeri che rinunciare al postulato della misurabilità delle quantità delle grandezze), mentre oggi, dopo Cantor, Weierstrass, Dedekind e Peano, sappiamo e vediamo che quantità di grandezze e numero sono concetti ben separati ed indipendenti. La definizione aritmetica degli irrazionali, come soluzioni delle equazioni algebriche di grado n a coefficienti razionali, è suscettibile di tali obiezioni tautologiche, dato che resta comunque sempre da dimostrare che le equazioni algebriche debbano avere radici (circostanza che produrrebbe, in ogni modo, i soli numeri irrazionali algebrici non dotati affatto della continuità richiesta dai concetti di spazi e tempo ossia numeri necessari per la geometria e la dinamica e le equazioni differenziali). Le generalizzazioni del concetto di numero, sono tutte conseguenze necessarie dell'ammissione che i numeri naturali formano una progressione (tranne che per l'introduzione dei numeri immaginari che deve essere effettuata separatamente ed indipendentemente con le progressioni ed un assioma). 


Abbiamo detto che i numeri razionali formano una serie densa e numerabile, ed i segmenti di tale serie formano una serie continua nel senso più rigoroso, e dunque si guadagna molto nell'ammettere  le progressioni, anche se si ricavano gli irrazionali col metodo dei limiti (ed esistono molte teorie affini, come quella di Dedekind), per cui però occorre sempre assumere qualcos'altro. Anche se i numeri razionali sono tali che fra due qualsiasi di essi ne esiste sempre un terzo, vi sono tuttavia molti modi di suddividere tutti i razionali in due classi, tali che tutti i numeri di una classe vengano dopo tutti i numeri dell'altra, e tra le due classi non rimanga alcun numero razionale, pur non avendo la prima classe un termine iniziale e la seconda classe un ultimo termine. Tutti i termini di entrambe le classi possono essere sistemati in un'unica serie in cui esista una ben definita partizione, preceduta da una delle due classi ed immediatamente seguita dall'altra. La nozione di continuità sembra richiedere che debba necessariamente esistere un termine corrispondente a tale partizione (non deve cioè esserci una “posizione vuota”), ma dato che tutti i razionali esistenti sono stati sistemati in una classe o nell'altra classe tramite la relazione di partizione (come ad esempio, quando nella 1° classe sono collocati tutti i numeri con quadrato minore di 2, e nella 2° classe tutti i numeri con quadrato maggiore di 2), allora il numero corrispondente alla partizione (detta anche sezione) non potrà essere un razionale, e potremmo chiamarlo irrazionale (ovviamente sarebbe necessario introdurlo perché esista come numero di quella partizione, dato che non è poi necessariamente richiesto che tali sezioni abbiano un numero; in questo caso dei quadrati maggiori e minori di 2 si tratterebbe dell'irrazionale algebrico (radice quadrata di 2)). Una volta introdotti questi nuovi numeri (gli irrazionali), non solo esiste sempre un numero tra due qualsiasi numeri comunque vicini, ma esiste sempre un numero tra due classi qualsiasi, delle quali una segue interamente l'altra e la 1° non abbia un minimo e la 2° non abbia un massimo. 


Ma perché dovrebbe esistere il numero irrazionale?, ossia quale ragione abbiamo per supporre che debba esistere un posizione intermedia tra due classi, come abbiamo scritto? Questo non è vero per le serie in generale, dato che in matematica molte serie sono discrete (ad esempio, nella serie degli interi tra n e n+1 non esiste una tale posizione intermedia); non è richiesto neppure dalla natura dell'ordine, e la continuità sarebbe possibile anche senza tale esistenza. Perchè allora dovremmo postulare l'esistenza degli irrazionali, come già scritto, senza trarre in causa problemi algebrici o geometrici, invocandone l'introduzione per portarvi soluzione? L'equazione x(elev 2)-2=0, ossia x(elev 2)=2 deve avere una soluzione (così si supponeva, poiché ad esempio anche x(elev 2)=4 aveva soluzione), perché il polinomio x(elev 2)-2 cresce monotonicamente dal valore -2 al valore +2, quando x passa dal valore 0 al valore 2, e non si poteva davvero credere che non “passasse per lo 0” ossia che non avesse soluzione. Oppure ancora, si supponeva, con evidenza, che la diagonale del quadrato di lato 1, avesse una lunghezza x ben definita, come l'aveva il suo lato, e questa lunghezza fosse tale da soddisfare l'equazione x(elev 2)-2=0. Ma, come detto, tali argomenti sono totalmente impotenti a dimostrare che x debba necessariamente esistere, ed anche ammessa l'esistenza che debba essere necessariamente un numero. Essi potevano venir interpretati altrettanto bene come la dimostrazione dell'inadeguatezza del concetto di numero introdotto ed applicato alla teoria delle equazioni algebriche ed alla teoria del piano o dello spazio nella geometria. La teoria dell'aritmetizzazione del numero reale, pur essendo adeguata, però non raggiunge mai il suo obiettivo. E' un fatto singolare che, mentre esiste sempre un razionale (anzi infiniti) tra due razionali comunque vicini, invece si possono definire due classi A e B di razionali tali che tra esse non vi sia alcun razionale, anche se tutti i razionali dell'una stanno a destra di quelli dell'altra a sinistra. Evidentemente una delle due classi deve essere infinita. Supponendo che A sia infinita numerabile, otterremo una serie numerabile di numeri an appartenenti tutti alla classe A, ma che si avvicinano indefinitamente all'altra classe B. Se Bo è un numero fissato della classe B, allora fra an e Bo esiste sempre un altro razionale, e si può scegliere in modo tale che stia nella classe A, ad esempio a(n+1). Poichè la serie degli a è infinita, non otterremo necessariamente alcun numero che non appartenga alla serie degli a. Nella definizione degli irrazionali anche la classe B è infinita e dunque lo sarà la serie b. 


Se inoltre supponiamo che anche i b formino una serie numerabile bn, qualsiasi numero razionale fra an e bn risulterà, per opportuni valori di p e q, o un a(n+p) od un b(m+q), o intermedio tra a(n+p) e a(n+p+1), o intermedio tra b(m+q) e b(m+q+1). In effetti a(n+p) giace sempre tra an e bm, e non si ottiene mai, per indefiniti gradi successivi, nessun termine che sia collocato tra tutti gli a e tutti i b, bensì sempre tra un a ed un b. Tanto gli a che i b sono tuttavia convergenti: per esempio, gli a crescono indefinitamente ed i b diminuiscono indefinitamente, se le differenze bn-an e bn-a(n+1) diminuiscono indefinitamente continuamente, e perciò a(n+1)-an è minore di entrambe e risulterà minore di un numero in continua diminuzione. Inoltre il numero bn-an diminuisce indefinitamente senza limite (tale differenza tra gli an ed i bn decresce indefinitamente senza lasciare alcun intervallo per alcun numero, tra classe A e classe B); se infatti bn-an non scendesse indefinitamente (ossia se non avesse limite 0) ma avesse limite r, allora il numero a(n+r/2) per un opportuno n si collocherebbe tra tutti gli a e tutti i b, cioè separerebbe la classe A dalla classe B. Pertanto a(n+1)-an diverrà via via minore di qualunque numero prefissato, e perciò le serie degli a e dei b sono entrambe convergenti. E dato che la differenza tra an e bn, per un opportuno n, può essere resa piccola più di qualunque numero positivo assegnato, allora se hanno limite, tale limite sarà il medesimo: e non potrà essere un numero razionale dovendo stare tra tutti gli a e tutti i b. Questa sarebbe l'argomentazione a favore dell'esistenza degli irrazionali, anche se l'esistenza di tale limite è una pura ipotesi. 


Inoltre, tutti gli a sono minori dei bn, perciò essi differiscono con continuità sempre meno dai bn; tuttavia, qualunque sia n, bn non può essere il limite degli a, dato che b(n+1) sta fra bn e tutti gli a. Analogamente an non può essere il limite dei b. Questo ragionamento non riuscirà mai a provare che il limite esiste, ma solo che, se il limite esistesse esso non sarà né un a né un b (non starà né nella classe A né nella classe B), non sarà nessun razionale, bensì sarà qualcosa di totalmente diverso (forse sarà un altro tipo di numero o sarà un altro ente). 


Non si dimostra così che esistono gli irrazionali, ma che tali numeri possono essere delle pure invenzioni, utili per descrivere le relazioni tra gli a della classe A ed i b della classe B. L'esistenza del limite si potrebbe sostenere od in base alla previa conoscenza del termine che costituisce il limite ottenuta per altra via, o per mezzo di qualche assioma di continuità che porti per necessità l'esistenza di un tale termine, come ha voluto fare Dedekind ma in modo insoddisfacente. La teoria degli irrazionali di Weierstrass è simile a quella di Dedekind, partendo da una serie di termini, ed anche in tal caso il limite non viene creato ma piuttosto bisogna presupporre la sua esistenza perché venga solo specificato per mezzo della serie, altrimenti non si troverà nulla e si deve magari concludere che non esista soluzione. In tali teorie, a meno che non si postuli in maniera indipendente, non si sa se le serie in questione abbiano limite; e si presuppone una conoscenza indipendente del numero irrazionale, che è un limite, per dimostrare che esso è proprio il limite. Sosteniamo allora che il limite di una serie di razionali, o è un razionale o non esiste, in nessun caso è un numero reale, ma una serie fondamentale di razionali, un segmento di razionali, definisce un numero reale (ossia un irrazionale, che non è un limite), il quale non è mai identico ad alcun razionale. Un numero reale del tipo che usualmente verrebbe identificato ed indicato con un razionale, è invece un segmento che possiede un limite razionale. 


Generalmente il concetto di continuità è stato trattato dai filosofi come se fosse una nozione primitiva non suscettibile di analisi, e si sono sostenute molte cose su di essa, compresa l'affermazione di Hegel per cui ogni entità discreta è pure continua, ed ogni entità continua è pure discreta, secondo la filosofia idealistica che mette in relazione gli opposti, Ma nei secoli, (quasi)tutti i filosofi, su cosa intendessero per discreto e continuo, hanno mantenuto un silenzio altrettanto discreto e continuo. Solo un fatto si può appurare, ossia che lungo i secoli quasi ogni cosa sostenuta dalla gran parte dei filosofi riguardo infinito, infinitesimale, continuo e discreto, ciò ha scarsa importanza per la matematica, per la teoria dello spazio e del tempo, e per la storia del pensiero matematico. Leibniz fu soddisfatto da un concetto di continuità che oggi si chiamerebbe densità (nonostante il suo calcolo infinitesimale che richiede la grandezza continua propria dei reali), e molti altri matematici lo sarebbero stati altrettanto anche dopo di lui, se non fosse venuta la teoria di Cantor; anche se già da molto tempo prima esistevano buoni motivi per supporre un ordine superiore a quel tipo di continuità. L'ammissione degli irrazionali come contrapposti ai segmenti non è logicamente necessaria e sarebbe letale per la teoria dei razionali, e va quindi respinto qualunque assioma destinato a “dimostrare” l'esistenza dei limiti nei casi in cui non sia possibile dimostrare altrimenti la loro esistenza. 


Non si deve supporre che la continuità, come è stata definita precedentemente, si possa esemplificare in aritmetica col passaggio indiretto dagli interi ai razionali, e da qui ai numeri reali, perché al contrario, gli interi stessi possono essere presi per illustrare la continuità. Infatti la classe degli interi I basta da sola a generare serie continue R, e le progressioni che incarnano la vera essenza della discretezza, necessitano così... per definire la continuità. Si deve riconoscere che la definizione della continuità di Cantor (puramente ordinale), ed i successivi gradi che ad essa conducono, costituiscono un trionfo dell'analisi e della generalizzazione in matematica. Si può dire che la teoria dell'infinità ebbe inizio circa con Cantor, ed anche se il calcolo infinitesimale non poteva farne completamente a meno, cercò di farne a meno il più possibile fin che si potè. In tale teoria occorre separare i cardinali dagli ordinali, le cui proprietà differiscono ancor più quando sono trasfiniti, “Chiamiamo potenza o numero cardinale dell'insieme M quel concetto generale che si ricava, per mezzo dell'attività delle nostre facoltà di pensiero, da M, facendo astrazione dalla natura dei suoi diversi elementi e dall'ordine nel quale essi sono dati”, afferma Cantor. Come si vede questa affermazione specifica ciò di cui si parla (ossia del numero cardinale) ma non lo definisce. Essa, infatti, presuppone che ogni insieme possegga qualche proprietà comune, come quella desiderata, proprietà che non dipende dalla natura dei suoi elementi né dall'ordine, ma solo, saremmo tentati di dire, dal numero (“peggiorando ulteriormente la definizione” di Cantor). 


Ma Cantor considerava il numero come un'idea primitiva, e nella sua teoria l'asserto che ogni insieme abbia un numero risulta un'idea primitiva, e dunque la specificazione del numero non deve costituire una definizione formale, sempre che poi ne tenga in debito conto. Per definire il numero cardinale di una data classe, volendo fissare le idee su un'entità definita comune, potremo decidere di identificare il numero di una classe con l'intera classe delle classi simili alla classe data. La differenza tra cardinali finiti ed infiniti, risiede nella differenza delle definizioni di finito ed infinito, un tempo considerate in parte delle contraddizioni riguardo il numero infinito. Leibniz osservava che, dato che ogni numero intero è raddoppiabile (generando così tutti i numeri pari), il numero di tutti i numeri interi I è uguale al numero dei numeri interi pari, e ne deduceva l'inesistenza del numero infinito. Il primo matematico a non considerare questo fatto contraddittorio, sembra sia stato Bolzano, ma solo a Cantor è dovuta la dimostrazione rigorosa in cui si definiscono i cardinali finiti mediante l'induzione matematica che non vale invece nell'infinito. Nell'infinito Cantor e Whitehead hanno dato la definizione di moltiplicazione anche con un numero infinito di fattori e la legge delle potenze. Come già scritto, il primo cardinale trasfinito è αo, ossia la potenza degli insiemi numerabili o contabili, che sono i numeri interi, i numeri pari, i numeri dispari, i quadrati degli interi, i quadrati dei pari, i quadrati dei dispari, la potenza n-esima di ognuna di queste serie, i razionali m/n, un intervallo qualsiasi di razionali m/n, i numeri algebrici, una serie n-dim di tutti questi termini quando n è finito od anche il minimo ordinale trasfinito, ecc.  I cardinali finiti e trasfiniti, hanno tutti un immediato successore, mentre come immediato predecessore hanno o un numero od un'intera classe infinita (se è un cardinale trasfinito). Oltre alla potenza dei numerabili, conosciamo la potenza del continuo, ossia 2(elev αo), che Cantor sperava poi di dimostrare essere α1. Il motivo fondato, ma non dimostrato, adottato da Cantor per sostenere che la 2° potenza dei trasfiniti sia la potenza del continuo, è che ogni insieme lineare infinito di punti possiede o la 1° potenza o la potenza del continuo, dal qual fatto si potrebbe dedurre che quella del continuo dev'essere quella che segue la potenza dei sistemi numerabili. 


Ma l'inferenza è molto precaria o poco attendibile. Consideriamo, per esempio, la seguente analogia di serie numeriche: in una serie compatta, il tratto determinato da due termini a,b consiste o di un numero infinito di termini (se a diverso da b, anche comunque vicini), o da un solo termine (se a=b), e mai da un numero finito k di termini; ma altri tipi di serie come le progressioni hanno tutti i numeri di termini da 1 a k a infinito. Il teorema afferma che la potenza del continuo è 2(elev αo), deriva dalla proposizione secondo la quale le classi infinite di interi finiti formano una serie continua. Il numero di tutte le classi infinite di interi finiti, ossia il numero dell'insieme delle parti o sezioni o segmenti di razionali (P(N)) è 2(elev αo), infatti la sottrazione di αo non diminuisce nessun numero maggiore di αo come lo è 2(elev αo); 2(elev αo) è pertanto il numero del continuo. 


Per dimostrare che 2(elev αo)=α1 sarebbe quindi sufficiente dimostrare che il numero delle classi infinite di interi finiti è uguale al numero dei tipi di serie che si possono formare con gli interi finiti il cui numero è la 2° potenza α1. Per ogni cardinale trasfinito esiste un'intera classe infinita di ordinali, anche se il numero cardinale di tutti gli ordinali è minor-uguale al numero di tutti i cardinali. Gli ordinali che appartengono a serie il cui numero cardinale risulta αo, si dice che formano la 2° classe degli ordinali; gli ordinali corrispondenti al cardinale α1 formano la 3° classe; e così via. I numeri ordinali sono essenzialmente classi di serie, o meglio classi di relazioni generatrici di serie. Gli ordinali finiti, inoltre, possono essere concepiti come tipi di serie: per esempio, il numero ordinale n lo si può prendere a significare “una relazione seriale di n termini” ovvero in linguaggio corrente “n termini in fila”. La maggior parte dei filosofi di vari indirizzi e correnti, sembra che supponga che la distinzione tra finito ed infinito sia quella il cui significato è “intuitivamente subito evidente e chiaro”, invece in matematica tale definizione non è facile, e, come scritto, è stata messa in luce piuttosto recentemente ossia solo al tempo di Cantor. I numeri 0 e 1 sono suscettibili di definizione logica, e si può dimostrare logicamente che ogni numero ha un successore, e così è possibile definire tutti i numeri finiti, sia in base al fatto che l'induzione matematica può generarli o “raggiungerli” da 0 o da 1 (usando la terminologia di Dedekind, in base al fatto che essi formano la catena del numero 0 o del numero 1), sia in base al fatto che essi sono i numeri di collezioni tali che nessuna parte propria di esse ha lo stesso numero del tutto. Qualsiasi discussione sull'infinito e l'infinità che ignorasse ciò, cadrebbe nel vuoto anziché sull'infinito. Se gli insiemi sono infiniti, relazioni differenti pongono i termini in serie ed in ordini differenti, ma quando gli insiemi sono finiti tutti gli ordini possibili danno lo stesso numero ordinale n, e precisamente quello corrispondente al numero cardinale n di quella collezione, e sono ordinalmente simili. 


La moltiplicazione degli ordinali consiste nel processo di rappresentare una serie di serie come una serie singola, ciascuna serie essendo presa come un tutto e mantenendo essa il suo posto nella serie di serie. Viceversa, la divisione è il processo di sezionare una serie singola in una serie di serie, senza alterare l'ordine dei suoi termini, ed ambedue i processi hanno importanza in rapporto alle dimensioni (delle grandezze). Un poco approssimativamente, il derivato primo di una serie consiste di tutti i punti nell'intorno qualunque dei quali si raggruppano un numero infinito di termini della collezione; ed i derivati successivi danno, per così dire, “gradi differenti di concentrazione” in qualsiasi prossimità (in ogni intorno comunque piccolo, approssimativamente, non solo devono cadere infiniti punti, ma anche devono essere definite serie, di serie,... di serie infinite di numeri finiti). La teoria dei derivati è allora importante per la teoria delle funzioni reali. E così è pure facile vedere  perché i derivati hanno grande importanza per la continuità: per essere continua una collezione deve  essere il più “concentrata” possibile in ogni intorno contenente qualsiasi termine della collezione, e ciò ha conseguenze sulla divisibilità o partizione della serie. I risultati ottenuti da Cantor lo indussero a fondare la disciplina indipendente di Mengenlehre (Teoria degli aggregati) o Mannigfaltikeitslehre (Teoria delle varietà), ossia Teoria degli insiemi, accolta inizialmente con ostilità dato che i matematici nutrivano ancor più un notevole grado di “horror infiniti”. Ancora irrisolta è la questione se vi siano altri numeri cardinali trasfiniti oltre α0 e α1, nonostante la prova di Cantor della loro infinità. E' stata introdotta anche una particolare successione di numeri cardinali indicata con la lettera ebraica beth, ossia una successione parametrizzata sui numeri ordinali e definita per induzione transfinita (notando che i primi cardinali conosciuti, ossia la potenza degli insiemi numerabili αo e la potenza del continuo α1 sono i primi due numeri di tale successione, la serie cantoriana degli ordinali α1 coincide con la serie beth1 che tra l'altro richiede l'ipotesi del continuo (ipotesi indecidibile), laddove l'equivalenza tra αα e bethα è la cosiddetta ipotesi generalizzata del continuo (pure indecidibile)). Onde sorge necessariamente la domanda “Tutti i cardinali possibili fanno parte di questa successione?”. 


Oggi sappiamo che Dedekind e Cantor, più lontani dai centri della ricerca matematica della seconda metà dell'800, diversamente da Weierstrass, Dirichlet, Jacobi e Kronecker, furono tuttavia i più grandi, sottili ed originali matematici del loro tempo. Kronecker, come Weierstrass su un altro piano, voleva l'aritmetizzazione dell'analisi, ma esigeva che tutta l'aritmetica e l'analisi venissero basate solo sui numeri interi e rifiutava i metodi di costruzione dei numeri reali ottenuti con i processi infiniti, ed oggi è soprattutto conosciuto per il famoso simbolo di Kronecker, a 2 indici i,j, denotato δi,j, il quale assume il valore 0 per i diverso da j ed il valore 1 per i=j. Cantor scrisse nel 1883 una vigorosa difesa delle proprie teorie in “Fondamenti di una teoria generale delle varietà”, dove sosteneva che “numerazioni altrettanto determinate possono essere intraprese tanto nel caso di sistemi infiniti così come in quello di sistemi finiti”, senza paura di sprofondare nell'abisso del trascendente anche se qualche volta egli arrivava fino a scivolare ai confini della teologia”. Nonostante l'appoggio di alcuni matematici, come Hermite, solo verso la fine della sua vita vide riconosciuta l'importanza dei suoi risultati, ma la morte, che lo colse a 73 anni d'età, il 6gen1918 in un ospedale psichiatrico di Halle, ci ricorda come talvolta il genio e la pazzia camminino sullo stesso sentiero (a volte, sembrerebbe, tenendosi pure per mano). 


Durante il corso dei suoi ricoveri sviluppò anche il suo concetto d'Infinito Assoluto che identificò con Dio, introducendo tale nozione di infinito assoluto per poter trattare il più esteso concetto assoluto di “numero grande”, dicendo ”L'infinito attuale si presenta in tre contesti: in primo luogo quando si realizza nella forma più completa, in un'essenza mistica completamente indipendente, in Dio, che io chiamo Infinito Assoluto o, semplicemente, Assoluto; in secondo luogo quando si realizza nel mondo contingente, creato; in terzo luogo quando la mente lo coglie in abstracto come una grandezza, un numero o un tipo di ordine matematico.”  La tragedia personale di George Cantor trova un conforto solo nelle lodi di uno dei maggiori matematici del XX sec, David Hilbert, che esaltava la nuova matematica trasfinita come “il prodotto più stupefacente del pensiero matematico, una delle più belle creazioni dell'attività umana nel mondo del puro intellegibile”. Ancora Hilbert “Nessuno riuscirà a cacciarci dal Paradiso che Cantor ha creato per noi.”








   Capitolo 10


Verso le vette dell'astrazione.






	In questo capitolo tratteremo della matematica del secolo XIX ma soprattutto delle sue prime conquiste verso la massima astrazione: la concezione generale della matematica, le algebre astratte, la logica ed il suo sviluppo, le algebre booleane, l'algebra di commutazione ed i circuiti logici, la teoria degli automi, la cibernetica, la teoria dei sistemi, la teoria dei processi stocastici, il moto browniano, la teoria dell'informazione e dell'entropia, la modellistica, la moderna teoria dell'algebra di Boole, la teoria delle equazioni algebriche, il programma di assiomatizzazione dell'aritmetica di Peano, la teoria dei numeri reali, i limiti fisici del calcolo, e molto altro ancora. I contributi dell'800 al pensiero matematico sono superiori a tutti quelli accumulati dall'antichità al '700 compreso, secondo una progressione quasi sempre abbastanza verificata. 


Nel 1829 era apparso il nuovo mondo della geometria non-euclidea, nel 1874, il cielo rimase stupito dalla matematica dell'infinito, e nel 1831-32 la Francia (ormai non più il centro del mondo matematico) assistette al passaggio della nuova meteora Evariste Galois (infatti i circa 5 anni della sua attività di matematico assomigliano proprio ad una meteora nel mondo della matematica). I due contributi più rivoluzionari nel campo dell'algebra furono realizzati in Irlanda da William Rowan Hamilton (1805-1865) e da George Boole (Lincoln 1815, Ballintemple 1864, matematico e logico britannico, considerato il fondatore della logica matematica simbolica moderna, da cui nacque anche la scuola inglese degli algebristi della logica), anche se i più prolifici algebristi del secolo  furono i due matematici inglesi dell'Università di Cambridge (la quale, sappiamo, fu l'alma mater di Isaac Newton e poi il regno del metodo delle flussioni, ritornata nella seconda metà dell'800 a nuova fioritura con l'algebra moderna), ossia Arthur Cayley (Richmond upon Thames 1821, Cambridge 1895, matematico inglese dalla grande influenza nel mondo anglosassone) e J. J. Sylvester (James Joseph Sylvester, Londra 1814, Londra 1897, matematico britannico noto per i suoi notevoli risultati nell'algebra e nella matematica discreta con contributi alla teoria delle matrici, alla teoria degli invarianti, alla teoria dei numeri, alla teoria della divisibilità e al calcolo combinatorio). George Peacock (Thornton Hall 1791, Pall Mall 1858, matematico britannico) sostituì i vecchi simboli delle flussioni coi simboli dei differenziali, nel calcolo infinitesimale, e pubblicò nel 1830 e 1842 il suo “Treatise on Algebra” (“Trattato sull'algebra”, da non confondere con la quasi omonima opera “A Treatise of Algebra” di Colin MacLaurin del 1748) in cui tentò di dare all'algebra una struttura logica paragonabile a quella posseduta dagli Elementi di Euclide, senza usare però una terminologia moderna; nel 1° volume applicava le sue regole ai numeri (od “algebra numerica”, secondo la terminologia dell'autore), e nel 2° volume le estendeva allo studio delle grandezze in generale (o ”algebra simbolica”, secondo la sua terminologia), assumendole valevoli, con audace estrapolazione giustificata col “principio di permanenza delle forme equivalenti” (postulato piuttosto oscuro e coperto di dubbi) analogo al principio di correlazione introdotto in geometria da Carnot e Poncelet, anche nel sistema più astratto. 


Tale distinzione non era però molto diversa da quella introdotta da Viète di “logistica numerosa” e “logistica speciosa”. Peacock ed Augustus De Morgan (Madurai 1806, London 1871, matematico e logico britannico, noto per i teoremi di De Morgan, per l'algebra relazionale, e per aver introdotto il termine induzione matematica), insieme fondarono quella che è detta la “scuola britannica” del pensiero matematico. De Morgan diede importanti contributi al calcolo delle probabilità, nonché alla moderna logica formale attraverso la sistematica applicazione dell'algebra alla logica. Le leggi di De Morgan sono mutue relazioni tra le operazioni di unione, intersezione e complementazione tra sottosistemi di un insieme dato: il complementare dell'unione di 2 insiemi è uguale all'intersezione dei loro complementari; il complementare dell'intersezione di 2 insiemi è uguale all'unione dei loro complementari. Peacock fu il profeta dello sviluppo dell'algebra astratta e De Morgan fu per lui ciò che Eliseo fu per il profeta Elia. 


De Morgan mantenne il significato più astratto sia alle lettere da lui usate che alle operazioni, laddove Peacock le interpretava o come numeri o come grandezze. Il primo si avvicinò così alla moderna concezione secondo cui la matematica tratta di funzioni proposizionali e di implicazioni, anziché di proposizioni, ossia è l'insieme di tutte le proposizioni della forma “p implica q”, dove p e q sono proposizioni che contengono una o più variabili, e nessuna costante che non sia costante logica, anche se sembra non si fosse reso perfettamente conto della natura completamente generale delle regole e delle operazioni algebriche. Hamilton, che mostrò a De Morgan quante algebre era possibili sviluppare oltre all'”algebra singola” del campo dei numeri reali ed all'”algebra duplice” del campo dei numeri complessi, fu sostenitore di un'idea per la quale lo spazio ed il tempo sono indissolubilmente legati l'uno all'altro, ma invece di percorrere molto anzitempo “la strada di Lorentz e di Einstein”, seguendo forse Newton il quale dovendo definire concetti troppo astratti nel campo dell'analisi ricorse alla nozione fisica di tempo, egli invece concluse infecondamente che, come la geometria è la scienza dello spazio, così l'algebra doveva essere la scienza del tempo... o forse visto che lo spazio ed il tempo, nella filosofia trascendentale, sono due categorie dell'intuizione, e dato che la geometria studia lo spazio, per semplice esclusione l'algebra dovrà studiare il tempo. Nel 1833 scrisse una memoria in cui era contenuta un'algebra formale di coppie di numeri reali (idea però già presente nella rappresentazione di Wessel, Argand e Gauss) le cui regole di combinazione (dette “operazioni di rotazione”) sono esattamente quelle che vengono oggi adottate per il sistema dei numeri complessi. 


Estese poi tale algebra allo spazio 3-dim, sviluppando la teoria dei quaternioni (ossia un'algebra lineare detta algebra dei quaternioni), elementi espressi mediante 3 simboli i,j,k (quali unità immaginarie, i=radice quadrata di -1), come a1+ia2+ja3+ka4, con ai (a pedice i) reale per i=1,2,3,4. I numeri reali, i numeri complessi ed i quaternioni sono gli unici corpi che, rispetto all'addizione, sono spazi vettoriali di dimensione finita sul campo reale. Come Lobacevskij aveva creato una nuova geometria coerente abbandonando il 5° postulato delle parallele, così Hamilton creò una nuova algebra coerente abbandonando il postulato della legge commutativa della moltiplicazione. Oggi, guardando indietro nel tempo, è logico che non era tanto importante quel particolare tipo di algebra, quanto la scoperta dell'”infinita” libertà che si possiede nella fondazione di nuove teorie algebriche pur di abbandonare assiomi o “leggi fondamentali” a cui si era da tempo affezionati, od alle quali si era fatto ricorso come ad una diga eretta contro il pericolo delle novità e del possibile errore, sotto il nome di “principio della permanenza delle forme”.  H. Grassmann (Hermann Gunther Grassmann, Stettino 1809, Stettino 1877, matematico e linguista tedesco), nel 1844 e poi nel 1862, pubblicò un trattato dal contento poco ortodosso e dalla terminologia oscura, poco convenzionale e di difficile lettura, “Le teoria dell'estensione lineare, una nuova branca della matematica”, in cui analogamente alla teoria dei quaternioni, vi compariva un calcolo vettoriale molto generale in uno spazio n-dimensionale, e dove la moltiplicazione era non commutativa e non necessariamente associativa. 


Negli Stati Uniti d'America, J. W. Gibbs (Josiah Willard Gibbs, New Haven 1839, New Haven 1903, ingegnere, chimico e fisico statunitense, noto per essere stato tra i primi fondatori dell'analisi vettoriale, per l'introduzione del simbolo “nabla” ossia Δ rovesciato, e per i fondamentali contributi alla chimica-fisica e termodinamica classica), conosciuto in termodinamica per la regola delle fasi dei sistemi eterogenei in equilibrio (in “On the equilibrium of heterogeneus substances”, “Sull'equilibrio delle sostanze eterogenee”) e per l'equilibrio dei sistemi termodinamici (la variazione di energia libera di Gibbs ΔG (od entalpia libera) quale funzione di stato utile per indicare l'energia libera nelle trasformazioni isotermobariche (cioè a pressione p e temperatura T costanti, come del resto avviene nella gran parte delle reazioni chimiche o termochimiche, e permette di prevedere la spontaneità di una reazione chimica e di una trasformazione di stato alle generiche temperatura T e pressione p, ossia se ΔG<0 la reazione è spontanea ed avviene da sé, e per ΔG>0 la reazione avviene in senso opposto, ma se ΔG=0 la reazione è all'equilibrio termodinamico), seguendo la via di Grassmann, sviluppò il campo ristretto dell'algebra vettoriale nello spazio 3-dim, algebra multipla nella quale pure non vale la legge commutativa della moltiplicazione. Fu Hankel nel 1867 a dimostrare che solo l'algebra dei numeri complessi, come però aveva già intuito De Morgan, è l'algebra più generale possibile per cui valgono tutte le leggi fondamentali dell'aritmetica. Gibbs pubblicò la sua “Vector Analysis” (“Analisi vettoriale”) nel 1881 e poi nel 1884, ed a seguito di controversie animate sui rispettivi meriti delle due algebre, un collega di Gibbs organizzò una Associazione Internazionale per Promuovere lo Studio dei Quaternioni e di Sistemi Matematici Affini; col tempo i sistemi affini (ossia la teoria dei vettori e la teoria dei tensori) presero il netto sopravvento sulla teoria dei quaternioni, anche se oggi i quaternioni occupano un loro posto riconosciuto nell'algebra e nella teoria della meccanica quantistica. Fu la notazione di Gibbs, derivata principalmente da Grassmann, la simbologia oggi utilizzata in questo campo dell'algebra vettoriale. 


Abbiamo già scritto della teoria dei determinanti portata avanti da Cayley, ma come tutti i matematici inglesi orientati allo sviluppo delle costruzioni algebriche astratte, egli fu uno dei primi ad occuparsi sistematicamente di teoria delle matrici. Il concetto generale di struttura nella cultura scientifica ha molti significati, ma in matematica esso è essenzialmente astratto e si è sviluppato soprattutto con l'algebra (le strutture algebriche), e risulta applicabile ovvero riconoscibile, entro particolari sistemi di enti matematici oggetto di specifiche discipline (per esempio i numeri naturali, le funzioni, ecc.). La struttura è dunque l'insieme delle proprietà introdotte in un insieme E, detto sostegno della struttura, mediante un sistema di postulati che la caratterizzano. Tre sono i tipi di struttura fondamentale: le strutture algebriche (legate, come già scritto, al concetto di operazione), le strutture d'ordine (legate al concetto di relazione d'ordine), le strutture topologiche (legate all'individuazione di opportune famiglie di sottoinsiemi di E con punti di accumulazione). Sovrapponendo od integrando strutture diverse si perviene alle strutture multiple: ad esempio nella teoria del calcolo infinitesimale di funzione reale, si fa uso del fatto che nell'insieme dei numeri reali R sono presenti strutture di tutti e 3 i tipi, ossia una struttura algebrica dato che i numeri reali formano un campo (è presente pure un rapporto incrementale), una struttura d'ordine dato che è definita la relazione maggiore-minore (corretto ordinamento), ed una struttura topologica dato che è definita una distanza (ed opportuni insiemi infiniti su intervalli comunque limitati). In alcuni casi lo stesso insieme può fungere da sostegno per diverse strutture del medesimo tipo: per esempio, l'insieme delle coppie ordinate di numeri reali dotato di addizione e moltiplicazione scalare risulta uno spazio vettoriale 2-dim, mentre dotato della stessa operazione di addizione e di un'opportuna operazione di moltiplicazione dà luogo al campo dei numeri complessi. 


Diciamo che l'algebra è quella parte della matematica che studia le operazioni e le proprietà generali di cui godono gli insiemi dotati di operazione “o”, la quale è un'applicazione che ad ogni coppia ordinata di elementi di un insieme A associa un un elemento di A. E si parla di legge di composizione interna di A. Sappiamo quanto l'algebra arrivi dalla storia lontana, e comunemente si divide in algebra classica che studia i metodi e le operazioni proprie del calcolo letterale ed in particolare la teoria delle equazioni algebriche (assumendo come operazioni “o” quelle aritmetiche di addizione-sottrazione-moltiplicazione-divisione); ed algebra moderna, o semplicemente algebra, che comprende lo studio delle strutture algebriche introducibili in un insieme. Per calcolo intendiamo una successione di procedimenti costruttivi, le cosiddette regole del calcolo, per la soluzione di determinati problemi. Il calcolo letterale è un metodo di rappresentazione dei numeri mediante lettere, inizialmente pensate come simboli quali generalizzazioni di numeri, comunque dotato di generalità; esso è appunto caratteristico dell'algebra, ma può essere ampliato e generalizzato con simboli rappresentanti enti del tutto generici e generali. 


Come già scritto, la nozione di struttura algebrica è definita in modo assiomatico, e si dice che un insieme I di elementi (di natura qualsiasi), è dotato di una struttura algebrica quando su I sono definite una o più operazioni, interne od esterne, che godono di alcune proprietà riguardanti o le singole operazioni o i legami tra le diverse operazioni. Gli esempi più semplici di strutture algebriche sono fornite dagli insiemi numerici, come ad esempio i numeri reali R dotati delle operazioni aritmetiche ordinarie. Queste strutture godono di certe proprietà formali che, tutte od in parte, si richiedono anche per le operazioni definite in un insieme di elementi di natura qualunque, come le matrici, i polinomi, ecc., per le quali si conservano le stesse denominazioni delle operazioni ordinarie (“addizione” e “moltiplicazione”, e le loro opposte-inverse); le proprietà associativa e/o commutativa e/o distributiva di un'operazione rispetto ad un'altra come avveniva coi numeri; l'esistenza di un elemento neutro (“0” per l'addizione, “1” per la moltiplicazione); l'esistenza dell'elemento simmetrico (“opposto” per l'addizione, “inverso” o ”reciproco” per la moltiplicazione). A seconda del numero di operazioni che in un insieme sono definite, e delle proprietà formali che per esse sono postulate, si definiscono diversi tipi di strutture algebriche. Tra le strutture elementari abbiamo in primo luogo la struttura di gruppo G (ossia di un insieme A dotato di operazione “o” associativa, rispetto alla quale nell'insieme A esiste l'elemento neutro ed ogni elemento ammetta il simmetrico); il gruppo è commutativo o abeliano, se l'operazione “o” è commutativa. 


Come seconda struttura elementare abbiamo poi l'anello, ossia un insieme A dotato di due operazioni, una di “addizione” rispetto alla quale è un gruppo commutativo, ed una di “moltiplicazione” fornita della proprietà associativa e della proprietà distributiva rispetto all'addizione. L'anello è detto commutativo se la moltiplicazione è commutativa; un anello commutativo è detto euclideo se ad ogni suo elemento a si può associare un intero non negativo v(a) detto valutazione di a. Un esempio di anello euclideo è dato dall'insieme dei numeri interi, ponendo v(a)=mod a=|a|=1. Un anello è detto con unità se esiste il neutro moltiplicativo 1. Un anello con unità in cui esiste l'inverso di ogni elemento non nullo (per ogni a diverso da 0, esiste un b tale che ab=1) è detto corpo; un corpo commutativo è detto campo. In un anello la moltiplicazione di un qualsiasi elemento per 0 dà 0; un elemento a diverso da 0 è detto divisore dello 0 se esiste un b diverso da 0 tale che ab=0. Un anello commutativo dotato di unità e privo di divisori non nulli dello 0 è detto dominio di integrità: in tal caso vale la legge di cancellazione, ossia da ab=ac, se a diverso da 0, si ha b=c. Se R è una relazione di equivalenza in A compatibile con le operazioni, l'insieme quoziente A/R, dotato di opportune operazione di addizione e di moltiplicazione, è un anello, detto anello quoziente di A rispetto a R. L'applicazione che ad ogni a di A associa la corrispondente classe di equivalenza è detta omomorfismo canonico da A su A/R. Importante pure per la teoria dei sistemi o delle reti combinatorie e dei sistemi o delle reti sequenziali (ossia per l'algebra di commutazione AdC) è la struttura di reticolo, e più in particolare, la struttura di algebra di Boole. Il reticolo è un insieme A dotato di una relazione di ordine parziale tale che ogni coppia (a,b) di elementi di A, è fornita di estremo superiore (denotato con “a unione b” col simbolo di U maiuscola), e di estremo inferiore (denotato con “a intersezione b”, col simbolo di U maiuscola rovesciata). Un reticolo si dice completo se ogni sottoinsieme di A ha estremo superiore ed estremo inferiore. Se sono rispettate note proprietà è detto reticolo distributivo, modulare, complementato (se è dotato di elemento zero (0, che precede tutti gli altri elementi di A), e di elemento unità (1, che è preceduto da tutti gli altri elementi di A), ed inoltre per ogni elemento a di A esiste un elemento a' (detto complemento di a) tale che a union a'=1, a intersezion a'=0). Per esempio l'insieme delle parti di un insieme S è un reticolo completo, distributivo, complementato in cui lo zero è l'insieme vuoto (od insieme nullo Φ) e l'unità è lo stesso insieme S (od universo X). Un reticolo distributivo e complementato si chiama algebra di Boole dove solitamente Φ=0 e S=1.  A partire dalle strutture elementari vengono definite altre strutture algebriche; in particolare quella di corpo, che costituisce l'ambiente idoneo per la risoluzione delle equazioni, ed è a fondamento della struttura di spazio vettoriale, la quale costituisce la base di tutta l'algebra lineare che comprende la teoria delle matrici e dei sistemi di equazioni algebriche lineari. 


L'algebra lineare è un insieme A dotato di un'operazione additiva, di un'operazione moltiplicativa e di un'operazione di moltiplicazione per elementi di un campo K, in modo che rispetto alle prime due operazioni esso risulti un anello con unità, uno spazio vettoriale sul campo K rispetto alla prima ed alla terza operazione. L'algebra si dice commutativa se tale è la moltiplicazione. Esempi di algebra lineare sono forniti dall'insieme delle matrici quadrate e dall'insieme delle trasformazioni lineari di uno spazio astratto vettoriale n-dim: esse sono tra loro isomorfe (sono isomorfi gli spazi vettoriali e gli anelli corrispondenti). In generale, ogni algebra lineare è isomorfa ad una sottoalgebra dell'algebra delle matrici. Un'algebra lineare è detta normata se è dotata di norma, e se è completa ossia se tale algebra è uno spazio di Banach, si chiama algebra di Banach. Nella teoria delle algebre di Banach si combinano proprietà algebriche con proprietà topologiche, e vi sono stretti legami tra le algebre di Banach complesse e le funzioni analitiche olomorfe, di cui abbiamo già scritto. Definiamo un operatore lineare T, un'applicazione di uno spazio vettoriale E in uno spazio vettoriale F, entrambi sullo stesso campo K. Se lo spazio F è il campo base allora si parla di funzionale, ed il funzionale f è quindi un'applicazione di uno spazio vettoriale E nel relativo campo base K. In uno spazio di Hilbert H i funzionali lineari continui si possono rappresentare mediante il prodotto interno ossia prodotto scalare. 


Conosciamo il teorema di rappresentazione di Riesz (Frigyes Riesz, Gyor 1880, Budapest 1956, matematico ungherese dell'Università di Seghedino, il quale ha sviluppato parte dell'analisi funzionale con importanti applicazioni in fisica, seguendo le idee introdotte da Maurice René Fréchet, Henri Lebesgue, David Hilbert ed altri, e ha dato contributi in teoria ergodica con la dimostrazione del teorema ergodico), in realtà sono diversi i teoremi sotto il nome di teorema di rappresentazione di Riesz, ma nel caso si consideri uno spazio di Hilbert H il teorema stabilisce un collegamento importante tra tale spazio e il suo spazio duale, e se il campo base K=campo dei numeri reali R i due spazi sono isometricamente isomorfi, laddove se K=campo dei numeri complessi C allora i due spazi sono isometricamente anti-isomorfi, ma si può dare il teorema di rappresentazione di Riesz per funzionali λ lineari su Cc(X) dove X è uno spazio di Hausdorff localmente compatto e λ un funzionale lineare positivo in Cc(X). Si possono introdurre la topologia forte (corrispondente alla norma ||f||=sup|f(x)|) per ||x|| minor-uguale 1), e la topologia debole (associata al sistema-insieme di intorni dello 0): tale nozione svolge un ruolo fondamentale in molte questioni di analisi funzionale. Per un approfondimento di questa parte rimando il lettore a testi settoriali, e per qualche informazione al mio scritto maggiore. L'opera di Cayley sulle matrici si sviluppò a partire da una memoria del 1858 che trattava della teoria delle trasformazioni, in cui l'autore disponeva i coefficienti ordinati in una matrice. 


Di questo si occuparono anche gli statunitensi B. Peirce (Benjamin Peirce, Salem 1809, Cambridge 1880, matematico ed astronomo statunitense, professore di matematica ed astronomia di Harvard University, che diede notevoli contributi all'algebra, alla teoria dei numeri (nessun numero perfetto dispari può avere meno di 4 fattori primi), alla meccanica celeste, ed alla filosofia della scienza, ed insieme a George Boole pensava all'analisi logica effettuata con la matematica laddove altri logici quali Gottlob Frege e Bertrand Russell non ritenevano che ciò fosse pienamente possibile) tra i fondatori dell'algebra moderna, ed il figlio C. S. Peirce (Charles Sanders Peirce, Cambridge 1839, Milford 1914, matematico, filosofo, semiologo, logico, scienziato ed accademico statunitense, noto per i suoi contributi alla logica ed all'epistemologia, nonché fondatore del pragmatismo e tra i fondatori della scienza semiotica o teoria del segno per le comunicazioni) che studiò il calcolo delle relazioni. Diciamo che la relazione R è una corrispondenza, o legame tra elementi di un insieme A ed elementi di un insieme B, espresso dal verificarsi di un'assegnata proposizione R relativa ad essi. Definiamo pure la relazione di equivalenza e di classe di equivalenza: l'insieme delle classi di equivalenza indotte in A dalla relazione R si chiama insieme quoziente di A rispetto a R e si indica A/R. 


Con tale partizione in classi è connesso un processo d'astrazione, che consiste nel prescindere dalle differenze tra gli elementi entro le classi e nel concepire le classi stesse come individui, come uno. La congruenza tra numeri interi fornisce un esempio di relazione di equivalenza. Definiamo la relazione di ordine parziale, di inclusione tra sottoinsiemi, di ordine stretto, di ordine lineare o totale o semplicemente relazione d'ordine, l'ordinaria relazione di minore, di maggiore, e di pre-ordine o di orientamento. Mediante la nozione di relazione è possibile formulare la definizione di funzione: la funzione è una relazione tra 2 insiemi A e B  il cui dominio coincide con l'insieme A, tale che da aRb e aRb' segue b=b'. Cayley scrisse molti articoli e memorie di algebra e di geometria, ma anche l'opera “Trattato sulle funzioni ellittiche” del 1876, il suo unico libro. Sylvester invece si occupò solo di algebra, ed il suo nome è collegato al  metodo dialitico per l'eliminazione di un'incognita da un sistema di 2 equazioni polinomiali. Insieme i due matematici elaborarono la teoria delle forme (o secondo la terminologia di Cayley la teoria delle “quantiche”) grazie alla quale vennero soprannominati i “gemelli invarianti”. Sylvester pubblicò, tra il 1854 ed il 1878, alcune memorie sulle forme polinomiali omogenee a 2-3 variabili (le più importanti nella geometria analitica e nella fisica, ricavate in algebra lineare) e suoi loro invarianti. Uguagliando ad una costante tali polinomi essi divengono le equazioni di coniche e di quadriche. 


Indicata con M la matrice dei coefficienti e con I ma matrice identità, allora l'equazione caratteristica si può scrivere |M-kI|=0, ed al riguardo conosciamo il teorema di Hamilton-Cayley secondo il quale ogni trasformazione lineare di uno spazio vettoriale (dunque con matrice quadrata) è una radice del suo polinomio caratteristico (a coefficienti numerici nell'anello delle trasformazioni lineari o matrici quadrate). 


Pur ammirando la teoria dei quaternioni di Hamilton, Cayley da questa negò sempre una possibile derivazione della sua teoria delle matrici, la quale invece sosteneva di aver sviluppato a partire dai determinanti, inizialmente per esprimere convenientemente una trasformazione. Ma in tali anni, un terzo tipo radicalmente diverso di algebra, veniva sviluppato da un matematico e logico inglese poco noto ed autodidatta per ragioni di povertà familiare, ossia da George Boole (Lincoln 1815, Ballintemple 1864, matematico e logico britannico fondatore della logica matematica simbolica moderna, di cui citiamo subito le sue due opere capitali ovvero “The Mathematical Analysis of Logic” del 1847, e “An Investigation of the Laws of Thought” del 1854 sulle leggi del pensiero alla base del ragionamento esprimendole in un linguaggio simbolico di calcolo (un tipo di algebra che il lettore di questo libro imparerà un poco ad usare) analizzando le analogie tra operazioni della logica ed operazioni algebriche, e fondando la teoria delle algebre di Boole). La matematica pura è l'insieme di tutte le proposizioni della forma “x implica y” dove x e y sono proposizioni che contengono una o più variabili, né x né y contenendo costanti che non siano costanti logiche. Le costanti logiche sono concetti che si possono definire in funzione dell'implicazione formale, della relazione di un termine ad una classe di cui è membro, della nozione di “tale che” e della nozione generale di proposizione e di relazione. Oltre a ciò la matematica fa uso di un concetto che non fa parte della proposizione che essa considera, vale a dire fa uso del concetto di Verità. La filosofia della matematica per tutto l'800 è stata un settore della filosofia controverso ed oscuro. Pur esistendo un accordo generale sul fatto che la matematica ed i suoi teoremi-leggi-funzioni-proposizioni sono in “qualche modo veri”, i filosofi hanno a lungo disputato su quali proposizioni matematiche si dovevano ritenere vere: anche se esisteva qualcosa di vero, non esistevano però due matematici, o due persone, che fossero d'accordo su cosa fosse, e se qualcosa doveva essere noto, nessuno sapeva in che cosa consistesse. 


Esistendo tali problemi e dubbi, ben difficilmente si potrebbe dire che si otteneva una conoscenza matematica esatta ed indubitabile sia entro le matematiche che nelle sue numerose applicazioni. Gli idealisti ed i razionalisti hanno sempre teso a considerare la matematica come una scienza che sviluppa solo i concetti del pensiero, mentre i sensisti e gli empiristi consideravano ogni fatto matematico come un'approssimazione di una verità su cui non furono mai in grado di dire nulla (di serio). La Filosofia si chiedeva della Matematica: Cosa significa ? Si può sostenere che nel passato la matematica non ha mai dato una risposta (soddisfacente), mentre la filosofia introduceva più o meno, la nozione di intelletto e le sue categorie. Ora la Matematica è in grado di dare una risposta nella misura in cui, secondo il programma logicista, riduce tutte le sue proposizioni ai soli concetti logici fondamentali (secondo il programma logicista di fondazione). Consistendo la matematica di deduzioni, nonostante ciò la deduzione era (completamente) inapplicabile alle matematiche esistenti. Oggi diremmo che la deduzione è il rapporto di derivazione che in un ragionamento logico-matematico lega la conclusione alle premesse, e dato che essa ha carattere completamente formale, può essere identificata con l'insieme ordinato di proposizioni o formule ottenute partendo dagli assiomi, di cui l'ultima proposizione o formula è la conclusione (soddisfatte certe condizioni sulla completezza semantica allora la conclusione è un teorema). Una legge di deduzione sarà valida se la verità delle premesse è sufficiente a garantire la verità della conclusione. Se si formalizza un'argomentazione negli usuali sistemi formali, come la logica predicativa del 1° ordine, la considerazione del solo momento semantico non comporta alcuna limitazione, poiché in tal caso la nozione di deduzione coincide con quella semantica di conseguenza logica, la quale sussiste tra un gruppo di enunciati G ed un enunciato P quando P è vero in ogni modello in cui G è vero. Per il teorema di Godel, nel caso di logica dei predicati del 1° ordine, la nozione semantica di conseguenza logica di G coincide con quella sintattica di derivabilità da G mediante l'applicazione delle regole di inferenza. 


Il calcolo dei predicati del 1° ordine è un sistema formale che prevede l'uso dei connettivi e dei quantificatori. I connettivi logici, opportunamente applicati ad enunciati, generano enunciati più complessi, ed a seconda del numero di enunciati cui si applicano, i connettivi si dividono in binari, ternari, ecc. Oltre alla negazione (non; negato) che convenzionalmente è considerata un connettivo unario, i connettivi sono: la congiunzione (e; dati p,q segue che (p e q) è vera solo se sia p che q sono veri), la disgiunzione (o; dati p,q segue che (p o q) è vera se o p o q od entrambi sono veri (disgiunzione inclusiva), o solo p o solo q sono veri (disgiunzione esclusiva)), l'implicazione (se... allora), il bicondizionale (se e solo se), ecc. In logica matematica i connettivi vengono utilizzati come operatori verofunzionali (od operatori di verità), in modo tale che la verità degli enunciati o proposizioni con essi composti dipende, secondo le leggi combinatorie, dalla verità/falsità degli enunciati o proposizioni componenti. Esempi di operatori non verofunzionali sono gli operatori modali (ad esempio “è necessario che”), o l'”implicazione stretta”. Il quantificatore, privo di un significato autonomo rispetto alle proposizioni, sarebbe invece il corrispettivo formale di locuzioni quali “per ogni”, “esiste un”, ecc. 


Il trattamento rigoroso della nozione di quantificatore esige che il linguaggio contenga simboli fungenti da variabili per individui (x,y,...) e talvolta anche simboli per variabili per predicati e relazioni (X,Y,...). Le formule atomiche del calcolo predicativo sono della forma soggetto-predicato o soggetto-relazione, dove soggetto, predicato, relazione, possono anche essere dati come variabili. Le formule generali sono quelle ottenute per applicazione di connettivi e/o quantificatori a partire dalle formule atomiche. Se ci si limita alla quantificazione su variabili individuali, si ottiene il calcolo predicativo elementare o del 1° ordine, se invece si ammette anche la quantificazione sulle variabili per predicati o relazioni, si ha il calcolo dei predicati del 2° ordine (la cui metateoria è recente) che permette di esprimere importanti nozioni inesprimibili con il calcolo predicativo del 1° ordine (al quale però sono inerenti quasi tutte le nostre conoscenze metalogiche). Il calcolo dei predicati del 1° ordine per la teoria della logica classica dei quantificatori è completo, ossia ogni legge logica classica è ottenibile a partire dagli assiomi per applicazione delle regole. Il calcolo dei predicati del 2° ordine è essenzialmente incompleto, ossia esso non può render conto, con i suoi assiomi e regole, di tutte le leggi logiche. Il calcolo proposizionale, invece, è un sistema formale corrispondente ad una data teoria delle leggi logiche basata su un linguaggio che si limiti ai soli connettivi, ovvero non includa i quantificatori. Le formule del calcolo proposizionale sono allora solo quelle ottenute a partire da proposizioni atomiche (considerate come un tutto semplice) tramite l'applicazione di connettivi. 


Le proposizioni atomiche vengono solitamente indicate con lettere (p,q,a,b,...). Il sistema deduttivo del calcolo proposizionale, attraverso il quale si ottengono formalmente le leggi della teoria logica che interessa, è dato specificando opportuni assiomi e regole d'inferenza. Un semplice esempio di calcolo proposizionale per la logica proposizionale classica (ossia la teoria delle tautologie), è il seguente: si consideri un linguaggio con i soli connettivi “non” e “o” (sappiamo infatti che gli altri connettivi sono definibili in base a questi soli (non ossia negazione, ed o ossia disgiunzione) costituendo ciò uno degli insiemi di connettivi funzionalmente completi); (assiomi) tutte le formule del linguaggio della forma A e non-A; (regole d'inferenza) da A segue B o A, da A segue A o B, da (A o B) o C segue B o C. Si dimostra che il calcolo è completo, ossia che ogni tautologia è ottenibile a partire dagli assiomi per applicazione delle regole di inferenza. La tautologia è un enunciato complesso (in cui si possono isolare componenti aventi essi stessi forma di enunciato) che risulta vero per la sua stessa struttura determinata dai connettivi, indipendentemente dalla verità e falsità dei suo sotto-enunciati componenti. 


Sappiamo che un enunciato è un'espressione o proposizione a cui è possibile attribuire un valore di verità. Nella logica proposizionale gli enunciati sono atomici (uno-indivisibili), e combinati tra loro formano enunciati composti o molecolari. Nella logica predicativa l'enunciato è sempre una proposizione o formula “chiusa”: tipo “x è un uomo”. Nella logica il concetto di verità è una caratteristica primitiva che gli enunciati posseggono quando si trovano in una relazione di corrispondenza con la realtà stessa che descrivono. Secondo F. L. G. Frege (Friedrich Ludwig Gottlob Frege, Wismar 1848, Bad Kleinen 1925, matematico, logico e filosofo tedesco, padre della moderna logica matematica, esponente della filosofia analitica ed epistemologo, ben apprezzato da Giuseppe Peano e Bertrand Russell) con B. Russell tra i massimi esponenti del logicismo, che mirò a dimostrare che le “verità” matematiche sono puramente logiche, gli elementi che entrano in tale relazione sono dati da un lato da proposizioni e dall'altro lato da valori di verità (il vero V o 1, ed il falso F o 0, nei sistemi binari) come veri e propri oggetti astratti. In questo contesto può trovare adeguata collocazione una teoria della Verità per la logica degli enunciati-proposizioni. Ad un operatore che formi enunciati composti a partire da enunciati più semplici, corrisponde una funzione di verità, nel caso in cui, conoscendo i valori di verità degli enunciati cui l'operatore è applicato, se ne può sempre dedurre il valore di verità dell'enunciato risultante. A tutti i connettivi cui si fa uso nel calcolo degli enunciati corrispondono dunque delle funzioni di verità. Inoltre si dimostra che dati due connettivi indipendenti (come, altro esempio, l'insieme di connettivi “non” ed “implica”), è possibile esprimere qualsiasi funzione di verità. 


Ad ogni formula del calcolo enunciativo e proposizionale corrisponde quindi una ben precisa tavola di verità ricostruita nel modo seguente. Prima si riportano in colonna sotto ogni formula atomica (considerata come una variabile logica che assume uno dei due valori vero V o falso F), tutte le possibili combinazioni di assegnamento dei valori di verità alle formule atomiche costituenti; quindi applicando le funzioni di verità corrispondenti a ciascun connettivo, e passando via via dai connettivi più interni a quelli più esterni (ossia dal contenuto delle parentesi più interne al contenuto delle parentesi più esterne), si scrivono in colonna sotto i connettivi i valori di verità che ne risultano; quando si giunge all'ultimo connettivo, quello principale, la colonna scritta sotto di esso, dà tutti i possibili valori di verità della formula considerata. La negazione (non) è un connettivo unario che applicato all'enunciato A forma l'enunciato non-A (ossia A negato), il cui valore di verità è F/V se e solo se il valore di A è rispettivamente V/F. L'implicazione (univoca o condizionale) è un connettivo binario che connette due enunciati P e Q in modo tale che “se P allora Q” è vero se Q è vero o P è falso (ossia è falso se e solo se contemporaneamente-congiuntamente Q è falso e P è vero, in tutti gli altro casi è vero). L'implicazione bicondizionale (o biunivoca) è un connettivo che applicato a due enunciati P e Q dà luogo all'enunciato “P se e solo se Q”, che è vero solo se P e Q sono entrambi veri od entrambi falsi (negli altri casi il bicondizionale è falso). La congiunzione è un connettivo binario che connette due enunciati P e Q tali che “P e Q” è vero se e solo se sia P che Q sono veri (negli altri casi è falso). La disgiunzione è un connettivo che applicato a due enunciati P e Q è tale che “P o Q” risulta vero quando è vero almeno uno dei due enunciati (disgiunzione inclusiva), oppure solo P o solo Q (disgiunzione esclusiva), in tutti gli altri casi è falso. Ad esempio, la formula medioevale “ex falso sequitur quodlibet” (dal falso segue qualsiasi cosa scelta a piacere) quale teorema attribuito a Duns Scoto od allo pseudo-Scoto ma in realtà di autore sconosciuto (sembra dimostrato da Guglielmo di Soissons nel XII sec), ossia formalmente tradotta “se non P allora, se P allora Q” è una tautologia (sempre comunque vera V, fatto non ben compreso dai logici scolastici e noto fin dal tempo della scuola megarica come un paradosso od una contraddizione ma in realtà non era tale, però tale “principio-teorema” è stato utilizzato nella scolastica anche come pretesa di spiegazione di come Dio abbia creato l'Universo a partire dalla negazione del principio di non contraddizione PNC, ma in base alla consequentia mirabilis l'Universo si poteva creare anche a partire dal nulla proprio grazie a PNC; ironicamente Bertrand Russell usando la medesima argomentazione, in risposta alla domanda di un suo studente secondo la quale partendo da 2+2=5 dimostrare di essere il Papa, Russell suppose che fosse vera l'affermazione falsa 2+2=5 (la proposizione “se non P allora, se P allora Q” è pure riformulabile credo come “se P e non-P, allora Q”), allora sottraendo 3 ad entrambi i membri otteniamo 1=2, ora io ed il Papa siamo due, ma 2=1 quindi io ed il Papa siamo uno dunque io sono il Papa); come tautologie lo sono “A o non-A”, e “se A allora A”. 


Mentre “A e non-A” è la più semplice contraddizione ossia contraddizione in forma atomica (sempre comunque F), come pure lo è “A se e solo se non-A”. Il contributo contemporaneo più importante alla definizione della nozione di verità è costituito dal saggio uscito nel 1931 dal titolo “Il concetto di verità nelle lingue formalizzate” del matematico polacco Alfred Tarski (Varsavia 1902, Berkeley 1983, matematico, logico e filosofo polacco, professore all'Università di Varsavia ed appartenente alla cosiddetta Scuola di Leopoli-Varsavia, poi entrato in contatto col circolo di Vienna, quindi trasferitosi negli USA con successiva cittadinanza insegnando all'Università di Harvard, infine nel 1942 all'Università della California a Berkeley, tra i maggiori logici della storia, che ha risolto il paradosso del mentitore di cui abbiamo scritto altrove) il quale elaborò la teoria e nozione di semantica per linguaggi formalizzati ancor oggi pressoché universalmente utilizzata; diede anche importanti contributi alle indagini sul “problema della decisione” ed alla teoria dei modelli. Il problema della decisione concerne la possibilità di determinare la validità universale di un enunciato entro un dato sistema logico formale. Mentre nel caso della logica proposizionale (in cui gli enunciati sono atomici) esiste un metodo per determinare tale validità, ciò non avviene nel caso più  generale della logica predicativa, come ha dimostrato nel 1936 A. Church (Alonzo Church, Washington 1903, Hudson 1995, matematico e logico USA, noto per aver dato importanti contributi allo sviluppo della logica matematica ed ai fondamenti dell'informatica teorica, che inoltre dimostrò per primo il cosiddetto paradosso della conoscibilità di Church-Fitch) sfruttando il noto teorema di K Godel che afferma l'esistenza, per ogni sistema formale non contraddittorio e contenente la teoria dei numeri, di proposizioni che non possono essere dimostrate né vere né false. Secondo Tarski il predicato “è vero” va applicato solo nel contesto di linguaggi dalla struttura ben determinata, ossia nei soli linguaggi formali, dove solo ha senso il concetto di verità. 


E' impossibile una definizione di verità (e l'applicazione del predicato “è vero”) nelle lingue naturali, le quali tutte sono contraddittorie: esempio paradigmatico-esemplare-dimostrativo-emblematico di tale contraddittorietà è il paradosso del mentitore (inerente a tutte le lingue non formali, ossia alle lingue naturali, dalle più antiche alle moderne latine-anglosassoni-ecc., occidentali-orientali), che troviamo già in Platone (ma la prima formulazione del paradosso si troverebbe piuttosto nella Lettera a Tito di Paolo di Tarso e riguardava i cretesi): “io sono un mentitore”; più propriamente potremmo denominarlo antinomia del mentitore, descritto come “data una proposizione autonegante tipo “Questa frase è falsa” non sarà possibile dimostrare se tale affermazione sia vera o sia falsa”, infatti se fosse vera allora la frase non sarebbe falsa (dato che riguarda l'enunciato e non il significato del contenuto della proposizione), ma se invece la proposizione fosse falsa allora sarebbe vera. Solo nei linguaggi formalizzati esiste un modo per evitare l'antinomia del mentitore, ossia distinguere nettamente tra il linguaggio oggetto (il linguaggio di cui si parla) ed il metalinguaggio (il linguaggio in cui si parla); in tal modo il predicato di verità “è vero”, appartiene al metalinguaggio e si riferisce ad enunciati del linguaggio oggetto, e quindi non può più riferirsi ad un enunciato di cui esso stesso faccia parte (due interlocutori possono parlare liberamente nel loro linguaggio oggetto “Parla con me”, ed anche due milanesi possono dire “Pirla con me” demandando la verità dell'enunciato circa i due pirla al metalinguaggio secondo la convenzione M). 


A questo punto possiamo accettare senza pericolo di paradossi il tradizionale criterio di verità (o Convenzione T, secondo la terminologia di Tarski): la proposizione “la rosa è rossa” è vera se e solo se la rosa è rossa. La definizione di verità dovrà essere tale da avere come conseguenza tutte le possibili equivalenze T, cioè tutte le equivalenze del tipo: l'enunciato X è vero se e solo se p, dove X è il nome metalinguistico dell'enunciato in questione e p sta per l'enunciato stesso. E' quindi evidente che il metalinguaggio dovrà contenere nomi per tutti gli enunciati di esso, cioè dovrà contenere il linguaggio del linguaggio oggetto ed inoltre tutti gli enunciati oggetto come sua parte. Date queste condizioni, la nozione di verità viene definita da Tarski a partire da quella di soddisfacimento di una funzione enunciativa-predicativa. Se “la rosa è rossa” è un enunciato della nostra lingua, “x è rosso” è la funzione enunciativa corrispondente, la quale sarà soddisfatta da tutti gli oggetti che sono rossi. 


Ora, un enunciato è una particolare funzione enunciativa priva di variabili (libere); quindi un enunciato è soddisfatto o da tutti gli oggetti o da nessun oggetto. Diremo che una proposizione od enunciato è vero se è soddisfatto da tutti gli oggetti, falso in caso contrario. Invece nei sistemi di ”deduzione naturale”, introdotti da G. Gentzen (Gerhard Karl Erich Gentzen, Greifswald 1909, Praga 1945, matematico e logico tedesco), riprendendo le tematiche della teoria della dimostrazione hilbertiana ed inquadrandole in una nuova prospettiva, non vi sono assiomi ma solo regole o passi deduttivi atomici il più possibile aderenti all'effettivo procedimento argomentativo matematico: in tal modo le dimostrazioni assumono una caratteristica forma ramificata ad albero (grafo ad albero), che consente di evidenziare le assunzioni implicite. Non solo nell'antichità greca la teoria sillogistica di Aristotele, ma anche le moderne dottrine della logica simbolica fino a fine XIX sec, non erano adeguate al ragionamento matematico, ed in ciò sta la forza del punto di vista di Kant e della sua filosofia trascendentale contenuta nelle Critiche, il quale riteneva il ragionamento non strettamente formale, usando esso sempre intuizioni, cioè ricorrendo alla conoscenza a priori delle categorie, tra cui le categorie dello spazio e del tempo. Grazie ai progressi della logica simbolica, in particolare di Peano, questa parte della filosofia di Kant ha ricevuto una confutazione definitiva ed irrevocabile. 


Con l'ausilio di 10 principi della deduzione e di 10 premesse di natura esclusivamente logica, l'intera matematica può essere rigorosamente e formalmente dedotta (a parte certe difficoltà inerenti a proposizioni concernenti il tutto, come appunto la classe di tutte le classi): tutti gli enti matematici possono essere definiti in funzione di quelle 20 premesse circa. E secondo questa affermazione la Matematica includerebbe non solo l'Aritmetica e l'Analisi, ma anche la Geometria, la Meccanica razionale, ed un numero imprecisabile di altre discipline formali pure, non ancora note. Secondo il progetto logicista, il fatto che tutta la matematica discenda dalla logica simbolica, porta a cercare là i suoi fondamenti. 


La dottrina della deducibilità delle matematica dalla logica fu tenacemente sostenuta da Leibniz (inoltre pensava che la simbologia fosse molto importante per la comprensione della matematica e della natura, cercando di sviluppare un ambizioso "alfabeto del pensiero umano" ovvero una characteristica universalis in cui rappresentare i concetti fondamentali usando simboli e combinandoli per ottenere pensieri più complessi), che insisteva sulla necessità di dimostrare gli assiomi e di definire i concetti tranne pochi ritenuti fondamentali. Programma che però non potè riuscirgli, poiché egli cadde in errori sostanziali a causa di una logica errata ed a causa della sua fede nella necessità logica dell'unica geometria euclidea. Gli assiomi di Euclide non discendono solo dalla logica, e l'intuizione di tutto ciò portò Kant alla sua filosofia trascendentale. Ma quando è nata la geometria non-euclidea, è parso molto chiaro a tutti i matematici, ed a tutte le persone, che la logica-matematica non aveva da risolvere il problema se gli assiomi di Euclide e le proposizioni da essi dedotte valgono o meno per lo spazio fisico (questo è un problema decidibile solo tramite l'osservazione sperimentale, misurando parametri universali fin dove possibile). 


La matematica pura afferma solo che, dati gli assiomi di Euclide, discendono necessariamente tutte le proposizioni della geometria euclidea, ossia afferma l'esistenza di un'implicazione formale. Pertanto per ciò che riguarda la matematica pura, tutte le geometrie sono ugualmente vere se le proposizioni ed i teoremi sono logicamente e correttamente dedotti da assiomi e postulati. Tutte le proposizioni riguardanti la realtà dello spazio fisico, ossia del nostro mondo, non appartengono alla matematica pura, ma alla matematica applicata, in quanto noi attribuiamo ad alcune variabili di proposizioni o di classi, certe costanti che soddisfano l'ipotesi di un adeguato modello matematico di un sistema sperimentale, permettendoci quindi per quei valori delle variabili, di affermare nella teoria corretta come vera sia l'ipotesi che le conseguenti deduzioni, e non solo la correttezza-verità della semplice implicazione ipotesi-conclusione. In tal senso esiste ciò che affermano le proposizioni dedotte di una scienza sperimentale, perché sono state introdotte negli assiomi delle ipotesi restrittive su certi enti variabili: per far questo è stato necessario soddisfare un teorema d'esistenza. 


La matematica pura dice sempre e solo che un'affermazione P è vera per l'insieme degli enti X, quando per l'insieme degli enti X è vera l'affermazione Q: la matematica non afferma separatamente P da Q. Viene enunciata una relazione di implicazione formale tra P e Q. Invece per l'esistenza di P è necessario un assioma circa l'esistenza di Q: così per l'esistenza o la realtà fisica delle proposizioni di una geometria è necessaria un'ipotesi, od un assioma, circa l'esistenza o realtà fisica degli assiomi di quella geometria. Fondamento e scopo delle proposizioni non è solo di asserire implicazioni, ma anche di contenere variabili che rappresentano uno dei concetti più complessi della logica. Sosteniamo che esistono variabili (ed implicazioni) in tutte le proposizioni matematiche, anche là dove si potrebbe dubitare o credere il contrario. 


Per esempio, nell'aritmetica ordinaria o calcolo di base elementare (anche se altrove s'è forse data l'impressione opposta); cosa c'è di più semplice dell'operazione di addizione aritmetica particolare 1+1=2 che apparentemente non ha variabili e nulla asserisce? Ebbene il vero significato di tale proposizione è: “se x è 1 e y è 1, e x diverso da y, allora x e y congiunti sono 2”, e tale proposizione contiene due variabili ed asserisce un'implicazione, anche se poi è difficile precisare cosa possa significare “congiungere”. Tutte le volte che compare “ogni” vi è una variabile, e “alcuni” nasconde un'implicazione formale. Dunque troviamo la forma, “ogni unità ed ogni altra unità sono due unità”. La proposizione tipica della matematica ha la forma “f(x,y,...) implica g(x,y,...) per ogni x,y,...”, dove f e g per ogni x,y,..., sono proposizioni. Non si afferma che f è vera, né che g è vera, ma in tutti i casi in cui sia f vera o falsa (per esempio è vera se f(x,y) sono i soli punti di una superficie per ogni coppia di valori o punti del xy) g ne consegue necessariamente. Sono variabili anche i parametri camuffati da costanti. 


Una costante è assolutamente definita, come 1, 2, 548, Socrate, uomo, passato, presente, futuro, xo, to, proposizione, classe, ecc.; ma sono variabili: x, f(x), una proposizione, ogni proposizione, alcune proposizioni, ecc. Se prendiamo l'equazione della retta del piano xy, ossia  ax+by+c=0,  x,y sono variabili, ma pure a,b,c lo sono, a meno che non si consideri una retta particolare, una retta assolutamente unica rispetto ad un riferimento fissato (ad esempio l'arco di cerchio massimo che congiunge Parigi a New York), ed in geometria non si deve mai trattare con una retta particolare. Ossia formiamo la classe di classi di coppie x,y, ogni classe essendo definita dalle coppie (x,y) che hanno una determinata e fissata relazione con una triade (a,b,c), variando la triade (a,b,c) da classe a classe. A differenza che nella logica, in matematica è costume e metodo considerare le variabili ristrette ad alcune classi: per esempio, alla sola classe dei numeri, o dei punti, od agli insiemi, od ai punti materiali, ecc., per sviluppare l'aritmetica-algebra, la geometria, l'analisi funzionale, o la meccanica razionale, ecc. Questo vuol dire che se le variabili sono in luogo dei numeri soddisfano determinate formule, ed in tali proposizioni non è più necessario che le variabili siano numeri. Perciò la proposizione:  (x+y)(elev 2)=x(elev 2)+2xy+y(elev 2) è vera, o verificata, per x,y che assumono i valori 1, 2, 45, Socrate, Galileo, uomo, rosso, bianco, abete, ecc., e l'implicazione è sempre vera sia che l'ipotesi e la conclusione siano entrambe vere od entrambe false... e così nella matematica pura le variabili appartengono al campo più ampio, mentre nella logica potremmo incontrare la variabile X. 


Il procedimento mentale mediante il quale in una proposizione si trasformano le costanti in variabili porta alla generalizzazione, e ci dà l'essenza formale di una proposizione. Occupandosi la matematica solo di tipi di proposizioni, se in una proposizione con sole costanti, noi operiamo la sostituzione di alcune costanti con variabili, il risultato sarà a volte vero ed a volte falso. Avendo per esempio la proposizione “Socrate è un uomo”, facciamo diventare la costante Socrate una variabile x, e consideriamo “x è un uomo”. Facendo certe ipotesi su x, per esempio “x è un greco”, possiamo ottenere la verità di “x è un uomo”; perciò “x è un greco” implica “x è un uomo” per tutti i valori di x (che sono: Socrate, Aristotele, Galileo, Sigfrido, 1, 722, xoyoto, rosso, tulipano nero, ecc.), anche se non appartiene alla matematica pura dato che dipende dalla natura particolare e “ristretta” delle variabili “greco” e “uomo”. Generalizzando otteniamo la seguente proposizione di matematica pura: “se a e b sono classi, ed a è contenuta in b, allora “x è un a” implica “x è un b”, che contiene tre variabili e le costanti classe, contenuto in, ed altre implicite nell'implicazione formale con variabili. Tale processo di generalizzazione (portato avanti fino ad eliminare tutte le costanti non logiche inglobandole in classi sempre più ampie), è compito della matematica. Ogni qualvolta due insiemi di termini hanno mutue relazioni dello stesso tipo, si applicherà ad entrambi la medesima forma di deduzione. Per esempio, le mutue relazioni tra le coppie di punti del piano euclideo (x,y) sono formalmente identiche alle relazioni intercorrenti tra i numeri complessi (x+iy), dove ovviamente x,y sono definiti in R, e quindi la geometria piana, considerata però nella matematica pura, non ha il compito di decidere se le coppie variabili (x,y) sono punti del piano o numeri complessi od altri insiemi di enti con le medesime relazioni tra coppie (x,y). 


Dobbiamo trattare con ogni classe di enti (la variabile) le cui mutue relazioni (le costanti logiche) sono di un dato tipo, dove un tipo di relazioni deve significare una classe di relazioni caratterizzate dall'identità formale delle deduzioni possibili riguardo ai veri membri della classe e definita da soli costanti logiche. In matematica applicata, i risultati che nella matematica pura discendono, per le variabili, da certe ipotesi, sono asseriti per le costanti che soddisfano le ipotesi in questione. I termini che erano variabili divengono costanti, mentre si richiede sempre una nuova premessa: “questo ente soddisfa l'ipotesi particolare”. Per esempio, la geometria euclidea consiste in proposizioni sottese dall'ipotesi “S è uno spazio euclideo”. Se poi noi aggiungiamo “lo spazio reale-fisico è euclideo” (nel senso che il modello di geometria euclidea è il più adatto alla fisica del nostro mondo ed alle sue innumerevoli applicazioni), siamo in grado di affermare per lo spazio fisico tutte le conseguenze e conclusioni derivate da assiomi e proposizioni della geometria euclidea, sostituendo la variabile “S” con la costante “spazio reale-fisico”. Con tali passaggi la matematica pura via via si avvicina alla matematica applicata ovvero alle varie matematiche applicate. 


Dunque la connessione tra matematica e logica è molto stretta, i loro territori non sono chiaramente suddivisibili ma parzialmente sovrapponentesi-sovrapponibili, e per il logicista, una volta accettato il sistema della logica, tutta la matematica ne discende logicamente. L'analisi della logica simbolica è poi il metodo per determinare tutte le costanti logiche. Possiamo affermare che la logica è costituita dalle costanti e dalle premesse della matematica, mentre la matematica è formata da tutte le conseguenze di quelle premesse che affermino implicazioni formali contenenti variabili con le premesse che hanno queste caratteristiche. Per esempio, il principio e legge del sillogismo “se p implica q, e q implica r, allora p implica r” appartiene alla matematica, mentre la proposizione “l'implicazione è una relazione” apparterrà alla logica, anche se, come detto, esiste pur sempre una “terra di nessuno” tra la logica e la matematica, oppure possiamo dire che non è ben tracciabile una netta linea di separazione tra logica a monte e matematica pura a valle, e poi troviamo altre linee più imprecise di separazione verso le matematiche applicate. 


La logica simbolica è lo studio della deduzione in generale, ricerca delle leggi attraverso le quali si costruiscono le deduzioni; logica sillogistica (l'unica logica per la scolastica) e le logiche non sillogistiche posteriori, sviluppatesi da Leibniz in poi, e con rigore da Boole in poi passando per Peano. Le nozioni particolari che compaiono nelle proposizioni della logica simbolica sono solo le costanti logiche (in meno di una decina). E' utile prendere come unico concetto indefinibile quello di implicazione formale, il cui tipo generale è: “f(x) implica g(x) per tutti i valori di x”, in cui f e g sono proposizioni (altrove abbiamo sostenuto f(X) implica g(X) per ogni significato di X); ed inoltre l'implicazione tra proposizioni che non contengono variabili, la relazione di un termine con la classe di cui è membro, la nozione di “tale che”, la nozione di relazione e la nozione di verità. Il sistema della logica simbolica è formato da tre parti: la teoria ed il calcolo delle proposizioni, la teoria ed il calcolo delle classi, la teoria ed il calcolo delle relazioni. Tra le prime due esiste un certo parallelismo che ha il seguente fondamento: in ogni espressione logica, le lettere possono essere interpretate sia come classi che come proposizioni, e le relazioni d'inclusione nel primo caso si possono sostituire con le relazioni d'implicazione formale nell'altro. Se per esempio, a,b,c sono classi, ed a è contenuta in b, e b è contenuta in c, allora a è contenuta in c; ma se a,b,c sono proposizioni, ed a implica b che implica c, allora a implica c. Comunque il calcolo delle proposizioni differisce da quello delle classi per molti versi. Per esempio, se p,q,r sono proposizioni, e “p implica q o r, allora p implica q o p implica r”; questa proposizione è vera mentre la correlata per le classi è falsa: ossia se a,b,c sono classi, ed “a è contenuta in b od in c, allora a è contenuta in b od a è contenuta in c”. Ad esempio gli italiani sono tutti uomini o donne (supponendo che i generi sesso siano esattamente due), ma non sono tutti uomini o sono tutti donne (bensì circa il 50 % uomini e l'altro 50 % donne). 


Il fatto è che la dualità è valida per proposizioni (implicazioni formali) che affermano che un termine appartiene ad una classe, ossia per “x è un uomo” (la quale non è una vera proposizione non essendo né vera né falsa). Possiamo ritenere lo studio delle proposizioni più fondamentale di quello delle classi che invece sarebbe pari allo studio delle funzioni proposizionali. Il calcolo proposizionale è caratterizzato dal fatto che tutte le sue proposizioni hanno un'ipotesi e come conseguenza l'affermazione di un'implicazione materiale, e studia dunque le relazioni d'implicazione tra proposizioni che non sono un'implicazione formale. Un esempio di implicazione materiale è (anche se ciascuna di esse “stabilisce” un'implicazione formale): la 5° proposizione di Euclide dipende dalla 4° proposizione; se la 4° è vera sarà vera anche la 5°, se la 5° è falsa sarà falsa anche la 4°. Quando si dice “Socrate è un uomo, quindi Socrate è mortale”, Socrate è trattato come variabile, ossia “Socrate (o x) è un uomo implica che Socrate (o x) è mortale”. E' molto difficile dare una definizione d'implicazione, e la loro verità o falsità ci fornisce solo nuove implicazioni, mai una definizione di implicazione. Anche la disgiunzione non può definire un'implicazione, ma è piuttosto definita da essa. Date due proposizioni qualsiasi, una deve implicare l'altra; le proposizioni false implicano tutte le proposizioni indistintamente, mentre le proposizioni vere sono implicate da tutte le proposizioni. Ogni proposizione p implica se stessa (ossia p implica p), e ciò che non è una proposizione non implica nulla. A differenza del senso filosofico, in senso invece matematico il concetto di definizione è un'implicazione; una nuova funzione proposizionale è definita quando si stabilisce la sua equivalenza (implica o è implicata) ad una funzione proposizionale presa come indefinibile. 


Nel calcolo proposizionale dunque gli indefinibili sono i due tipi di implicazione materiale e formale. E gli assiomi non sono più di 10. Se p implica q, allora p implica q, ossia qualunque cosa  siano p e q “p implica q” è una proposizione. Se p implica q, allora p implica p, ovvero ogni cosa che implica qualcos'altro è una proposizione. Se p implica q, allora q implica q, ossia qualsiasi cosa implicata da un'altra è una proposizione. Un'ipotesi vera in un'implicazione può essere tralasciata e la conseguenza senz'altro affermata. Intanto definiamo l'affermazione congiunta di due proposizioni: se p implica p, allora, se q implica q, pq (quale prodotto logico di p e q), significa che se p implica che q implica r, allora r è vera; in altre parole, se p e q sono proposizioni, la loro affermazione congiunta equivale a dire che è vera ogni proposizione tale che la prima implica che la seconda la implichi. Stabiliamo ora i 6 principi della deduzione. Se p implica p e q implica q, allora pq implica p, detto principio di semplificazione il quale afferma che l'asserzione congiunta di due proposizioni implica l'affermazione della prima delle due. Se p implica q e q implica r, allora p implica r, ossia il sillogismo formale categorico. 


Se q implica q e r implica r, e se p implica che q implichi r, allora pq implica r, detto principio dell'importazione. Se p implica p e q implica q, allora, se pq implica r, allora p implica che q implica r, detto principio di esportazione. Se p implica q e p implica r, allora p implica qr; in altre parole una proposizione che implichi ciascuna di altre due proposizioni, le implica pure congiuntamente, detto principio di composizione. Se p implica p e q implica q, allora ““p implica q” implica p” implica p, detto principio di riduzione. Se ricordiamo che “p implica q” equivale a “q o non-p” ci convinceremo facilmente che il principio enunciato è vero: infatti ““p implica q” implica p” è equivalente a “p o la negazione di “q o non-p””, cioè “p o “p e non-q””, cioè p. Possiamo dimostrare la legge di contraddizione PNC, ossia dimostrare che: se p e q sono proposizioni, che p implica non-non-p; che “p implica non-q” equivale a “q implica non-p” e a non-pq; che “p implica q” implica “non-p implica non-q”; che p implica che non-p implica p; che non-p è equivalente a “p implica non-p”. Alcune di queste affermazioni, come il terzo escluso PTE e la negazione doppia Non-Non, in logica classica si mostrano evidenti. La disgiunzione o addizione logica si definisce nel seguente modo: “p o q” equivale a “”p implica q” implica q”. E' facile convincersi di tale equivalenza, ricordando che una proposizione falsa implica ogni altra proposizione; infatti se p è falsa, p implica q, e quindi, se “”p implica q” implica q”, ne segue che p è vera. La negazione non-p equivale all'affermazione che p implica tutte le proposizioni, ossia che ““r implica r” implica “p implica r” qualsiasi sia r”. 


Da questo punto in poi siamo in grado di dimostrare la legge di contraddizione PNC, la legge del terzo escluso PTE, e della doppia negazione Non-Non, e stabilire tutte le proprietà formali dell'addizione e della moltiplicazione logica, le leggi associativa, commutativa, distributiva. Nel calcolo delle classi due proposizioni primitive sembrano sufficienti, e tale calcolo può essere sviluppato considerando come fondamentale i concetti di classe e la relazione di un membro di una classe con la sua stessa classe (metodo seguito da Peano). In altro metodo invece assumeremo come fondamentale la relazione di un individuo alla classe cui appartiene, ossia la relazione tra Socrate e la specie umana, espressa da “Socrate è un uomo”; oltre a ciò assumeremo come indefinibili il concetto di funzione proposizionale e di “tale che”. La distinzione esistente tra la relazione di un individuo alla classe cui appartiene e la relazione che intercorre tra tutto e parte, è dovuta inizialmente a Peano, mentre nella dottrina della filosofia scolastica del sillogismo e nella vecchia logica simbolica le due relazioni erano confuse, tranne che in Frege. Nel calcolo delle classi è bene introdurre il concetto di funzione proposizionale, ossia fx è una funzione proposizionale se, per ogni valore fissato della x, fx è una proposizione determinata. 


Così “x è un uomo” è una funzione proposizionale, mentre “Socrate è un uomo” (vera) o “il numero 43 è un uomo” (falsa) sono proposizioni. Se una funzione proposizionale è vera per ogni x (“se x è un uomo, x è mortale”), allora essa è una tautologia. I valori della x che rendono vera una funzione sono simili alle radici di un'equazione (le equazioni infatti sono un caso particolare di funzioni proposizionali), e noi possiamo così considerare tutti i valori di x “tali che” fx è vera. Per gli insiemi o classi, sono definite le operazioni di unione (l'unione della classe A e della classe B comprende tutti gli elementi di A, tutti gli elementi di B, e tutti gli elementi comuni) a volte rappresentata (come analogamente avviene per le altre operazioni di calcolo delle classi) mediante i diagrammi di Venn (John Venn, Kingston upon Hull 1834, Cambridge 1923, matematico e statistico inglese, noto per i suoi contributi nel campo della logica, della teoria della probabilità e per l'invenzione dei suddetti diagrammi), o di Eulero-Venn, consistenti in due circonferenze o linee chiuse che contengono gli elementi relativi alla classe parzialmente sovrapponentesi riguardo gli elementi comuni onde rappresentare graficamente le relazioni tra classi; l'operazione di intersezione (l'intersezione di A e B consiste nell'insieme di tutti gli elementi che si trovano contemporaneamente-congiuntamente sia in A che in B); l'operazione differenza (per differenza tra B e A s'intendono tutti gli elementi di B non compresi in A); l'operazione differenza simmetrica o somma disgiuntiva (uguale all'unione delle differenze tra A e B e tra B e A). E' spesso utile rivolgere l'attenzione ai sottoinsiemi di un dato insieme X, ed in tal caso X è chiamato l'insieme universale od universo (del discorso o della teoria). Riferendosi ai sottoinsiemi è possibile introdurre l'operazione di complementazione (il complemento di A è la differenza tra l'universo X ed A). In tal contesto vengono enunciate le leggi di De Morgan: dati A e B, il complemento dell'unione di A e B è uguale all'intersezione dei complementi di A e di B; il complemento dell'intersezione di A e B è uguale all'unione dei complementi di A e di B. Inoltre il complemento del complemento di A è A stesso; l'intersezione di A col suo complementare è l'insieme vuoto; l'unione di A col suo complementare è l'universo X; il complemento dell'insieme vuoto è l'universo, e dell'universo è l'insieme vuoto, ecc. Ogni operazione di algebra di Boole in funzione di verità, determina un'operazione corrispondente di algebra degli insiemi o delle classi, in cui all'operazione di negazione corrisponde l'operazione di complementazione (negazione-complementazione), all'operazione di congiunzione quella di intersezione (congiunzione-intersezione), all'operazione di disgiunzione quella di unione (disgiunzione-unione), all'operazione di disgiunzione esclusiva quella di differenza simmetrica (disgiunzione esclusiva-differenza simmetrica). 


Nell'algebra della logica o calcolo proposizionale, per studiare le proprietà di operazioni in funzione di verità, introduciamo i connettivi logici (connettori logici): non (negato, not), congiunzione (e, and), disgiunzione (o, or), implicazione univoca (se allora, if then), implicazione biunivoca (se e solo se, if and only if), e formiamo espressioni costituite da lettere ovvero variabili proposizionali combinate tra loro mediante un numero finito di applicazioni dei suddetti connettivi logici. Più precisamente un'espressione di algebra della logica è in forma proposizionale se rientra in una delle due regole seguenti: 1) tutte le lettere proposizionali o variabili logiche sono in forme proposizionali; 2) se A e B sono forme proposizionali, lo saranno pure le loro negazioni, congiunzioni, disgiunzioni, implicazioni univoche e biunivoche. Sappiamo che ogni forma proposizionale definisce una funzione di verità; per ogni assegnazione dei valori di verità alle variabili proposizionali presenti noi calcoleremo il corrispondente valore di verità. Questo calcolo può essere messo in evidenza con la tavola della verità della forma proposizionale, la quale contiene 2(elev n) righe se le variabili logiche sono n, n colonne quante le variabili, e nell'ultima colonna riportando il valore di verità dell'espressione o forma proposizionale. Una forma proposizionale, od espressione o funzione proposizionale, può essere posta in forma disgiuntiva normale (f.d,n., fdn) se la forma è una congiunzione fondamentale (ossia una congiunzione tra due o più variabili mai ripetute due o più volte), oppure se è una disgiunzione tra due o più congiunzioni fondamentale (idem) delle quali nessuna è inclusa un un'altra. Ogni forma proposizionale che non sia una contraddizione è equivalente logicamente ad una forma proposizionale in forma disgiuntiva normale. Esiste uno speciale tipo di forma disgiuntiva normale detta forma disgiuntiva pienamente normale rispetto alle variabili se ogni espressione disgiunta contiene tutte le variabili della forma. Dualmente una forma proposizionale può essere posta in forma congiuntiva normale (f.c.n., fcn) se la forma è una disgiunzione fondamentale (ossia una disgiunzione tra due o più variabili mai ripetute due o più volte), oppure se è una congiunzione tra due o più disgiunzioni fondamentali (idem), delle quali nessuna è inclusa in un'altra. Ogni forma proposizionale che non sia una contraddizione è equivalente logicamente ad una forma proposizionale in forma congiuntiva normale. 


Dualmente anche per la forma congiuntiva pienamente normale. Per sistema adeguato di connettivi logici intendiamo un insieme B di connettivi tale che ogni funzione di verità è determinata mediante una forma proposizionale nei suddetti connettivi. I sistemi di connettivi adeguati (od indipendenti o completi) sono dati da negazione e congiunzione (not, and), oppure da negazione e disgiunzione (not, or), oppure ancora da negazione ed implicazione (not, se allora univoca). Ma vi sono pure due connettivi binari ognuno dei quali può formare da solo un sistema adeguato-indipendente, ossia il connettivo corrispondente all'operazione in funzione di verità di una negazione in alternativa detto tratto di Sheffer il quale significa “non contemporaneamente A e B” (ossia la funzione proposizionale è falsa se e solo se A e B sono entrambe vere, negli altri casi è vera quando A e/o B sono false); ed il connettivo negazione in congiunzione ossia “nè A né B” (che dà la funzione vera se e solo se A e B sono entrambe false, negli altri casi falsa). Data una forma proposizionale f dell'algebra della logica nei connettivi negazione, congiunzione e disgiunzione, sarà S(f) l'espressione ottenuta da f sostituendo i precedenti connettivi rispettivamente con complementazione, intersezione ed unione (quali operatori di connessione del calcolo delle classi, come detto). 


Oggi la logica-matematica rispecchia in modo evidente l'aspetto astratto e formale del livello raggiunto dalla relativa teoria; il logico vuol sapere se la verità delle premesse implica la verità della conclusione: inoltre cataloga i metodi validi di ragionamento ed inferenza. Così almeno si esprime il Mendelson (Elliott Mendelson, New York 1931, matematico e logico americano, professore al Queens College of the City University of New York, autore di opere in merito ma soprattutto noto per il suo manuale “Introduction to Mathematical Logic” o “Introduzione alla logica matematica” (acquistabile a circa 30 euro su Amazon), oppure per “Algebra di Boole. Circuiti e commutazione” con molti esercizi di base già svolti, ma libro piuttosto vecchiotto sulle algebre booleane), ovvero l'autore di uno dei manuali standard e classici di logica. Come già visto, tuttavia, una tale visione della logica, intesa come una disciplina matematica autonoma ed indipendente (ossia divenuta a metà '800 o qualche decennio dopo Logica Matematica) risulta una conquista piuttosto recente dato che per molti secoli la logica era un settore o capitolo della filosofia detta logica filosofica. Lo sviluppo storico della logica, dal sillogismo aristotelico fino ai testi moderni è frutto di un lungo processo con un'alta accelerazione negli ultimi 150 anni. E cosa esisteva prima di De Morgan e di Boole?  


Naturalmente Aristotele e la sua opera ossia il noto sillogismo, quale prototipo dell'argomentazione logica che la due premesse consente di inferire in modo logicamente necessario una conclusione, dove le proposizioni logiche erano esaurite nella forma soggetto-predicato (altrove abbiamo riportate tutte le formule antiche e medioevali-scolastiche del sillogismo aristotelico-tomistico-scolastico), a differenza di quanto avviene nella logica simbolica. Come in altri periodi storici, il tempo in cui visse Boole era uno di quelli in cui si avverte che “certe scoperte o certe invenzioni sono nell'aria” ossia che è prossimo a crollare l'ultimo bastione ancora in piedi dell'edificio aristotelico-tomistico, ed è perciò interessante mostrare l'apporto personale di Boole al mondo della logica rimessosi in movimento. 


Le algebre di Boole, che affondano le loro radici nell'algebra della logica e degli insiemi, costituiscono una parte importante e notevole dell'attuale logica, oltre ad aver avuto 90-100 anni dopo una brillante applicazione, soprattutto per opera di Claude Shannon (Claude Elwood Shannon, Petoskey 1916, Medford 2001, ingegnere e matematico statunitense, noto per essere il padre della teoria dell'informazione moderna dopo Hartley, di cui ricordiamo subito le due opere principali ossia “A Symbolic Analysis of Relay and Switching Circuits” (Master of Science Thesis MIT, poi pubblicato in Transactions of the American Institute of Electrical Engineers, vol. 57, pp. 713-723, 1938) e “A Mathematical Theory of Communication” (Bell System Technical Journal, vol. 27, pp. 379-423 (luglio), 623-656 (ottobre), 1948)), ossia brillante ed importante applicazione alla teoria delle reti di contatti elettrici (realizzati od implementati inizialmente tramite componenti elettromeccanici e relè nei sistemi telegrafici-telefonici, poi con i tubi termoionici VT e successivamente coi transistori bipolari Bjt ed unipolari Mos, questi prima in connessione circuitale discreta e poi su larga scala di integrazione VLSI-UVLSI), e ha fornito la base matematica per l'invenzione dei calcolatori elettronici, come abbiamo riportato in altra parte del libro. Shannon è il creatore della teoria dell'informazione, come detto nell'opera “Teoria matematica della comunicazione”. 


Egli sottolineò l'analogia tra il concetto di entropia S (energia/temperatura, J/°K) ed il concetto di contenuto di informazione H (bit/messaggio, o bit/parola), oltre all'identificazione tra i valori di verità “vero/falso”, o “V/F”, o “1/0”, con “contatto aperto(tensione Vu alta)/contatto chiuso(tensione Vu bassa)” o “H/L” (in logica positiva), oppure “contatto chiuso/contatto aperto” o “L/H” (in logica negativa, equipollenti a parte il segno di complementazione). La teoria dell'informazione è lo studio matematico del trattamento dell'informazione e della sua trasmissione, dalla sorgente del messaggio (M-TX, come abbiamo voluto denominare la sorgente), tramite un canale di trasmissione generalmente rumoroso (caratterizzante questo i canali reali), fino alla ricezione del messaggio (D-RX, come abbiamo denominato il destinatario). La teoria dell'informazione ha dato sistemazione matematica alle conoscenze accumulatesi nei campi della formazione, trasmissione e ricezione dei messaggi, mediante l'introduzione di concetti matematici, suscettibili di misurazione, ed utilizzabili ai fini della progettazione dei sistemi di elaborazione, trasmissione e di comunicazione (in quei decenni in campo soprattutto telegrafico-telefonico-radiofonico). Per quanto H. Nyquist (Harry Nyquist, Nilsby Stora Kil 1889, Harlingen Texas US 1976, ingegnere svedese naturalizzato USA, noto per aver dato importanti contributi a communication theory, conosciuto per la banda ed il criterio di Nyquist e soprattutto per il teorema del campionamento (Nyquist-Shannon NS sampling theorem), con le sue opere “Certain factors affecting telegraph speed” (1924) e “Certain topics in Telegraph Transmission Theory” (1928)), e R. V. Hartley (Ralph Vinton Lyon Hartley, Sprucemont Nevada US 1888, Summit New Jersey US 1970, ricercatore elettronico, noto per l'invenzione di Hartley oscillator, per Hartley transform, e per i suoi contributi alla teoria dell'informazione) avessero messo a fuoco alcuni problemi fondamentali relativi alla trasmissione dell'informazione, con particolare riferimento ai metodi di modulazione dei segnali (modulazione d'ampiezza AM, modulazione d'angolo (di fase PM e di frequenza FM) e modulazione impulsiva PCM, PAM, PDM, PPM), le possibilità teoriche rimasero a lungo limitate per la mancanza di un buon criterio di definizione dell'informazione I (per esempio i sistemi di telefonia multipla si progettavano con metodi ben più ad hoc). 


Si deve proprio a Shannon lo sviluppo sostanziale della disciplina nota come Teoria dell'informazione, secondo la quale ogni messaggio ha un certo contenuto informativo in quanto è scelto tra un insieme finito di messaggi possibili della sorgente di messaggi (a livello di lettere dell'alfabeto, o di parole o di intere frasi). 


Se i messaggi emessi sono equiprobabili, allora il loro numero N può essere considerato come la misura dell'informazione insita nella scelta del messaggio stesso nell'insieme dei possibili messaggi emessi dalla sorgente M-TX. La funzione adottata da Shannon è logaritmica in base 2, ossia l'informazione media/messaggio I=H=logN (bit/messaggio) per cui, ad esempio, considerando equiprobabili i 27 simboli di una lingua alfabetica scritta allora l'entropia dei messaggi I=log27=4.76 bit/lettera, dove log è il logaritmo in base 2; tale funzione è stata chiamata da Shannon entropia dell'insieme delle probabilità dei singoli messaggi, poiché la sua forma matematica è identica a quella dell'entropia S in termodinamica, come indice del disordine microscopico di un sistema S=klogW (joule/°K), equazione questa dovuta a L. Boltzmann (Ludwig Eduard Boltzmann, Vienna 1844, Duino 1906, fisico, matematico e filosofo austriaco, grande fisico teorico con idee innovative, legato agli studi di termodinamica e meccanica statistica (in particolare l'equazione fondamentale della teoria cinetica dei gas ed il 2° principio della termodinamica), oltre che di meccanica, elettromagnetismo, matematica e filosofia, noto per la matematizzazione più estrema nelle teorie che gli valse il soprannome di "terrorista algebrico", ma ora sulla sua tomba compare l'epitaffio “S=klogW”) considerato l'iniziatore della termodinamica (o meccanica) statistica attraverso il collegamento del concetto di entropia a quello di probabilità. E' fondamentale notare come l'informazione H è tanto più grande quanto più “incerta” è la scelta del messaggio a causa del grande numero di alternative di messaggi possibili, ma che dipende dall'insieme di simboli all'interno dei quali viene scelto e dalla sue caratteristiche di frequenza in seno all'insieme stesso quando i simboli non siano equiprobabili (ad esempio in una sorgente con dizionario alfabetico italiano l'emissione della lettera y porta ben maggior informazione che non l'emissione della lettera e, ed in un dizionario inglese la lettera q invece della a). Nei problemi di trasmissione si ha sempre a che fare con sequenze di messaggi, ed i messaggi singoli possono essere più o meno complicati in dipendenza anche da ciò che si definisce messaggio singolo o messaggio elementare. Considerando nel linguaggio scritto come messaggi elementari le singole 27 lettere (26 + lo spazio), allora come appena detto, se tali caratteri fossero statisticamente indipendenti ed equiprobabili, la quantità di informazione media per lettera sarebbe I=H=logN=4.76 bit/messaggio. 


La dipendenza statistica tra i simboli (sia quando i messaggi elementari sono a livello di lettere che soprattutto a livello di parole, ad esempio sappiamo che dopo una p non verrà mai emessa una q, e dopo un verbo un altro verbo), è responsabile della diminuzione della quantità media di informazione o della capacità  informativa di ciascun simbolo rispetto al massimo possibile (statisticamente circa 1 bit contro 5 caso quest'ultimo dell'equiprobabilità ed indipendenza), ed allora Shannon introdusse il concetto di entropia relativa Hrel definito come il rapporto tra l'entropia effettiva di un messaggio (o di un simbolo) di un determinato insieme e l'entropia massima che esso avrebbe se tutti i messaggi (o tutti i simboli) dell'insieme fossero equiprobabili (massimo contenuto informativo), oppure il complemento a 1 dell'entropia relativa detto ridondanza R (per le lingue alfabetiche scritte R=4/5 circa, ossia circa 4 caratteri su 5 sono di ridondanza). Si può ricercare un codice binario ottimo per rappresentare un numero m di parole di preassegnata probabilità di essere emesse dalla sorgente, se però si procede alla codificazione diretta di interi messaggi costituiti da più parole è possibile aumentare la velocità media di trasmissione, come afferma il 1° teorema di Shannon (comparso per la prima volta nell'articolo “A Mathematical Theory of Communication” su Bell System Technical Journal del 1948) ossia il teorema relativo ad un canale ideale: data una sorgente M-TX con quantità di informazione H (bit/parola) ed un canale di trasmissione con capacità di C (bit/sec) è sempre possibile codificare i messaggi emessi dalla sorgente in modo tale che la velocità media di trasmissione sia inferiore di quanto poco si vuole rispetto alla velocità teorica vt=C/H ((bit/sec)/(bit/parola)=parole/sec), senza che possa mai essere superiore. 


Ossia codificando messaggi di lunghezza via via crescenti (dalle lettere, ai digrammi, ai trigrammi, alle parole, alle frasi, ecc.) la quantità media di informazione del codice (bit/messaggio) tende alla quantità di informazione H della sorgente e di conseguenza la velocità media di trasmissione tende alla velocità teorica: tale teorema ci assicura che è possibile avvicinarsi alla velocità teorica vt=C/H di trasmissione a patto di codificare messaggi sufficientemente od opportunamente lunghi, mentre sul piano ingegneristico applicativo tale aumento di velocità è pagato in termini di un aumento della complicazione e del costo del codificatore in TX, M-TX, e del costo del decodificatore in RX, D-RX, (è chiaro che possedere simboli e memoria per codificare-decodificare le 27 lettere dell'alfabeto di una lingua scritta è più semplice che possedere simboli e memoria per codificare-decodificare le 500 mila parole di una lingua scritta, infatti nel primo caso si codificano messaggi elementari che sono le singole lettere e si trasmette lettera dopo lettera richiedendo lunghezza 1 (uno) di memoria, laddove nel secondo caso si codificano messaggi elementari che sono circa 6 lettere e si trasmette la sequenza codificata di blocchi di 6 lettere per volta richiedendo lunghezza 6 di memoria, ma la complicazione sarebbe già eccessiva per la codificazione dei trigrammi per cui nella stragrande maggioranza delle applicazioni si codificano le singole lettere). 


Per considerare il caso dei canali di trasmissione in presenza di disturbi, il 2° importante teorema di Shannon sui canali reali definisce il concetto di entropia condizionata, legato a sua volta a quello di probabilità condizionata (che correla le probabilità dei messaggi entro la sequenza), e si enuncia così: data una sorgente M-TX con quantità di informazione H (bit/parola) ed un canale reale con capacità di trasmissione C (bit/sec) è sempre possibile codificare i messaggi emessi dalla sorgente in modo tale che, la velocità media v di trasmissione sia inferiore di quanto poco si vuole dalla velocità teorica vt=C/H (parole/sec) e si possa trovare un procedimento di decodifica per cui la probabilità P di ricevere una parola corretta differisce di quanto poco si vuole dall'unità: P>1-ε, dove ε è una quantità arbitraria positiva minore di 1 piccola quanto si vuole; per questo teorema vale anche l'inverso, ossia non è possibile ottenere velocità medie v di trasmissione superiori alla velocità teorica vt e contemporaneamente assicurare una prefissata sicurezza di trasmissione ovvero garantire probabilità d'errore P piccola quanto si vuole, ma su questi argomenti abbiamo scritto altrove. 


Ritornando da cenni di teoria dei codici alla logica simbolica, aggiungiamo che è divenuta ormai nota e pleonastica l'osservazione che nella storia della scienza e della matematica tutte le strade portano in Grecia (come invece per i lunghi viaggi “turistici” e di “lavoro” dall'antichità al medioevo, “tutte le strade portavano a Roma”... ed alcune portavano pure a Gerusalemme od a Santiago de Compostela... ma per la logica-matematica portavano in Grecia). La logica è nata nel mondo greco ed i primi trattati di logica furono scritti da Aristotele (384-322 a. C.). Le sue opere logiche ci sono state tramandate in una nota raccolta dal titolo “Organon” (che significa “Strumento”). 


Per secoli e secoli questi scritti greci dopo il loro recupero dagli arabi (commentati a lungo nel medioevo ed un poco incrementati come abbiamo scritto in altre occasioni) furono il manuale per eccellenza della logica, ed il segno lasciato dalle opere aristoteliche è così profondo che la caratterizzazione delle varie fasi della logica medioevale si basa sull'avvenuto recupero, come detto tramite gli arabi ed i bizantini, delle diverse sezioni dell'Organon da parte del mondo occidentale. Superate le condanne comminate ai primi studiosi del pensiero aristotelico (come quelle ad alcune tesi di Tommaso d'Aquino professore all'Università di Parigi, e dei logici di Oxford) sappiamo in quanta considerazione gli scolastici tenessero poi la logica di Aristotele, facendo anche acrobazie od “acrobazie” intellettuali per mettere accordo tra il pensiero greco, la dottrina della salvezza e la teologia cattolica della rivelazione, al punto che, dopo aver ben battezzato Aristotele (immaginiamo prima usando l'acqua della Senna, e poi l'acqua del Tevere quali “improbabili” fonti battesimali... scartando subito, “non si sa perché” le acque dell'Adda, del Ticino e dei Navigli forse perché a Milano Aristotele sarà arrivato tardi e forse se ne è pure andato prima), sistemarono tutta la teologia cristiana sulle categorie aristoteliche (ma non si sa poi cosa “avrà pensato Aristotele” di questo genere di Motore Immobile). In omaggio a tali acrobazie di pensiero, elenchiamo pure i maggiori filosofi scolastici: 1) scolastica antica o meglio prescolastica (500-1000), Severino Boezio, Cassiodoro, Alcuino di York, Rabano Mauro, Gotescalco, Giovanni Scoto Eriugena; 2) alta scolastica (1000-1200), Berengario di Tours, Pier Damiani, Anselmo d'Aosta, Roscellino di Compiègne, Bernardo di Chartres, Teodorico di Chartres, Guglielmo di Champeaux, Gilberto Porretano, Pietro Abelardo, Guglielmo di Conches, Adelardo di Bath, Bernardo di Chiaravalle, Ugo di San Vittore, Pietro Lombardo, Giovanni di Salisbury, Alano di Lilla, Guglielmo d'Auxerre, Bernardo Silvestre, Bernardo di Moelan; bassa scolastica (1200-1300, nonché periodo d'oro), Roberto Grossatesta, Alessandro di Hales, Alberto Magno, Ruggero Bacone, Bonaventura da Bagnoregio, Tommaso d'Aquino (il massimo, the best, optimum, al'afdal), Sigieri da Brabante, Boezio di Dacia, Duns Scoto; tarda scolastica (1300-1500), Marsilio da Padova, Guglielmo di Ockham, Giovanni Buridano, Thomas Bradwardine, Gregorio da Rimini, Alberto di Sassonia, Nicola d'Oresme, Giovanni Caprèolo, Antonino Pierozzi, Eimerico di Campo; scolastica barocca (1500-1650), Marcantonio Zimara, John Mair, Tommaso De Vio, Francisco de Vitoria, Domingo de Soto, Bartolomé de Las Casas, Melchor Cano, Pedro da Fonseca, Domingo Banez, Francesco Patrizi, Francisco de Toledo Herrera, Giacomo Zabarella, Luis de Molina, Benedetto Pereira, Roberto Bellarmino, Antonio Rubio, Francisco Suárez, Gabriel Vásquez, Pedro Hurtado de Mendoza, Giovanni di San Tommaso, Zaccaria Pasqualigo, Bonaventura Belluto, Bartolomeo Mastri, John Punch; neo-scolastica (dalla fine '800), Desiré Mercier, Antonin-Dalmace Sertillanges, Jacques Maritain, Étienne Gilson, Francesco Olgiati, Gustavo Bontadini, Sofia Vanni Rovighi, Cornelio Fabro. 


Il primo filosofo a definire “logica formale” quella sviluppata da Aristotele fu Kant, alla quale volle contrapporre la sua “logica trascendentale”. Prima di Kant vari pensatori avevano dato la loro personale interpretazione della logica, dando corpo o “corpo” ad altrettante dottrine, o meglio a “filosofie della logica” (tutte più o meno derivate dal pensiero aristotelico ed aristotelico-scolastico), ritenendola chi scienza del giudizio, chi dialettica, chi ars demonstrandi, chi logica induttiva, ecc. Chi più si avvicinò alla moderna logica simbolica fu certamente Leibniz, anche se la sua logica, passata in secondo piano, era viziata dagli errori di cui abbiamo scritto. Erano trascorsi quasi 50 anni dalla comparsa delle opere di Boole, quando su richiesta di un direttore di una rivista, di impostare l'articolo nel modo “romantico possibile”, Bertrand Russell scriveva il saggio “La matematica ed i matematici”. Il fatto non dovrebbe attirare granché l'attenzione, se in quel saggio non vi fosse contenuto uno dei giudizi più famosi sull'importanza dell'opera di Boole nella storia del pensiero logico-matematico: la matematica pura, che affonda le sue radici nella logica simbolica, fu scoperta da George Boole in un'opera del 1854 (si assicura, dal contenuto matematico!) che egli intitolò “Le leggi del pensiero” (il titolo esatto sarebbe “An Investigation of The Laws of Thought on Which are Founded the Mathematical Theories of Logic and Probabilities, Macmillan, 1854.”). Boole era troppo modesto per arrivare a supporre che il suo potesse essere “il primo vero libro che mai fosse stato scritto sulla matematica”. Boole sbagliava anche nel ritenere che argomento delle sue ricerche fossero le leggi del pensiero: il problema di come l'uomo pensa è in realtà del tutto trascurabile; e se viceversa il suo libro esponeva davvero le leggi del pensiero, è notevole considerare che nessuno aveva mai pensato prima in tale maniera. 


Quel libro, in verità, si occupava della “logica formale”, e per i logicisti questo è analogo a sostenere che “il libro si occupava dei fondamenti della matematica pura”. La citata valutazione russelliana di Boole ha fatto fortuna tra i cultori della logica e della matematica, anche se costoro non avevano ricevuto l'invito “ad inclinare verso il romanticismo”. Prima di Boole e di De Morgan la logica e la matematica marciavano su due sentieri ben separati, specialmente nel mondo accademico. Soltanto Leibniz aveva avuto un sogno utopistico profetico di una filosofia ed una matematica entrambe costruite esclusivamente su equazioni e formule logico-matematiche. Riteniamo forse che Boole si sarebbe avvicinato alla possibilità di realizzare tale sogno? E conosceva poi egli a fondo la concezione matematica e metamatematica del suo predecessore Leibniz? George Boole nacque nel 1815 di bassa condizione sociale, fu soprattutto autodidatta e nel 1847 pubblicò il volumetto “Analisi matematica della logica. Saggio di un calcolo del ragionamento deduttivo”, e quando era già insegnante di matematica al Queen's College di Cork, pubblicò il suo capolavoro “Indagini sulle leggi del pensiero su cui sono fondate le teorie matematiche della logica e della probabilità”. Il suo pensiero si inserisce perfettamente nella scuola britannica, soprattutto tra gli algebristi di Cambridge, che portò il rigore nel ragionamento logico e ad una nuova sensibilità per il problema della fondazione formale dei vari settori della matematica. Nella furiosa disputa tra i seguaci di Newton ed i seguaci di Leibniz riguardo la priorità dell'invenzione del calcolo infinitesimale, come già detto e come diremo, gli analisti inglesi rimasero per più di un secolo isolati dal resto dell'Europa, e lo stesso Newton, che considerava il suo calcolo infinitesimale-flussionale uno strumento ausiliario della fisica, rimpiangeva un poco di aver prestato poco tempo alla geometria cartesiana ed alla geometria greca. 


All'inizio dell'800 inizierà il “disgelo inglese” in parte con l'opera del 1803 “Principles of Analytical Calculations” di Robert Woodhouse (Norwich 1773, Cambridge 1827, matematico inglese); ma solo una decina di anni dopo, con la fondazione di Cambridge Analytical Society (tra cui vi erano Babbage, Peacock, J. W. Herschel, W. Whewell) si forgerà quello spirito che porterà al sorpasso inglese principalmente sulla pista dell'algebra astratta. Woodhouse, che influenzò soprattutto Peacock, è autore di un articolo del 1801, precursore dell'algebra astratta, dal titolo “On the Necessary Truth of Certain Conclusions Obtained by Means of Immaginary Qualitities”, dal quale deriva una certa consapevolezza della possibilità d'esistenza di una logica autonoma indipendente sia dall'interpretazione numerica o quantitativa o geometrica, rispetto alla definizione ed all'uso dei numeri immaginari e complessi. Ponendosi su questa via, Peacock, nel 1834, in “Report in Present State of Certain Branches of Analysis”, sostiene che le interpretazioni di natura geometrica od algebrica “non concernono affatto la forma o l'equivalenza dei risultati simbolici”, ossia il loro significato non esaurisce le poche interpretazioni date, mentre in un precedente trattato di algebra sottolineava come il significato delle operazioni ed il risultato del calcolo algebrico dipendevano in maniera sostanziale dai soli postulati introdotti nella teoria. 


Fondamento di questa nuova concezione dell'algebra e dell'analisi sono due enunciati noti sotto il nome di principio di separazione dei simboli (che sostiene la totale indipendenza delle leggi che presiedono alla manipolazione-combinazione dei simboli, dalle loro eventuali interpretazioni, solitamente di tipo numerico o geometrico), ed il principio di permanenza delle forme: posizione consona a quella di Gregory, fellow del Trinity College ed amico di Boole, il quale sosteneva che l'analisi simbolica era “scienza d'operazioni definite, non dalla loro natura, ma dalle loro leggi di combinazioni”, in cui “prescindiamo dalla natura delle operazioni rappresentate dai simboli e supponiamo l'esistenza di classi d'operazioni soggette alle medesime leggi” giungendo così a provare “certe relazioni fra classi diverse di operazioni, relazioni che, espresse tra simboli, si chiamano teoremi algebrici”. Su questo pensiero logico e matematico inglese, non andrà dimenticato l'influsso esercitato da Locke (John Locke, Wrington 1632, High Laver 1704, filosofo e medico britannico, considerato il padre del liberalismo classico e fondatore dell'empirismo moderno, ma pure anticipatore inglese dell'illuminismo di stampo francese e del criticismo di stampo tedesco; e l'empirismo inglese vanta dei meriti nei confronti della scienza matematica e della scienza sperimentale), da Hume (David Hume, Edimburgo 1711, Edimburgo 1776, filosofo scozzese ed empirista britannico insieme a John Locke e George Berkeley), da Berkeley (George Berkeley, Kilkenny 1685, Oxford 1753, filosofo, teologo e vescovo anglicano irlandese), da Hobbes (Thomas Hobbes, Westport 1588, Hardwick Hall 1679, filosofo e matematico britannico, sostenitore del giusnaturalismo ma forse ricordato per l'opera filosofico-politica Leviatano del 1651), e da altri pensatori. Infatti all'inizio dell'800, ricercando le prime radici del male che portarono al deterioramento ed all'abbandono dello studio della logica, l'eccellente aristotelico Sir William Hamilton (professore di logica e matematica all'Università di Edimburgo) trovò “meritevoli” di ciò proprio Locke ed i suoi seguaci. Hamilton era un sostenitore della vecchia logica e promotore di una metafisica personale le cui concezioni si fondevano-amalgamavano con quelle di Aristotele e di Kant; egli un erudito di stampo antico con tutta una serie di pregiudizi (tra cui quello di sostenere che la logica doveva trattare esclusivamente di linguaggio, come aveva pure sostenuto l'arcivescovo Whately (Richard Whately, 1787-1863, arcivescovo anglicano di Dublino, logico, teologo ed economista inglese) nel suo “Elements of Logic” del 1826), il quale Hamilton avanzò, con relativa sicurezza, la diagnosi di una grave malattia che aveva contagiato la logica. 


Diciamo che Whately proponeva una logica come scienza dei processi mentali che trovavano la loro espressione nel linguaggio (concezione del linguaggio come un sistema di segni generale, opposta alla platonica dottrina delle idee nella quale le idee sono una copia perfetta (ed avulsa dal mondo materiale) di tutti gli oggetti di questo mondo), mentre Hamilton proponeva una logica intesa come scienza del pensiero puro, indipendente dalle sue applicazioni. In fondo a questo lungo cammino millenario (circa 2180 anni) ci troviamo di fronte ad una logica chiusa in un castello fortificato, ed intesa come sistema formalizzato di regole che esibisce le leggi del ragionamento della mente, chiuso su se stesso ed autoconservantesi. Si era ormai giunti al tramonto del lungo autunno (almeno bisecolare, da quando cioè aveva seriamente iniziato a declinare) della logica fondata sulla metafisica aristotelica dell'essere e della sostanza, e mentre Hamilton doveva rimanere nelle mente dei posteri come l'ultimo cavaliere difensore di un'imponente castello e fortezza ormai vuoti, Whately entrerà nella storia della logica come uno dei più illustri sagrestani e campanari di campane a morto della logica di Aristotele e della Scolastica medioevale. 


Boole si inseriva in questo scenario filosofico e scientifico soprattutto come studioso di testi e non ignorava certamente i risultati già ottenuti da De Morgan sia in campo logico che in campo algebrico, appunto perché la causa materiale per cui Boole scrisse il suo primo saggio di logica, fu l'insorgere nel 1847 della disputa tra Hamilton e De Morgan il quale si stava occupando di logica e teoria del sillogismo. Improvvisamente De Morgan venne colpito dall'accusa di plagio da parte del logico di Edimburgo il quale sosteneva di vantare la priorità nell'invenzione della quantificazione del predicato delle proposizioni categoriche, questione però già venuta fuori in opere di autori europei del secolo precedente oltre che di Jeremy Bentham (Londra 1748, Londra 1832, filosofo e giurista inglese, autore di un'algebra morale cioè di un calcolo quantitativo per conoscere l'effetto dell'agire quantificando piacere-dolore-felicità pubblica onde massimizzare il piacere e minimizzare il dolore). 


L'importanza della quantificazione del predicato (non da tutti riconosciuta) non ebbe comunque le significative conseguenze che voleva attribuirgli Hamilton, e qualche storico vuol sostenere che il vero contributo dato da Hamilton alla logica od alla storia della logica fu quello di aver indotto Boole a scrivere la sua analisi matematica della logica, per via della disputa che riuscì ad accendere. Inseritori nella contesa, Boole vi impresse i suoi propositi e le sue idee. Passato un primo momento di tensione fra i due contendenti, la querelle si allargò ai temi preferiti da Hamilton, il quale rispolverando i suoi vecchi scritti metteva di fronte all'avversario tutto l'apparato metafisico classico per dimostrare la superiorità della filosofia (di cui la logica fa parte) sulla matematica. Rifacendosi, infatti, ad un'altra vecchia polemica avuta con Whewell (William Whewell, Lancaster 1794, Cambridge 1866, filosofo, mineralogista e storico della scienza inglese, autore di molti trattati in vari campi dalla politica all'architettura ma soprattutto autore di opere di storia e scienza e noto per aver coniato per la prima volta il termine scienziato per indicar coloro che fanno scienza) sostenitore della matematica ed avverso alla logica, Hamilton ritorna ad opporre filosofia (scienza delle cause e del “perchè”) a matematica (scienza del “che cosa”), reputando, come pure reputava Aristotele, superiore la prima alla seconda. Ma, visti gli avvicinamenti già in corso della logica alla matematica, se Hamilton fosse stato realmente al corrente dello stato della logica e della matematica del suo tempo, non avrebbe scelto di combattere quella battaglia, ormai persa in partenza. Per trovare qualcosa di analogo alle idee che Hamilton aveva riguardo la matematica, gli si può paragonare, ad esempio, quel che pensava Hegel dell'astronomia od il Lotze (1817-1881, filosofo e logico tedesco) della geometria non-euclidea. 


Così Boole fu indotto a riflettere sui problemi della logica del tempo, e nella sua famosa prefazione al breve saggio sull'Analisi matematica della logica, esprimeva modestamente la sua opinione “Mi parve evidente che la logica, pur potendo essere considerata in riferimento all'idea di quantità, è caratterizzata anche da un altro, più profondo sistema di relazioni. Se era legittimo considerarla, dall'esterno, come una scienza che per mezzo del numero si connette con le intuizioni dello spazio e del tempo, era anche legittimo considerarla, dall'interno, come una disciplina fondata su fatti di ordine diverso che hanno la loro sede nella costituzione della mente”. Omessa ogni volontà polemica, Boole ironicamente capovolge l'impostazione hamiltoniana mostrando la sua opinione sul rapporto tra matematica, logica e filosofia. Egli scrisse “La filosofia viene descritta come la scienza dell'esistenza reale, e la ricerca delle cause... Concediamo pure che il problema che ha reso vani gli sforzi di molte epoche non sia senza speranza e che non trascenda le capacità dell'intelletto umano. Io sono dunque costretto ad asserire che, stando a questo modo di concepire la natura della filosofia, la logica non costituisce una parte di essa. Se vogliamo attenerci ai principi di una classificazione corretta, non dobbiamo più associare logica e metafisica, ma logica e matematica”. Ci chiediamo: che cosa permise a Boole questo accostamento tra logica e matematica,  a quel tempo così raro ed insolito? Era la prima volta, infatti, che questa concezione veniva espressa in modo così chiaro, ed a causa di ciò possiamo comprendere l'”eccessivo” entusiasmo di Russell nei confronti dell'opera di Boole del 1854. 


Quali sono allora i principi della vera classificazione di cui Boole parla? Egli, come del resto Hamilton, pensa alla logica come ad una scienza delle leggi del pensiero; però invece di credere queste leggi relative alle idee platoniche, le pensa invece come leggi dei simboli mediante i quali si esprimono i pensieri. Dice infatti Boole: “Ciò che rende possibile la logica è l'esistenza, nella nostra mente, di nozioni generali, la nostra capacità di concepire una classe e di designare per mezzo di un nome comune gli individui che ne sono membri... Nella misura in cui il nostro tentativo di esprimere le proposizioni della logica per mezzo di simboli le cui leggi di combinazione siano fondate sulle leggi dei processi mentali che tali simboli rappresentano avrà successo, noi avremo compiuto un passo avanti verso la istituzione di un linguaggio filosofico”. Nella teoria di Hamilton della quantificazione del predicato, data una proposizione, per esempio “tutti gli A sono B”, quantificando il predicato si possono ottenere “tutti gli A sono alcuni B”, e nel mio scritto maggiore sono riportate le 8 specie di proposizioni con la quantificazione del predicato, oltre alle 8 forme di proposizioni con la quantificazione del predicato nella teoria di Bentham. Quanto alla diversità di opinione intorno alla natura della matematica, Boole afferma: “Coloro che hanno familiarità con lo stato attuale della teoria dell'algebra simbolica, sono consapevoli che la validità dei procedimenti dell'analisi non dipende dall'interpretazione dei simboli che vi sono impiegati, ma soltanto dalle leggi che regolano la loro combinazione. Ogni sistema di interpretazione che non modifichi la verità delle relazioni che si suppone sussistano tra i simboli è ugualmente ammissibile... Questo principio possiede un'importanza fondamentale...”. 


Hamilton è estraneo a questo sistema di pensiero e quindi non può rendersi conto che la tradizionale interpretazione quantitativa dei simboli dell'analisi matematica e dell'algebra, per quanto sia stata privilegiata da una secolare tradizione, da questo nuovo angolo visuale diventa tutt'al più accidentale. Hamilton non sospetta che “la caratteristica che definisce un calcolo matematico autentico consiste in questo: che esso è un metodo fondato sull'impiego di simboli le cui leggi di combinazione sono note e generali, ed i cui risultati ammettono un'interpretazione coerente”. Al contrario Boole ben comprende ciò, ne è massimamente consapevole, ed afferma: “Sulla base di questo principio generale, io intendo appunto fondare il calcolo logico, e reclamare, per esso, un posto tra le forme di analisi matematica ormai generalmente riconosciute”. 


Quanto abbiamo riportato costituisce la dichiarazione di principio che mostra lo scopo del lavoro di fondazione della logica sulla matematica di Boole, denotando nello stesso tempo e la provenienza dalla filosofia algebrica di Cambridge, e la fecondità della sua intuizione di applicarla ad un campo nuovo com'era quello della logica formale, allargando così il dominio matematico. Ma quali sono le motivazioni profonde che hanno indotto Boole a celebrare il divorzio tra filosofia e logica, per celebrare il matrimonio della logica con la matematica, dato che per Hamilton come per Boole la logica non è che la scienza delle leggi della mente? Che cosa autorizza la fondazione di un calcolo simbolico e la sua interpretazione logica? Ammessa poi la liceità di queste operazioni, a quale modello e paradigma di logica si rifaceva Boole nelle sue costruzioni? Per rispondere a queste domande, uno spirito amante della filosofia e sensibile alla perfezione logico-formale del ragionamento, com'era Boole, dopo 7 anni di duro lavoro, pubblicò “Indagini sulle leggi del pensiero”, trattando “di un principio di indagine relativo alle operazioni dell'intelletto”, (estendendole oltre il campo logico, fino alla teoria della probabilità la quale in questo momento ed in questo discorso poco interessa). “Scopo di questo trattato è di indagare le leggi fondamentali di quelle operazioni della mente per mezzo delle quali si attua il ragionamento; di dar espressione nel linguaggio simbolico di un calcolo e di istituire la scienza della logica costruendone il metodo... e, in ultimo, di ricavare dai diversi elementi di verità portati alla luce nel corso di queste indagini alcune indicazioni probabili sulla natura e la costituzione della mente umana”. E' evidente anche la dimensione psicologica-psicologistica del metodo booleano, che non esagereremo o sopravvaluteremo una volta conosciute le sue idee epistemologiche, quindi il valore di verità generale che presentano le leggi della mente, “ottenute senza un'estesa raccolta di dati d'osservazione” ed il cui grado di certezza non aumenta in proporzione dell'esperienza che noi possediamo di esse; la loro verità si scorge infatti già attraverso il caso particolare e non riceve la propria conferma dall'n-esima ripetizione dell'esperimento se non una semplice riconferma. Boole si chiese allora: “Saremo dunque in errore nel ritenere che la vera scienza della logica sia quella che, stabilendo certe leggi elementari confermate dalla stessa testimonianza della mente (i principi), ci permette di dedurre da esse, mediante procedimenti uniformi, l'intera catena delle conoscenze secondarie, e fornisce metodi di perfetta generalità per le loro applicazioni pratiche?” 


Tutto il suo lavoro dimostra che la risposta deve essere negativa; egli si ritiene in possesso della scienza della logica, e così facendo ci siamo avvicinati al nodo cruciale della visione booleana del rapporto tra leggi della mente e logica, tra logica e calcolo logico, tra calcolo logico ed algebra e matematica. Le stesse leggi trovate delle operazioni della mente, “suggeriscono” il modo in cui esprimerle, e precisamente si possono esprimere nel “linguaggio simbolico di un calcolo”. Boole osserva che non solo esiste una stretta analogia tra le operazioni che la mente esegue quando fa ragionamenti generali, e le operazioni che esegue nella scienza particolare dell'algebra; c'è pure, in misura considerevole, un'esatta corrispondenza fra le leggi in virtù delle quali si eseguono le due classi di operazioni. “Naturalmente le leggi devono essere determinate indipendentemente nell'uno e nell'altro caso, e qualsiasi eventuale concordanza formale fra di esse potrà essere stabilita soltanto a posteriori, cioè dopo averle effettivamente messe a confronto”. La chiara distinzione fra operazioni mentali ed operazioni algebriche analoghe permette a Boole di mantenere netta la divisione fra scienza della logica, nella sua forma algebrica, ed algebra in quanto parte della matematica. A priori non possiamo affermare l'identità delle leggi mentali e di quelle algebriche aventi le medesime proprietà, ma possiamo studiare indipendentemente le leggi nei due campi ed alla fine della nostra indagine, effettuato un confronto, affermare l'esistenza di corrispondenze, di analogie, di “concordanze” e “congruenze”. Se tale identificazione fosse dimostrata e realizzata a priori, si farebbe surrettiziamente-ambiguamente-oscuramente-artificiosamente-nascondendointenzionalmentequalcosa un'ipotesi la cui validità postulerebbe una conferma per sua natura sottoposta alle regole del metodo scientifico, e si richiederebbe una risposta consistente in un giudizio “probabilistico” quindi con carattere di pura probabilità derivando da un “procedimento puramente ipotetico”. Che cosa permette a Boole di ovviare all'intrusione di giudizi probabilistici nel suo calcolo logico basato sulle leggi della mente? “In realtà (risponde Boole) esistono certi principi, fondati sulla stessa natura del linguaggio, che determinano l'uso dei simboli, i quali non sono altro che elementi del linguaggio scientifico”. Attestata l'arbitrarietà del simbolo e la convenzionalità della sua interpretazione, bisogna riconoscere l'univocità della convenzione fatta sul simbolo una volta per sempre fissata, ed inoltre che il processo di ragionamento, in cui rimane costante il senso di questa convenzione, è regolato da leggi “fondate esclusivamente sul senso dei simboli impiegati”. 


Il problema che doveva risolvere Boole era il seguente: ammessa una scienza delle operazioni della mente, caratterizzata da leggi aventi natura di generale verità, e definita vera scienza della logica quella che, partendo dalle leggi scoperte dalla stessa scienza della mente, permette la deduzione uniforme di tutte le conseguenze con un metodo di validità generale... esprimere sotto forma di calcolo simbolico questa scienza della logica in modo da mantenere le leggi logiche al di fuori dell'ambito della conoscenza empirica delle scienze naturali. Boole scopre nelle sue indagini sulle leggi della mente che queste sono sufficienti ad istituire un calcolo, il quale rivela molte analogie col calcolo algebrico letterale. Il pericolo di cadere nell'identificazione dei due tipi di calcolo è evitato da Boole, il quale vuole a tutti i costi mantenere la sua logica nel regno delle verità logico-matematiche necessarie, e quindi non può permettersi l'ipotesi di “natura empirica” (ossia un qualche assioma) secondo la quale algebra della logica ed algebra (“algebra matematica” od “algebra numerica”) sarebbero pienamente identificabili, e non solo sarebbero formalmente identiche. A questo punto il problema diventa quello di tenere separati i due domini (dell'algebra e della logica), ma piuttosto di travestire la logica con una veste matematica di natura algebrica. Anche in questo caso, Boole trova dei principi, concernenti la natura stessa del linguaggio, che fanno da garanzia a quest'opera di “travestimento matematico”, i quali possano trovare effettiva applicazione, perché sia l'algebra che la logica s'incontrano sul piano simbolico del linguaggio... “in conformità con questi principi, qualsiasi concordanza possa stabilirsi tra le leggi che presiedono alla manipolazione e combinazione dei simboli della logica, e le leggi a cui soggiacciono i simboli dell'algebra, può solo mettere a capo ad una concordanza tra processi. I due domini d'interpretazione rimangono paralleli e separati, indipendenti, e ciascuno è soggetto alle proprie leggi, alle proprie condizioni, ed ai propri assiomi”. Sul piano simbolico si attua dunque la possibilità di dare alla logica la sua forma di calcolo simbolico coi suoi assiomi, formalmente analoga al calcolo algebrico coi suoi assiomi. 


L'analogia simbolica mantiene epistemologicamente distinte la logica come scienza delle leggi del pensiero, e l'algebra astratta come settore della matematica, e contemporaneamente permette di fondare un calcolo delle proposizioni logiche, grazie all'astrattezza e convenzionalità del significato dei simboli impiegati. La via seguita da Boole lo può dunque salvare dall'accusa di essere un rappresentante della corrente psicologista in logica che indebitamente introduce concetti psicologici nella teoria logica onde ritenere che le leggi del pensiero sono di natura psicologica (psicologismo). 


Diamo ora le 3 “leggi delle mente” come risultano dall'”Analisi matematica della logica” di Boole. Posto che X rappresenti una classe, chiamiamo “simbolo elettivo” x quel simbolo “il cui ufficio consiste nello scegliere individui contenuti nella classe X”. La legge1 in forma simbolica  x(u+v)=xu+xv, ossia “il risultato di un atto di elezione è indipendente dal raggruppamento o dalla classificazione del soggetto”; Legge2 in forma simbolica  xy=yx, ossia “l'ordine in cui due atti successivi di elezione vengono compiuti è indifferente ossia le successioni degli atti sono equivalenti”; Legge3 in forma simbolica  x(elev n)=x, ossia “il risultato di un dato atto di elezione compiuto 2 o n volte in successione (con n intero positivo maggiore-uguale 2) è uguale al risultato delle stesso atto di elezione compiuto una sola volta”. 


Le leggi che abbiamo enunciato sotto forma simbolica, come afferma Boole... rappresentano una base necessaria e sufficiente per l'istituzione di un calcolo. Dalla legge1 si vede che i simboli elettivi sono distributivi, dalla legge2 che essi sono commutativi: proprietà queste che posseggono in comune con i simboli di quantità (oggetto dell'algebra) ed in virtù delle quali tutti i processi e regole dell'algebra ordinaria sono dunque applicabili al nostro nuovo sistema algebrico della logica. Chiameremo legge3, legge-indice: essa è proprietà dei soli simboli elettivi. Si vede infatti immediatamente che la 3° legge è l'unica che non vale per i simboli di quantità in generale (nell'algebra ordinaria) ma è soddisfatta solo nell'algebra ordinaria delle quantità, dai simboli di 0 e di 1 (ossia dagli elementi neutri dell'addizione e della moltiplicazione). La logica aristotelico-scolastica classificava le proposizioni categoriche secondo la quantità (universali, particolari) e secondo la qualità (affermative, negative); abbiamo riportato altrove le proposizioni fondamentali della logica aristotelica seguite dalle equivalenti del sistema booleano, il quale è in grado di rendere perfettamente tutta la teoria classica del sillogismo categorico, che qui rapidamente ripetiamo. Le proposizioni categoriche della logica aristotelica sono: universali affermative, tutti gli X sono Y  (x(1-y)=0); universali negative, nessun X è un Y  (xy=0); particolari affermative, alcuni X sono Y  (v=xy); particolari negative, alcuni X non sono Y  (v=x(1-y)). 


Le forme elementari di ragionamento, o inferenze immediate, sono: conversione semplice, nessun X è Y, nessun Y è X  (xy=0, v=xy, le equazioni di Boole sono simmetriche rispetto ai simboli-lettere x,y, cosicché, sostituendoli vicendevolmente le equazioni rimangono inalterate); conversione per accidens, tutti gli X sono Y, alcuni Y sono X  (x(1-y)=0, xy=0, risolvendo le due equazioni rispetto alla x si ha: x=vy, x=v(1-y)); obversione o negazione di predicato, ogni X è Y, nessun X è non-Y  (x(1-y)=0 tutti gli X sono Y, xy=0 nessun X è Y; scrivendo la prima così x(1-(1-y))=0 e ricordando che x(1-y)=0, possiamo interpretare la nuova equazione come: tutti gli X sono non-Y); contrapposizione, tutti gli X sono Y, tutti i non-Y sono non-X  (x(1-y)=0, v=x(1-y)x; trasformando x in 1-y, e y in 1-x, le equazioni date divengono: (1-y)(1-(1-x))=0 tutti i non-Y sono non-X, v=(1-y)(1-(1-x)) alcuni non-Y non sono non-X). Nell'Indagine sulle leggi del pensiero Boole elabora una classificazione dovuta più al senso filosofico dell'autore che ad esigenze di calcolo, contemplante simboli letterali, simboli operazionali e segno di identità, tutti ripartiti in 3 classi. Gli assiomi dell'algebra di Boole, nella formulazione parzialmente modificata data da A. N. Whitehead (Alfred North Whitehead, Ramsgate 1861, Cambridge Massachusetts 1947, filosofo e matematico britannico, il quale si occupò di logica, matematica, epistemologia, teologia e metafisica, ma soprattutto noto perché insieme a Bertrand Russell fu autore dei 3 volumi di Principia Mathematica, inoltre tentò una mediazione tra istanza filosofica e visione scientifica del mondo e sviluppò una metafisica organicistica basata su idee di Leibniz e di Bergson) sono nella sua opera fondamentale “A Treatise on Universal Algebra” pubblicata nel 1898 (“A Treatise on Universal Algebra, Cambridge University Press, 1898), e che abitualmente sono quelli adottati nei nostri manuali di algebra di Boole. Per tutto ciò, e per la definizione e lo sviluppo dell'algebra di Boole come struttura algebrica astratta definita come una sestupletta (insieme B, congiunzione, disgiunzione, negazione, 0, 1), rimando il lettore eventualmente al mio scritto maggiore, oppure a testi specifici sulle algebre booleane. 


Una funzione booleana può essere associata ed implementata con un circuito logico, il quale essendo a numero di stati finito è un sistema numerico (e se gli stati sono due, sistema binario o digitale). Due sono le grandi classi di sistemi o reti-circuiti digitali: i sistemi combinatori ed i sistemi sequenziali. I sistemi combinatori sono realizzati in modo tale per cui in base ai valori logici delle variabili logiche o segnali d'ingresso, “decidono” (immediatamente, nel senso che le uscite dipendono solo dagli ingressi) del valore dei segnali d'uscita. La loro progettazione richiede la conoscenza dell'algebra di commutazione AdC che è una particolare algebra di Boole con insieme B=B(0,1) composto dei soli due elementi 0,1 ma algebra AdC isomorfa a tutte le algebre booleane con B qualsiasi possibile. 


Il postulato fondamentale dell'algebra di commutazione AdC è che le variabili possono assumere solo due valori logici, indicati, come già sappiamo, con 0 e 1 (o con falso-F e vero-V, ed allora sono anche dette “funzioni verità”). Nelle reti combinatorie gli interruttori equivalenti (normalmente realizzati a diodi D o transistori Bjt-Mos, oggi praticamente tutti CMos, o con transistori più moderni e più veloci di cui i lettori troveranno esempi al capitolo 11) sono associati alle variabili logiche A,B,..., dove A,B,..., indicano una proposizione tale che se A=1=vero=V l'interruttore è aperto (o chiuso), se A=0=falso=F l'interruttore è chiuso (o aperto) secondo il tipo utilizzato di logica positiva (o negativa, però equipollenti). Il funzionamento di un sistema può essere rappresentato mediante una tabella dove compaiono tutte le  possibili combinazioni degli ingressi ed il corrispondente valore della/e uscita/e, detta tabella delle combinazioni o tabella della verità. Come già accennato in AdC introduciamo ed usiamo i connettivi od operatori logici: not (negazione; l'uscita U è il negato dell'ingresso I, se I=A allora U= Anegato, ad esempio se I=A=1 allora U=0), and (congiunzione o prodotto logico; l'uscita U=V se e solo se tutti gli ingressi sono V, se gli ingressi sono A,B, allora U=AB, e U=1 solo se A=1 e B=1, in tutti gli altri casi U=0), or (disgiunzione o somma logica; l'uscita U=V se e solo se almeno un ingresso è V, se gli ingressi sono A,B, allora U=A+B, se A=1 e B=0, o se A=0 e B=1, o se A=1 e B=1, allora U=1, ed U=0 solo se A=0 e B=0), oppure nor (negato della somma logica, negato di or, ossia uscita U uguale Unegato del precedente or) e nand (negato del prodotto logico, negato di and, ossia uscita U uguale Unegato del precedente and). Una rete combinatoria con n ingressi ed un'uscita f può essere rappresentata (e rappresentare) da una funzione di commutazione che può essere espressa dalle variabili di ingresso e da un insieme funzionalmente completo di operatori logici (per esempio, l'insieme and-or-not, oppure nand oppure nor). 


Ovviamente ciò può estendersi a reti con m uscite f1, f2, …, fm, ognuna calcolata dalla sua tabella di verità. Il procedimento generale di sintesi di una rete combinatoria può essere schematizzato come segue: 1) dalla descrizione logica del funzionamento (del problema od applicazione in questione da realizzarsi digitalmente con rete combinatoria, tipo la rappresentazione delle cifre numeriche decimali tramite l'accensione di uno-alcuni-tutti di 7 segmenti di un display a 7-segmenti formanti il simbolo della relativa cifra, oppure il programmatore di un ascensore od il timer di lavaggio di una lavatrice, ecc.) si ricava la tabella delle combinazioni; 2) dalla tabella delle combinazioni si deduce una forma algebrica booleana la più adatta alla famiglia logica dei circuiti integrati IC di cui disponiamo o che abbiamo prescelto (questo si troverà più dettagliatamente al capitolo 11); 3) dalla forma algebrica si passa immediatamente allo schema logico della rete fatto di interconnessioni di porte logiche fondamentali. Le forme che più comunemente si ricavano dalla tabella delle combinazioni sono le due forme canoniche (ossia forma somma di prodotti sdp AND-OR, e forma prodotto di somme pds OR-AND): la funzione logica di commutazione può essere espressa come somma dei mintermini corrispondenti ai suoi 1 (con tante somme di prodotti sdp quanti sono i suoi 1, ed in ogni prodotto ogni variabile d'ingresso compare in forma naturale od in forma complementata a seconda che nel corrispondente stato d'ingresso abbia valore 1 o 0), oppure può essere espressa come prodotto dei maxtermini corrispondenti ai suoi 0 (con un prodotto di tanti termini somma pds quanti sono gli 0 della funzione dove in ogni somma ogni variabile d'ingresso compare in forma naturale o in forma complementata a seconda che nel corrispondente stato d'ingresso abbia valore 0 oppure 1). 


Di ogni funzione di commutazione abbiamo dunque la realizzazione di due reti canoniche duali (reti a “due livelli”, ottenibili poi l'una dall'altra applicando le regole dell'algebra di commutazione AdC ed in particolare le leggi di De Morgan). Il ricorso all'algebra di Boole (di solito non immediata ma richiedente dei passi di “espansione”, facendo uso del teorema di espansione o teorema di Shannon, prima di giungere alla “semplificazione”), può essere quello di voler semplificare una forma algebrica booleana riducendo il numero dei termini prodotto (se è una somma di prodotti sdp), o di termini somma (se è un prodotto di somme pds) che vi intervengono. La teoria della commutazione è con evidenza indipendente dalla realizzazione fisica dei sistemi o circuiti di commutazione, ed inoltre fissata una opportuna cifra di merito CM che porti all'ottimizzazione dei sistemi rispetto a quella CM (in ciò consiste il problema della minimizzazione delle reti logiche) è possibile identificare un criterio di progetto che consenta di giungere ad una forma ottima, praticamente ottenendo la riduzione del numero di porte AND (mintermini) ed il numero di ingressi dell'OR (nella forma canonica somma di prodotti sdp), od ottenendo la riduzione del numero di porte OR (maxtermini) ed il numero di ingressi dell'AND (nella forma canonica prodotto di somme pds). 


Teoricamente si potrebbe pensare di raggiungere questo scopo applicando alla forma canonica le regole dell'algebra booleana (via via più pesante nei casi applicativi), ma esistono alcuni metodi per la minimizzazione di semplice applicazione, tra cui ricordiamo il metodo di Quine-McCluskey QMC per trovare tutte le implicanti prime; il metodo delle mappe di Karnaugh KM per ricoprire insiemi di 1 vicini potenze di 2, ecc. (alcuni esempi sono riportati altrove; “La mappa di Karnaugh è un metodo di rappresentazione esatta di sintesi di reti combinatorie a 1 o più livelli; una tale mappa costituisce una rappresentazione grafico-visiva di una funzione booleana in grado di mettere in evidenza le coppie di mintermini o di maxtermini a distanza di Hamming unitaria (ovvero di termini che differiscono per 1 sola variabile binaria o booleana); poiché derivano da una meno intuitiva visione delle funzioni booleane in spazi {0, 1} n-dim con n numero delle variabili della funzione, le mappe di Karnaugh risultano applicabili efficacemente solo a funzioni con al più 5-6 variabili”). Separatamente i nand ed i nor sono due operatori universali ossia funzionalmente completi, ed inoltre aggiungiamo che le porte logiche nand e nor si prestano particolarmente ad essere integrate in circuiti integrati IC ricorrendo ai transistori BJT e da tempo soprattutto ai transistori MOS. Dato che i sistemi numerici digitali operano con due valori o livelli o stati delle variabili logiche è pure importante la conoscenza dell'aritmetica binaria e delle conversioni tra basi diverse di numerazione, tra cui la base decimale (B=10), la base ottale (b=8) e la base esadecimale (b=16). 


Esistono alcune classi di circuiti che implementano una funzione standard (e sono realizzati con circuiti integrati di medie dimensioni MSI). La prima classe è quella dei decodificatori (con vastissime applicazioni tipo il pilotaggio dei display alfanumerici a diodi luminosi Led od a cristalli liquidi Lcd, oppure l'indirizzamento delle memorie RAM e ROM nei sistemi di calcolo): il decodificatore ha n ingressi (per esempio, n=4 ingressi) e k minor-uguale 2(elev n) uscite (per esempio, k=16 uscite ma pure 15-14-ecc., dove ognuna coincide con una funzione mintermine di n ingressi; detti decodificatori da n a k linee, per esempio da 4 a 16 linee come qui, onde all'ingresso 0001 la seconda uscita delle 16 uscite va a 1 (k=0000000000000010, dato che la prima uscita è selezionata dall'ingresso 0000), all'ingresso 0011, la quarta uscita va a 1 (k=0000000000001000), all'ingresso 1111, la sedicesima uscita va a 1 (k=1000000000000000), ecc., e ciò corrisponde a selezionare-decodificare (appunto decodificare) una uscita tra k uscite tramite il byte-configurazione-indirizzo di ingresso n). Generalmente i decoder si utilizzano come blocchi combinatori di costruzione di molti sistemi logici, tipicamente dove occorrono conversioni di codici (da n byte a k byte) o selezioni di linee (da n linee a k linee) od indirizzamenti di memorie (da n indirizzi a k celle, dove n è sempre minore di k essendo appunto n un valore codificato e k un valore decodificato). 


Un'altra rete combinatoria è il selettore, o multiplexer, che ha na (n pedice a) ingressi di selezione o di indirizzamento, nd (n pedice d) ingressi detti ingressi dati dove nd minor-uguale 2(elev na), ed un'uscita f; ogni possibile configurazione di valori applicata agli ingressi di selezione, di indirizzo o stato di selezione (per esempio na=4), codifica il numero d'ordine od indirizzo di uno dei dati, agli ingressi dati (nel caso di na=4 è selezionata una delle 16 linee di ingresso dati) e sull'uscita f si ritroverà il dato dell'ingresso selezionato (ad esempio in un selettore con na=4 e nd=16, se na=0010 e nd=1000100011011010 allora f=0). Il multiplexer ha molte applicazioni, prima fra tutte quella di trasferire un segnale fra molti (in ingresso), su una data linea d'uscita (con 8 configurazioni possibili di ingresso si può selezionare e trasferire all'uscita f un segnale tra 256 linee di segnale). Come il decodificatore, pure il selettore può essere usato (anche con paralleli per aumentare il numero degli ingressi) per sintetizzare una generica rete combinatoria. Un'estensione immediata di questi blocchi logici ci porta a considerare delle “matrici generalizzate” di porte and (o “sezione and” che agisce come un decodificatore generando mintermini) e di porte or (o “sezione or”, che lavora sommando opportuni mintermini) come sottosistemi di reti combinatorie a n ingressi ed a m uscite: se la sezione or è costruita in modo da poter realizzare opportune somme di mintermini (termini prodotto creati nella sezione and a monte) in modo permanente (o modificabili in tempi lunghi con la riprogrammazione), allora la struttura così descritta è del tutto generale e può sintetizzare qualunque rete combinatoria prendendo il nome di ROM (read only memory, memoria a sola lettura), o PROM, o EPROM, ecc. se riprogrammabili.  


Le matrici delle quali è possibile precisare anche le connessioni della sezione and, oltre a quella or, quindi matrici logiche completamente programmabili, sono dette PLA (programmable logic array). Nei sistemi sequenziali (asincroni, o sincroni con comando di clock), diversamente dai sistemi combinatori, le uscite dipendono sia dagli ingressi che dallo stato della rete la quale perciò include anche elementi di memoria (detti bistabili o flip-flop). Una rete sequenziale sincrona è costituita da m elementi di memoria (bistabili) capaci ognuno di ritenere memoria di un'informazione binaria (ossia 1 bit) determinanti lo stato vettor X della rete; in base alla configurazione dello stato X ed alla configurazione degli n ingressi primari vettor U, la rete fornisce una data configurazione alle l uscite vettor Z, ed evolve verso un nuovo stato. Per rappresentare il comportamento del sistema sequenziale non è più sufficiente assegnare la sola dipendenza delle uscite primarie dagli ingressi primari, ma è necessario definire pure la dipendenza sia delle uscite primarie, sia di quelle secondarie, dagli ingressi primari U e dalle variabili di stato X. Per ogni combinazione “ingressi primari-stato presente” è cioè necessario assegnare sia lo stato prossimo sia le uscite primarie, mediante la rappresentazione su una “tabella degli stati”. Eccettuati i bistabili, le reti sequenziali più semplici sono i registri a scorrimento (o shift register), a 1 ingresso e n uscite, costituiti da n bistabili collegati in cascata, in cui l'uscita di uno è l'ingresso del successivo, nei quali i bit sequenzialmente entranti all'ingresso del primo bistabile vengono trasferiti al successivo, ad ogni segnale di sincronismo (clock), e possono essere prelevati contemporaneamente in parallelo alle n uscite. I registri a scorrimento sono comuni nei sistemi di calcolo (come, per esempio, per effettuare le moltiplicazioni) nella trasmissione dell'informazione tra unità diverse, nel caricamento dati seriale e prelievo dati parallelo, ecc. 


Il contatore è una rete sequenziale dotata di un unico ingresso primario (su cui si presenta il segnale di conteggio, ossia un'onda quadra) e di un sistema di uscite (solitamente sono le uscite dei bistabili che costituiscono la memoria del contatore, o di un'interposta transcodifica), da cui si legge lo stato, cioè il numero di eventi contati da un istante iniziale, e secondo un fissato modulo M (tipo M=2 o 10, ecc.). Hanno numerose applicazioni tra cui la più nota nei sistemi di elaborazione è quella di “program counter” PC che ad ogni impulso di clock fornisce alle sue n uscite il successivo indirizzo della memoria in cui è contenuta la prossima istruzione da eseguite del microprogramma della CPU (così contando …, 1500, 1501, 1502,..., si indirizza la memoria agli indirizzi successivi di …, 1500, 1501, 1502, …, in numerazione binaria); oltre ad essere usati ovunque sia necessario il conteggio di eventi in binario-decimale-esadecimale. 


L'analisi di una rete sequenziale sincrona si può attuare nel modo seguente mediante la costruzione di una tabella degli stati: 1) dallo schema logico si ricavano le funzioni di eccitazione dei bistabili e le funzioni d'uscita; 2) dalle funzioni di eccitazione si ricavano le funzioni “stato prossimo” (essi coincidono se i bistabili sono del tipo “data” DT); 3) dalle funzioni stato prossimo si passa alla tabella delle transizioni; 4) associando in modo arbitrario dei nomi simbolici ai vari stati si passa dalla tabella delle transizioni alla tabella degli stati; 5) dalla tabella degli stati si ricava poi il diagramma degli stati. 


Nella sintesi-progettazione di reti sequenziali si deve passare dalla descrizione del funzionamento del sistema alla sintesi della rete digitale che lo realizza, in generale usando porte logiche fondamentali (and-or-not), nella realtà costruttiva invece giacendo sotto il vincolo di aver assegnati dei sottosistemi funzionali, nelle varie famiglie logiche, già progettati dalle Case Costruttrici di Semiconduttori (ma con innegabili vantaggi circa la standardizzazione e la modularità riguardo componenti e progetto). Il procedimento è esattamente l'inverso del precedente, passando inizialmente però dalla descrizione del funzionamento all'impostazione del diagramma degli stati composto di nodi ed archi (i nodi rappresentano gli stati attraverso i quali evolve la macchina) che realizzi il funzionamento stesso; sul diagramma si possono identificare tutte e sole le sequenze di uscita corrispondenti a tutte le possibili sequenze d'ingresso. Dal diagramma degli stati si passerà direttamente alla tabella degli stati (che è strettamente analoga e legata al diagramma ma in forma tabellare), ed a questo punto sarà possibile definire il numero ossia la dimensione dell'insieme di stato X, ovvero il numero delle variabili di stato necessarie a procedere all'assegnamento (associare cioè ad ogni stato una configurazione di valori delle variabili interne: per esempio, se gli stati attraverso cui passa la macchina nella sua evoluzione sono al massimo 14 (a,b,c,...,n,o,p), basteranno 4 variabili di stato x1x2x3x4, ad esempio 0000, 0001, 1001, ecc., dato che con 4 variabili si possono rappresentare fino a 16 configurazioni). Effettuato l'assegnamento, si può costruire la tabella delle transizioni (da uno stato ai successivi, con associate le corrispondenti uscite), e da questa, in base al tipo di bistabile di memoria adottato (sapendo che il numero dei bistabili è pari al numero delle variabili di stato ossia pari alla dimensione del vettore di stato, in tale esempio 4 bistabili), passare quindi alla tabella delle eccitazioni (per i bistabili data DT le tabelle di eccitazione e di transizione coincidono). Le reti sequenziali, oltre che con bistabili e rete combinatoria sintetizzata con porte logiche fondamentali (AND, OR, NOT, o NAND, o NOR) come qui accennato, si possono realizzare anche con registri a scorrimento e contatori, oppure quando il numero degli stati e/o delle uscite primarie è elevato mediante memorie ROM e PLA. 


Ricorrendo all'interpretazione della ROM come una memoria (a sola lettura di ciò che è stato scritto una sola volta), possiamo anche dire che ogni configurazione stato-ingresso costituisce l'indirizzo di una parola (byte), e che la parola letta nella sezione or della ROM (in termini logici la parola sarebbe costituita dalla somma dei mintermini portata all'uscita) contiene, a sua volta, un'informazione relativa all'indirizzo della parola successiva oltre al valore della configurazione d'uscita (ed il nuovo indirizzo punterà a leggere un'altra somma di mintermini portati all'uscita e contenenti un ulteriore successivo indirizzo oltre alla configurazione d'uscita), e l'evoluzione della macchina può essere interpretata come una successione di operazioni: 1) estrazione della parola indirizzata, 2) attivazione di comandi esterni e determinazione del nuovo indirizzo successivo, e cioè operazioni simili (anche se più elementari e con “memoria a sola lettura ed a programma statico-fisso”) alle operazioni di: 1) lettura di un'istruzione, 2) esecuzione dell'istruzione, 3) identificazione dell'istruzione successiva, richiesto dall'esecuzione automatica di un programma da parte della CPU di un calcolatore elettronico. Possiamo quindi vedere il funzionamento della macchina sequenziale nell'ottica di una realizzazione di un “programma”, ossia sul piano di un sistema a “logica programmata” e non solo sul piano di un sistema a “logica strettamente cablata” (com'era con soli porte logiche elementari, contatori, registri a scorrimento, decodificatori, selettori, bistabili). 


Delle macchine sequenziali è possibile dare anche una definizione più astratta, in termini di teoria degli automi. Nella tradizione storica l'automa è una macchina che imita il funzionamento ed il movimento di un corpo animato ed in particolare del corpo e del cervello dell'uomo. Oggi, per ciò che riguarda la teoria che permane sulla scia della definizione classica, per automa s'intende una macchina (reale e realizzata, o più spesso un modello matematico teorico), che simula parzialmente o “totalmente” i diversi comportamenti del cervello umano. 


E così si studiano le macchine di Turing (Alan Mathison Turing, Londra 1912, Manchester 1954, matematico, logico, crittografo e filosofo britannico, considerato uno dei padri dei primi calcolatori elettronici, e dell'informatica grazie alla formalizzazione dei concetti di algoritmo e procedura di calcolo; lo abbiamo anche ricordato come brillante criptoanalista a Bletchley Park vicino a Londra durante WWII impegnato a sviluppare tecniche per la violazione e decifrazione dei messaggi cifrati degli alti comandi tedeschi con la macchina cifratrice Lorenz SZ-40/42 (al tempo della realizzazione dei calcolatori Heath Robinson e Colossuss) ma pure prima con le Bombes costruite per il controspionaggio polacco per la violazione dei codici tedeschi di Enigma; ed abbiamo ricordato anche il suo suicidio avvenuto il 7giu1954 all'età di 41 anni), o le macchine che giocano a dama od a scacchi, le macchine in grado di generare programmi di calcolo, di progettare circuiti elettronici, oppure progettare sistemi di controllo automatico, od automi che interessano la cibernetica, e l'implementazione dell'intelligenza artificiale AI abbastanza simili alle macchine-reti neurali ANN (“I molti automi dell'epoca presente sono collegati al mondo esterno sia per quanto riguarda la ricezione di impressioni, che per l'esecuzione di azioni. Essi contengono organi sensoriali, effettori, e l'equivalente di un sistema nervoso per il trasferimento dell'informazione dagli uni agli altri (…). Non è affatto miracoloso che possano essere trattati in un'unica teoria assieme con i meccanismi della fisiologia” (Norbert Wiener), e ciò si denomina Cibernetica; il termine cibernetica (dal greco 'pilota di navi') indica un vasto programma di ricerca interdisciplinare, rivolto allo studio matematico unitario degli organismi viventi e, più in generale, di sistemi, sia naturali che artificiali). 


La moderna teoria degli automi (automi finiti o non finiti) concerne la costruzione di un modello matematico ed è un capitolo di teoria dei sistemi dinamici (sistemi dinamici discreti SD ed invarianti in cui gli insiemi di ingresso e d'uscita sono finiti). Per questo gli automi funzionanti (per esempio alle catene di montaggio industriali) vengono più spesso definiti robot e la robotica è la disciplina che li studia. Il robot è un sistema automatico in grado di sostituire l'uomo nell'espletamento di mansioni complesse in un ambiente in cui occorre operare delle scelte. Il termine “robot” è stato coniato dallo scrittore-giornalista-drammaturgo Karel Capek (Malé Svatonovice 1890, Praga 1938) per il suo dramma fantapolitico più famoso in tre atti R.U.R. (Rossumovi univerzální roboti, o Rossum's Universal Robots), in cui compare per la prima volta la parola robot (dal ceco robota ossia "lavoro duro, lavoro forzato"; ma qui i robota-robot non sono tanto automi meccanici quanto piuttosto esseri costruiti assemblando insieme parti del corpo umano realizzate artificialmente ossia dei robot semi-umani). Il robot può essere considerato una derivazione degli antichi automi, il cui modello prevede però in aggiunta meccanismi di retroazione (feed-back o feedback) ossia meccanismi di reazione negativa, che ne stabilizzano il funzionamento e conferiscono precisione al raggiungimento dell'obiettivo. In tal senso i primi robot nacquero con l'avvio della produzione industriale (il 1° esempio è il famoso regolatore di Watt per regolare e stabilizzare il valore della velocità angolare dell'albero della macchina a vapore), mentre il robot moderno (esistono diverse classi di applicazioni di robot) nasce con lo sviluppo della teoria dei controlli automatici, ed in tale prospettiva, il 1° esempio è dato dal dispositivo per calcolare automaticamente e regolare lo spostamento angolare e l'alzo, per centrare l'obiettivo, dei sistemi d'armi come i cannoni per proiettili in artiglieria. 


Con l'introduzione in ingegneria della tecnologia elettronica e microelettronica, il robot è divenuto un sistema altamente sofisticato, capace di operazioni quali quelle date dal semplice termostato che regola la temperatura di un reattore o forno o frigorifero, dal pilota automatico e dal sistema industriale, o capace di simulazioni-emulazioni molto complesse. Gli sviluppi teorici e l'automazione dei processi discreti, affiancati da metodologie quali il CAD (Computer Aided Design), CAM (Computer Aided Manifacture) coi loro software applicativo in molti campi della tecnica (dall'edilizia, alla meccanica, alla progettazione elettronica), FMS (Flexible Manufacturing System), hanno portato alla costruzione di sistemi automatici e di robot capaci anche di apprendere con il succedersi delle loro esperienze, in quanto il loro programma software contempla la possibilità di valutare, assegnare livelli di priorità ed anche di creare nuove alternative (come accade nei robot che riconoscono figure 3-dim, 3D, complesse tramite formalismi di base per la gestione dello spazio 3D e le catene cinematiche, per esempio con rappresentazione in coordinate omogenee e coi quaternioni). Oppure robot che giocano a scacchi, migliorando col tempo di gioco le loro strategie (si noti che l'esame esaustivo, ad ogni passo delle mosse, di tutte le alternative sarebbe comunque proibitivo) fino ad uguagliare od a superare i migliori campioni umani di scacchi, come abbiamo riportato altrove. I robot hanno una struttura meccanica e cinematica dotata di opportuni gradi di libertà, i cui metodi di controllo (implementati oggi dalla tecnologia elettronica), del tipo punto a punto od a traiettoria controllata, e metodi di asservimento di posizione, velocità e di forza, conseguono precisione di posizionamento, ripetibilità, rigidità e flessibilità. 


I loro attuatori, ossia dispositivi finali di potenza che agiscono sull'ambiente, possono essere pneumatici, idraulici, o elettrici (a corrente continua DC, a corrente alternata AC, passo a passo, a trazione diretta oppure piezoelettrici). I loro sensori (nei robot sensoriali), ossia i trasduttori d'ingresso che prelevano i valori dei vari parametri fenomenologici ambientali trasformandoli sempre in parametri elettrici (di tensione e corrente), sono del tipo a contatto, a sfioramento, di prossimità, di forza, oppure termici, elettromagnetici ed optoelettronici, in particolare ottici se possono elaborare immagini (fisse od in movimento), con visione (utilizzata anche in ambito industriale) 2D, 2e1/2D, e 3D. Dispongono di linguaggi appositi (la cui messa a punto richiede le tecniche di simulazione), di protocolli e di codifiche (ad esempio per la manipolazione di oggetti in ambito civile ed industriale), con metodi di programmazione on-line od off-line. I metodi di pianificazione possono essere pianificazioni di sequenze o d'azioni. Sono particolarmente impiegati nel settore manifatturiero, elettrico, in ambienti ostili o pericolosi per l'uomo o per la sicurezza. Turing diede anche un'analisi della nozione di “procedura effettivamente calcolabile” in termini di macchine, in cui è insito il concetto di ricorsività, la quale è una teoria matematica che definisce in modo rigoroso e formale la nozione di algoritmo. 


Mentre l'origine storica di tale termine, come abbiamo già scritto, deriva dal nome dell'algebrista arabo-persiano Al-Khwarizmi (Abu Ja'far Muhammad ibn Musa al-Khwarizmi od anche al-Khuwarizmi), oggi con algoritmo si designa un insieme ben definito di istruzioni di varia natura (per esempi gli algoritmi informatici sono di natura aritmetica, algebrica e logica), da eseguire secondo fissate sequenze logiche. La controparte formale della teoria generale degli algoritmi, nella quale viene precisata esattamente la nozione di “operazione” effettiva o calcolabile è la teoria della ricorsività. L'algoritmo classico e storico per eccellenza è l'algoritmo euclideo, utilizzato per determinare il massimo comune divisore MCD di due numeri; esso si basa sul fatto che ciascuno dei divisori comuni di due numeri a e b è contemporaneamente divisore sia di a che di b, sia del resto r del quoziente di a diviso b, se b diverso da 0, ossia: MCD(a,b)=MCD(b,r) dove r=amod(b) ossia uguale a modulo b; ma esempi semplici di algoritmi sono pure il calcolo del fattoriale di un numero n (ossia n!) o della serie di Fibonacci. 


Per la definizione di algoritmo è stata proposta da K. Godel la definizione in termini di sistema di equazioni, da A. Church è stato proposto il concetto di definibilità, da A. Turing la definizione di automi (automi ideali) come già detto, ecc. Però l'equivalenza riscontrata tra questi differenti approcci (tra questi differenti formalismi, come anche tra funzioni ricorsive, funzioni base, funzioni primitive ricorsive, funzioni ricorsive generali, formalismi di McCarthy ed altri formalismi) è stata interpretata come prova del fatto che la teoria forniva davvero una caratteristica adeguata della nozione informale, questo secondo la tesi di Church. Strettamente connesse col concetto di funzione ricorsiva sono le nozioni di insieme decidibile e semidecidibile (oppure problema non decidibile). Un insieme A di numeri naturali si dice decidibile (o formalmente ricorsivo) qualora esista un algoritmo per decidere, dato un qualunque numero naturale n, se n appartenga oppure no all'insieme A. Un insieme di numeri naturali A si dice semidecidibile (oppure formalmente come ricorsivamente enumerabile) quando esiste un algoritmo che permetta di generare, uno dopo l'altro, tutti gli elementi di A. E' facile dimostrare che ogni insieme decidibile è pure semidecidibile, ma non viceversa. 


Semplici esempi di algoritmi ricorsivi sono pure quelli citati precedentemente quali la tecnica per il calcolo del fattoriale n!, e la tecnica per il calcolo della sequenza di Fibonacci. Tra gli sviluppi più recenti della teoria della ricorsività, vi è la teoria della complessità, che tende a fornire una classificazione degli algoritmi e delle funzioni ricorsive in base al grado di difficoltà della loro computazione, nell'ambito dell'informatica teorica, della scienza dei calcolatori e di ingegneria del software. L'incontro di Turing con Wiener (Norbert Wiener, Columbia 1894, Stoccolma 1964, matematico e statistico statunitense, nonché bambino prodigio (a 18 mesi imparò l'alfabeto, a 3 anni a leggere ed a 5 anni iniziò a declamare in greco e latino), famoso per gli studi sul calcolo delle probabilità, ed insieme a Claude Shannon di teoria dell'informazione, padre della cibernetica moderna che si occupa dello studio dei sistemi formalizzabili (come i sistemi di controllo automatico, i sistemi industriali, i sistemi di comunicazione, ed i sistemi artificiali) ma soprattutto dei sistemi non ben formalizzabili o naturali od “aperti” (come i sistemi biologici, il cervello umano, il sistema nervoso, ecc.) e del rapporto tra i due sistemi artificiali-naturali; ma ricordato anche per il processo di Wiener, il filtro di Wiener, il teorema di Wiener-Khinchin, l'indice di Shannon-Wiener, lo spazio di Wiener, il teorema di Paley-Wiener, l'equazione di Wiener-Hopf, ma pure pioniere nello studio dei processi stocastici, del filtraggio analogico di segnali in presenza di rumore e della predizione nei sistemi discreti, oltre che ricordato per i suoi contributi all'ingegneria elettrica ed alle comunicazioni elettriche; ricordiamo solo l'opera N. Wiener, Cybernetics, or control and communication in the animal and the machine, 1°ed. The MIT Press, Cambridge (MA), 1948, 2°ed. Wiley, New York, 1961; in italiano La Cibernetica - Controllo e Comunicazione nell'animale e nella macchina), portò lo stesso Turing ad un'ulteriore riconsiderazione dei rapporti fra cervello umano e circuiti cibernetici, disciplina di cui fu pure uno dei fondatori. 


La cibernetica è una scienza che studia, dal punto di vista generale, i parallelismi esistenti tra macchine, sistemi ed organismi viventi, ed in particolare le tecniche di regolazione e di controllo (sia progettati che naturali) e le loro applicazioni nella tecnologia, negli organismi viventi e nella società umana. Gli argomenti e teorie base della cibernetica sono la teoria dell'informazione, la teoria dei codici e degli algoritmi, la teoria dei sistemi, la teoria dei controlli automatici e della regolazione, e la teoria degli automi, nonché ingegneria hardware e software. Anche l'apparato matematico della cibernetica è molto ampio comprendendo la teoria delle funzioni, la teoria della probabilità, la logica matematica ed altro. 


Più che alle scienze biologiche, il maggior progresso della cibernetica è però dovuto alla comparsa dei sistemi di elaborazione dei dati e dell'informazione ad alta velocità ed a grande potenza di calcolo oltre alla moderna teoria dei controlli con approccio assiomatico. Le proprietà dei sistemi di controllo di cui si occupa la cibernetica si ritrovano indifferentemente nella materia vivente, nel mondo inorganico ed artificiale e nelle società umane. L'oggetto in studio e sottoposto al controllo (sia esso una macchina od una linea di trasmissione automatica; uno stabilimento di produzione industriale od una cellula vivente in grado di sintetizzare una proteina od un ormone), ed il dispositivo di comando (il cervello di un organismo vivente, oppure un sistema di regolazione o di controllo automatico) scambiano fra loro essenzialmente delle informazioni; in altri termini l'attuazione di un qualsiasi processo di controllo è strettamente collegata alla trasmissione, all'accumulazione, all'immagazzinamento ed all'elaborazione di informazioni che caratterizzano l'oggetto in esame, l'andamento dei processi, le condizioni esterne, il programma di lavoro, ecc. Vengono ricercate le leggi comuni nonostante la natura molto diversa dei sistemi e dei canali informativi. 


Normalmente tali sistemi cibernetici sono reazionati (negativamente), in quanto l'organo di comando possiede un'informazione sulle uscite i cui valori dipendono pure dalla sua azione di controllo, la quale è determinata anche dall'effetto sull'uscita stessa. Alla cibernetica però non interessano i processi biochimici o biofisici specifici dei sistemi viventi e neppure i processi dei sistemi automatici tecnologici, bensì interessa solo il modo con cui in sistemi-organismi sociali o biologici o fisici o ingegneristici viene elaborata e controllata l'informazione necessaria ai processi in questione. Essa studia, in particolare, il pensiero umano per creare algoritmi in grado di descrivere, sotto condizioni più o meno vincolanti o generali, l'attività di questo sistema di controllo ed elaborazione dell'informazione, e dunque anche i criteri formali di costruzione degli automi per simulare automaticamente o meccanicamente i processi mentali. La cibernetica arricchirebbe allora la tecnica ingegneristica delle macchine e dei sistemi complessi, sfruttando la maturata esperienza geologica, biologica ed evoluzionistica della natura; aiuterebbe poi la medicina ed i medici nello studio sistematico degli organismi viventi e nella ricerca delle leggi matematiche quantitative (programma comunque da dispiegarsi nel futuro) che vigono in tali sistemi organici e li regolano; aiuterebbe gli economisti ed i sociologi nello studio del loro oggetto “uomo sociale” o soggetto “operatore economico”, dei sistemi socio-economici; e così via. 


La cibernetica teorica si occupa dei fondamenti filosofici e degli aspetti logico-matematici generali dei sistemi; mentre la cibernetica tecnica (o forse applicata od “applicata”) crea modelli di sistemi od apparecchiature di calcolo e di controllo. La cibernetica rivolta all'applicazione cerca di risolvere i problemi legati alla regolazione o controllo dei sistemi di trasporto, dei sistemi di processo, degli impianti di produzione, dei servizi, ecc.; mentre suddivisioni particolari si hanno in biologia, medicina, in economia ed in sociologia. Generalmente si distinguono abbastanza nettamente i tre campi del mondo della tecnologia e dell'industria, degli organismi viventi e della società umana (senza però pretendere che tutti i processi di controllo rientrino così rigidamente in tale classificazione e suddivisione) cui si applica la cibernetica teorica. 


Di particolare importanza risulta l'analisi dei sistemi di controllo, come ad esempio, nel mondo dei viventi, che sono caratterizzati da capacità di adattamento ed auto-organizzazione, e che vengono definiti “sistemi aperti” in quanto sono in relazione stretta con l'ambiente esterno, di cui ovviamente occorre tener conto nonostante sia difficile od impossibile una sua completa formalizzazione e matematizzazione. Di essi si studia la stabilità a regime della loro traiettoria, e la stabilità in condizioni di adattamento (ossia lo stato di equilibrio dinamico) od “omeostasi”, sotto l'azione delle variabili esterne. L'omeostasi in tali sistemi, costituiti da molti sottosistemi a vari livelli gerarchici comunicanti per tali vie insieme a segnali di reazione, comporta variazioni di parametri interni, riassetto delle parti, modifiche del funzionamento fino a mutazione della stessa struttura generale. Scopo dunque della cibernetica è la ricerca del sistema di controllo ottimo a regime, per centrare l'obiettivo prefissato col minimo impiego di risorse materiali ed immateriali, tramite l'uso di metodi matematici adeguati che formalizzano le operazioni, gli algoritmi, i programmi (alla base dei quali vi è la logica matematica e l'algebra astratta) dei sistemi dinamici di controllo. 


Tra gli algoritmi troviamo anche quelli statistici dedotti con l'uso di teoria della probabilità, dove i metodi deterministici risultino inadeguati, come per i sistemi capaci di adattamento e di autoorganizzazione, o nella teoria dell'”istruzione” dei sistemi di controllo o nell'elaborazione di metodi che avvicinino alla soluzione ottimale. Un'altra branca della cibernetica si occupa dell'analisi degli obiettivi, mediante la teoria dei modelli matematici, penetrando così in molti settori della ricerca e della relativa implementazione (sappiamo però che la vera scientificità della cibernetica richiede di attendere gli sviluppi futuri). Ritornando ad Alan Turing, egli definì nel 1936 la macchina ideale (o macchina di Turing TM o MdT, nell'articolo “On computable numbers, with an application to the Entscheidungsproblem” in cui l'autore risolveva negativamente l'Entscheidungsproblem o problema della decidibilità esposto nel 1900 da David Hilbert e Wilhelm Ackermann) allo scopo di chiarire il concetto di computabilità effettiva. Definite le nozioni di Macchina e Macchine di Turing e di Macchina di Turing universale, la macchina (con analogia grafica) è composta da un nastro potenzialmente infinito suddiviso in caselle sequenziali, ognuna delle quali o è vuota o ha impresso un simbolo, dove i simboli costituiscono l'alfabeto della macchina. Si ipotizza anche di disporre di un numero potenzialmente infinito di indicatori che descrivono lo stato X della macchina. 


Questa resta completamente definita quando venga fornito un elenco di istruzioni che specifichino le operazioni che essa deve compiere in dipendenza della casella esaminata e del particolare stato interno in cui si trova. Le operazioni che la macchina può eseguire possono essere di due tipi: spostarsi per considerare la casella successiva immediatamente a destra od a sinistra della presente, oppure cancellare o scrivere un simbolo; e lo stato della macchina può rimanere invariato oppure no. Secondo Turing una funzione è TM calcolabile, ossia è computabile, se esiste una macchina di questo tipo (il che equivale a dire un insieme di istruzioni od algoritmi), in grado di calcolarla. Nonostante la sua semplice struttura, ed il set di operazioni (spostarsi a destra-sinistra, scrivere-cancellare un simbolo), la macchina di Turing è in grado di computare qualsiasi funzione che sia computabile (quindi anche effettivamente computabile solo dal più potente e futuribile calcolatore elaboratore); comunque la comprensione della macchina TM, potente strumento teorico, richiederebbe capacità intellettuali troppo profonde non alla portata della maggior parte delle persone. 


La storia del pensiero scientifico testimonia come il problema dell'automazione del calcolo sia stato più volte affrontato nel corso dei secoli da studiosi e da ricercatori. In modo particolare lo studio dell'astronomia da parte degli antichi greci portò, come abbiamo già scritto, allo sviluppo della trigonometria (teoria dello studio dei rapporti tra le corde tirate nel cerchio; ma volendo qui rapidamente riassumere la storia dello sviluppo della trigonometria (dal greco trígonon (τριγωνον, ovvero triangolo) e métron (μετρον, ovvero misura), quindi significante misura del triangolo), ossia quella branca della matematica che studia la teoria dei rapporti tra angoli (e dunque pure il calcolo delle misure di lati-angoli nei triangoli (almeno tre di cui una almeno un lato) e concetti correlati, dicendo ciò risoluzione dei triangoli (e da qui risoluzione di tutti i poligoni) per mezzo di funzioni conosciute appunto come funzioni trigonometriche), diciamo che il suo lento sviluppo è scandito dalle opere di astronomi e geografi i quali nel loro lavoro necessitavano dello studio di corde-archi-angoli-segmenti, ed infatti la sua fondazione nell'antichità è dovuta ai matematici-astronomi Ipparco di Nicea ed a Claudio Tolomeo, quindi vennero i matematici-astronomi arabi dei secoli d'oro i quali vi contribuirono sostanzialmente, quindi citando a grandi linee quando la scienza rifluì in Europa nel XII-XIII sec. vi contribuirono il francese Levi ben Gershon, poi gli astronomi Niccolò Copernico e Tycho Brahe nello studio del cielo, quindi si presento il problema annoso del calcolo soddisfacente della longitudine terrestre; dal '500 in poi la trigonometria non avrà più la stretta necessità di disegnare triangoli e lati ed angoli, ma studierà le funzioni trigonometriche leganti lunghezze di lati ed ampiezze di angoli in una teoria più universale ed astratta, ossia tratterà le finzioni trigonometriche dirette e le funzioni trigonometriche inverse (a causa dell'equivalenza circolare degli angoli piani per cui α=α+2π tutte le funzioni trigonometriche sono funzioni periodiche di periodo π o 2π, ed i domini delle funzioni dirette divengono i codomini delle funzioni inverse una volta ristretti ai segmenti (-π/2, +π/2) oppure (0, π) per renderle biiettive); riportiamo brevemente le funzioni trigonometriche dirette (secondo Funzione, Notazione, Dominio, Immagine, Radici, Periodo, Funzione inversa): Funzione seno, Notazione sen, sin, Dominio R, Immagine [−1, 1], Radici Zπ, Periodo 2π, Funzione inversa arcoseno, arcsen; coseno, cos, R, [−1, 1], π/2+Zπ, 2π, arcocoseno, arcos; tangente, tan, tg, R\(π/2+Zπ), R, Zπ, π, arcotangente, arctan; cotangente, cot, cotg, ctg, R\Zπ, R, π/2+Zπ, π, arcocotangente, arcotan; secante, sec, R∖(π/2+Zπ),(−∞, −1]∪[1, +∞), nessuna, 2π, arcosecante, arcosec; cosecante, cosec, csc, R∖Zπ, (−∞, −1]∪[1, +∞), nessuna, 2π, arcocosecante arcocosec; le funzioni trigonometriche inverse (secondo Funzione, Notazione, Dominio, Immagine, Radici, Periodo, Funzione inversa): arcoseno, arcsen, arcsin, asin, sen−1 (ovviamente questa notazione significa arco della funzione diretta e non la funzione 1/senx), [−1, +1], [−π/2, π/2], 0, seno; arcocoseno, arccos, acos, cos−1, [-1,+1], [0, π], 1, coseno; arcotangente, arctan, arctg, atan, tan−1, R, (−π/2, π/2), 0, tangente; arcocotangente, arccot, arccotg, arcctg, acot, cot−1, R, (0, π), +∞, cotangente; arcosecante, arcsec, asec, sec−1, (−∞, −1]∪[1, +∞), [0, π], 1, crescente con una discontinuità in [−1, 1], secante; arcocosecante, arccsc, arccosec, acsc, csc−1, (−∞, −1]∪[1, +∞), [−π/2, π/2], +/-∞, decrescente con una discontinuità in [−1, 1], cosecante; riguardo l'origine dei nomi delle funzioni trigonometriche qualcosa abbiamo già scritto per cui qui ripetiamo solo che il nome seno deriva dal termine latino sinus (derivato scorrettamente per equivoco dal termine arabo jb, vocalizzato dai traduttori come jaib significante baia od insenatura e reso come sinus, mentre jb andava vocalizzato come jiba significante corda, ed usato per indicare la mezza corda o magari la corda piegata su se stessa); il termine tangente deriva dal latino tangens significante «che tocca» (infatti il segmento di retta tangente ad una linea curva tocca in un punto la curva stessa); il termine secante deriva dal latino secans significante «che taglia»; i nomi di coseno, cotangente, cosecante derivano dalla contrazione delle rispettive voci latine complementi sinus (ossia «seno dell'angolo complementare»), complementi tangens («tangente dell'angolo complementare»), complementi secans («secante dell'angolo complementare»); riportiamo le relazioni fondamentali della trigonometria-goniometria, ossia come sappiamo la prima e fondamentale relazione è cos(elev 2)α+sin(elev 2)α=1, (cos quadro x più sen quadro x uguale 1), cos⁡α=+/-(radice quadrata(1−sin(elev 2)α), sen(elev 2)α=+/- (radice quadrata(1−cos(elev 2)α) valutando il segno dell'angolo; seconda relazione fondamentale tanα=sinα/cosα per α diverso da π/2+kπ con k appartenente a Z, cos(elev 2)α=1/(1+tan(elev 2)α), cosα=+/-1/(radice quadrata(1+tan(elev 2)α); terza relazione fondamentale cotα=cosα/sinα per α diverso da kπ con k in Z; quarta relazione fondamentale secα=1/cosα che vale per α diverso da π/2+kπ con k appartenente a Z; quinta relazione fondamentale cosecα=1/sinα per α diverso da kπ con k appartenente Z; formule degli angoli associati (ossia degli angoli α, π−α, π+α, 2π−α, e sono angoli che hanno uguali in valore assoluto il seno ed il coseno); formule degli angoli associati del 2° quadrante: cos(π−α)=−cosα, sin(π−α)=sinα, tan(π−α)=−tanα; formule degli angoli associati del 3° quadrante cos(π+α)=−cosα, sin(π+α)=−sinα, tan(π+α)=tanα; formule degli angoli associati al 4° quadrante cos(2π−α)=cosα, sin(2π−α)=−sinα, tan(2π−α)=−tanα; formule degli angoli opposti cos(−α)=cosα, sin(−α)=−sinα, tan (−α)=−tanα, per cui cosα è una funzione pari mentre sinα e tanα sono funzioni dispari; formule degli angoli complementari (α e π/2−α, la loro somma è π/2), cos(π/2−α)=sinα, sin(π/2−α)=cosα, tan (π/2−α)=cotα; formule degli angoli che differiscono di un angolo retto, cos(π/2+α)=−sinα, sin(π/2+α)=cosα, tan(π/2+α)=−cotα; formule trigonometriche goniometriche ovvero formule trigonometriche di addizione e sottrazione di angoli trasformate in espressioni composte da funzioni trigonometriche dei due angoli, formule di addizione sin(α+β)=sinαcosβ+cosαsinβ, cos(α+β)=cosαcosβ−sinαsinβ, tan(α+β)=(tanα+tanβ)/(1−tanαtanβ) valevole per α, β, α+β diversi da π/2+kπ, cot(α+β)=(cotαcotβ−1)/(cotα+cotβ) valevole per α, β, α+β diversi da kπ; formule di sottrazione sin(α−β)=sinαcosβ−cosαsinβ, cos(α−β)=cosαcosβ+sinαsinβ, 


tan(α−β)=(tanα−tanβ)/(1+tanαtanβ) valevole per α, β, α−β diverso da π/2+kπ, cot(α−β)=(cotαcotβ+1)/(cotβ−cotα) valevole per α, β, α−β diverso da kπ; formule di duplicazione sin(2α)=2sinαcosα, cos(2α)=cos(elev 2)α−sin(elev 2)α=1−2sin(elev 2)α=2cos(elev 2)α−1 valevole per α diverso da π/2+kπ e α diverso da +/-π/4+kπ con k appartenente a Z; formule di linearità cos(elev 2)α=(1+cos(2α))/2, sin(elev 2)α=(1−cos(2α))/2, tan(elev 2)α=sin(elev 2)α/(cos(elev 2)α)=(1−cos(2α)/(1+cos(2α) valevole per α diverso da π/2+kπ con k appartenente Z; formule di bisezione cos(α/2)=+/-(radice quadrata((1+cosα)/2)), sin(α/2)=+/-(radice quadrata((1−cosα)/2)), tan(α/2)=+/-(radice quadrata((1−cosα)/(1+cosα))) valevole per α diverso da π+2kπ; formule parametriche cosα=(1−t(elev 2))/(1+t(elev 2)), sinα=2t/(1+t(elev 2)), tanα=2t/(1−t(elev 2)), dove t=tan(α/2) con α diverso da π+2kπ; formule di prostaferesi che trasformano somme o differenze di funzioni trigonometriche in prodotto di funzioni trigonometriche sinp+sinq=2sin((p+q)/2)cos((p−q)/2), sinp−sinq=2cos((p+q)/2)sin((p−q)/2), cosp+cosq=2cos((p+q)/2) cos((p−q)/2), cosp−cosq=−2sin((p+q)/2)sin((p−q)/2); formule di Werner (analoghe ed inverse delle formule di prostaferesi) che trasformano prodotti di funzioni trigonometriche in somme di funzioni trigonometriche sinαcosß=1/2[sin(α+ß)+sin(α-ß)], cosαcosβ=1/2[cos(α+β)+cos(α−β)], sinαsinβ=−1/2[cos(α+β)−cos(α−β)]; formule dell'angolo aggiunto asinx+bcosx=Asin(x+ϕ) dove A=(radice quadrata(a(elev 2)+b(elev 2))), e cosϕ=a/(radice quadrata(a(elev 2)+b(elev 2))), sinϕ=b/(radice quadrata(a(elev 2)+b(elev 2))), tanϕ=b/a, tenendo conto che la tangente trigonometrica è periodica di π e dunque occorre valutare la posizione di 


ϕ secondo ϕ=arctan(b/a) se a>0 od arctan(b/a)+π se a<0; risolvere un problema sui triangoli significa trovare od un lato od un angolo, ed al riguardo valgono i teoremi seguenti (il triangolo rettangolo qui ha ipotenusa a (con angolo opposto retto α), cateto maggiore b (con angolo opposto β), cateto minore c (con angolo opposto γ)); Teorema1 (In un triangolo rettangolo un cateto è uguale al prodotto dell'ipotenusa con il seno dell'angolo opposto al cateto), Teorema2 (In un triangolo rettangolo un cateto è uguale al prodotto dell'ipotenusa con il coseno dell'angolo acuto adiacente al cateto), Teorema3 (In un triangolo rettangolo un cateto è uguale al prodotto dell'altro cateto per la tangente dell'angolo opposto al primo), Teorema4 (In un triangolo rettangolo un cateto è uguale al prodotto dell'altro cateto per la cotangente dell'angolo acuto adiacente al cateto da calcolare), e da questi teoremi si ricavano pure le seguenti formule a=c/sinγ da cui c=asinγ, poi a=b/cosγ da cui b=acosγ, poi c/b=sinγ/cosγ da cui c=btanγ, poi b/c=cosγ/sinγ da cui b=ccotγ, poi a=b/sinβ da cui b=asinβ, poi a=c/cosβ da cui c=acosβ, poi b/c=sinβ/cosβ da cui b=ctanβ, poi c/b=cosβ/sinβ da cui c=bcotβ; ma gli studenti e tutti i lettori si rivolgano a testi di trigonometria, e con queste formule e relazioni è possibile risolvere tutti i problemi di trigonometria piana), e poi, continuando riguardo l'automazione del calcolo, nel '600, l'uso delle tavole logaritmiche (minuziosamente compilate) consentì a Keplero di elaborare le sue tavole rudolfine. Nel '700 l'Inghilterra sovvenzionò gli studi scientifici per il calcolo più preciso del moto della Luna, sul quale poter stimare in modo più attendibile la longitudine terrestre (se non proprio risolvere questo problema secolare della navigazione sui mari). Si trattava certamente di un problema che richiedeva uno studio di grande rilevanza per una potenza marittima, commerciale e coloniale quale era l'Inghilterra tra '700 e '800; problema risolto poi nel 1767 con la creazione dell'Almanacco Nautico contenente i dati necessari comprese le correzioni per la navigazione oltre all'uso di un buon orologio-cronometro indicante il tempo di Greenwich (il termine almanacco deriva dall'arabo al-manakh ("clima", ed A-manakh era il luogo dove i cammelli sostavano per effettuare carico-scarico merci e per rifornimenti, ma la notizia del primo almanacco risale forse fino al 1088 (seppure non era di tipo nautico); il problema della determinazione sufficientemente precisa delle longitudini, per i lettori interessati di narrativa, è presente anche nel romanzo “L'isola del giorno prima” del 1994 di Umberto Eco (Alessandria 1932, Milano 2016, semiologo, filosofo, scrittore, traduttore, accademico, bibliofilo e “medievista” italiano)). 


Nell'intento di automatizzare il calcolo delle tabelle per l'Almanacco, abbiamo già detto che C. Babbage tentò di realizzare i primi calcolatori meccanici, per cui bisognerà giungere fino al tempo della 2° guerra mondiale per vedere la nascita il vero progenitore degli attuali calcolatori elettronici. La ricerca iniziata nel 1943 presso l'Università di Pennsylvania (Moore School of Electrical Engineering, e progetto di J. Presper Eckert (John Adam Presper "Pres" Eckert Jr., Philadelphie 1919, Bryn Mawr 1995, ingegnere elettrico americano e pioniere nei calcolatori) e John Mauchly (John William Mauchly, Cincinnati 1907, Ambler 1980, inventore ed ingegnere statunitense)), porterà nel '45 alla costruzione di ENIAC (Electronic Numerical Integrator and Computer), presentato il 16feb1946, di tipo digitale-decimale, assorbente circa 200 KW di potenza elettrica (composto di circa 20 mila tubi termoionici, quali elementi attivi, collegati tramite circa 500 mila contatti elettrici, 7200 diodi a cristallo, 1500 relays, 70 mila resistori, e 10 mila condensatori), e capace di effettuare ad alta velocità calcoli di puntamento delle bocche da fuoco in artiglieria (ma era così difficilmente programmabile che l'adattamento alla risoluzione di altri problemi richiedeva giorni di lavoro per il ricablaggio dei vari moduli, e questa “programmazione “circuitale” a spinotti” era effettuata dalle Eniac Girls). 


Nel 1945 presso l'Università di Princeton, John von Neumann (John von Neumann nato János Lajos Neumann, Budapest 1903, Washington 1957, matematico, fisico ed informatico ungherese naturalizzato statunitense, riconosciuto come uno dei grandi matematici e grande personalità scientifica del XX sec, occupatosi di teoria degli insiemi, analisi funzionale, topologia, fluidodinamica, fisica quantistica, economia, informatica, teoria dei giochi, ecc.) ideò quello che è universalmente riconosciuto quale primo prototipo e prima architettura dei moderni calcolatori ossia la struttura detta di von Neumann, composta di CPU con unità aritmetico-logica ALU, che comunica da un lato con la memoria di lavoro e dall'altro con le varie periferiche. Ma riguardo la realizzazione dei primi calcolatori elettronici abbiamo scritto in altra parte del libro. 


Nei decenni successivi assisteremo all'evoluzione dell'architettura di von Neumann, con la multiprogrammazione, il time sharing, il parallelismo a livello di UC e CPU, quindi le strutture pipeline e gli array di processori. La struttura di von Neumann era basata sul concetto di “programma memorizzato” (ossia macchina in “logica programmata”), ed immagazzinava nella propria memoria non solo i dati su cui lavorare, ma anche le istruzioni per il suo funzionamento. Il 1° calcolatore automatico commerciale fu prodotto da Remington Rand nel 1951. Nel 1955 in USA era diffusi più di mille calcolatori, 6 mila nel 1960, 85 mila nel 1975, con successiva crescita esponenziale in quasi tutti i paesi del mondo soprattutto nei paesi occidentali. La flessibilità operativa dei primi calcolatori fece sì che macchine nate per alleviare le fatiche dei calcoli tecnici e scientifici, potessero essere utilizzate anche nella risoluzione di problemi amministrativi, gestionali, commerciali, produttivi, nonché per il controllo dei processi in linea nel mondo della produzione industriale. Ciò ha portato alla nascita di un nuovo campo scientifico con le sue applicazioni tecnologiche, ovvero il campo dell'informatica la quale affronta lo studio dell'informazione nei suoi principi generali legati alla teoria della computabilità, alla teoria dell'informazione e dei codici, alla cibernetica, ad ingegneria hardware ed ingegneria software, sviluppando allo scopo opportuni e noti linguaggi di programmazione: Assemblatore (di basso livello e il più vicino al linguaggio macchina), Fortran (il primo linguaggio ad essere usato su larga scala su calcolatori mainframe), Algol, Prolog, Pascal, Cobol, Basic, PL1, PL2, C, C++, ecc. L'introduzione del calcolatore nel mondo della produzione e ad ogni livello sociale dagli anni '60-70 in poi, comporta così problemi ingegneristici, tecnici e socio-politico-economici. Si sono quindi sviluppati i sistemi informatici distribuiti, le reti di calcolatori (reti locali e reti su vasta scala geografica), ossia le reti telematiche con la loro architettura, i loro protocolli ed i loro servizi, nonché la telematica il cui modello di riferimento è ISO-OSI (Open Systems Interconnection, il quale in telecomunicazioni-informatica è appunto uno standard per le funzioni di comunicazione (fissato nel 1984 da International Organization for Standardization (ISO) quale ente di standardizzazione internazionale) con struttura-architettura logica a 7 strati-livelli di protocolli di comunicazione (ISO 7498) che si affermò con grande successo nel sistema TCP/IP). 


Un esempio storico di rete è quella telefonica con controllo totalmente automatico degli autocommutatori elettronici di centrale (col relativo software gestionale e di controllo), rete integrata intelligente di 1° generazione, cui seguiranno reti intelligenti più avanzate progettate come ingegneria di molti servizi. Altri esempi di reti, come citato, sono la rete Internet (coi servizi applicativi FTP/NFS, TELNET, DNS, SMTP, ecc.), oltre al modello OSI TP.  


L'intelligenza artificiale AI-IA indica l'insieme di studi e di tecniche che tendono a realizzare una macchina (in particolare un elaboratore elettronico più o meno general purpose col suo sistema operativo ed i suoi programmi applicativi) capace di risolvere problemi che rientrano nel dominio dell'intelligenza artificiale. AI è derivata dall'informatica e da ingegneria hard-software, e fornice prestazioni che ad un “osservatore esterno” sono pertinenti all'intelligenza umana. Questa definizione si basa sull'osservazione del comportamento esterno che un sistema di IA deve essere in grado di produrre ed esibire, e risale alla definizione di “sistema intelligente” (che dovrebbe essere maggiormente precisata) proposta da Turing nel 1950. Nell'elaborazione classica dell'informazione, sia on-line che off-line, ogni attività intelligente è posta nei programmi sviluppati dall'operatore umano ed appartiene dunque all'uomo il cui compito principale, a livello applicativo, è appunto quello di risolvere i problemi in modo più o meno formalizzato. 


L'intelligenza artificiale pone un rapporto diverso tra sistema artificiale ed ambiente in cui opera: il suo obiettivo è quello di porre la macchina in grado di adeguarsi flessibilmente al modo di comunicare, ragionare ed operare dell'uomo e di interpretare correttamente le variabili ambientali reagendo adeguatamente ad esse. L'AI intende cioè costruire un sistema in grado, non solo di eseguire algoritmi inventati altrove, ma di progettare-costruire esso stesso gli algoritmi necessari per risolvere problemi che rientrano via via in classi di definizione sempre più ampie. Per questo è necessaria la costruzione di modelli cognitivi qualitativi della rappresentazione della conoscenza, la quale va concettualizzata e formalizzata in un linguaggio logico (dunque vediamo l'importanza del rapporto tra metaconoscenza e conoscenza), che coinvolgono aspetti gnoseologici ed epistemologici. Risolvere problemi, anziché eseguire in sequenza solo istruzioni sia pure con “molte alternative” possibili, significa conoscere le procedure che portano al problema risolto e non solo eseguirle, passando attraverso il problema formalizzato. Normalmente ad AI è affidato il compito di passare dal problema rappresentato al problema risolto, mentre all'operatore umano resta ancora il compito di passare dalla conoscenza intuitiva (o conoscenza creativa) del problema al problema rappresentato che inerisce alla capacità umana di assiomatizzare, concettualizzare e dimostrare teoremi. Quindi ad AI è demandato il compito di inferenza, distinto dalla due forme collegate e cooperanti dell'induzione e della deduzione. In altri termini i sistemi di AI sono caratterizzati non solo dalla capacità di fornire prestazioni che all'osservatore esterno appaiano completamente indistinguibili dall'intelligenza umana, ma anche la capacità di gestire ed elaborare conoscenze mediante procedure e meccanismi ritenuti tipici dell'intelligenza umana: per esempio operare deduzioni, inferenze, eseguire ragionamenti analogici oltre che ragionamenti logici, poi generalizzare, apprendere, ecc. I sistemi di AI dunque non simulano l'intelligenza umana (il che comporterebbe problemi epistemologici), ma piuttosto cercano di emularla verso prestazioni sempre migliori, dato che non esistono ostacoli che limitino il raggiungimento di prestazioni umane (ed anche superiori alle prestazioni umane) da parte di macchine e sistemi ingegneristici-artificiali (ma dobbiamo anche aggiungere, come pure detto altrove, che un ipotetico sistema-cervello neurobiologico con 1000 neuroni connessi fisiologicamente come sperimentalmente si osserva, ed un ipotetico sistema-cervello neurobiologico con 100 miliardi di neuroni (ma pure fosse con miliardi di miliardi ... di miliardi di neuroni) ugualmente connessi, non sono ontologicamente-gnoseologicamente su livelli diversi (nel 2019-20 le reti neurali artificiali ANN sono composte fino a 1-2 milioni di neuroni con migliaia di connessioni)). 


L'approccio ai problemi di AI può avvenire per lo spazio degli stati, oppure per riduzione a sottoproblemi ed in ciò ha soprattutto importanza l'informazione euristica. Il ragionamento è dunque basato sulla conoscenza e sulla metaconoscenza, su modelli qualitativi, e sul ragionamento non monotono. L'apprendimento avviene mediante memorizzazione, mediante analogia, oppure è basato sulla giustificazione. Vi si studiano le tecniche per il mantenimento automatico della verità, di mantenimento delle assunzioni e tecniche di propagazione dei vincoli. Le ricerche di AI sono da tempo già particolarmente sviluppate in alcuni settori specifici tra i quali notoriamente spicca il sistema di riconoscimento, comprensione e sintesi del linguaggio naturale, sia scritto che parlato, utile come unità di I/O che interfaccia l'ambiente, ad eccezione delle periferiche che agiscono direttamente sui processi dinamici in tempo reale (con le tecniche sofisticate di elaborazione della voce) i cui progressi in entrambi i campi sono evidenti dagli anni '10 del XXI sec; i sistemi di pianificazione, i sistemi di percezione e di manipolazione in uno spazio 3-dim (utili specialmente nell'ambito della produzione industriale, per realizzare robot, o comunque fino ad un certo livello per percepire e manipolare l'ambiente circostante), ed i sistemi di insegnamento. Importante nell'ambito di AI è pure la progettazione e programmazione automatica di programmi di elaborazione; significativa è la dimostrazione automatica di teoremi che ha l'obiettivo di provare automaticamente la verità di asserzioni formali mediante procedure ed elaborazioni simboliche di tipo deduttivo ed inferenziale; è questo, anzi, un settore tra i più classici e fondamentali di AI (assieme a quello di elaborazione dei segnali vocali e visivi, come scriveremo nel capitolo 11) in quanto ad esso se ne possono ricondurre parecchi altri, sia di natura teorica che applicativa. Le ricerche di AI adottano linguaggi specifici, come il LISP (LISt Processor, è una famiglia di linguaggi di programmazione con implementazioni sia compilate sia interpretate, noto nel passato per progetti AI, ideato nel 1958 da John McCarthy come linguaggio formale per studiare la calcolabilità di funzioni ricorsive (nel senso di Skolem) su espressioni simboliche) per l'elaborazione simbolica, lo sviluppo e la modifica di altri linguaggi di alto livello, ed il PROLOG (Programmi in Logic, in realtà viene dal francese PROgrammation en LOGique; è un linguaggio di programmazione con metodo logico per esprimere problemi in forma logica anziché tramite algoritmi con istruzioni da eseguire per la soluzione, ideato da Robert Kowalski (aspetto teorico), Marten Van Emdem (dimostrazione sperimentale) ed implementato da Alain Colmerauer nel 1972, laddove l'attuale Prolog è dovuto in gran parte all'efficiente codifica di David H. D. Warren implementata tramite Warren Abstract Machine del 1983) ossia messo a punto sfruttando alcuni principi della logica matematica nella dimostrazione dei teoremi, usato soprattutto per la programmazione non deterministica, l'insegnamento della logica e le ricerche di AI. 


Gli sviluppi ed i progressi tecnologici di circuiti integrati IC ad alta velocità di elaborazione delle funzioni e ad alta densità di integrazione VLSI-UVLSI, supportano poi l'implementazione delle tecniche software e hardware dedicate a diverse funzioni. Per i sistemi di comunicazione è sommamente importante la teoria dei segnali (ad energia finita od a potenza finita, continui o discreti nel tempo e/o nelle ampiezze) che possono essere deterministici o casuali coinvolgendo questi ultimi la teoria dei fenomeni aleatori e dei processi stocastici. Per il loro processamento e trattamento è indispensabile il campionamento col relativo teorema Nyquist-Shannon NS nonché a valle la successiva ricostruzione (ciò se i segnali sono continui ed a banda limitata), ed è necessario l'uso della trasformata di Fourier FT che sfrutta la periodicità nel tempo e nella frequenza (filtri a campionamento in frequenza), la DFT ossia la trasformata di Fourier discreta, oltre alla FFT quale trasformata veloce per segnali continui, trasformate veloci (prodotti di Kronecker e matrici di Good): esistono calcolatori specifici per la Fourier veloce FFT, array processors e tecniche pipeline, questo almeno negli anni '70-90, assai meno necessari oggi visti il grande incremento di memoria di calcolo e di velocità di elaborazione. I primi passi nella tecnica di calcolo veloce della trasformata di Fourier risalgono a J. W. Cooley (James William Cooley, 1926-2016, matematico statunitense, è stato programmatore nel periodo 1953-56 del calcolatore di von Neumann ad Institute for Advanced Study Princeton NJ, ha lavorato sui calcolatori quantistici CQ sfruttanti le proprietà della meccanica quantistica a Courant Institute NY University ed a IBM Watson Research Center Yorktown Heights,NY, ma “his most significant contribution to the world of mathematics and digital signal processing is the Fast Fourier transform, which he co-developed with John Tukey (Cooley-Tukey FFT algorithm) in 1965) ed a J. W, Tukey (John Wilder Tukey, New Bedford 1915, New Brunswick NJ 2000, matematico statunitense, noto proprio per lo sviluppo dell'algoritmo di Fast Fourier Transform (FFT), ma anche per Tukey lambda distribution, Tukey test of additivity, ecc., e gli viene accreditato pure la coniazione del termine “bit” divenuto di utilizzo universale) in un articolo del 1965, oltre a P. A. W. Lewis e P. D. Welch. 


La trasformata veloce e l'inversione di matrici di grandi dimensioni sono tipici problemi di calcolo numerico, inerenti l'argomento della complessità, la cui teoria inizia forse fra gli anni '50 e '60 del '900. Il campionamento dei segnali, sia 1D che 2D (come per esempio nel caso di immagini fisse e di immagini in movimento come per il segnale televisivo), da eseguirsi nel dominio del tempo e delle frequenze, su cui abbiamo accennato e di cui scriveremo ancora, richiede pure considerazioni sul rumore, sui disturbi da equivocazione (aliasing, e per sistemi 2D aliasing spaziale) e prefiltraggi; filtraggio di lunghe sequenze e tecniche di overlap-save ed overlap-add. Riguardo alla tecnica di quantizzazione (per trasformare i campioni prelevati dal segnale tramite NS in segnali numerici ad esempio in base b=2) sono necessarie in rapporto alle tecniche, lineari o meno, il calcolo della potenza del rumore di quantizzazione e del suo spettro. 


Della trasformata di Laplace LT (e della sua inversa), di poli pk e di zeri zh e loro corrispondenza con gli autovalori della matrice F del sistema, trasformata necessaria per associare una funzione continua (sotto le condizioni viste e più volte ricordate) ad una funzione della variabile complessa s, F(s) o M(s), nel dominio delle frequenze complesse abbiamo già scritto, a cui però aggiungiamo un cenno sulla trasformata Z o ZT (e sua inversa) che svolge il medesimo ruolo per le funzioni discrete. Infatti, come la trasformata di Laplace LT serve nella risoluzione delle equazioni differenziali, così la trasformata Z è utile nella risoluzione delle equazioni alle differenze (finite), ed in entrambi i casi favorevolmente da equazioni differenziali od alle differenze si ottiene il passaggio ad equazioni algebriche. Sempre nello studio dell'elaborazione dei segnali, occorre considerare i derivatori, i derivatori per segnali campionati, i derivatori recursivi, i filtri, oltre che filtri analogici, anche filtri numerico-digitali, le strutture di filtri numerici in cascata ed in parallelo, filtri ad onda numerica, strutture riverberanti, filtri a reticolo recursivi, ecc. E' poi necessaria la teoria dei processi casuali od aleatori e l'analisi spettrale, oltre alla teoria della probabilità. In fase di ricezione RX e dopo elaborazione, il segnale campionato deve essere ricostruito, cioè reso nuovamente continuo dal succedersi di sequenze regolari dei suoi campioni (se il segnale continuo della sorgente (continuo nelle ampiezze e continuo nel tempo) è stato campionato (ottenendo un segnale continuo nelle ampiezze ma  reso discreto nel tempo) e sono stati trasmessi in sequenza i vari campioni, occorre in RX ricostruire il segnale continuo anche nel tempo; se il segnale continuo della sorgente (continuo nelle ampiezze e continuo nel tempo) è stato campionato e poi i campioni sono stati convertiti da analogico a digitale A/D (ottenendo un segnale discreto nel tempo e discreto pure nelle ampiezze (byte-parole) ossia composto da una sequenza di byte alla frequenza di campionamento, così da effettuare una trasmissione completamente numerica) e sono stati trasmessi i vari byte (l'onda quadra che modula la portante), allora in RX occorre prima ricostruire i campioni analogici con la conversione digitale-analogica D/A (ottenendo un segnale continuo in ampiezza ma ancora discreto nel tempo) e poi ricostruire il segnale continuo anche nel tempo per ottenere un segnale continuo sia nelle ampiezze che nel tempo ossia il segnale originario), mediante l'uso di interpolatori lineari, parabolici o cubici, oppure operando l'interpolazione di una sequenza irregolare di campioni. 


Occorre allora considerare filtri con risposta all'impulso finita, oppure dualmente, avendo optato per il campionamento degli spettri, considerando finestre temporali (funzioni finestra (a quadrato sommabile), ossia finestre di Hamming (a coseno rialzato) di Richard Wesley Hamming (Chicago 1915, Monterey 1998, matematico statunitense noto soprattutto per l'ideazione del codice di Hamming), finestra di Hanning (sempre della famiglia a coseno rialzato basate sul coseno) di Julius von Hann; ma abbiamo tanti tipi di funzioni finestra di ricostruzione, ossia la più semplice finestra rettangolare (costante per ogni n), finestra coseno (basata sul coseno comune), finestra Lanczos (basata su sinc), finestra di Bartlett (triangolare), finestra triangolare (non nulla agli estremi), finestra di Gauss (come la curva gaussiana), finestra di Bartlett-Hann (parzialmente basata su coseno), finestra di Blackman (basata su funzioni coseno), finestra di Kaiser (basata su funzioni di Bessel modificate), finestra di Nuttall (basata su funzioni coseno), finestra di Blackman-Harris (basata su funzioni coseno), finestra di Black-Nuttall (basata su funzioni coseno), finestra massimamente piatta (flat top), finestra di Bessel, finestra di Dolph-Chebysev, ecc.), poi convoluzione di spettri, o sintesi col metodo Remez. Per i filtri casuali a minima fase, occorre far uso di considerazioni sulla trasformata di Hilbert nel continuo e nel discreto. 


Occorre a volte considerare i sistemi bidimensionali 2D e la trasformata di Fourier 2D, nonché la trasformata di Henkel. Possiamo considerare filtri bidimensionali 2D derivati dall'integrazione di equazioni differenziali alle derivate parziali di fisica-matematica (sappiamo che moltissimi fenomeni fisici possono essere rappresentati od interpretati da processi di filtraggio tramite la teoria del filtraggio analogico (e numerico), riguardanti EDDP ellittiche, iperboliche e paraboliche, che daranno origine a funzioni-(matrici) di trasferimento a fase zero, di pura fase e ibride): come l'equazione di Fourier (ossia l'equazione del calore), l'equazione di Laplace (o dei campi elettrostatici e dei fenomeni stazionari), l'equazione di d'Alembert (od equazione delle onde elettromagnetiche e della corda vibrante), ecc., ma molte applicazioni tecniche tramite i loro processi dinamici possono essere rappresentate e trattate nel dominio delle frequenze col filtraggio, ad esempio come è possibile filtrare il suono di uno strumento musicale o la voce di un cantante dal segnale elettrico trasmesso di un'esecuzione musicale o da una registrazione su CD-DVD (ad esempio estrarre tale particolare suono), così con la medesima tecnica sarà possibile filtrare spazialmente (filtraggio spaziale non temporale) ed estrarre-isolare la voce di un cantante che canta su un palcoscenico insieme all'orchestra, usando la funzione iperbolica di propagazione pur di effettuare un campionamento ad alta-altissima frequenza spaziale e temporale (collocando opportunamente spaziati i sensori acustici-microfoni (abbastanza fitti per ottenere Hi-Fi spaziale) e con buona risposta sonora-musicale (per ottenere Hi-Fi temporale), ma con la stessa funzione di propagazione e filtraggio si potrebbe riprodurre il suono ricevuto o registrato su DVD-Bluray diffondendolo nello spazio ad alta risoluzione spaziale-temporale (Hi-Fi nello spazio e Hi-Fi nel tempo) tramite sistemi di riproduzione musicale con un numero adeguato di altoparlanti tipo i sistemi Dolby Digital Surround Audio 5.1 o Dolby Digital Surround Audio 7.1), il qual fatto sarebbe equivalente ad effettuare la convoluzione nello spazio e nel tempo tra la funzione di propagazione e la risposta impulsiva del filtro; citiamo i filtri ideali 2D ed i filtri a ventaglio (ossia filtri nulli in un settore angolare (di blocco del segnale) ed unitari altrove (passa-tutto), ottenendo anche filtri quadrantali filtranti per quadranti). 


Inoltre i sistemi adattativi, coi filtri a reticolo adattativi; la tecnica Widrow, ed i cancellatori d'eco. Nel mio scritto maggiore, oltre ad approfondire un poco ciò di cui abbiamo molto sommariamente scritto, è riportato per curiosità l'esempio del segnale vocale-telefonico e del segnale 2D-televisivo. Inoltre conosciamo le formanti a tratto vocale, le codifiche con riduzione di ridondanza, oltre alle note codificazioni per effettuare le trasmissioni PCM, FSK, ecc.; i sistemi vocoder, la modulazione delta, modulazione e differenziale a codice adattativa, tecniche predittive, ecc. Per il sistema relativo all'elaborazione e trasmissione delle immagini, vengono eseguite misure (che riguardano il fenomeno ma soprattutto le caratteristiche visive dell'occhio circa luminosità, colore ed acuità visiva, con la conseguente costruzione di modelli della visione) e definite regole matematiche e norme per le rappresentazioni bidimensionali e multispettrali da sensori 2D quali sistemi di formazione dell'immagine (coi relativi trasduttori). Si fanno analisi del segnale d'immagine e televisivo sia nel dominio del tempo che analisi statistiche e spettrali ed il relativo campionamento. 


La trasmissione deve risolvere problemi di capacità di memoria (ad esempio per quadri e sequenze), di velocità (bit/sec) di trasmissione; oltre a calcoli di densità spettrale di potenza del disturbo di quantizzazione e di probabilità d'errore in trasmissione. Il sistema di formazione e trasmissione del segnale televisivo analogico, che dai 3 colori primari r(t), v(t) e b(t) ricava la luminanza l(t)=0.30r(t)+0.59v(t)+0.11b(t) ed il segnale di crominanza differenza di colore, costituisce un problema sia matematico che ingegneristico. 


Di ciò si accenna nel mio scritto maggiore con particolare riguardo al confronto tra il sistema di telefonia multipla (in banda base un canale tv occupa la stessa banda di un segnale telefonico multiplo FDM, di 1250 canali telefonici singoli, in AM-SSB) ed il sistema televisivo circa metodi di modulazione (AM, PM, FM, PCM), occupazione di bande di frequenze, richiesta di potenza in trasmissione, campionamento, trasmissione, ricezione circolare e ricostruzione. La caratteristica fondamentale di un'immagine è il suo dettaglio ossia la sua definizione ovvero la sua risoluzione spaziale, con relativa variazione di luminanza (e di tinta) in uno spazio od in un piano bidimensionale richiedente l'uso della trasformata di Fourier 2D in xy, ma più semplicemente, riga per riga, richiedente solo l'ordinaria trasformata. I sistemi di segnale televisivi normalmente usati (questo però era vero fino al passaggio al sistema digitale terrestre DTT) sono il sistema NTSC sviluppato in RCA (ed adottato in USA, America Nord-Centro-Sud e nei paesi collegati agli USA), il sistema PAL (adottato in Germania, in buona parte d'Europa ed in molti paesi del mondo) ed il sistema SECAM (adottato in Francia, in URSS e paesi dell'ex Unione Sovietica), per la formazione di un particolare segnale qual è il segnale tv, in banda base formato dalla luminanza, dalla sottoportante di colore modulata in AM ed in quadratura dai due segnali cromatici, e dalle due portanti modulate in FM dal segnale audio monofonico e dal segnale audio stereofonico. La codifica delle immagini coinvolge metodi sincroni ed asincroni, in tempo reale ed in tempo differito; metodi di codifica per immagini fisse (JPEG), od in movimento reale (H.261, MPEG). 


L'immagine può venir sintetizzata con trasformazioni geometriche in 2 od in 3 dimensioni e rappresentazioni con matrici; trasformazioni con cambiamento di riferimento. Si può considerare anche la visione 3-dim, 3D, ed il metodo delle proiezioni; rappresentazioni di forme 3D, maglie e poligoni, superfici e curve parametriche; trasformazioni di curve e pezze. Si elaborano algoritmi per rimuovere linee e superfici nascoste dal punto di vista dell'osservatore O, modelli di ombreggiatura, riflessione speculare e diffusa. Per individuare, riconoscere e classificare particolari elementi d'immagine, si sono sviluppati metodi per estrazione di contorni e di segmentazione zonale. Come tramite la tecnica degli ologrammi (che richiedono luce monocromatica o laser), possiamo qui ricostruire una rappresentazione 3D ripresa da più sensori 2D. Si sono sviluppati sistemi di classificazione senza e con apprendimento, le cui tipiche applicazioni riguardano l'estrazione dei contorni ed il riconoscimento di caratteri alfanumerici scritti, come nei sistemi di lettura ottica. Abbiamo accennato a molti sistemi, ma che cos'è un sistema?  


Il concetto e la definizione di sistema nel suo senso e significato più generale è tale per cui per esso intendiamo un collegamento od una connessione di parti costituenti, o di elementi o di componenti, atto a generare un tutto organico oppure a formare o produrre un insieme o complesso funzionalmente unitario e completo. In astronomica, per esempio, può significare il sistema degli ammassi globulari locali od un sistema stellare od il sistema solare. In fisica e meccanica razionale l'insieme o sistema dei punti materiali o dei corpi rigidi, od il sistema olonomo, od il sistema isolato od il sistema relativo dei movimenti relativi. In chimica l'insieme o sistema dei componenti o sostanze o moli nelle loro varie fasi (sistema omogeneo, sistema eterogeneo, sistema binario o ternario, ecc.). In anatomia invece abbiamo il sistema od apparato digerente, o nervoso, o circolatorio, o respiratorio, ecc., In geologia troviamo il sistema od era mesozoica,  o paleozoica, ecc.; ma anche il sistema idrografico, il sistema himalaiano, il sistema andino, ecc. In scienza e tecnica delle costruzioni incontriamo il sistema articolato, il sistema elastico, od il sistema e struttura portante, ecc. Nella tecnica militare incontriamo il sistema difensivo. In economia il sistema fiscale, od il sistema finanziario, od il sistema di mercato, od il sistema monetario oppure quello bancario. In teoria del linguaggio abbiamo il sistema sintattico ed il sistema grammaticale Nella teoria metrica, per esempio, vediamo il sistema saffico oppure quello endecasillabico. Nella teoria musicale sentiamo parlare del sistema armonico o del sistema tonale. 


Conosciamo poi il sistema alfabetico, il sistema numerico, il sistema delle unità di misura, oppure il sistema metrico-decimale: CGS (che adotta come unità di misura delle grandezze fondamentali: centimetro, grammo, secondo), MKS (metro, kilogrammo, secondo), MKSA (ottenuto da MKS aggiungendovi ampere), il sistema Georgi o MKSΩ (metro, kilogrammo, secondo, ohm), il quale sfociò poi nel sistema internazionale SI adottato nel 1938 e che nel 1950 sostituì ohm con ampere e fu allora denominato MKSA, e SI (metro m, kilogrammo Kg, secondo s, kelvin °K, ampere A, candela cd, mole mol) adottato dalla XI Conferenza Generale dei Pesi e delle Misure nel 1960, ufficialmente seguito da quasi tutti i paesi del mondo (l'Italia lo ha adottato nel 1978, mentre la Comunità Economica Europea CEE ha ufficializzato la sua adozione mediante numerose direttive a partire dal 1971, nelle quali sono state fissare precise scadenze oltre le quali le unità di misura non inserire in SI perdono valore legale). 


In chimica troviamo poi il sistema periodico degli elementi, ossia la tabella o tavola ideata nel 1869 da D. I. Mendeleev (Dmitrij Ivanovic Mendeleev, Tobol'sk 1834, San Pietroburgo 1907, chimico russo, noto soprattutto per la sua famosa tavola degli elementi ordinati secondo una proprietà periodica (sotto l'influsso par di vedere pure di Francesco Bacone e della sua dottrina delle tavole di classificazione dei fenomeni), che gli permise di identificare, dai posti lasciati vuoti, le caratteristiche anche di elementi al tempo ignoti, presentata nel 1868 in “Principi di chimica” con le caratteristiche dettagliate dei 63 elementi chimici allora noti compilando 63 carte individuali poi sistemate nella tavola al loro corretto posto, quindi il 6mar1869 Mendeleev presentò la relazione “L'interdipendenza fra le proprietà dei pesi atomici degli elementi” alla Società Chimica Russa fondata insieme con altri scienziati proprio quello stesso anno, ma con minor successo tale classificazione era già stata effettuata da Lothar Meyer (nel 1864) e da John Newlands (nel 1865) senza però poter prevedere nuovi elementi, e sappiamo invece che la prima storica classificazione dei 33 elementi allora noti risale a Lavoisier nel 1789), nella quale, differentemente da precedenti classificazioni, gli elementi atomici sono ordinati secondo il loro numero atomico crescente (riguardo la capacità di previsione di nuovi elementi, citiamo il caso dell'allora ignoto germanio Ge previsto da Mendeleev nel 1871 e scoperto nel 1886, riportando prima la sua previsione e poi le proprietà verificate: Massa atomica relativa, 72, 72.3; Volume atomico (cm cubi/mol), 13, 13; Densità del metallo (g/cm cubi), 5.5, 5.5; Punto di fusione del metallo, Alto, 937 °C; Aspetto del metallo, Grigio, Grigio, Formula dell'ossido, EO2, GeO2; Densità dell'ossido g/cm cubo), 4.7, 4.23; Aspetto dell'ossido, Bianco, Bianco; Azione degli acidi sull'ossido, Limitata, Non reagisce con HCl; Azione degli alcali sull'ossido, Nessuna, Non reagisce con KOH a freddo; Formula del cloruro, ECl4, GeCl4; Punto di ebollizione del cloruro, Inferiore a 100 °C, 84 °C; Densità del cloruro (g/cm cubo) 1.9, 1.84, come si vede con ottima concordanza); oggi (2018) gli elementi noti della tavola periodica sono 118, ottenuti con l'aggiunta nel 1943 da parte di Glenn Seaborg del primo elemento transuranico ossia il plutonio 94Pb (nel 1945 aveva anche suggerito che gli attinidi, come i lantanidi, avessero il sotto-orbitale f pieno di elettroni, differentemente da come si pensava prima formando allora gli attinidi una quarta riga nell'orbitale d, e dopo verifica positiva i lantanidi e gli attinidi furono rappresentati su due diverse righe del blocco f in fondo alla tavola), poi si aggiunsero il nettunio Nt (93, sintetizzato già nel 1939), poi nel 2010 il tennesso Ts (elemento 117 prodotto a Dubna), nel 2012 il flerovio Fl (elemento 114) ed il livermorio Lv (elemento 116), nel 2015 gli elementi 113, 115, 117 e 118 sono stati introdotti nella tavola periodica ufficiale dell'IUPAC (andando così a completare il settimo periodo della tavola) coi rispettivi nomi ufficiali di nihonio Nh, moscovio Mc, tennesso Ts e oganesson Og). 


In geometria sono noti i sistemi di riferimento spaziali. In botanica abbiamo il sistema di Linneo od il sistema sessuale delle piante. In teoria dei calcolatori elettronici troviamo i sistemi o macchine o reti combinatorie e sequenziali, oppure i sistemi lineari o quelli iterativi. In informatica teorica ed in ingegneria del software abbiamo i sistemi software (insiemi dei programmi di sistema ed applicativi), come pure i sistemi operativi (nei primissimi elaboratori non esistevano tali sistemi operativi in quanto l'utilizzo delle risorse e l'esecuzione delle funzioni avveniva con logica cablata, oppure erano stati sviluppati semplicissimi sistemi-programmi Monitor); il sistema operativo, oggi molto sofisticato (come vediamo in Windows 8.1 e Windows 10) è l'insieme dei programmi ossia dei sottosistemi o componenti software, partendo dal kernel di livello via via sempre più astratto, adibiti alla gestione del sistema di elaborazione (ossia dell'hardware), permettendo l'utilizzo dei calcolatori e PC anche a persone inesperte di informatica; per esempio il sistema operativo gestisce le memorie (memoria partizionata, segmentata, paginata, memoria virtuale, ed include gli algoritmi di paginazione, working set, ecc., le tecniche di schedulazione dei dischi, di allocazione dei blocchi, memoria cache, buffer cache, file system, includenti le tecniche di ottimizzazione, di protezione, ecc.); i sistemi centralizzati, i sistemi  distribuiti, nonché la gestione di tutte le altre risorse: ricordiamo a titolo di esempio nel corso degli anni i sistemi Multix, MS-DOS, UNIX, Mach, Windows, Linux, ecc. 


Conosciamo il sistema informativo con cui indichiamo l'insieme delle risorse umane e materiali che trasmettono, memorizzano ed utilizzano le informazioni in un'organizzazione sociale, aziendale, d'impresa, ecc. Col termine di sistema esperto indichiamo l'insieme dei programmi (primi risultati dell'applicazione di AI) in grado di risolvere autonomamente problemi anche complessi (non completamente formalizzabili o non totalmente algoritmici) in campi specifici, sistemi esperti progettati e costruiti sfruttando anche l'esperienza del relativo settore (per esempio: farmacologia, diagnosi e terapia, gioco degli scacchi, gioco Go), ed in grado, a loro volta, di migliorare le loro prestazioni con l'uso, per autoistruzione-autoapprendimento: il sistema esperto fa uso di tecniche inferenziali piuttosto che di algoritmi, ed elabora simboli, concetti, fatti, piuttosto che funzioni logico-matematiche; si fa uso di ragionamenti qualitativi (tradotti con regole “elastiche”), oltre che quantitativi, ottenendo risultati e comportamenti flessibili (comportanti numerosi percorsi alternativi), risultando poi facilmente adattabili (con miglioramenti delle cifre di merito relative a specifiche variabili-parametri) nei riguardi delle situazioni e dei parametri esterni. Sul piano filosofico possiamo citare il sistema cartesiano, quello hegeliano, oppure il sistema tolemaico, copernicano, oppure il sistema euclideo che ha ottenuto nei secoli grande diffusione e successo. Il termine sistema è derivato etimologicamente dal latino tardo systema, dal greco systema, -atos (complesso, riunione), da sys (con, insieme), derivante da synistemi (raccogliere). Ma in matematica certamente conosciamo i sistemi di equazioni algebriche e differenziali, mentre in teoria degli spazi geometrici od astratti sono noti i sistemi di coordinate. In logica per sistema formale intendiamo il risultato del procedimento di formalizzazione; vedremo come il concetto di sistema formale è dovuto all'inizio del XX sec a David Hilbert, nonché ai matematici di orientamento formalista. 


Allora un sistema formale è costituito dalle regole di formazione (definenti l'insieme dei suoi simboli elementari ed il suo linguaggio simbolico nonché quell'insieme di sequenze finite di simboli elementari costituenti i termini, le formule e le proposizioni), e dalle regole di inferenza (definenti il concetto di dimostrazione ed individuanti fra tutte le proposizioni quelle da assumersi come primitive ossia come assiomi). All'interno di ogni sistema formale le dimostrazioni sono sequenze finite di proposizioni o formule, ottenute a partire dagli assiomi, per reiterata applicazione delle regole o leggi di deduzione, all'ultima delle quali proposizione si dà il nome di teorema (se rispettate tutte le condizioni). Con un limitato numero di passi è possibile stabilire effettivamente e rigorosamente se un simbolo è simbolo elementare, se una sequenza di simboli è una proposizione o formula, se una proposizione è un assioma e se una data sequenza di proposizioni è una dimostrazione anche se non necessariamente un teorema (il quale non discende solo dalla nozione di dimostrazione), poiché le regole di deduzione non forniscono necessariamente un metodo accertante se una proposizione possiede una dimostrazione, e se così di costruirla. La fondazione dei sistemi formali (oppure la sostituzione di teorie intuitive o non completamente formalizzate coi sistemi formali), permette poi una scienza delle teorie (totalmente oggettiva), ossia una metateoria la quale è una teoria avente per oggetto di studio appunto un'altra teoria (ossia una teoria oggetto) della quale indaga la sua sintassi, la sua semantica od entrambe. Abbiamo visto che perché ciò sia reso possibile è necessario che la teoria oggetto costituisca un sistema formale. 


Ed una metateoria può essere oggetto di studio di un'altra metateoria, ossia di una meta-metateoria, e così via. Per i sistemi formali possiamo considerare rapidamente alcune proprietà come la completezza semantica (allora tutte le proposizioni valide sono teoremi), la categoricità (allora tutti i possibili modelli del sistema formale sono isomorfi), la completezza sintattica (allora ogni proposizione è dimostrabile, verificabile o falsificabile), la coerenza (allora non sono dimostrabili una proposizione come la sua negazione), l'indipendenza (allora nessun assioma è deducibile o dimostrabile dagli assiomi rimanenti), la decidibilità (allora esiste un metodo effettivo per determinare e decidere se ogni proposizione è, o meno, un teorema). Sappiamo che ampie e significative classi di sistemi formali sono semanticamente complete. Riguardo alla teoria dei numeri affermiamo che i più importanti sistemi formali che le corrispondono, sono semanticamente completi, sintatticamente incompleti, non categorici ed indecidibili (ossia, come detto, tutte le proposizioni valide sono teoremi, i modelli non sono tutti isomorfi, non tutte le proposizioni sono dimostrabili e non si può sapere se ogni proposizione valida è un teorema o no). Nella logica poi definiamo come sistema ipotetico-deduttivo una teoria assiomatica implicitamente applicabile all'insieme degli enunciati o proposizioni ottenuti tramite le regole deduttive dagli assiomi; ciò, soprattutto dall'avvento delle geometrie non-euclidee, indica la rigorosa correttezza formale di una teoria e non necessariamente la sua applicabilità a modelli fisici reali, la quale, come detto, si può decidere solo con esperimenti o con l'introduzione di ragionevoli assiomi. 


Dopo aver considerato brevemente i molti significati di sistema, nonché di sistema in matematica, dei sistemi formali ed ipotetico-deduttivi, ci chiediamo ora, secondo la teoria dei sistemi, che cosa sia un sistema. E come un sistema si possa ragionevolmente rappresentare; ripetiamo secondo teoria dei sistemi ossia secondo una disciplina ingegneristica ma disciplina molto interdisciplinare. Nel far ciò si è portati a definire l'insieme dei problemi e dei risultati che costituiscono teoria dei sistemi, e perciò ci si trova di fronte a due esigenze ugualmente fondamentali nonché contrastanti. Da un lato si è portati a  definire un sistema come un ente estremamente generale, in modo tale che un gran numero di problemi, di fenomeni fisici e di applicazioni ingegneristiche vi possano rientrare, elaborando una teoria molto generale anche se povera di risultati, dall'altro lato invece si sente la necessità di limitare il dominio di competenza della disciplina per sviluppare una teoria meno generale ma più efficace che contempla molte applicazioni (del resto, come detto, teoria dei sistemi nasce negli anni '50-60 del '900 da teoria dei controlli automatici). 


Troviamo così in letteratura molti approcci a teoria dei sistemi, dai più generali ai più particolari in tal ultimo caso con un obiettivo più circoscritto e mirato. Si può dare una definizione generale e rigorosa, ma tipicamente ci si limita a sviluppare una teoria basata sulla definizione di sistema dinamico, la cui caratteristica fondamentale è quella di evolvere nel tempo, e dove una delle variabili è interpretata (o può essere interpretabile) come tempo o “tempo”, t o tau, anche se come caso particolare vi rientrano comunque i sistemi statici o costanti nel tempo, ed ovviamente i molti sistemi stazionari. Il sistema è un modello matematico di un ente fisico (o di qualsiasi processo dinamico, ma pure un modello completamente teorico) sul quale venga esercitata un'azione tramite un ingresso u, e dal quale otteniamo una certa uscita y, entrambi generalmente funzioni del tempo; lo schema grafico più generale possibile è dato da un “blocco rettangolare” (con la sua funzione f(.,.,...) di sistema), una freccia d'ingresso (col suo vettore d'ingresso u(.)) ed una freccia d'uscita (col suo vettore d'uscita y(.)). Si può dunque formalizzare e costruire un modello matematico che rientri in teoria dei sistemi in numerosi campi dello scibile: circuiti elettrici, analisi del calcolo della risposta in frequenza di amplificatori elettronici, di reattori di processo chimici e nucleari, la sintesi od il trasporto di una proteina in un organismo vivente, l'analisi di un processo biologico (come per esempio i meccanismi epatobiliari di trasporto e di trasformazione chimica di una sostanza (ad esempio la tetrabromofenolsulfonftaleina BSF) usata per l'accertamento delle funzionalità epatiche soprattutto a scopo diagnostico), corpi rigidi sospesi a molle (ma allora vengono in mente pure gli ammortizzatori nei sistemi di trasporto ed in generale i sistemi di smorzamento di oscillazioni-vibrazioni-disturbi in strutture-macchine civili-meccaniche-industriali ma anche di segnali in campo elettronico), il sistema “asta caricata di punta”, modelli di motori elettrici o motori termodinamici endotermici, reti logiche combinatorie, modelli di flip-flop di memoria, reti logiche sequenziali di ampia diffusione, gli automi, modelli di simulazione, il puntamento fisso di un'antenna in un sistema satellitare mobile, il controllo di un satellite in orbita circolare, sistemi di condizionamento-climatizzazione ambientale, modelli ecologici come quello dell'inquinamento e disinquinamento di un bacino idrico, modelli di controllo di sistemi idrogeologici “immissario-lago(bacino artificiale)-emissario” contro i rischi idrogeologici, le organizzazioni gerarchiche sociali, politiche ed economiche d'impresa, metodi di gestione-organizzazione per l'ospedalizzazione di pazienti in terapia o modelli generali di salute pubblica, molti modelli econometrici come il semplice modello di dinamica dei prezzi in un sistema economico chiuso, un modello di automa finito onde rappresentare il problema “macchina nuova o macchina usata?” (ossia quando sostituire un bene od un mezzo di produzione), modelli deterministici di funzionamento di neuroni in una rete neurale-neuronale, ecc., ecc. 


Se non fosse per la complessità tecnico-matematica, sarebbe più semplice e rapido affermare quali tipi di problemi non possano rientrare in teoria dei sistemi che non il contrario ossia i tipi di problemi trattabili dopo opportuna formalizzazione e modellizzazione (non solo nella definizione di sistemi dinamici ma pure nelle definizioni un poco più generali)... magari teoria dei sistemi sarebbe stata utile anche a Tommaso d'Aquino invece del sillogismo aristotelico. Definiamo, con approccio moderno ed assiomatico, un sistema dinamico come segue. Esso è un ente (schematizzato, come accennato come una scatola nera o BlackBox) per cui valgono i seguenti assiomi: sono dati un insieme ordinato dei tempi T, un insieme d'ingresso U, un insieme di funzioni d'ingresso ammissibili Ω, un insieme di stato X, un insieme d'uscita Y, un insieme di funzioni ammissibili d'uscita Γ (usualmente tutti questi insiemi sono spazi vettoriali topologici normati a n dimensioni ossia R n-dim).  E' poi data una funzione di transizione di stato (o funzione di transizione ingresso-stato) φ(t,tau,x,u(t)), i cui valori rappresentano lo Stato ottenuto al generico istante t (appartenente all'insieme T) partendo dallo stato iniziale x (appartenente all'insieme X) all'istante tau (appartenente a T) ed applicando la funzione di ingresso u(t) (appartenente all'insieme Ω). 


La funzione φ ha le proprietà di consistenza, irreversibilità, composizione e causalità. Infine è data la funzione η(t,x(t)), detta trasformazione d'uscita (o trasformazione stato-uscita), che definisce l'uscita y=η(t,x(t)). 


Dunque, dato lo stato X del sistema S ad un fissato istante, è possibile rideterminarlo in qualsiasi istante successivo, pur di conoscere la funzione d'ingresso limitatamente all'intervallo tra due istanti (compreso il solo primo istante). Un sistema dinamico è dunque rappresentabile con 2 blocchi (o 2 scatole nere) in cascata, il primo blocco ha in ingresso u(t) ed in uscita ha x(t), seguito dal secondo blocco che ha in ingresso x(t) ed in uscita y(t). Il principio di causalità afferma che lo stato x(t) non dipende dall'intera funzione d'ingresso ma solo dal segmento di funzione d'ingresso limitatamente all'intervallo tra tau e t, chiuso a sinistra ed aperto a destra. L'uscita y(t) non dipende dall'ingresso u(t) neppure indirettamente attraverso lo stato x(t), ma dipende solo dal tempo t e dallo stato x(t). A volte troviamo una definizione di sistema dinamico (che chiameremo impropria, per distinguerla dalla precedente che diciamo propria, dove inoltre il sistema improprio gode della notevole caratteristica di non essere fisicamente realizzabile) in cui l'uscita y(t) dipende, oltre che da  x(t), anche dall'ingresso u(t). 


Incontriamo definizioni di sistemi in cui non vengono citati gli insiemi delle funzioni d'ingresso e d'uscita (i quali dunque potrebbero essere qualsiasi), oppure sistemi S definiti come una quintupletta (T,U,Ω,X,φ) dove x(t)=y(t); questa definizione è innegabilmente insoddisfacente perché limita la teoria dei sistemi ai soli casi in cui sia possibile rappresentare lo stato X tramite grandezze che rappresentando le uscite devono necessariamente essere entità accessibili, con un ben definito e determinato significato fisico e misurabili, come del resto avviene nella classica teoria dei controlli automatici (in tal modo si toglie allo stato X quella fondamentale caratteristica di astrattezza che permette la massima generalità ed una corretta impostazione di importanti problemi). In una tale definizione che abbiamo dato di sistema dinamico, a certe cause vengono deterministicamente associati certi effetti, ma, per considerare fenomeni le cui variabili sono aleatorie, ricorrendo allora a teoria della probabilità, si possono definire i sistemi stocastici, e criticando anche la rigidità di tale definizione, constatata empiricamente l'esistenza di realtà abbordabili nemmeno con nozioni di tipo probabilistico, modificare nuovamente la definizione di sistema ampliandone il dominio fino a farvi rientrare anche tali fenomeni. 


Accertata però la grande diversità delle tecniche matematiche necessarie per lo studio dei sistemi dinamici (analisi combinatoria, algebra astratta, algebra lineare, teoria delle equazioni differenziali ordinarie EDO ed alle derivate parziali EDDP in analisi matematica, equazioni alle differenze, ecc.) si potrebbe ritenere eccessivamente generale anche questa definizione data di sistema dinamico. Queste considerazioni talvolta portano a sviluppare la teoria dei sistemi a stati finiti, od a stati discreti, o la teoria dei sistemi lineari (la particolare e significativa classe dei sistemi regolari a dimensione finite e lineari è la teoria del sistemi dinamici più sviluppata e ricca di risultati (ed applicazioni)), o dei sistemi non lineari, o dei sistemi a parametri concentrati, o dei sistemi a parametri distribuiti, ecc. 


Notiamo che al medesimo sistema fisico o processo artificiale possono associarsi più sistemi dinamici a seconda di quali caratteristiche del sistema fisico vengono scelte per individuare i vari insiemi che compaiono nella definizione. E' di grande importanza la considerazione della coppia stato-tempo (x,t) con x appartenente a X e t appartenente a T, che chiamiamo evento, e di XxT che chiameremo l'insieme degli eventi. Tale coppia è stata denominata (prima della teoria moderna dei sistemi) in vari modi, tra i quali i più conosciuti sono la definizione di fase e di evento. Ricordiamo che in fisica è usuale la denominazione di evento ad ogni fenomeno che sia assimilabile al punto-istante (xyz-t), come abbiamo già visto nella teoria della relatività generale RG (questo nei modelli teorici ad esempio nel cronotopo, ma a livello pratico il fenomeno fisico è tanto più approssimabile ad un evento quanto più si verifica in un limitatissimo spazio (nelle immediate vicinanze di un punto) ed in un brevissimo intervallo temporale). Sappiamo anche che un tipico evento è il buco nero (in astrofisica, molto studiato da S. Hawking (1942-2018)), ossia un oggetto astronomico che ha subito un estremo collasso gravitazionale (da chiudere su se stesso la linea temporale denominata orizzonte dell'evento o degli eventi, che impedisce scambi di materia(M)-energia(E)-informazione(I)), ma qualcuno direbbe, ad esempio, che anche un'eclissi “istantanea” è un evento in xyz ed a t. 


Una volta che sia stato fissato un istante iniziale tau, uno stato iniziale x(tau) ed una funzione d'ingresso u(t), resta univocamente determinata la funzione di transizione ingresso-stato φ(t,tau,x(tau),u(.)), la quale si chiama movimento e può essere genericamente rappresentata nell'insieme XxT.  L'immagine del movimento, ossia l'insieme assunto da tutti i valori della funzione di transizione di stato, si denomina traiettoria (traiettoria dello stato). Considerazioni analoghe valgono per l'uscita y, dove la funzione η(t,x(tau)) è il movimento dell'uscita e la sua immagine è denominata traiettoria dell'uscita; ma in teoria dei sistemi il movimento e la traiettoria ineriscono essenzialmente allo stato. Tra i vari movimenti del sistema sono di particolare interesse i movimenti costanti, caratterizzati da x(t)=x, detto stato di equilibrio. Dunque, abbiamo l'insieme totale degli stati, di cui una parte è costituita dal sottoinsieme degli stati di equilibrio in tempo infinito. Analogamente per l'uscita y(t), ma non è detto che se un sistema è in uno stato di equilibrio, esso sia pure in un'uscita di equilibrio, o viceversa. Il concetto ed il problema della stabilità sono tra i più importanti di teoria dei sistemi, nonché tra i più importanti della tecnica di risoluzione dei sistemi di equazioni ed in tal senso erano già stati indagati da H. Poincarè (Jules Henri Poincaré, Nancy 1854, Parigi 1912, matematico e fisico teorico francese, che in particolare ha studiato il problema dei 3 corpi ed il problema della stabilità delle orbite planetarie, ma che ha dato innumerevoli contributi alla matematica ed alle scienze esatte tra cui i lavori sulla relatività), G. D. Birkhoff (George David Birkhoff, Overisel 1884, Cambridge 1944, matematico statunitense importante, noto soprattutto per quello che oggi è chiamato teorema ergodico), J. Hadamard (Jacques Solomon Hadamard, Versailles 1865, Parigi 1963, matematico francese, conosciuto soprattutto per la sua dimostrazione del teorema dei numeri primi), e A. M. Liapunov (Aleksandr Michajlovic Ljapunov o Lyapunov o Liapunov o Ljapunow, Jaroslavl' 1857, Odessa 1918, matematico e fisico russo, noto soprattutto per i suoi importanti risultati sulla stabilità dei sistemi dinamici). 


Nel 1927-28 R. K. Courant, O. Friedrichs, e H. Lewy, in un articolo apparso su Mathematische Annalen, sostennero che nel procedimento risolutivo, la sostituzione del modello analitico con un modello aritmetico non mantiene necessariamente la stabilità. Esistono infatti equazioni differenziali della fluidodinamica di cui non è stabile la soluzione ottenuta con l'equazione approssimata alle differenze finite. Sappiamo poi che H. H. Goldstine (Herman Heine Goldstine, Chicago 1913, Bryn Mawr Pennsylvania 2004, matematico ed esperto di scienza dei calcolatori, fu direttore di IAS Machine a Princeton University's Institute for Advanced Study ed aiutò lo sviluppo di ENIAC, poi lavorò in IBM) e John von Neumann, studiarono il problema della stabilità della soluzione di modelli aritmetici comportanti l'esecuzione automatica di numerose operazioni elementari, nella cui soluzione ritenevano che gli errori aumentassero proporzionalmente col numero stesso delle operazioni effettuate. Si introdusse allora il concetto di algoritmo di calcolo stabile e meno stabile, ovvero il concetto di stabilità numerica. 


Precedentemente Poincarè aveva indagato il problema della stabilità del sistema solare, studiando il movimento di un punto materiale P lungo una linea chiusa od all'interno della frontiera di una regione planare (se il punto materiale P descrivente una traiettoria, rientrava un numero infinito di volte dalla frontiera circolare o sferica centrata sulla traiettoria stessa, dopo esservi uscito, allora la traiettoria è stabile: il lettore noterà come, nonostante potrebbe sembrare il contrario, tale concetto di stabilità sia ancora estremamente rozzo, ad esempio un corpo potrebbe oscillare con ampiezza comunque grande che però ha valor medio sulla traiettoria). G. Birkhoff (Garrett Birkhoff, Princeton New Jersey 1911, Water Mill New York 1996, matematico USA, noto soprattutto per il suo lavoro circa lattice theory in algebra astratta del 1940), nel 1926, sul tema “Stabilità e periodicità nella dinamica”, sosteneva il concetto che la stabilità delle traiettorie dei moti in dinamica era legata alla periodicità delle stesse. Passando dalla stabilità della soluzione in dinamica a quella nel calcolo aritmetico, si trattava pur sempre di definire una distanza tra il risultato esatto ed il risultato approssimato ottenuto con tecniche e procedure di calcolo (per le matrici definite positive, la distanza è data dalla norma spettrale legata agli autovalori della stessa, la quale matrice poi è tanto meglio invertibile quanto più i suoi autovalori sono lontani dal valore 0). 


I fondatori del calcolo numerico automatico, Stanislaw Ulam (Leopoli 1909, Santa Fe 1984, matematico polacco che partecipò nel 1943 a Manhattan Project sostenendo la tesi Teller–Ulam per le armi nucleari contenenti in un unico involucro sia i componenti per la fusione che l'ordigno a fissione per l'innesco della reazione (e suggerendo il metodo Monte Carlo per la soluzione di complicati integrali presenti nella teoria delle reazioni nucleari, non sospettando che Fermi ed altri avessero comunque già fatto uso di metodi simili in precedenza), ma noto anche per aver inventato la propulsione nucleare ad impulso, per lo sviluppo di strumenti matematici in teoria dei numeri e degli insiemi, per la teoria ergodica e per la topologia algebrica) e J. von Neumann, fondazione avvenuta negli anni '40 e '50 del '900, erano particolarmente interessati alla soluzione e relativa discretizzazione delle equazioni differenziali e dei sistemi di equazioni differenziali dei modelli della fisica matematica, ossia delle equazioni della balistica, dell'idrodinamica, della termodinamica, ecc. Nella storia del calcolo numerico automatico, fin dalla sua nascita, sono presenti i temi della computabilità degli algoritmi, di algoritmo efficiente (ottenuto andando oltre la semplice teoria della calcolabilità per approdare ai metodi applicativi implementabili sui calcolatori automatici), ed il tema della stabilità della soluzione. Ma ritorniamo alla teoria della stabilità in teoria dei sistemi, in cui il problema della stabilità dell'equilibrio è un classico della disciplina e, semplicemente, esso consiste nell'esaminare se il comportamento perturbato di un sistema è “simile” a quello nominale, quando le perturbazioni sia piccole od infinitesimali ovvero quando tendono a 0; dove per movimento perturbato s'intende quello corrispondente ad una variazione dello stato iniziale e/o dell'ingresso a partire dall'istante iniziale (come vede il lettore ora la stabilità non è studiata solo analizzando le proprietà della traiettoria “naturale”, ma studiando le caratteristiche del movimento perturbato da disturbi comunque piccoli confrontandolo col movimento nominale, e ciò è necessario od almeno utile sia nelle applicazioni ingegneristiche che “nel sistema solare”). 


Per giudicare se il movimento nominale  ed il movimento perturbato sono simili, si verifica se, per t tendente ad infinito, il movimento perturbato tende asintoticamente al movimento nominale. Se si considerano solo perturbazioni dello stato iniziale, perveniamo allora all'importante definizione della stabilità del movimento di Liapunov (definizione necessaria per la corretta impostazione del problema della stabilità), ed applicabile a sistemi continui SC e discreti SD, dove l'insieme di stato è uno spazio vettoriale normato per il quale dunque è definibile una distanza. Nessi della stabilità si hanno con la stima del comportamento dinamico dei sistemi con lineari, coi problemi di ottimizzazione e col progetto dei sistemi di controllo automatico. Il criterio di stabilità, detto metodo diretto di Liapunov, che generalizza il noto criterio di stabilità legato al metodo variazionale di minima energia nei sistemi fisici (notiamo che la funzione V(x) di Liapunov all'uopo introdotta, nei casi più elementari è appunto l'energia totale del sistema, ed il metodo di Liapunov e la relativa funzione di Liapunov si potrebbero anche ritenere una notevole generalizzazione del teorema dell'energia totale dei sistemi), è un risultato teoricamente importante perché permette l'analisi della stabilità di uno stato di equilibrio o di un movimento, evitando la necessità di risolvere un'equazione differenziale od alle differenze per determinare il movimento stesso, questione generalmente difficile. Analogamente si introduce la stabilità dell'equilibrio e la stabilità della traiettoria. Molto sviluppato è lo studio della stabilità dei sistemi regolari, invarianti, a dimensione n finita, descritti cioè da n equazioni differenziali x(punto)=f(x,u) ossia derivata di x rispetto al tempo = f(x,u), a n elementi: vi definiamo il concetto di equilibrio isolato, il criterio di stabilità e di asintotica stabilità di Liapunov, di asintotica stabilità di Krasowskii, di instabilità di Liapunov e di Cetaev. Gli stessi criteri sono poi estesi ai sistemi discreti SD passando dal continuo al discreto. 


In generale nei sistemi fisici la perturbazione iniziale è dovuta alla presenza di cause minori (spesso note come rumori o disturbi, usualmente conoscibili solo per via statistica coi loro momenti), ossia perturbazione-disturbo-rumore agente sullo stato o sull'ingresso. Un teorema di I. Malkin afferma che la stabilità asintotica implica la stabilità (stabilità pratica) sotto persistenti perturbazioni, il qual fatto è utile nelle applicazioni poiché nelle applicazioni interessa maggiormente la stabilità che non la stabilità asintotica. La definizione di Liapunov riguarda la stabilità dello stato, ma per sistemi regolari invarianti ed a dimensioni finite, sotto ipotesi generalmente verificate, l'asintotica stabilità di un movimento dello stato implica l'asintotica stabilità del corrispondente movimento dell'uscita. Esistono teoremi anche sulla stabilità dei sistemi a parametri distribuiti e dei sistemi stocastici, ma fra gli sviluppi più importanti della stabilità, pure di grande interesse applicativo, vi è soprattutto lo studio della stabilità dei sistemi reazionati (reazionati negativamente), dato che la reazione negativa o feedback negativo può portare la stabilità in sistemi instabili. Nel contesto dei sistemi lineari si parla invece di stabilità (od instabilità) del sistema, oltre che di stabilità (od instabilità) del movimento. 


Pertanto la stabilità di un sistema lineare, di forma generale  derivata temporale di x(t)=F(t)x(t)+G(t)u(t)  per t reale, dove la derivata temporale di x(t) è indicata con x(punto)(t),  x(t+1)=F(t)x(t)+G(t)u(t)  per t intero, è un attributo della matrice di sistema F(t) e può essere analizzata studiando la stabilità dell'origine del sistema libero, ovvero quando u(t)=0, ossia  derivata temporale di x(t)=F(t)x(t)  per t reale,  x(t+1)=F(t)x(t)  per t intero. Condizione necessaria e sufficiente per l'asintotica stabilità di un sistema lineare invariante continuo è che per ogni matrice Q simmetrica e definita positiva esista una matrice P anch'essa simmetrica e definita positiva che soddisfi la seguente equazione (detta equazione di Liapunov)  F'P+PF=-Q. Un sistema lineare invariante è asintoticamente stabile se e solo se tutti gli autovalori della matrice F (sono numeri complessi) hanno parte reale negativa; è semplicemente stabile se e solo se tutti gli autovalori hanno parte reale non positiva e quelli con parte reale nulla (ne deve esistere almeno uno) hanno indice (o molteplicità) unitario; è instabile se e solo se esiste almeno un autovalore con parte reale positiva o un autovalore con parte reale nulla ad indice maggiore di 1. Il criterio di Hurwitz afferma che condizione necessaria e sufficiente per l'asintotica stabilità di un sistema lineare è che siano positivi tutti i minori principali della matrice di Hurwitz (Adolf Hurwitz, Hildesheim 1859, Zurigo 1919, matematico tedesco molto importante nella seconda metà del XIX sec). Una parte molto importante della teoria della stabilità è quella relativa allo studio dei sistemi complessi costituiti da 2 o più sottosistemi opportunamente interconnessi (quando il sistema complessivo è elementare ossia è formato soltanto da 2 sottosistemi, essi possono essere connessi-collegati in 3 modi ossia in cascata, in parallelo, in retroazione), teoria sviluppata soprattutto per i sistemi lineari, e di interesse sia teorico che evidentemente applicativo. Il risultato più generale dei sistemi in cascata (in una cascata, l'uscita del sottosistema precedente è l'ingresso del sottosistema successivo) ed in parallelo (tutti i sottosistemi hanno lo stesso ingresso), è, in ultima analisi, una generalizzazione dei sistemi in forma canonica di Jordan (una delle forme canoniche in cui la matrice F è una particolare tra le forme equivalenti, tale da esibire gli autovalori sulla diagonale principale oltre ad eventuali elementi 1 sulla pseudodiagonale (superiore)), in cui il sistema è decomposto in un certo numero di sottosistemi semplici (in funzione del numero degli autovalori di F): un sistema costituito dalla cascata o dal parallelo di due sistemi asintoticamente stabili è asintoticamente stabile. Collegando in vario modo sottosistemi in cascata e/o in parallelo si possono ottenere aggregati di sistemi a struttura molto complessa, tra i quali hanno grande importanza quelli nei quali è possibile ordinare i sottosistemi secondo livelli gerarchici che godono della proprietà che un sottosistema di un certo livello influenza soltanto sottosistemi di livello gerarchico più basso, ed è influenzato esclusivamente da sottosistemi a livello gerarchico superiore (in tali strutture gerarchiche non esistono cicli o percorsi chiusi di segnale, ed i segnali sono applicati solo in discesa lungo i livelli). Il terzo tipo di collegamento elementare di sistemi è il collegamento di retroazione che costituisce la più semplice struttura con un ciclo. 


Il concetto di retroazione (retroazione negativa per la stabilità, retroazione positiva ottenendo invece instabilità), il quale è senza dubbio uno dei concetti di maggior successo nelle applicazioni (ricordiamo, ad esempio, solo gli amplificatori reazionati, modelli di sistemi di processo reazionati, sistemi di controllo automatico industriali-spaziali-militari-ecosistemici-ecc., strutture gerarchiche organizzative reazionate, ecc.), è legato ad un tal numero di metodologie e di risultati da dar luogo ad un settore a sé e di grande importanza di teoria dei sistemi (ossia teoria dei sistemi reazionati), e che costituisce la parte più considerevole delle discipline dette teoria dei controlli automatici e teoria della regolazione (sviluppate sia con approccio ai sistemi assiomatico che introduce il concetto di stato, che con approccio più classico dove la grande protagonista è la funzione di trasferimento ingresso-uscita F(s) o la matrice di trasferimento ingresso-uscita M(s) nel dominio delle frequenze complesse), e, con maggior riguardo alle applicazioni, di controllo dei processi e di ingegneria dei controlli. 


Due sistemi si dicono uno in retroazione all'altro, se tramite altri due blocchi supplementari (uno all'ingresso ed uno all'uscita), l'ingresso del blocco diretto (di andata) è funzione sia dell'ingresso del sistema sia dell'uscita del blocco di reazione, il cui ingresso poi è funzione dell'uscita del sistema. Nei sistemi complessi con molti blocchi variamente collegati in cascata-parallelo-retroazione, i collegamenti in retroazione possono essere numerosi, anche annidati uno dentro l'altro, rendendo estremamente difficile l'analisi matematica dei sistemi e la loro sintesi-progettazione (è soprattutto la retroazione che collega molte uscite di blocchi interni a molti ingressi di altri blocchi, che rende complicati i calcoli delle matrici ricavate). Particolarmente significativa per la chiarezza dell'esposizione è la teoria dei sistemi lineari invarianti del 2° ordine i cui movimenti e traiettorie sono descritti nel piano. 


Per i sistemi discreti, analogamente affermiamo che, condizione necessaria e sufficiente per l'asintotica stabilità del sistema  x(k+1)=Fx(k) è che per ogni matrice Q simmetrica e definita positiva ne esista una P, anch'essa simmetrica e definita positiva, tale che F'PF-P=-Q. Condizione necessaria e sufficiente per l'asintotica stabilità del sistema discreto è che tutti gli autovalori della matrice di sistema F siano in modulo minori di 1; condizione sufficiente per la sua instabilità è che esista un i tale che il modulo di ai (a pedice i) sia maggiore del coefficiente binomiale di n su i, ossia (n i), dove n è l'ordine dei sistema, ai sono i coefficienti del polinomio caratteristico di F nonché dell'equazione differenziale del sistema; condizione necessaria e sufficiente per la semplice stabilità è che gli autovalori di F siano in modulo non maggiori di 1 e quelli in modulo uguali a 1 (ne deve esistere almeno uno) siano radici semplici del polinomio minimo di F. Tutti questi risultati sono applicabili anche ai sistemi non lineari, dopo loro linearizzazione (mediante lo sviluppo in serie di potenze di Taylor e considerando solo i termini di 1° grado), per descrivere il movimento in un intorno dello stato di equilibrio o del movimento esaminato. Dunque lo studio della stabilità dell'equilibrio (in piccolo, ossia nell'intorno infinitesimale del punto di equilibrio, come qui si è fatto) di sistemi lineari e non lineari anche a grandi dimensioni può essere portato a termine con tecniche di calcolo di autovalori o con metodi equivalenti, senza far ricorso alla teoria della funzione di Liapunov (ed ovviamente senza calcolare la funzione di movimento dello stato), la quale funzione di Liapunov diviene invece insostituibile nello studio della stabilità dell'equilibrio in grande, ossia per grandi perturbazioni dello stato iniziale (ciò ha pure interesse applicativo); e questo risulta essere il vero problema della stabilità, il cui risultato fondamentale dovuto a J. P. La Salle, non è che una semplice estensione della teoria di Liapunov ed è alla base di tutti i metodi per lo studio della stabilità in grande: il metodo basato sull'equazione di Liapunov, il metodo del gradiente, ed il metodo di Zubov. Il teorema di LaSalle (o principio di invarianza di LaSalle, o teorema dell'insieme invariante o teorema di Krasovskii-LaSalle) serve per l'asintotica stabilità di un sistema dinamico che estende il criterio di Ljapunov, ed esso consente di verificare la stabilità asintotica di un punto di equilibrio nei casi in cui il criterio di Liapunov garantisce soltanto la stabilità semplice, e consiste nel trovare una funzione che definisce una regione dello spazio delle fasi contenente gli insiemi limite delle traiettorie percorse dal sistema. 


Per ciò che attiene ai sistemi non lineari è importante indagare gli stati di equilibrio multipli, isolati o non isolati; i sistemi del 2° ordine ed in particolare i teoremi di Bendixon e Poincarè; l'andamento oscillatorio, le biforcazioni e le catastrofi. Interessante è il funzionamento caotico dei sistemi non lineari, e l'analisi della geometria frattale la quale sostanzialmente studia oggetti geometrici, in particolare elementi di curve, la cui dimensione è data da un numero frazionario. Molti problemi di ottimizzazione relativi a sistemi dinamici quali, ad esempio, il progetto di un sistema di regolazione, possono essere ricondotti al problema della scelta di un certo numero di parametri liberi influenzanti la dinamica del sistema stesso, in modo tale che venga minimizzato (o massimizzato, secondo i casi) in certo indice di funzionamento dinamico del sistema, che implica una relazione tra stabilità e teoria dell'ottimizzazione. Un altro interessante nesso si trova tra la teoria di Liapunov e la teoria del controllo in tempo finito, ossia del problema, dato un sistema lineare asintoticamente stabile, con tanti ingressi quante variabili di stato (m=n) e con la matrice della trasformazione d'ingresso G non singolare, di determinare una legge di controllo u=u(t) in modo tale che il sistema reazionato con tale blocco di controllo abbia la proprietà che tutte le traiettorie raggiungano l'origine in tempo finito. In molte applicazioni è poi importante poter fare delle considerazioni riguardanti la stabilità in grande di un movimento, in sistemi varianti (per esempio, al movimento di aeromobili telecomandati, in cui i parametri del sistema variano nel tempo), come pure ricordare i risultati raggiunti nello sviluppo di teoria dei sistemi reazionati non lineari. Uno degli aspetti più importanti di teoria dei sistemi è il problema della controllabilità e della raggiungibilità ; il controllo è legato alla possibilità di trasferire lo stato di un sistema ad uno stato prefissato (o stato obiettivo) detto stato zero, mentre la raggiungibilità riguarda la possibilità duale (ma in generale scorrelata con la controllabilità, tranne che per sistemi lineari invarianti) di poter raggiungere qualsiasi stato partendo da stato zero. Per i sistemi lineari invarianti e continui e per un'importante classe di sistemi discreti ed invarianti (ossia la classe dei sistemi a segnali campionati) è poi vero, che ogni stato controllabile è anche raggiungibile, per cui gli stati trasferibili allo stato zero coincidono con gli stati raggiungibili dallo stato zero. 


Tali problemi della controllabilità e della raggiungibilità sono strettamente correlati coi problemi della stabilità, della stabilizzabilità, con la sintesi del regolatore, con la teoria delle relazioni ingresso-uscita  (tra cui le funzioni di trasferimento) col problema della realizzazione minima ed il problema della stabilità esterna. Dato lo spazio di stato X, possiamo definire i sottospazi di controllabilità, di raggiungibilità, di non controllabilità, e di non raggiungibilità. Un sistema lineare continuo è completamente controllabile e raggiungibile se e solo se il rango della matrice K di raggiungibilità, costruita con le matrici di sistema F e d'ingresso G (ed escluso per i sistemi discreti, anche matrice di controllabilità) è massimo, ossia è pari all'ordine n del sistema che è anche l'ordine n della sua equazione differenziale. Come per la stabilità, anche per il problema della raggiungibilità esistono particolari forme canoniche (cioè particolari forme delle matrici che definiscono il sistema: per la raggiungibilità la matrice di sistema F e d'ingresso G; per la stabilità solo F) che mettono in evidenza in modo diretto le proprietà di raggiungibilità del sistema stesso: la forma canonica di Kalman, la forma canonica di controllo. Riguardo Kalman diciamo che Rudolf Emil Kálmán (Budapest 1930, Gainesville 2016), è stato un ingegnere e matematico ungherese naturalizzato statunitense, andato in USA nel 1943 con studi al MIT, divenuto molto famoso nel mondo dell'ingegneria, il quale, come abbiamo scritto altrove, ha dato fondamentali contributi alla teoria dei sistemi dinamici lineari (stabilità di sistemi a tempo continuo e discreto, introduzione delle nozioni di controllabilità ed osservabilità, la decomposizione strutturale canonica di Kalman, la teoria del controllo ottimo, ecc.). 


Se un sistema S costituito da N sottosistemi Si è completamente raggiungibile, allora tutti i suoi sottosistemi sono completamente raggiungibili. Mentre si possono ottenere sistemi asintoticamente stabili per mezzo di connessioni di sottosistemi singolarmente instabili (la stabilità è una proprietà che si può acquisire ed anzi un sistema si può stabilizzare, basterebbe collegarvi opportunamente un sottosistema Si per ottenere una matrice F del sistema complessivo S con tutti gli autovalori a parte reale negativa laddove non tutti gli autovalori di Fi di Si avevano parte reale negativa), non è possibile in alcun modo connettere sistemi non completamente raggiungibili per ottenere un sistema completamente raggiungibile (la raggiungibilità è una proprietà che si può solo perdere). Il problema della determinazione della legge di controllo deve essere risolto se si vuole poi risolvere il problema della sintesi del regolatore, consistente in due sottoproblemi: quello della legge di controllo e quello della stima dello stato. Nell'ambito dei sistemi dinamici regolari, spesso la determinazione della legge di controllo viene attuata risolvendo un opportuno problema di ottimizzazione, minimizzando un certo funzionale (detto anche cifra di merito CdM, metodo usato questo in economia, in ingegneria e forse anzi anche in altri campi, a volte detta anche “figura di merito” dall'inglese “figure of merit” o FOM) che traduce in termini di “costo” lo scostamento del funzionamento reale del sistema dal tipo di funzionamento desiderato (in generale irrealizzabile a causa dei vincoli cui è soggetto il sistema). 


La soluzione di questo problema è, in generale, teoricamente estremamente complessa comportando il calcolo delle variazioni (con due valori di frontiera), od il principio del massimo di Pontryagin (Lev Semyonovich Pontryagin o Pontriagin o Pontrjagin, Moscow 1908, Moscow 1988, matematico sovietico; il principio del massimo o del minimo di Pontryagin (di cui l'equazione di Eulero-Lagrange sarebbe un caso particolare) è un risultato di teoria del controllo ottimo (ottenuto  nel 1956 da Pontryagin assieme ai suoi studenti) e consiste nell'identificazione delle condizioni necessarie per realizzare il controllo ottimo che porti un sistema dinamico da uno stato ad un altro stato (in presenza di vincoli), onde quando è soddisfatto dà una condizione necessaria per dimostrare l'ottimo del movimento, ma tale condizione non è tuttavia sufficiente (l'equazione di Hamilton-Jacobi-Bellman sarebbe una condizione necessaria e sufficiente per un controllo ottimale, ma questa condizione dovrebbe essere verificata per tutto lo spazio degli stati X mentre il principio del massimo restringe la scelta; diciamo che il principio di Pontryagin afferma che la funzione obiettivo, o hamiltoniana, deve necessariamente raggiungere un estremante(massimo o minimo) tra tutti i controlli ammissibili), oppure la teoria della programmazione dinamica. Per leggi di controllo di tipo  u=Kx+v, la retroazione, mentre può apportare la stabilità (la stabilizzazione di sistemi instabili, infatti nella gran parte dei casi, si ottiene proprio con la reazione, e nel caso di sistemi elettrici e circuiti elettrici-elettronici spesso basta una rete di reazione (a volte detta rete correttrice) composta di qualche resistore ed un paio di condensatori soltanto, collegata tra uscita ed ingresso (si vedano altrove i 4 tipi di reazione TT-TC-CT-CC dei circuiti elettrici ad esempio negli amplificatori reazionati)), tale retroazione non può ne creare né distruggere la controllabilità. 


Problemi di stabilizzazione di sistemi a 1 od a m ingressi, risolvibili mediante la scelta degli autovalori della matrice del sistema reazionato F+gk', ossia fissando le radici del relativo polinomio caratteristico perché abbiano le parti reali come desiderato, si incontrano ad esempio nel progetto dei sistemi meccanici di locomozione (un sottosistema robotico), per cui un primo problema è la stabilizzazione dello stato di equilibrio di “robot a riposo” con posizione costante e velocità nulla di tutte le sue parti-corpi rigidi: per un robot pesante lo stato di equilibrio è uno stato (evidentemente) instabile dato che ha le “gambe” sotto il proprio baricentro mentre la proiezione verticale del baricentro stesso non cade necessariamente nel poligono di base (e dato che coi parametri variabili la semplice stabilità non può essere mantenuta occorre correggere continuamente la posizione del baricentro, legata, in senso matematico, ai valori degli autovalori di F). 


Il problema dell'osservabilità consiste nella determinazione dello stato del sistema a partire dalla rilevazione delle grandezze esterne (grandezze di ingresso e grandezze d'uscita) limitatamente all'intervallo tra l'istante iniziale e l'istante t, ed al riguardo si individuano i due problemi dell'osservazione dello stato e della ricostruzione dello stato. Definiamo anche i sottospazi di osservabilità, di ricostruibilità, di non osservabilità e di non ricostruibilità. Le dimensioni del sottospazio di osservabilità sono uguali al rango della matrice O di osservabilità (costruita partendo dalla matrice di sistema F e dalla matrice della trasformazione d'uscita H), e se il rango di O è massimo, ossia n, allora il sistema è completamente ricostruibile e completamente osservabile. Mettiamo in evidenza la dualità tra i concetti di controllabilità-raggiungibilità da un  lato ed i concetti di osservabilità-ricostruibilità dall'altro lato: il principio di dualità afferma che il sottospazio di raggiungibilità di un sistema lineare invariante S (di matrici sistema-ingresso-uscita F,G,H) coincide con il sottospazio di osservabilità del suo sistema lineare invariante duale S' (di matrici sistema-ingresso-uscita F'-H'-G', da cui si nota lo scambio di matrici G-H oltre all'inversione). 


Così molti problemi di osservabilità (per esempio, la stima dello stato, effettuata osservando-calcolando-misurando le uscite) possono essere trattati, ricorrendo alla dualità, come problemi di raggiungibilità (per esempio, la legge di controllo, attuata pilotando gli ingressi). Come per la raggiungibilità, così esistono le forme cenoniche per mettere in evidenza le proprietà di osservabilità riguardanti le matrici F e H: la forma canonica di Kalman, la forma canonica di osservazione (duale della forma canonica di controllo). Il problema della stima dello stato, può essere affrontato con la stima asintotica dello stato, che per sistemi lineari invarianti si ottiene connettendo in modo opportuno al sistema un sistema lineare ed invariante detto lo stimatore asintotico, strettamente correlato alla proprietà di osservabilità del sistema S, dato che il problema della stima asintotica dello stato è esattamente il duale del problema della legge di controllo. Lo studio degli stimatori asintotici (la loro denominazione corretta dovrebbe essere ricostruttori asintotici) è la base del problema e della teoria del filtraggio ottimo. Lo stimatore-ricostruttore è un sistema dinamico che ha come suo ingresso u(t) e y(t) (ossia ha in ingresso l'ingresso u del sistema e l'uscita y del sistema, quali variabili esterne del sistema S) e dà in uscita la stima dello stato, la quale tende asintoticamente allo stato x(t) per qualunque u(.) e per ogni stato iniziale. 


Tale problema richiede di determinare una matrice L, del sistema, con matrice data da F+LH, in modo tale che i suoi autovalori assumano valori assegnati. La teoria della stima dello stato, a differenza che nel caso qui accennato di sistemi deterministici, è stata invece molto sviluppata con riferimento ai sistemi stocastici, e ciò è giustificato dal fatto che in numerose applicazioni (per esempio, nei sistemi di comunicazione, telecomunicazione, e trasmissione) le grandezze esterne del sistema non sono misurabili deterministicamente a causa dell'errore degli strumenti di misura (1 %, 1 per mille, 1 ppM, secondo i casi di misure ed applicazioni, ma comunque errore sempre presente), della presenza di vari tipi di rumore definibili in modo aleatorio probabilisticamente con medie, varianze, potenze, ecc. 


Conoscendo alcune caratteristiche statistiche di tali processi stocastici, il problema della stima dello stato può ancora essere risolto in maniera soddisfacente con la moderna teoria del filtraggio che porta a sintetizzare stimatori-ricostruttori analoghi ai precedenti, come per esempio il filtro di Kalman-Bucy inizialmente non accolto bene ma poi teoria e filtro divenuti di grande successo (abbiamo detto che il filtro di Kalman (continuo-analogico e discreto-numerico) è un efficiente filtro ricorsivo che valuta lo stato di un sistema dinamico in presenza di rumore a partire da misure (filtro ottimo quando i rumori-disturbi sono di tipo gaussiano a media nulla, che vanno aggiunti a x(punto)(t) ed a y(t) quali vx(t) e vy(t) nelle equazioni del sistema lineare), la sua progettazione, per quanto detto, sarebbe la progettazione duale del regolatore lineare quadratico LQR, ed è impiegato come ricostruttore dello stato x(t), come osservatore dello stato, come loop transfer recovery LTR, come sistema di identificazione parametrica, ecc.; è stato sviluppato da Rudolf E. Kalman (1960), e Bucy (1961), senza dimenticare Thorvald Nicolai Thiele (non saprei) e Peter Swerling (1958) che in precedenza avevano già sviluppato un algoritmo simile, laddove Stanley Schmidt sembra sia stato il primo a sviluppare una realizzazione pratica di un filtro di Kalman (questo avvenne nel 1967 durante una visita di Kalman al Centro di Ricerche Ames della NASA, ed in quell'occasione Schmidt lo applicò al problema della “stima delle traiettorie di volo” entro il programma Apollo e fu integrato nei programmi caricati nel calcolatore di bordo della nave Apollo (non saprei se pure nei programmi del calcolatore del modulo di discesa Eagle al tempo di Apollo 11); poi dopo il filtro semplice di Kalman-Bucy, sono stati sviluppati altri filtri per il filtraggio ottimo come il filtro esteso di Schmidt, il filtro di informazione, diversi filtri a radice quadrata sviluppati da Bierman, Thornton e da molti altri, ed aggiungiamo che è pure un filtro di Kalman numerico anche l'anello ad aggancio di fase (Phase-locked loop, PLL) utilizzato in radiofonia-calcolatori-trasmissioni dati, e qui citato può volte). 


Il lettore saprà che c'è la teoria (e teorie anche più assiomatiche di queste), e ci sono le numerose applicazioni civili-domestiche-industriali-professionali-spaziali-militari, quindi non si meraviglino molto coloro che, andando entro i reparti di note Aziende del settore che progettano e costruiscono sistemi di controllo e robot industriali, e chiedendo a coloro che sono circondati da un gran numero di circuiti integrati IC, di processori da programmare, da sofisticata strumentazione di misura e da monitor di PC, “come hanno affrontato il problema della stima dello stato in presenza di rumori”, sentirsi invece rispondere che “glielo potranno dire magari la prossima volta quando andranno a votare”, e non solo da parte di makers che stanno mettendo a punto la loro scheda Arduino; stiamo scherzando ma non troppo. Il problema della stima dello stato di sistemi stocastici è poi correlato con il problema dell'identificazione del modello del sistema a partire da rilevazioni di funzioni di ingresso-uscita In-Out. Semplicemente un processo stocastico è una successione di variabili casuali con la quale si intende rappresentare un sistema che si sviluppa nel tempo e nello spazio secondo le leggi di teoria della probabilità. 


Oppure sia dato un esperimento E individuato dai suoi risultati formanti lo spazio S, da certi sottosistemi di S chiamati eventi, e dalla probabilità di questi eventi. A ciascun risultato assegniamo, in accordo con certe regole, una funzione del tempo (reale o complessa): abbiamo così creato una famiglia di funzioni, una per ciascun risultato, la quale costituisce un processo stocastico (come, ad esempio, le funzioni segnali dei parlatori telefonici associati a dati eventi del sistema di comunicazione-trasmissione). Dati due processi stocastici x(t) e y(t), possiamo definire la loro somma, differenza, prodotto, divisione(y diverso da 0), o le loro derivate, i loro integrali, ecc. Per esempio x(t) può rappresentare il moto irregolare di una particella, dovuto al suo urto con il mezzo circostante (ossia il noto processo stocastico detto moto browniano, nome derivato da Robert Brown (Montrose 1773, Londra 1858, botanico britannico il quale per primo nel 1827 osservò al microscopio alcuni granelli di polline in sospensione nell'acqua all'interno dei vacuoli eseguire un moto continuo e frenetico, e poi notò lo stesso moto nelle particelle di polvere). 


Oppure supponiamo che il nostro esperimento consista, per esempio, nella fabbricazione di generatori di tensione sinusoidali, dove l'ampiezza, la frequenza e la fase sono variabili aleatorie dipendendo dal generatore scelto. Oppure ancora nel lancio di una moneta, definiamo x(t)=sent se esce “t”, x(t)=t se esce “c”, al tempo t. Un esempio importante e fondamentale di processo stocastico a variabile continua è costituito dal processo di Poisson, impiegato come modello probabilistico nello studio di svariati problemi fisici legati ad eventi casuali (infatti il processo di Poisson è un processo in cui il tempo t è continuo (ed è uno dei più famosi processi di Lévy, ed anche un esempio di catena di Markov a t continuo), il corrispondente processo con tempo t discreto è il processo di Bernoulli)). Un processo stocastico può essere definito come il segnale d'uscita s(t) di un sistema lineare S, per un certo segnale d'entrata z(t), e risposta impulsiva h(t). Il più semplice esempio di processo stocastico a variabile discreta è costituito dalle passeggiate a caso, dove si ipotizza che la variabile casuale descriva la posizione assunta, al tempo t, da un punto in movimento, oppure si suppone che i lanci di una moneta avvengano ogni T secondi ed in loro corrispondenza si rappresenti un gradino, verso l'alto o verso il basso, a seconda che l'esito del lancio sia “t” o ”c”. Un importante processo normale (la cui variabile è a distribuzione normale o gaussiana) non stazionario è il processo di Wiener-Lèvy w(t), o moto browniano, e può essere sviluppato come limite della passeggiata a caso per T tendente a 0; in altre parole tale processo normale è un processo stocastico con incrementi stazionari ed indipendenti e può rappresentare il moto di un punto i cui movimenti successivi siano indipendenti e siano identicamente distribuiti su intervalli temporali di uguale lunghezza, e dunque è una versione continua della passeggiata aleatoria quando gli intervalli tendono a 0. Il teorema di Wiener-Lévy è un teorema dell'analisi di Fourier il quale afferma che una funzione di una serie di Fourier assolutamente convergente ha (e dà) una serie di Fourier assolutamente convergente sotto alcune condizioni. 


Ricordiamo anche il matematico Paul Pierre Lévy (Parigi 1886, Parigi 1971, matematico francese con numerosi contributi in teoria della probabilità di cui fu tra i maggiori esponenti del XX sec insieme a Gyorgy Pólya e Andrej Kolmogorov). Abbiamo il processo detto trasmissione binaria semicasuale consistente nel lanciare una moneta non truccata un numero infinito di volte, in cui x(t)=1 se compare “t” all'n-esimo lancio, x(t)=-1 se compare “c” all'n-esimo lancio per (n-1)T <t<nT. Un processo stocastico reale x(t) è statisticamente determinato se sono note le sue funzioni della distribuzione di ordine n-esimo. In prima approssimazione si può affermare che un processo x(t) è di tipo markoviano o markoffiano se, noto il presente, l'andamento passato non influenza l'andamento futuro del processo stesso. Un processo è normale se le variabili aleatorie  x(t1),...,x(tn),  sono normali miste per qualunque valore di n,t1,...,tn, e la statistica di un processo normale è completamente determinata, se sono noti il valor medio e la funzione di autocorrelazione R(t1,t2) o l'autocovarianza C(t1,t2). Definiamo un processo x(t) stazionario in senso stretto, se la sua statistica non cambia traslando comunque l'origine dei tempi; definiamo pure i processi stazionari di ordine 2, stazionari di ordine k, stazionari in senso lato, asintoticamente stazionari, periodicamente stazionari, secondo le condizioni volute di stazionarietà... seppure il lettore in questo libro incontrerà soprattutto i processi stazionari sinusoidali. Dato x(t), definiamo la trasformazione T di x(t) in y(t), ossia y(t)=Tx(t), dove y(t) può essere considerato come il segnale d'uscita di un sistema definito da T (la trasformazione T è di tipo deterministico o casuale a seconda che gli elementi corrispondenti ai coefficienti della sua equazione differenziale siano deterministici o casuali), che ha per segnale d'ingresso x(t). 


Quindi la risposta dei sistemi a segnali di ingresso stocastici è uguale alla risposta a funzioni ordinarie, mentre la casualità si manifesta nella scelta di un particolare segnale d'ingresso, e non nella natura di tale segnale, o nel tipo di risposta del sistema. Affermiamo che se x(t) è stazionario in senso stretto (o stazionario di ordine k), allora anche il segnale d'uscita y(t) è stazionario in senso stretto (o stazionario di ordine k). Si incontrano nell'elaborazione dei segnali, derivate ed integrali di processi stocastici, i quali come per le funzioni ordinarie, sono operazioni di passaggio al limite (normalmente definiti in media quadratica). 


Definiamo la continuità con probabilità 1, la continuità in probabilità od in media quadratica, e la continuità della media. Un'equazione differenziale ordinaria stocastica è tale se sia l'incognita y(t) che il termine noto x(t) sono processi stocastici. Definiamo la derivata stocastica e l'integrale stocastico definito (nel senso di Riemann) o con l'usuale significato di area. Particolarmente importanti sono le definizioni (per i processi stazionari reali) delle medie temporali. Di grande interesse ed utilità è il concetto di ergodicità, ed in particolare esso tratta il problema della determinazione della statistica di un processo x(t) da una sola osservazione: x(t) è ergodico nella forma più generale, se (e con probabilità 1) tutte le sue proprietà statistiche possono essere determinate per mezzo di una singola funzione del processo. Poichè i vari parametri statistici sono espressi come medie temporali, quanto detto sopra viene spesso presentato nella seguente forma: x(t) è ergodico, se le medie temporali sono espresse come medie di insieme (e cioè ai valori aspettati), e c'è nei processi ergodici questa corrispondenza caratteristica tra medie d'insieme e medie in senso temporale. Lo spettro di potenza S(ω) di un processo stocastico stazionario x(t), come di un segnale deterministico, è definito come la trasformata di Fourier dell'autocorrelazione R(tau)=Rxx(tau) (ossia R pedici xx di tau) e non è connesso con la rappresentazione armonica del segnale stesso (guardando le definizioni e le applicazioni c'è un vantaggio a definite la trasformata FT dell'autocorrelazione del segnale-funzione invece che del segnale-funzione). Lo spettro di potenza incrociato Sxy(ω) di due processi x(t) e y(t) è la trasformata di Fourier della loro correlazione incrociata Rxy(tau). Se x(t) e y(t) sono due processi ortogonali, allora sia la loro correlazione incrociata che il loro spettro incrociato sono nulli. Sia dato un sistema lineare, avente come risposta impulsiva h(t), la cui funzione di sistema (o funzione di trasferimento), come già scritto, è data dalla trasformata di Fourier H(jω). Se applichiamo all'ingresso di tale sistema un processo x(t), otteniamo all'uscita il processo y(t) che risulta dato dall'integrale di convoluzione di x(t) e h(t) ossia dall'integrale di convoluzione del processo con la risposta impulsiva (convoluzione detta anche prodotto integrale di x(t) e y(t)), oppure il processo d'uscita y(t) lo si può ottenere come antitrasformata di Y(jω), la quale Y(jω) è data dal prodotto della trasformata del processo all'ingresso X(jω) e della trasformata della funzione di sistema H(jω), ossia Y(jω)=X(jω)H(jω). Servendosi di un rumore bianco, di spettro Sxx(jω)=1, come segnale d'entrata, si otterrà all'uscita Y(jω)=H(jω), e dunque si può misurare sperimentalmente la risposta impulsiva h(t) di un sistema, mediante una media temporale. 


Naturalmente (e dualmente), è possibile determinare H(jω) frequenza per frequenza con misure sul segnale di ingresso x(t), ossia X(jω), e sulla risposta in uscita y(t), ossia Y(jω); nota tecnica detta risposta in frequenza. Il nome di spettro di potenza dato a S(ω) è giustificato dal fatto che l'area sottesa da S(ω)/2π è uguale alla potenza media del processo x(t), infatti la potenza media del processo x(t) è data dall'integrale in frequenza di S(ω) uguale all'integrale nel tempo del quadrato di x(t), mettendo a posto i fattori di razionalizzazione dovuto ciò alle definizioni iniziali (ad esempio in questa sezione, sull'asse delle frequenze abbiamo ω invece di f). Per definizione la trasformata di Hilbert del processo x(t) è identica alla convoluzione di x(t) con 1/πt, ossia è data anche come prodotto tra X(jω) e H(jω)=-j|+j. dove la risposta impulsiva h(t) non fa quindi che ruotare di π la fase di ogni riga dello spettro, ovvero all'uscita di un filtro di quadratura al cui ingresso inviamo x(t); tali filtri di segnale in quadratura (e relativa trasformata di Hilbert) sono impiegati in comunicazioni-telecomunicazioni elettriche, ed anche in campo militare ad esempio nei sonar per la collimazione dei bersagli. 


Esistono processi limitati in banda i cui spettri sono nulli al di fuori di certe regioni dell'asse ω: tali processi possono essere ottenuti filtrando il rumore bianco mediante opportuni filtri, ed allora abbiamo il processo passa basso PB, passa alto PA, passa banda PB, il processo monocromatico se costituito da due impulsi in ω=+/-ωo, ed il processo di modulazione angolare. Una delle principali applicazioni della teoria della probabilità è la stima di una quantità aleatoria, medianti alcuni dati disponibili. Una soluzione ottima di questo problema è, in generale, molto difficile da ottenersi analiticamente. Essa può tuttavia essere considerevolmente semplificata, qualora sui dati siano possibili operazioni lineari e se l'appellativo “ottimo” è interpretato nel senso dei minimi quadrati (OLS, Ordinary Least Squares); in tal caso si parla di stima lineare nel senso dei minimi quadrati. Questo problema fu considerato e risolto per la prima volta da N. Wiener (Norbert Wiener, Columbia 1894, Stoccolma 1964, matematico e statistico statunitense), ed indipendentemente, più o meno nel medesimo periodo (1940) da A. N. Kolmogorov (Andrej Nikolaevic Kolmogorov, Tambov 1903, Mosca 1987, matematico sovietico). La sua soluzione è basata unicamente sul principio di ortogonalità, che può essere facilmente esteso ai processi stocastici; i vari problemi della stima, apparentemente non collegati tra loro, sono così trattati come applicazioni di tale principio, senza bisogno di invocare il calcolo delle variazioni o tecniche matematiche più avanzate e difficili. 


Tra i principali problemi abbiamo quello della predizione (o “predizione”), del filtraggio, della “stima integrale”, ed il problema dell'interpolazione. Se lo stimatore deve commettere un “piccolo errore”, possiamo, per esempio, richiedere che la probabilità d'errore non ecceda un valore numerico assegnato ma questo porterebbe a difficoltà analitiche, mentre l'unico criterio che può essere favorevolmente e ragionevolmente considerato è la minimizzazione dell'errore nel senso dei minimi quadrati (stima lineare (o stima non lineare sui dati, che però comporta difficoltà pratiche ed analitiche, per cui sarebbe meglio ricorrere ad esempio alle librerie MINUIT o Gnu Scientific Library) nel senso dei minimi quadrati), ed in tal caso lo stimatore sarà un operatore lineare L(x(t))), ossia rendere minimo il valor medio del modulo al quadrato della differenza di g(t) e la sua stima (in altri termini minimizzare il quadrato della distanza euclidea tra due successioni quella dei dati e quella della stima). Diciamo che una successioni sn (ossia s pedice n) di variabili aleatorie è una successione di Markov in senso lato, se la stima lineare nel senso dei minimi quadrati di s in funzione di tutte le variabili aleatorie precedenti s(n-1),s(n-2),..., è uguale alla stima lineare nel senso dei minimi quadrati, in funzione di s(n-1) soltanto. Ricordiamo anche il grande matematico Andrej Andreevic Markov (Rjazan' 1856, San Pietroburgo 1922, matematico e statistico russo, con contributi in teoria dei numeri, analisi matematica, calcolo infinitesimale, teoria della probabilità e statistica, ma soprattutto noto per il particolare processo stocastico senza memoria detto appunto processo markoviano o catena di Markov o processo di Markov). 


In parole più semplici, una successione, od una catena, di Markov è un processo stocastico la cui evoluzione è influenzata solo dallo stato presente e non dalla storia e stato passato; se il processo è continuo si parla più propriamente di processo markoviano, L'idea centrale della teoria del filtraggio recursivo o ricorrente delle successioni di Markov in senso lato (teoria del filtraggio dovuta a Kalman) è basata sul teorema per cui la stima lineare nel senso dei minimi quadrati del vettore segnale sn, in funzione del vettore dati xn,x(n-1),...,x1, è data da una combinazione lineare, tramite due costanti da determinare della stima di s(n-1) e dei dati xn. Abbiamo definito gli spettri come trasformate di correlazioni, ma un processo stocastico può essere espresso come sovrapposizioni di esponenziali, tramite l'analisi armonica, e considerando pure l'importanza degli sviluppi in serie. 


Purtroppo tale analisi non è semplice, e la difficoltà non è tanto dovuta alla aleatorietà delle varie quantità, ma al fatto che, almeno nel caso dei processi stazionari, i segnali hanno energia infinita, pertanto la loro trasformata ordinaria di Fourier non può esistere. Potranno però essere analizzati armonicamente dalla trasformata generalizzata G(ω) (il quale risulta un processo stocastico determinato a meno di una costante) di x(t), definita da un integrale contenente due frequenze. Abbiamo dunque gli sviluppi in serie di processi non periodici, lo sviluppo di Karhunen-Loève, lo sviluppo di Fourier approssimato coi coefficienti non correlati, l'usuale trasformata X(ω) di processi stocastici (quando l'integrale esiste), l'analisi armonica generalizzata. 


Le caratterizzazioni statistiche complete di un processo sono in genere complicate specificamente nello studio dei sistemi. Anche se le distribuzioni di ordine n del segnale d'ingresso fossero note, non esiste un modo abbordabile per determinare le corrispondenti distribuzioni del segnale d'uscita, con l'esclusione dei processi normali-gaussiani. Un processo stocastico reale x(t) è detto normale, se le sue variabili aleatorie sono normali miste, e sappiano che applicando un tale processo all'ingresso di un sistema lineare con risposta impulsiva h(t), otteniamo in uscita un processo normale y(t) che risulta la convoluzione di x(t) e h(t), e se H(jω) è la funzione di sistema diversa da 0 solo in una banda di ampiezza B (sistema passabasso o passabanda), allora y(t) tende ad un processo normale per B tendente a 0 pure se x(t) fosse non normale. Affermiamo poi che indicando con x(t) un processo normale stazionario avente media nulla, sono normali anche i processi di rivelazione quadratica, rivelazione lineare ad onda piena, e rivelazione lineare a semionda. In molte applicazioni è interessante la caratterizzazione statistica dell'attraversamento della linea di 0 di un processo x(t), e cioè la statistica o la densità di punti ti tali che x(ti)=0 (oppure uguale ad una costante a; oppure volendo la distanza, per un dato livello, degli zeri). Tale problema è in generale difficile, anche se per i processi normali si danno alcuni risultati semplici. 


Nel processo di Wiener-lèvy, il principio di riflessione di Dèsirè Andrè (Antoine Désiré André, Lyon 1840, Paris 1917, matematico francese), dice approssimativamente che i diagrammi delle funzioni di un processo di Wiener-Lèvy, dopo aver attraversato una retta w=d, risultano simmetrici, ed inoltre la probabilità di una variabile aleatoria w(t1) condizionata da w(t2) è descritta da casi particolari dell'equazione di Fokker-Planck (diretta ed inversa), di cui una è l'equazione del calore; l'equazione di Fokker-Planck, detta pure equazione anticipativa di Kolmogorov, descrive l'evoluzione temporale della funzione di densità di probabilità della posizione di una particella, pure generalizzabile, ma la prima applicazione fu dovuta alla descrizione statistica del moto browniano di una particella in un fluido. Ricordiamo A. Fokker (Adriaan Daniel Fokker, Bogor 1887, Apeldoorn Beekbergen 1972, fisico e musicista olandese, inventore dell'organo Fokker ossia di un organo di 31 toni a temperamento equabile per riprodurre scale microtonali, organo installato nel 1951 al Teylers Museum a Haarlem). Nelle applicazioni dei processi stocastici alla fisica, come detto, un esempio importante è costituito dal moto browniano che descrive (nelle coordinate xyz) il moto di una particella (dal punto di vista microscopico moto molto complicato, ma non il moto medio macroscopico), in un determinato mezzo. Nel 1827 il botanico R. Brown fu il primo ad osservare mediante un microscopio, i minuscoli e rapidi moti irregolari (“rapido moto oscillatorio”) di piccoli granelli di polline della Pulchella clarkia sospesi nell'acqua, ossia ciò che oggi va sotto il nome di moto browniano. Inizialmente la causa dei moti irregolari fu attribuita alle correnti termiche convettive, ed in un periodo storico nel quale le colonne portanti del sistema fisico erano quelle newtoniane della meccanica classica MC, l'osservazione che il moto futuro è del tutto indipendente dal moto passato, oltre ad essere un moto incessante, restò inspiegata per quasi un secolo. Verso la metà dell'800 si era messo in evidenza che il moto era tanto più rapido quanto più le particelle erano piccole, quanto più bassa era la viscosità del liquido e quanto più alta era la temperatura (in quel tempo la teoria cinetica dei gas era già stata sviluppata grazie all'importante lavoro di J. C. Maxwell (1831-1879) e di L. Boltzmann (1844-1906)). 


Nel 1905, anno in cui A. Einstein si occupò del fenomeno, erano disponibili numerosi dati sperimentali sul moto browniano, ma Einstein piuttosto era alla ricerca di prove a favore dell'esistenza di dimensioni atomiche definite e neppure conosceva il fenomeno browniano; i suoi sforzi però lo portarono a prevedere il moto browniano su basi puramente teoriche ed a formularne una teoria quantitativa. Le assunzioni assiomatiche di Einstein sono le seguenti: sulle particelle non agisce alcun campo di forze esterne; la conoscenza della velocità iniziale (secondo la meccanica razionale) di una particella browniana, in un qualsiasi intervallo temporale, non risulta necessaria, dato il numero di urti che essa riceve (qualcosa come 10(elev 21)/sec); distribuzione casuale delle posizioni molecolari del fluido ed argomentazioni su intervalli di tempo comunque lunghi rispetto al tempo medio tra collisioni successive. Con ciò Einstein giunse ad un'equazione differenziale di diffusione analoga a quella che descrive la conduzione termica, la cui soluzione fornisce la densità di probabilità che una particella browniana occupi una data posizione a un dato istante (essa diffonde come una goccia d'inchiostro nell'acqua ferma). 


Il solo parametro caratteristico che compare nella teoria einsteiniana è il coefficiente di diffusione D (esprimibile pure tramite il numero di Avogadro Na=6.02214199x10(elev 23)/mol). Egli introdusse la velocità media v(t) (risultante da una condizione di equilibrio dinamico governato dalla forza osmotica e dalla contrastante forza viscosa), con procedimento probabilistico preannunciando così lo sviluppo della teoria matematica dei processi stocastici; e la correttezza ma pure l'eleganza del suo trattamento consiste nel fatto che la velocità introdotta con la forza viscosa è puramente virtuale. La formula di Einstein per il coefficiente di diffusione si applica anche quando non è definita alcuna velocità ed anche quando vi è una sola particella browniana, per cui non è possibile definire la concentrazione! La media del movimento x(t), dove x(t) caratterizza la posizione della particella al tempo t, può essere descritta da un'equazione differenziale stocastica semplice, l'equazione di Langevin (Paul Langevin, Parigi 1872, Parigi 1946, fisico francese; noto per l'equazione differenziale stocastica EDS (stochastic differential equation SDE) che porta il suo nome, in cui uno o più termini sono processi stocastici, la cui soluzione è anch'essa un processo stocastico, usata quale modello di molti fenomeni come la fluttuazione dei prezzi di azioni sul mercato finanziario (Louis Bachelier), o sistemi fisici e corpi soggetti a fluttuazioni termiche, o sistemi con salti casuali e fluttuazioni casuali, con associato rumore bianco quale derivata di un processo di Wiener), ovvero tale equazione applicata al moto browniano afferma che la massa m della particella moltiplicata per la derivata temporale seconda del processo x(t) sommato al coefficiente di attrito f moltiplicato per la derivata temporale prima, è uguale alla forza di collisione F(t), forza microscopicamente complicata ma macroscopicamente da considerarsi come la derivata di un processo con incrementi stazionari indipendenti ossia F(t) uguale ad un processo che è un rumore bianco normale moltiplicato per m. Inoltre la costante di diffusione D è tale che D(elev 2)=kT/f, dove T è la temperatura, e k la costante di Boltzmann. 


Pertanto il processo x(t)=mw(t)/f, è normale con media nulla e varianza E(x(elev 2)(t))=2D(elev 2)t (questo dovuto ad Einstein). Risultati analoghi, riguardanti i casi di particelle soggette oltre che alla forza di collisione anche a forze esterne per esempio di tipo armonico proporzionali a -kx(t), sono dovuti pure a S. Chandrasekhar (Subrahmanyan Chandrasekhar, Lahore 1910, Chicago 1995, fisico, astrofisico e matematico indiano naturalizzato statunitense) ed a G. E. Uhlenbeck (George Eugene Uhlenbeck, Batavia 1900, Boulder 1988, fisico olandese naturalizzato statunitense). Grazie al lavoro iniziale di Einstein, nel suo anno mirabile 1905, venne alla luce che la meccanica statistica era una teoria con implicazioni che non potevano essere spiegate con la meccanica classica. La teoria delle fluttuazioni inaugurata dalla teoria del moto browniano di Einstein ha portato molti frutti, a seguito di intense ricerche che vanno sotto il nome di “studio dei processi stocastici di diffusione”, con interessi ed applicazioni nella teoria dell'ottimizzazione dei controlli automatici e nella teoria del filtraggio dei segnali. Ma applicazioni più ampie nelle scienze fisiche e chimiche hanno portato a dimostrare che la teoria del moto browniano può costituire le fondamenta della meccanica o termodinamica statistica dei processi di non equilibrio, e pure parzialmente ed “approssimativamente” fornire un complemento alla formulazione della meccanica quantistica introdotta da Richard P. Feynman (Richard Phillips Feynman, New York 1918, Los Angeles 1988, fisico, divulgatore scientifico USA nonché grande ed acuto intellettuale, noto per il suo fondamentale contributo all'elettrodinamica quantistica), mediante i cosiddetti integrali di cammino. Sebbene molti studi sulla natura fisico-matematica del moto browniano (detto perciò anche processo Wiener), fossero stati effettuati prima del 1923, come scritto da Einstein ed anche da M. Smoluchowski (Marian Ritter von Smolan Smoluchowski, Vorderbruhl 1872, Cracovia 1917, fisico e geofisico polacco, che compì studi sulle fluttuazioni aleatorie), P. Langevin , J. B. Perrin (Jean Baptiste Perrin, Lilla 1870, New York City 1942, fisico francese che studiò all'École Normale Supérieure, poi professore alla Sorbona, noto per aver determinato la costante di Avogadro Na o L) ed altri, la formulazione matematica completa di quella che oggi chiamiamo teoria del moto browniano, fu esposta da Wiener nel suo lavoro sugli spazi differenziali. 


Egli sviluppò un'interpretazione del moto browniano come “somma di tutti i cammini”, dove la probabilità che lo spostamento di una particella browniana avvenga tra due punti P1 e P2 è determinata da una funzione di distribuzione che, se la particella ha un moto “simile al cammino dopo un litro di barbera per coloro che molto poco lo reggono” (e tale che ogni spostamento non abbia memoria del precedente, sia in modulo che in direzione), risulta essere esattamente la soluzione dell'equazione di diffusione dedotta da Einstein. Se la particella si trovava tra i punti a1 e b1, dopo n di tali spostamenti, qual è la probabilità (la quale s'intende dipende da un gran numero di altre grandezze aventi preassegnati valori entro un certo intervallo di valori) che la particella venga a trovarsi tra an e bn?  


Il problema è analogo a quello di uno sciatore con livelli variabili di “gradazione alcolica” che debba affrontare un percorso di slalom, per cui la probabilità che lo sportivo passi attraverso la porta è dato dal prodotto della larghezza della porta per la densità di probabilità (dipendente dalla mobilità dello sciatore, della distanza tra porte successive e del tempo consumato tra due passaggi). Se in questo istante è passato attraverso una porta, potremmo chiederci quale sarà la probabilità che passi attraverso un altro ostacolo, in un prefissato intervallo di tempo, il quale se grande farà sì che il prossimo passaggio sia indipendente dalla circostanza che lo si sia osservato passare precedentemente. La probabilità totale sarà allora il prodotto delle probabilità individuali, e possiamo immaginare che, aumentando il numero di osservazioni sullo sciatore (ad esempio aggiungendo via via altre porte lungo il percorso e diminuendo via via la larghezza delle singole porte), saremmo capaci di localizzare la traiettoria dello sciatore con sempre maggior precisione. Ci chiediamo se l'indipendenza statistica tra gli eventi può ancora essere sostenuta e mantenuta anche nel caso limite di osservazioni infinitamente frequenti (ossia al limite di ostacoli infinitamente numerosi e di larghezza infinitesima) ed intervalli di tempo infinitesimi, ossia al limite come “misura” di Wiener, che risulta appunto il prodotto delle probabilità individuali per ogni singolo evento. Inoltre quando non è richiesta la conoscenza dell'avvenuto passaggio dello sciatore attraverso una qualsiasi porta-ostacolo, dobbiamo sommare le probabilità su tutte le porte attraverso le quali lo sciatore potrebbe essere passato. 


Pensiamo ora di collegare questo esempio di slalom e porte-ostacolo, alla teoria delle misure, sia nella teoria matematica della fisica classica FC-MC che nella teoria matematica della fisica quantistica FQ-MQ, dove in entrambe è presente il concetto fondamentale di probabilità dell'avverarsi di un dato evento. Diciamo, ovviamente, che sia il principio di indeterminazione di Heisenberg, sia il dualismo corpuscolo-onda e la conseguente visione probabilistica che se ne deduce in meccanica quantistica, nascono dal fatto di voler, o dover necessariamente, considerare enti classici (come posizione, quantità di moto, energia, spazio-tempo, corpi, onde, ecc.), in luogo di enti veramente quantistici, nell'ambito della teoria quantistica. In altre parole se la fisica fosse nata naturalmente quantistica “fin dall'antichità(in Grecia)”, noi non avremmo nemmeno idea di cosa possa voler significare un principio d'indeterminazione del tipo posizione-quantità di moto (ed il dualismo corpo-onda). In fisica classica i concetti di teoria della probabilità invece entrano a causa dell'impossibilità di conoscere posizione e velocità di particelle in un sistema macroscopico nel quale la popolazione, a livello fondamentale, sia dello stesso ordine di grandezza del numero di Avogadro (Lorenzo Romano Amedeo Carlo Avogadro conte di Quaregna e Cerreto, Torino 1776, Torino 1856, chimico e fisico italiano; la legge di Avogadro afferma che volumi V uguali di gas perfetti e diversi, nelle medesime condizioni di pressione p e temperatura T, contengono ugual numero di molecole), ossia dell'ordine di 10(elev 23) molecole/mole. Anche se potessimo osservare e monitorare ogni singola particella, le misure eseguite con strumenti macroscopici, pur non introducendo perturbazioni nel moto (considerando al limite nulla l'interazione dell'osservatore sui fenomeni), potrebbero non rispecchiare il comportamento medio delle singole particelle. 


In meccanica quantistica, le considerazioni probabilistiche entrano per un'altra ragione, come già accennato: abbiamo infatti a che fare con le particelle elementari della microfisica, così che qualunque misura (qualunque strumento di misura di posizione, di velocità, di energia, di tempo, ecc.) possedendo parametri almeno dello stesso ordine di grandezza del sistema sotto osservazione e da misurare, interagisce nella misura. Secondo la teoria classica, ci chiediamo quale sia la probabilità Pab che la misura A dia il risultato a, e che, nello stesso tempo, la misura B dia il risultato b. In modo simile, poniamo che Pbc sia la probabilità che la misura B dia risultato b, e la misura C dia risultato c; supponiamo inoltre che Pabc sia la probabilità relativa del verificarsi di tutti e tre i risultati: cioè A dà a, B dà b, e C dà c. Allora se gli eventi tra b e c sono indipendenti da quelli fra a e b (assumendo che le misure A, B, C, vengano eseguite in successione temporale con lo stesso ordine), la probabilità è semplicemente il loro prodotto Pabc=PabPbc. Non eseguendo la misura B, la probabilità che A dia a e C dia c è data dalla sommatoria su tutti i risultati b di Pabc, dovendo la grandezza non misurata assumere qualche valore tra le misure di A e di C. Ora nella teoria classica questo ragionamento è corretto, mentre nella teoria quantistica, in generale, non lo è, dato che abbiamo ipotizzato un valore di B (non misurato), il quale non può mai essere quello misurato, in quanto, se tale misura venisse effettuata, il sistema sarebbe indeterministicamente diverso. 


Il primo che stabilì questa proprietà, ossia il principio di indeterminazione, fu Werner Heisenberg (Werner Karl Heisenberg, Wurzburg 1901, Monaco di Baviera 1976, fisico tedesco, tra i fondatori della meccanica quantistica e noto in particolare per la sua meccanica delle matrici). Dal punto di vista dell'osservatore con le sue misure, secondo la teoria classica, è possibile definire deterministicamente una traiettoria tramite una successione opportunamente grande di misure in istanti successivi (o comunque vicini) che ci daranno una serie di punti ossia di valori comunque vicini. Diciamo Pr1r2 la probabilità che il corpuscolo segua la traiettoria r1,r2,... . Se ci interessa conoscere la probabilità che ri sia fra ai e bi, dobbiamo integrare su tutte le possibili traiettorie passanti per quegli estremi. Se usassimo la soluzione dell'equazione di diffusione di Einstein come densità di probabilità, il risultato sarebbe proprio la misura di Wiener. Ora in meccanica quantistica non esistono né corpuscoli né onde, bensì oggetti quantistici che, secondo le circostanze, un buon modello del loro comportamento è quello del corpo che segue le leggi newtoniane, oppure quello ondulatorio di onde che si propagano (e diffondono, diffraggono, interferiscono, ecc.) e che segue le leggi di d'Alembert-De Broglie-Maxwell-ecc., per cui non esiste in realtà la traiettoria classica di una particella; ed allora, per esempio, tanto meglio tentiamo di misurare con precisione la posizione, tanto peggio conosceremo la quantità di moto (anche se più approssimativamente si afferma che se tanto meglio tentiamo di misurare la posizione, tale operazione tanto più disturba il moto da convertirlo in altro processo). 


Feynman fu il primo a capire che se si fossero sostituite le probabilità con le ampiezze di probabilità, allora tutte le regole della probabilità (classica) sarebbero state valide pure per la meccanica quantistica. Le ampiezze di probabilità sono grandezze complesse, il cui modulo quadro fornisce la densità di probabilità della grandezza fisica in questione. Le ampiezze di probabilità non sono grandezze fisiche, ma servono per la descrizione del fenomeno, e tutto quel che muta passando dalla visione classica di Wiener di un'integrazione su tutti i cammini tra ai e bi, rispetto all'interpretazione di Feynman riposa sul concetto di “misura complessa” (non osservabile, come pure i cammini non sono osservabili). Wiener costruì un ponte tra il concetto di densità di probabilità ed il processo di diffusione di una particella libera, mentre Feynman espresse in forma assiomatica, le regole per il calcolo della densità di ampiezza di probabilità, dimostrando poi che essa soddisfa l'equazione di diffusione più nota della meccanica quantistica: l'equazione di Schrodinger (che sorregge la meccanica ondulatoria). Per cercare di capire a quale processo fisico tali regole formali corrispondano, occorre rivolgersi alle equazioni differenziali stocastiche, di cui Langevin sarebbe il creatore, per fornire una descrizione del processo fisico di cui abbiamo scritto, ossia del moto browniano. 


Le equazioni di Langevin connettono due mondo separati, quello macroscopico rappresentato dalla forza di attrito fv(t) ed il mondo microscopico rappresentato dalla forza di collisione F(t) e che aggiunta a fv(t) trasforma un'equazione differenziale deterministica in un'equazione differenziale stocastica. In assenza di conoscenza delle forze casuali F(t) si assume che esse siano un processo casuale gaussiano del tipo del rumore bianco. Ci chiediamo se si avvicina maggiormente alla realtà sperimentale la soluzione dell'equazione differenziale deterministica o quella dell'equazione differenziale stocastica. In termodinamica classica le fluttuazioni relative di una variabile termodinamica estensiva sono proporzionali a 1/(radice quadrata di N), dove N è il numero delle particelle. Al limite termodinamico, in cui N e V tendono all'infinito in modo tale che il loro rapporto N/V rimanga finito e costante, le fluttuazioni relative tendono a 0, e la distribuzione si raccoglie sempre più attorno al valore atteso (la densità di probabilità diventa impulsiva), che è poi quello che la termodinamica prevede come valore osservato-misurato, anche se noi sappiamo che si verificano sempre delle deviazioni dalle soluzioni delle equazioni di stato termodinamiche, ciò soprattutto in prossimità di punti critici. Infatti se due sistemi termodinamici sono preparati in tutto ciò che è possibile, nell'identico modo, non si comporteranno per questo esattamente nella stessa maniera. 


Consideriamo inoltre il caso di una buca di potenziale bistabile, del tipo normalmente associata alla descrizione delle reazioni chimiche. La termodinamica classica prevede che il sistema tenderà a trovarsi sempre in corrispondenza del minimo inferiore che corrisponde alla minima energia libera, mentre un sistema che si trovasse in una buca corrispondente ad un minimo relativo maggiore del più basso, dovrebbe rimanervi indefinitamente. Abbiamo già scritto della stabilità dello stato di equilibrio in piccolo e dello stato di equilibrio in grande. Mentre l'equazione deterministica prevede che il sistema si avvicini asintoticamente allo stato di equilibrio asintoticamente stabile Xo, l'equazione di Langevin prevede che esso si avvicinerà ad un intorno O di Xo, possedendo sempre una probabilità finita di saltare in un altro stato di equilibrio, dato che in un tempo finito raggiungerà comunque la frontiera di O (il sistema risulta instabile), ossia in tempo finito abbandonerà qualsiasi dominio finito o delimitato-circoscritto. Il problema è quello di una particella che diffonde in direzione contraria al flusso, e se sono presenti più stati di equilibrio, ossia numerose buche di potenziale, esso rappresenta il modello per le reazioni chimiche, per la diffusione nei cristalli, per le transizioni nelle giunzioni di Josephson (Brian David Josephson, Cardiff 1940, fisico gallese, professore all'Università di Cambridge), così come per l'attraversamento tunnel di barriere di potenziale effettuato da particelle quantomeccaniche. La giunzione di Josephson (del 1962) è formata da 2 elettrodi separati da un sottile strato di ossido, a bassa temperatura (minore di circa 10 °K), in modo tale che applicando campi elettrici o campi magnetici esterni (od equivalentemente una tensione pari almeno a  (gap energia/(2 per carica elettrone)) che vale circa 2.75 mV) si può controllare con precisione il flusso di elettroni per effetto tunnel (coppie di Cooper) attraverso lo strato isolante-dielettrico. La presenza di fluttuazioni termiche casuali nei sistemi termodinamici introduce un limite superiore alla precisione con la quale è possibile specificare un dato stato macroscopico di un sistema. 


Nello studio delle relative equazioni differenziali stocastiche (del tipo di Langevin) si sviluppò un nuovo calcolo detto calcolo statistico di K. Ito (Kiyosi Ito, Hokusei Mie Honshu 1915, Kyoto 2008, matematico giapponese, pioniere nella teoria dell'integrazione stocastica e nelle equazioni differenziali stocastiche), basato sull'osservazione che, non lo spostamento Δx di una particella browniana, ma Δx(elev 2) è proporzionale a Δt, dove il coefficiente di proporzionalità è 2D.  Dal 1933, sappiamo poi che il moto browniano dà luogo alla relazione di indeterminazione Δx(elev 2) circa maggior-uguale 2DΔt,  che risulta sorprendentemente simile a quella nota in meccanica quantistica Δx(elev 2) circa maggior-uguale (h/m)Δt, in cui h è la costante di Planck e m la massa della particella. Osserviamo che in meccanica quantistica il rapporto h/2m svolge lo stesso ruolo del coefficiente D nella teoria dei processi stocastici (ossia sarebbe 2D=h/m), ed il calcolo stocastico può essere applicato in modo formale alla meccanica quantistica nonostante qui non vi sia alcun fenomeno di diffusione. In tali fenomeni, la relazione di indeterminazione del moto browniano, ci indica che dobbiamo modificare le regole di differenziazione e d'integrazione, in quanto per differenziare una funzione dovremo prendere due termini nello sviluppo in serie di Taylor, nonché sostituire il termine Δx(elev 2) con il suo valor medio 2DΔt. La relazione di indeterminazione del moto browniano è una manifestazione delle correlazioni statistiche fra stati di non equilibrio attraverso i quali il sistema passa ad istanti di tempo successivo. 


La termodinamica statistica offre una connessione naturale fra la probabilità di uno stato e la sua entropia, perché è piuttosto l'entropia, che non l'energia libera, come tutti sanno, che svolge un ruolo fondamentale nell'introduzione di concetti probabilistici in termodinamica. 


La termodinamica studia le leggi relative agli scambi di energia E=U sotto forma di calore Q e di lavoro L=W, tra corpi o sistemi, ossia seguendo la tradizione, essa tratta della trasformazione di calore in lavoro e viceversa. La termodinamica classica è strettamente legata alla meccanica statistica anche se non fa uso dei concetti di struttura atomica e molecolare. Essa si basa su 3 principi, i quali vengono associati, di volta in volta, con le proprietà delle sostanze. Un sistema termodinamico è racchiuso da contorni detti pareti e vincoli e per esso esistono stati detti di equilibrio caratterizzati macroscopicamente solo dalle grandezze estensive, ossia dall'energia interna U, dal volume V e dal numero di moli N1,N2,...,Nr, dei componenti chimici del sistema. Se in un sistema termodinamico composto da sistemi semplici separati da vincoli, questi vengono rimossi, esso scivolerà verso una nuova configurazione di equilibrio. Il problema fondamentale della termodinamica è proprio la determinazione di tale nuovo stato, facendo uso dei postulati entropici: per un sistema semplice in equilibrio è definita la grandezza estensiva ed additiva entropia S tramite la relazione fondamentale S=S(U,V,Ni); nella condizione di equilibrio finale raggiunta dal sistema in seguito a rimozione di alcuni vincoli interni, i parametri estensivi dei sottosistemi semplici che lo compongono assumono, fra tutti i valori compatibili con i vincoli esterni e quelli interni non rimossi, quei valori che rendono massima la funzione entropia. Il principio di minima energia afferma che il valore all'equilibrio di ogni parametro libero di un sistema composto, di cui sia fissato il valore dell'entropia, è tale da rendere minima l'energia interna. 


Il principio di minima energia, per la gente comune, per gli studenti e per tutti, suona più familiare per il suo richiamo alla meccanica, che non il principio di massima entropia; infatti la meccanica dei sistemi reversibili (quindi a vincoli lisci senza attriti, in cui durante il moto non avvengono scambi di energia termica-calore con l'ambiente) opera sempre ad entropia costante per cui vale per essa il principio di minima energia, a volte detto principio dei lavori virtuali. Le proprietà estremanti dell'entropia assicurano l'esistenza dei processi reversibili (ad entropia costante) e dei processi irreversibili (ad entropia crescente). In un sistema isolato un processo reversibile si inizia rimuovendo quei vincoli, la cui eliminazione consente al sistema di percorrere una linea ad entropia costante nello spazio termodinamico, mentre un processo irreversibili (e correttamente parlando tutti i processi reali lo sono) quando sia associato ad un aumento di entropia. Fu Rudol Clausius (Rudolf Julius Emanuel Clausius, Koslin Polonia 1822, Bonn Prussia 1888, fisico e matematico tedesco, tra i fondatori della termodinamica nel suo più importante lavoro del 1850 sulla teoria meccanica del calore (The Mechanical Theory of Heat - with its Applications to the Steam Engine and to Physical Properties of Bodies)) il quale diede anche una formulazione del 2° principio della termodinamica, che distinguendo le trasformazioni reversibili da quelle irreversibili giunse alla formulazione del concetto di entropia. Un processo S può essere accoppiato tramite una macchina trasformatrice M con un deposito quasi-statico di calore a temperatura Tc (temperatura Tc inferiore alla sua temperatura Th), e ad un deposito quasi-statico di lavoro W (laddove il sistema complessivo sia isolato). 


Il flusso di calore infinitesimo dQh che abbandona il deposito di calore a temperatura Th si distribuisce in parte in calore infinitesimo dQc che entra nel deposito di calore a temperatura inferiore Tc ed in parte in lavoro infinitesimo dW che entra nel deposito di lavoro (sfruttato dalla macchina trasformatrice M). Sadi N. Carnot (Nicolas Léonard Sadi Carnot, Parigi 1796, Parigi 1832, fisico, ingegnere e matematico francese) nel 1824 pubblicò l'opera “Riflessioni sulla potenza motrice del fuoco” (“Réflexions sur la puissance motrice du feu”, Parigi, Mallet-Bachelier, 1824) nella quale era descritta la macchina termica ideale funzionante con ciclo termodinamico, poi detto ciclo di Carnot. 


Il principio di Carnot è una delle tante formulazioni del 2° principio della termodinamica, e quella di Carnot risulta la prima formulazione storica del noto 2° principio: non è possibile ottenere la produzione di lavoro da parte di una macchina termica che scambi calore con una sola sorgente di calore a T costante, è invece necessario lo scambio di calore con almeno due sorgenti (due serbatoi di calore (infiniti) o due depositi di calore (grandi)) a temperature diverse. Il teorema di Carnot afferma invece che fra tutte le macchine termiche-termodinamiche possibili, funzionanti lungo un ciclo termodinamico, che scambiano calore soltanto con due sorgenti a temperature costanti differenti, quelle reversibili hanno tutte lo stesso rendimento dato da  1-(Tc/Th), e dunque indipendente dai parametri delle macchine e dei fluidi evolventi ma solo dipendente dalle due temperature delle sorgenti Th e Tc (ad esempio se Th=373 °K=100 °C, Tc=273 °K=0 °C allora η=1-Tc/Th=1-(273/373)=0.268 ossia 26.8 %; mentre se Th=1000 °K=727 °C, Tc=273 °K=0 °C, allora η=1-273/1000=0.727 ossia 72.7 %), rendimento che risulta maggiore del rendimento di qualunque macchina irreversibile operante fra le stesse temperature. Come già scritto, l'aumento di entropia caratterizza l'irreversibilità dei processi, e può risultare interessante determinare la velocità di produzione dell'entropia globale del sistema (joule/°K) e per i sistemi continui la velocità di produzione dell'entropia specifica al volume (joule/°K m cubi). 


Necessari sono allora il concetto di equilibrio evolutivo e di equilibrio locale. I due parametri, di cui dobbiamo disporre per descrivere i processi irreversibili, sono le forze che eccitano il processo e le conseguenti reazioni. La differenza fra due parametri intensivi nella rappresentazione entropica (ossia tra due temperature per la variazione dell'energia interna U, tra due pressioni per la variazione del volume V, tra due potenziali chimici per la variazione del numero delle moli di ogni specie chimica Ni, sapendo che temperatura T, pressione P, potenziale chimico μi, sono i parametri intensivi legati rispettivamente ai propri parametri estensivi energia U, volume V, moli delle specie chimiche Ni), che agisce come forza generalizzata, è detta affinità o tensione motrice (ovviamente non ha alcun rapporto con la tensione elettrica e con la tensione meccanica, nonostante il nome). Se si annulla l'affinità (ossia si eguagliano le temperature T, si eguagliano le pressioni P, si eguagliano i potenziali chimici μi), si annullano anche le relative portate dei parametri estensivi U,V,Ni. L'evoluzione dei processi irreversibili è caratterizzata dalla relazione tra portate ed affinità. La velocità di produzione di entropia (o derivata temporale dell'entropia) è pari alla somma dei prodotti delle portate dei parametri estensivi-additivi (U,V,Ni) per le affinità associate (rispettivamente date da differenze di temperatura T, pressioni P, potenziali chimici μi). 


Lo spostamento di massa ed energia è dovuto pure allo squilibrio (differenza per sistemi discreti, gradiente per sistemi continui) dei parametri intensivi associati (infatti la differenza-gradiente di temperature T fa muovere l'energia interna U (e dunque anche massa-energia), la differenza-gradiente di pressioni P fa muovere il volume V (e dunque anche massa-energia), la differenza-gradiente di potenziali chimici μi fa muovere le relative moli di specie chimiche Ni (e dunque anche massa-energia)). 


Nei sistemi markoviani (o markoffiani), le portate dei parametri estensivi sono postulate quali funzioni istantanee dei valori locali dei parametri intensivi e delle affinità; sono cioè esclusi gli effetti ritardati di sistemi con memoria, e nonostante la limitazione sembri grave, in realtà si osserva che tutti i sistemi di interesse (esclusi i sistemi elettromagnetici) sono markoviani; inoltre ogni portata svanisce quando le affinità (ossia i gradienti dei parametri intensivi T,P,μi) si annullano (ossia si eguagliano le T, le P, i μi). Possiamo espandere in serie di Taylor le funzioni affinità, e se prendiamo i soli termini di 1° grado, allora la portata Jk è legata all'affinità Fi dai coefficienti Lik, ik=1,2,3.  La matrice Lik dei coefficienti delle affinità, funzione dei valori istantanei dei parametri intensivi locali, contiene i coefficienti cinetici del 1° ordine (i coefficienti di ordine n superiore si ottengono considerando i termini superiori al primo grado nello sviluppo di potenze delle affinità). Il teorema di Onsager (Lars Onsager, Kristiania 1903, Coral Gables 1976, scienziato norvegese naturalizzato statunitense), afferma che, in assenza di campi magnetici esterni, Lik=L*ki, ossia che l'effetto dell'affinità j-esima sulla portata k-esima, è uguale all'effetto dell'affinità k-esima sulla portata j-esima. 


Molti processi fisici non solo sono markoffiani, ma sono addirittura lineari (sono cioè descritti da equazioni differenziali a derivate parziali EDDP istantanee di ordine n lineari, senza memoria). In senso termodinamico, ciò significa che i processi fisici comuni sono assai poco discosti dall'equilibrio, e che la produzione di entropia nel nostro mondo è piccola nell'intervallo di tempo in cui avvengono. Ad esempio, si trova sperimentalmente che il flusso termico in un corpo che trasmette calore, o la corrente elettrica che passa per un conduttore (od un resistore), o la portata di massa che diffonde attraverso una sostanza, sono tutti esprimibili linearmente con una relazione generale del tipo J=gradF, ed in una sola dimensione abbiamo: legge di Fourier dU/dS=-KdT/dz; legge di Ohm I=(V/l)/(R/l)=V/R; legge di Fick J=-Ddm/dz. Risalendo la storia, il 1° principio della termodinamica nella sua forma più semplice, dovuta nel 1842 a J. von Mayer (Julius Robert von Mayer, Heilbronn 1814, Heilbronn 1878, medico e fisico tedesco), e nel 1843 a Joule (James Prescott Joule, Salford 1818, Sale 1889, fisico inglese), esprime l'equivalenza tra calore Q e lavoro L: se un sistema termodinamico compie un ciclo, la somma algebrica della quantità di calore Q scambiata dal sistema e la somma algebrica dei lavori eseguiti dal sistema sull'ambiente esterno sono uguali (nelle opportune unità di misure), e L è l'equivalente meccanico del calore Q in termodinamica. In una trasformazione generica, non necessariamente chiusa, la variazione dell'energia interna U è uguale alla variazione di calore Q scambiato meno la variazione di lavoro L.   


Il 2° principio della termodinamica, nel classico enunciato dovuto a Kelvin-Planck, afferma che è impossibile costruire una macchina operante ciclicamente, che abbia come unico effetto quello di produrre lavoro a spese di calore sottratto ad un'unica sorgente, ossia afferma l'impossibilità del moto perpetuo di 2° specie. L'impossibilità del moto perpetuo di 1° specie afferma invece l'irrealtà di una macchina in grado di muoversi indefinitamente senza attingere e consumare energia dall'ambiente. Dato che ogni forma di moto comporta una dissipazione di energia (per esempio per attrito, ecc.), il moto perpetuo di 1° specie, reso impossibile dal 1° principio della termodinamica, comporterebbe la creazione di energia dal nulla. 


Il 2° principio, riaffermando ancora l'equivalenza stabilità dal 1° principio, pone però un limite alla possibilità di trasformare calore in lavoro che dipende dalla differenza di temperature delle sorgenti di cui disponiamo. Ogni volta che si preleva calore da un serbatoio ad alta temperatura Th, se ne deve necessariamente cedere una parte ad un serbatoio a più bassa temperatura Tc, se si vuole anche ricavare del lavoro, ed il rendimento del ciclo ideale (reversibile) è tanto più alto quanto maggiore è la differenza tra Tc e Th.  


Dall'enunciato di Kelvin si risale al teorema di Carnot. Un'altra forma equivalente del 2° principio della termodinamica è costituito dal postulato di Clausius che afferma l'impossibilità di far passare spontaneamente il calore da un corpo più freddo ad uno più caldo quando la differenza di temperatura è finita. Questa varietà di enunciati equivalenti del 2° principio non deve stupire, poiché esso ha una portata veramente universale; introducendolo nello studio di ogni fenomeno fisico, fornisce sempre delle informazioni sia di grande livello teorico che applicativo. Per i sistemi irreversibili (per esempio, l'espansione di un gas in un volume maggiore, ecc.) coll'aumento dell'entropia S, il 2° principio determina la freccia del tempo dell'evoluzione dei fenomeni e dell'evoluzione dell'Universo. Da tale principio derivano direttamente od indirettamente molte leggi ed equazioni dei sistemi termodinamici. Il 3° principio fu enunciato per la prima volta nel 1906 da Nerst (Walther Hermann Nernst, Briesen 1864, Zibelle 1941, chimico tedesco, noto per gli studi in chimica fisica e termodinamica), ed afferma che l'entropia S di un sistema termodinamico, quando la temperatura T scende verso lo zero assoluto (verso il limite inferiore di 0 °K), viene ad assumere un valore indipendente dagli altri parametri che determinano lo stato del sistema, e pertanto a 0 °K si può porre S=0, il che equivale ad affermare il valore asintotico o limite inferiore della temperatura di 0 °K (filosoficamente considerando, come appena detto, nella teoria classica, 0 °K non è propriamente una temperatura, bensì il limite inferiore delle temperature termodinamiche T), ossia la sua irraggiungibilità (ciò è chiarito dalla meccanica quantistica, per cui il macrostato è composto da un solo microstato a 0 °K, a differenza dei molti microstati a temperatura generica T tra i quali oscilla liberamente il sistema). Esisterebbe anche un principio zero su cui sarebbe fondata la termodinamica, ossia il principio della misurabilità della temperatura mediante i termometri: due sistemi in equilibrio termico con un terzo sono in equilibrio anche tra loro. 


Come detto, il concetto di entropia è stato inizialmente introdotto da Clausius per correlare la quantità infinitesima di calore dQ scambiata da un sistema in un processo termodinamico con la temperatura T delle sorgenti con cui avviene lo scambio, e non con la variazione di temperatura del sistema. Ossia l'entropia di uno stato A rispetto all'entropia di uno stato di riferimento, è l'integrale, dallo stato di riferimento allo stato A, di dQ/T se la trasformazione è reversibile, altrimenti è maggiore. Un enunciato alternativo è che nell'Universo, data la presenza in natura di processi irreversibili, l'entropia è sempre in aumento (la somma della variazione dell'entropia di un processo e di quella di tutto l'ambiente esterno, dove rimangono comunque le tracce dell'irreversibilità delle trasformazioni dei processi naturali (dissipazione inevitabile di calore per attriti, ecc.), è sempre maggiore di 0). L'entropia misura dunque, in ogni tipo di trasformazione, il grado o livello di degradazione dell'energia utilizzabile-riutilizzabile per produrre lavoro in cicli termodinamici con “rendimenti” via via sempre più bassi, o meglio con efficienza ed efficacia di trasformazione sempre minore. Dato che l'irreversibilità dei processi termodinamici porta all'aumento dell'entropia e del disordine, una seconda rappresentazione ed interpretazione di S, di cui abbiamo scritto, è quella di misura del disordine microscopico di un sistema (per esempio, l'aumento di entropia e di disordine del sistema-acqua nel suo passaggio da ghiaccio a liquido, nella cui trasformazione di fase occorre appunto assorbire calore a T costante e quindi non in equilibrio termico con l'ambiente). 


Equivalentemente, un terzo significato di entropia S è quello di rappresentare la probabilità termodinamica di esistenza di un particolare stato. Definendo la probabilità termodinamica W come il numero di stati microscopici corrispondenti ad un dato stato termodinamico macroscopico, risulta la relazione di Boltzmann  S(W)=logW: tale equazione precisa la direzione in cui avvengono i processi spontanei che si verificano in sistemi isolati che li fanno evolvere verso stati più probabili e ripropone la formulazione del 2° principio della termodinamica in termini statistici. La meccanica statistica MS spiega le proprietà degli oggetti macroscopici come conseguenza delle proprietà dei loro componenti microscopici (ovvero particelle, atomi, molecole). La meccanica statistica classica ammette che tali corpuscoli seguano le leggi newtoniane e descrive lo stato di un sistema mediante la posizione e la velocità delle particelle che lo compongono, e quindi la soluzione delle equazioni di moto per l'insieme di tutte le particelle permetterebbe, almeno teoricamente, di conoscere l'evoluzione deterministica del sistema (molto grossolanamente esistono circa 10(elev 23) particelle/mole di materia). 


Per la meccanica statistica è invece sufficiente conoscere solo il comportamento medio delle molecole ed il problema fondamentale consiste nel collegare tale comportamento medio con i parametri macroscopici U,V,Ni,T,P,μi. A tale scopo si introduce il concetto di spazio μ, uno spazio a 6 dimensioni nel quale un punto rappresenta una particella-molecola con posizione ed impulso definiti (fdt=dq, dove f=forza, q=quantità di moto). L'assioma fondamentale della meccanica statistica è che il punto possa cadere con ugual probabilità in una regione dello spazio μ. Per un sistema in equilibrio la distribuzione degli N punti (rappresentanti le N particelle) è quella che ha la massima probabilità di realizzarsi, sotto la condizione che l'energia totale resti costante: tale condizione porta alla legge di distribuzione classica di Boltzmann:  N(E)=Aexp(-E/kT), che permettendo di determinare la distribuzione delle velocità delle particelle porta alla distribuzione di Maxwell. In molti problemi di meccanica statistica MS, non è possibile trascurare il fatto che le particelle seguono in realtà le leggi della meccanica quantistica MQ ed è quindi necessario modificare lo schema precedente (considerando una teoria di meccanica statistica quantistica). In primo luogo, per il principio di indeterminazione, non è possibile assegnare ad una particella posizione ed impulso comunque definiti con precisione classica; non si può conoscere il punto dello spazio che rappresenta una particella (e tanto meno si può conoscere la posizione quanto meglio si vuol conoscere la sua quantità di moto), ma si può solo dire che questo punto cade, con una data probabilità, entro una cella di volume h(elev g) dove g è il numero dei gradi di libertà del sistema. Inoltre poiché le particelle quantistiche sono indistinguibili, due stati microscopici che differiscono solo per lo scambio di due particelle sono identici. Eseguendo la stessa operazione di massimizzazione della probabilità che si effettua nel caso classico, si ottiene la distribuzione di Bose-Einstein, dove Bose (Satyendranath Bose o Satyendra Nath Bose, Bengali Calcutta 1894, Calcutta 1974, fisico indiano specializzato in fisica matematica, ma soprattutto conosciuto per aver introdotto (insieme ad Albert Einstein) la statistica dei bosoni chiamati così proprio in suo onore) è il fisico che formulò congiuntamente ad Einstein una teoria statistica della radiazione elettromagnetica ipotizzata come gas di fotoni. 


Due distribuzioni che differiscono solo per lo scambio di particelle identiche in stati diversi non vanno più considerate come distinte, ed allora nasce la statistica di Bose-Einstein BE,  Ni=1/(exp((Ei-Eo)/kT)-1), dove Eo è una funzione della temperatura ed è determinata in modo tale che il numero totale di particelle sia uguale a N: così le particelle che soddisfano questa distribuzione statistica sono detti bosoni (ossia una classe dell'insieme di tutte le particelle di cui l'altra è data dai fermioni). Un'altra ipotesi è necessaria quando le particelle obbediscono al principio di esclusione di Pauli (Wolfgang Ernst Pauli, Vienna 1900, Zurigo 1958, fisico austriaco, tra i fondatori della meccanica quantistica, ma particolarmente noto e citato per il principio di esclusione secondo il quale due elettroni in un atomo (od in un sistema legato) non possono avere tutti i numeri quantici uguali), come accade per gli elettroni, i protoni, i neutroni, gli antiprotoni, ecc. In tal caso ogni cella dello spazio può essere abitata-popolata da una sola particella e la funzione che ne descrive la distribuzione è quella di Fermi-Dirac FD ossia la statistica delle particelle dette fermioni. 


La meccanica statistica dei sistemi non stazionari è di più difficile formulazione, e l'ostacolo principale è quello di rendere conto di fenomeni non reversibili (come la conduzione termica, o la conduzione elettrica), attraverso le leggi della meccanica che sono invece (notoriamente) invarianti per inversione del tempo t, sia nella teoria di meccanica classica MC che nella teoria di meccanica quantistica MQ. Boltzmann fu il primo a riconoscere la connessione fra probabilità ed entropia, ma fu Einstein che riprese le sue argomentazioni e le applicò poi al moto browniano. Egli mise in relazione la densità di probabilità per una fluttuazione spontanea in uno stato di non equilibrio, con la diminuzione di entropia, f(x) proporzionale a exp(Sab)=e(elev Sab), e ciò implica che la probabilità, per differenti stati di non equilibrio, è proprio il prodotto delle probabilità individuali, confermando così la proprietà di additività dell'entropia. 


La formula einsteiniana per una fluttuazione spontanea dall'equilibrio è come una forma limite per tempi lunghi quando le correlazioni statistiche abbiano perso importanza: vi sarà un'entropia addizionale generata dalle correlazioni statistiche fra stati di non equilibrio e mentre l'entropia di stato del sistema aumenta fino al valore  corrispondente all'equilibrio, l'entropia dovuta alle correlazioni statistiche fra stati di non equilibrio tende invece a diminuire, e tale situazione distante dall'equilibrio fa venir meno la proprietà di additività di S goduta all'equilibrio, per cui si dovrebbe aggiungere alla densità di probabilità un'ulteriore densità la quale renda conto della probabilità di transizione fra stati di non equilibrio. Dati due stati di non equilibrio a e b, allora (quale analogo cinetico della formula di Einstein) la probabilità che si abbia transizione dall'uno all'altro comporta una densità  f(x) proporzionale a exp((1/2)(Sc+Sab)), dove Sc svanisce col tempo che aumenta indefinitamente, e la densità tende a quella einsteiniana. 


Sappiamo che nella termodinamica dei processi irreversibili, che evolvono verso l'equilibrio, la derivata temporale della media dell'entropia congiunta è negativa dSc/dt minor-uguale 0 dove qui Sc è Sc media; ossia l'entropia dovuta alle correlazioni statistiche tende mediamente a 0, come pure l'associata densità di probabilità, per t tendente ad infinito (ciò sarebbe l'analogo stocastico del teorema H di Boltzmann del 1872, che descrive la tendenza alla diminuzione della quantità H in un gas di molecole quasi ideale, dove H è determinata dalla funzione f (E,t)dE che dà la distribuzione dell'energia delle molecole al tempo t, ed era quindi intesa a rappresentare l'entropia della termodinamica). Onsager si esprime al riguardo affermando che tutti i sistemi fisici tendono coll'aumentare del tempo a dimenticar il loro passato. Si comprende la differenza fra il modello deterministico della diffusione e quello stocastico di Langevin dei sistemi dinamici, dato che S è funzione del processo x(t) che rappresenta lo “scarto” dal valore d'equilibrio di una variabile di stato. Dunque l'equilibrio macroscopico corrisponde ad un valore di stato medio attorno al quale il sistema statisticamente oscilla. Onsager afferma che la regressione delle fluttuazioni di non equilibrio, obbedisce in media alle leggi fenomenologiche della termodinamica dei processi irreversibili la cui equazione si dovrebbe ottenere da quella di Langevin scritta però nei valori medi. A causa di piccole fluttuazioni termiche, l'uscita dalla frontiera del dominio di equilibrio in cui si trova il sistema, avverrà in un punto dove è resa massima l'entropia congiunta Sc dovuta alle correlazioni statistiche, quando da lungo tempo lo stato del sistema era in quel dominio. La traiettoria di fuga è l'immagine speculare nel tempo del “camino termodinamico” (deterministico) per la regressione delle fluttuazioni, ed allora il processo manifesta una “simmetria” passato-futuro. Simulando il processo col metodo Monte Carlo MMC, al diminuire della potenza del rumore termico, gli ultimi segmenti dei cammini che conducono al contorno si concentrano, con probabilità 1, attorno a quella traiettoria che è l'immagine speculare del cammino più probabile per la regressione di una fluttuazione. 


Poichè il tempo che lo stato del sistema trascorre nel dominio di equilibrio è illimitato, l'uscita più probabile fino alla frontiera avrà luogo, con probabilità 1, e nel modo più probabile. Non sembrerà un caso che la meccanica quantistica incorpori una relazione di indeterminazione identica alla relazione d'indeterminazione del moto browniano. Sin dalle origini si era intuito che la meccanica quantistica sembrava “incompleta”; si pensava che se fosse stato possibile specificare “ulteriori variabili”, al momento occulte, per descrivere il sistema a livello fondamentale e comprensivo, ciò che per il momento era solo probabile, si credeva, sarebbe poi diventato deterministicamente certo, rivelando così il sistema fisico quantistico un “determinismo nascosto”, del tutto analogo al determinismo classico. Tutte le vie seguite per portare alla luce le “variabili nascoste” da parte dei classici (in prima fila Einstein, Schrodinger, De Broglie, ecc.) e non classici, hanno incontrato continui insuccessi. Le formulazioni stocastiche della meccanica quantistica rappresenterebbero una via intermedia fra la meccanica quantistica (o magari diciamo quantistica semiclassica) tradizionale, e la meccanica quantistica della teoria delle variabili nascoste, con l'introduzione dell'ipotesi di interazioni casuali fra le particelle quantistiche ed il mezzo ipotetico del loro sistema. 


Nonostante le traiettorie delle particelle quantistiche non siano osservabili (o non esistano), è interessante il concetto di un corpo che obbedisca alle leggi della meccanica quantistica ed in più sia soggetto al moto browniano classico. Si vorrebbero allora le probabilità reali, positive, normalizzabili, in grado di prevedere i fenomeni reali e sperimentali. Pensando un ente quantistico come un corpuscolo browniano, potremmo assegnare una distribuzione di probabilità a tutte le sue possibili traiettorie. In meccanica quantistica non vi è però motivo per supporre l'esistenza di una distribuzione positiva e reale di probabilità per una data traiettoria, potendosi eseguire una sola osservazione (o misura) che fornisce una densità di probabilità reale e normalizzata, per ogni processo. La meccanica quantistica stocastica associa un processo (descritto da un'equazione del tipo di Langevin), ad ogni stato quantistico dinamico, e tutte le medie sono eseguite con una misura complessa della probabilità (e c'è, per così dire, quella selettività tipica della meccanica quantistica tra ciò che è fisicamente osservabile e ciò che è solo matematicamente calcolabile). 


La meccanica quantistica mette in relazione i campi esterni con la funzione d'onda, come la meccanica quantistica stocastica metterebbe in relazione tali campi col moto di deriva, così che dalla funzione d'onda si potrebbe determinare lo stato del sistema. Non vi è dunque una vera differenza fisica tra la teoria del moto browniano e la meccanica quantistica tradizionale, ossia la differenza è solo nella “macchina matematica” poiché l'uso di misure di probabilità complesse separa le osservazioni che hanno probabilità reali e positive di verificarsi da quelle non osservabili, che risultano essere quantità matematiche complesse. Ricorderemo però ancora che ciò che osserviamo è inerente ad un corpo classico (per esempio la sua posizione), o ad un'onda classica (per esempio una frequenza), nonostante la realtà dell'ente quantistico sia a ciò riducibile solo pensando ed operando appunto un'approssimazione classica. 


Per alcuni scienziati l'impostazione stocastica dello studio dei sistemi, sarebbe un merito, poiché i concetti probabilistici vengono introdotti con metodo classico, invece di “cadere dall'alto o da fuori” come in MQ. Allora vogliamo significare che il moto browniano ha fornito un modo per interpretare e capire, da un punto di vista fisico, cose note più astrattamente. Sappiamo dunque, e di ciò abbiamo scritto, che il moto browniano è un caso particolare dei processi di Markov, e che se in tale processo x(t), il presente x(to) è noto, allora qualunque condizione su x(t), per tempi t minori di to, non ha influenza sulla statistica futura totalmente determinata dal presente. Così un processo di Morkov è l'analogo probabilistico della causalità deterministica. Ricordiamo che possiamo definire le successioni di Markov di variabili aleatorie, viste come un processo stocastico in cui t assume solo valori interi. Il concetto di tali successioni può essere esteso da Markov-1, a Markov-2, …, a Markov-k. La densità di transizione di una successione di Markov soddisfa l'equazione di Chapman-Kolmogorov (Chapman-Kolmogorov equation is an identity relating the joint probability distributions of different sets of coordinates on a stochastic process). Conosciamo pure il processo Yule-Furry del 1924-37 (Yule-Furry markov process). Ricordiamo Sydney Chapman (Eccles 1888, Boulder Colorado 1970, matematico britannico e geofisico noto per i suoi lavori sulla teoria cinetica dei gas), e Yule (George Udny Yule, Beech Hill Haddington Scozia 1871, Cambridge Inghilterra 1951, statistico britannico, pioniere della statistica moderna con contributi alla teoria della correlazione, della regressione lineare e delle serie storiche). 


Ritornando ai sistemi dinamici deterministici (ed al centro della teoria dei sistemi lineari), la nozione di raggiungibilità e di osservabilità possono essere utilizzate allo scopo di generalizzare il metodo che porta alle forme canoniche di Kalman, per così decomporre il sistema S in 4 sottosistemi componenti denominati: a) parte raggiungibile e non osservabile, b) parte raggiungibile ed osservabile, c) parte non raggiungibile e non osservabile, d) parte non raggiungibile ed osservabile. Tale decomposizione dei sistemi è utile per conoscere le parti del sistema da considerare separatamente nei problemi come la sintesi del regolatore, il calcolo delle relazioni ingresso-uscita In-Out, il calcolo delle Funzioni e Matrici di trasferimento, l'analisi della stabilità esterna, la realizzazione dei sistemi, ecc. Dato un sistema lineare di matrici (F,G,H): se H=0 mentre (F,G) è completamente raggiungibile, allora il sistema è completamente raggiungibile e completamente non osservabile; se G=0 e (F,H) è completamente osservabile, allora il sistema è completamente non raggiungibile e completamente osservabile; se H=G=0 allora il sistema è completamente non raggiungibile e completamente non osservabile, ecc. La procedura per realizzare la decomposizione canonica richiede calcoli che possono essere ancora oggi computazionalmente praticamente impossibili per sistemi di grande dimensione (ossia determinazione del rango di matrici, inversione di matrici, test di indipendenza lineare di vettori, determinazione di vettori ortogonali, ecc.), ed allora si fa ricorso a metodi di elaborazione e calcolo numerico di matrici e di vettori (seppure i calcoli numerici valgano ogni volta solo per i casi specifici in questione). 


Come detto la sintesi del regolatore è strettamente correlata al problema della legge di controllo e della stima dello stato. I sistemi lineari completamente raggiungibili ed osservabili sono tutti e solo quelli per cui esiste un regolatore tale che il sistema retroazionato così ottenuto abbia autovalori fissabili arbitrariamente (ed opportunamente fissabili per ottenere la stabilizzazione, con adeguati margini di guadagno ΔG e di fase Δφ nell'anello chiuso, come altrove detto); per cui sappiamo allora che un sistema instabile può essere stabilizzato per mezzo di una retroazione (cioè tramite l'aggiunta di un blocco di reazione negativa, ovvero ancora per mezzo del regolatore), se esso è completamente raggiungibile e completamente osservabile. Una volta fissato un evento in XxT, ad ogni funzione d'ingresso u(.) e ad ogni istante di tempo t maggiore dell'istante iniziale, vi corrisponde un ben determinato valore dell'uscita y ottenuta dalla trasformazione d'uscita o dalla relazione ingresso-uscita. Una relazione in-out particolarmente importante è quella corrispondente a stato iniziale nullo (ossia sistema a riposo), che porta alla definizione della matrice delle risposte all'impulso M(t), dipendente solo dalla parte raggiungibile ed osservabile del sistema (F,G,H), per il cui eventuale calcolo numerico occorrerebbero metodi efficaci come il metodo della trasformata di Laplace LT, il metodo basato sul teorema di Sylvester oppure sul teorema di Cayley-Hamilton. 


Le proprietà di stabilità di un sistema (F,G,H) hanno una fondamentale influenza sul suo comportamento in-out, e ciò è importante per le applicazioni, perché se le proprietà di stabilità alla Liapunov (che riguarda la stabilità interna) non avessero definite ripercussioni in-out esterne, un gran numero di procedimenti di sintesi (ad esempio nel campo dei sistemi di controllo e dei sistemi di comunicazioni elettriche) basati sulle nozioni di stabilità interna, sarebbero ingiustificati ed inefficaci. Condizione necessaria e sufficiente per la stabilità esterna di un sistema lineare (F,G,H) è la stabilità asintotica della parte raggiungibile ed osservabile. Tra le varie relazioni ingresso-uscita che possono essere introdotte per lo studio dei sistemi lineari, la più importante e la più conosciuta è la funzione di trasferimento, normalmente indicata con F(s), oppure M(s) se è una matrice di trasferimento di sistemi ad ingressi e/o uscite multiple. Il suo grande successo (nei laboratori tecnici e nei laboratori di ricerca) è dovuto al fatto che può essere favorevolmente rilevata con estrema facilità, e sperimentalmente misurata, con la risposta in frequenza consistente nell'inviare all'ingresso del sistema una serie di sinusoidi di ampiezza e fase conosciute (e di frequenze f opportunamente intervallate onde coprire l'intero spettro che interessa), e di misurare all'uscita l'ampiezza e la fase di ognuna di esse. Inoltre semplici, potenti ed efficaci tecniche di analisi e di sintesi di sistemi di comunicazione e di controllo automatici sono state messe a punto facendo uso della funzione di trasferimento F(s) (o, come detto, della matrice di trasferimento M(s) per sistemi multipli) che risulta essere la trasformata di Laplace della risposta all'impulso h(t) (o, come detto, della matrice delle risposte all'impulso M(t) per sistemi multipli), in relazione con le proprietà delle matrici F.G.H.  


Gli autovalori della matrice di sistema F sono i poli (ossia sono le radici del polinomio a denominatore Q(s) di grado n uguagliato a 0, dove il denominatore è identico all'equazione differenziale di ordine n del sistema in cui al posto delle derivate di ordine 1,2,..,n della funzione y si hanno ordinatamente le potenze 1,2,..n della variabile complessa s, ovvero è il polinomio caratteristico di grado n di F), della matrice di trasferimento M(s)=P(s)/Q(s). Ovvero troviamo che gli autovalori del polinomio caratteristico della matrice F di sistema sono uguali alle radici di Q(s) della matrice di trasferimento M(s)=P(s)/Q(s). Abbiamo già scritto che un sistema lineare (F,G,H) asintoticamente stabile ha tutti i poli della sua matrice di trasferimento con parte reale negativa; infatti condizione necessaria e sufficiente per l'asintotica stabilità del sistema (F,G,H) è che gli autovalori di F abbiamo parte reale negativa, quindi pure i poli di M(s) devono avere parte reale negativa: di tale proprietà si fa larghissimo uso in teoria dei controlli automatici, in particolare dei sistemi di controllo automatico opportunamente reazionati per la loro corretta stabilizzazione. 


Il successo nei decenni passati (fino agli anni '80-90) della trasformata di Laplace LT e delle relative funzioni di trasferimento (quando non erano ancora disponibili mezzi efficaci per la risoluzione (numerica) delle equazioni differenziali ovvero calcolatori sufficientemente potenti), risiede nel fatto che la trasformata di Laplace dell'uscita Y(s) è semplicemente data dal prodotto della trasformata di Laplace dell'ingresso U(s) per la funzione di trasferimento del sistema H(s)=F(s) (trasformata questa delle risposte all'impulso), ossia Y(s)=U(s)F(s), pur di operare nel dominio delle frequenze complesse s, ossia nel dominio delle trasformate, funzioni trasformate (F(s) o M(s)), però, che sono in corrispondenza biunivoca con le relative funzioni nel dominio del tempo. Ovvero una relazione di tipo differenziale è stata trasformata in una più semplice relazione algebrica. Operare nel dominio delle trasformate per l'analisi e la sintesi di un sistema dinamico (che può essere un sistema di comunicazione, un sistema di processo, un sistema di controllo, ecc.) comporta dei vantaggi, ma anche degli svantaggi tra cui quello che la descrizione nel dominio delle trasformate è più astratta che nel dominio del tempo, anche se è ad essa (bi)univocamente legata. Però, come avviene in teoria dei controlli automatici, le prestazioni che devono avere i sistemi, sono facilmente esprimibili direttamente nel dominio delle frequenze complesse s (ovvero espresse in termini di poli, zeri, bande, frequenze, ecc.), anziché nel dominio del tempo (ossia in termini di velocità e tempo di salita/discesa, costanti di tempo, ecc.) in modo da evitare l'operazione estremamente complessa (dal punto di vista calcolistico-computazionale) di antitrasformazione di Laplace. 


Il metodo della trasformata, però, risulta difficile od impossibile per sistemi inizialmente non a riposo e/o non lineari, Per sottosistemi variamente interconnessi, abbiamo tre teoremi, rispettivamente riguardanti i sistemi in cascata, in parallelo, ed in retroazione, per mezzo dei quali elaboriamo la tecnica degli schemi a blocchi (ossia algebra degli schemi a blocco, di grande successo), e degli schemi di flusso, per il calcolo di F(s) o di M(s) del sistema complessivo (negli schemi a blocchi, quando i blocchi di funzioni di trasferimento F1(s), F2(s), ..., Fn(s), sono collegati in cascata allora il blocco complessivo ha funzione di trasferimento F(s)=F1(s)F2(s)...Fn(s); quando i blocchi di funzioni di trasferimento F1(s), F2(s), …, Fn(s), sono collegati in parallelo allora il blocco complessivo ha funzione di trasferimento F(s)=F1(s)+F2(s)+...+Fn(s); quando i blocchi di funzioni di trasferimento F1(s) e F2(s) sono collegati in retroazione (F2 in reazione negativa) allora il blocco complessivo ha funzione di trasferimento F(s)=F1(s)/(1+F1(s)F2(s))). In alternativa a tali metodi (schemi a blocchi e schemi di flusso), esiste un metodo molto efficace (anche adatto per il calcolo automatico) riferentesi alla formula di Mason. La conoscenza della funzione di trasferimento permette di calcolare facilmente i movimenti periodici di un sistema lineare corrispondenti ad ingressi periodici: i sistemi lineari invarianti (F,G,H) che non hanno autovalori con parte reale nulla (autovalori e poli puramente immaginari), godono della notevole proprietà che ad ogni funzione d'ingresso u(t) periodica di periodo T è associata una ed una sola funzione d'uscita y(t) periodica dello stesso periodo T, di ampiezza Y=G(ω)U, e fase data dalla fase di U meno la fase di G (è ovvia l'importanza di tale proprietà, visto che, in innumerevoli applicazioni, ad ogni sinusoide di cui è composto il segnale d'ingresso u(t), corrisponde una sola sinusoide del segnale d'uscita y(t), sinusoidi di y tutte moltiplicate per G ed ugualmente sfasate a pari frequenza f, così che il segnale d'uscita sia una replica di ugual forma del segnale d'ingresso seppure eventualmente amplificato-attenuato di G e sfasato (anticipato-ritardato) di faseU-faseG magari in funzione pure di f, e ciò vale per i segnali provenienti da microfoni vocali-musicali, o per i segnali provenienti dall'uscita di paraboloidi di ricezione RX per tv-ricerca-spazio-ecc., e per innumerevoli altri segnali). 


All'ampiezza ed alla fase (entrambe in generale funzioni di ω o di f) si dà il nome di risposta in frequenza del sistema, per le quali esistono due notissime forme di rappresentazione: 1) i diagrammi cartesiani (in scala lineare) o diagrammi di Bode di ampiezza A(ω)=G(ω)U, e di fase φ(ω); 2) il diagramma polare nel piano di Gauss detto diagramma di Nyquist. Ricordiamo Hendrik Wade Bode (Madison 1905, Cambridge 1982, ingegnere ed inventore statunitense, quale pioniere della moderna teoria del controllo e delle telecomunicazioni (etiche), ma universalmente conosciuto per lo studio sulle grandezze asintotiche e proprio per lo sviluppo dei diagrammi di modulo e di fase della risposta in frequenza dei sistemi dinamici ossia i diagrammi di Bode), e Theodor Nyquist (Nilsby 1889, Harlingen 1976, fisico svedese naturalizzato statunitense, ricercatore presso i Bell Laboratories con notevoli contributi alla tecnologia delle telecomunicazioni e dei controlli automatici, ma universalmente noto per il teorema di campionamento dei segnali continui, per il criterio e la banda di Nyquist riguardo la stabilità dei sistemi reazionati, e per il diagramma complesso-polare di rappresentazione di Nyquist). Accertato il legame intercorrente tra M(s) e la terna matriciale (F,G,H), o (F,g,h') per ingressi ed uscite scalari, il calcolo della risposta in frequenza di un sistema assegnato per mezzo della terna, può essere necessario per la soluzione del problema dell'identificazione, il quale consiste nell'associare ad un ente fisico (un sistema S, un processo S, od un fenomeno o processo fisico rappresentato come sistema), di cui s'ignora la struttura interna, una terna (F,g,h') mediante misure su ingressi ed uscite, per poi risalire alla matrice di trasferimento M(s) e quindi affrontare il problema della realizzazione del sistema ossia l'identificazione di (F,g,h'). In matematica pura diciamo che l'identificazione è il procedimento usato per ottenere un modello concreto di un insieme A del quale sia difficile od impossibile la rappresentazione diretta. 


Il procedimento è usuale in topologia dove permette, a partire da uno spazio topologico X, di costruire un nuovo spazio topologico Y. 


Tutto quanto detto per i sistemi lineari continui può essere trasportato ed applicato ai sistemi lineari discreti, la cui matrice di trasferimento M(z) è la trasformata Zeta, ZT, della matrice delle risposte impulsive M(k) con k discreto; per esempio ed ovviamente anche in tal caso Y(z)=M(z)U(z). I sistemi discreti, in particolare gli automi, introdotti da lungo tempo hanno però assunto particolare importanza dagli anni '70-80 in poi. Assegnare una relazione in-out, ossia assegnare M(s) o M(z) rispettivamente per sistemi continui o discreti, significa descrivere il sistema dal punto esterno con la matrice di trasferimento. Mentre il passaggio dalla descrizione del sistema interna (F,g,h'), alla corrispondente descrizione esterna M(.) è un problema a soluzione unica, il problema inverso della realizzazione (ossia il passaggio da M(.) alla terna (F,g,h')) non ha invece soluzione unica, per cui è sempre accompagnato dalla realizzazione minima richiedente un'ottimizzazione. 


La corrispondenza è biunivoca solo tra M(.) e la terna della sola parte raggiungibile ed osservabile del sistema, e non con la terna del sistema (F,G,H) o (F,g,h'). L'importanza teorica e pratica-applicativa della realizzazione minima è dovuta al problema della sintesi di un'assegnata matrice di funzioni di trasferimento per mezzo di reti elettriche a minima dimensione di stato X (ossia con minimo numero di elementi reattivi condensatori Cr ed induttori Ls indipendenti), come per esempio nel filtraggio ottimo, nell'elaborazione dei segnali continui, ecc., e nella simulazione a minimo ingombro su calcolatore analogico (il quale risolve le equazioni differenziali di sistemi fisici analogicamente, con una rete elettrica basata sull'impiego dell'amplificatore operazionali Op-Amp), o su calcolatore numerico (oggi praticamente tutti i calcolatori sono numerici digitali CD), di sistemi assegnati per mezzo delle loro matrici di trasferimento. Come detto, il problema della realizzazione, spesso è l'unico modo per associare una tena (F,G,H) ad un ente o sistema fisico, e se la realizzazione è minima (il minor n possibile) allora significa che il sistema fisico è stato descritto con un'equazione differenziale di ordine n minimo, o col minor numero n di equazioni differenziali del 1° ordine (per esempio tramite una rete elettrica col minor numero di bipoli L,C indipendenti e dunque con il minor numero n di equazioni di stato). E ciò farà si che il sistema sia completamente raggiungibile e completamente osservabile, e problemi come la sintesi del regolatore siano problemi ben posti. Condizione necessaria e sufficiente perché una matrice di trasferimento M(.) ammetta una realizzazione minima è che essa sia una matrice di funzioni razionali proprie M(.)=P(.)/Q(.), dove il grado di P è minore di quello di Q. 


Tra le più note realizzazioni minime, citiamo la realizzazione del sistema in forma canonica di controllo, quella in forma canonica di ricostruzione o di osservazione, e quella in forma canonica di Jordan (quest'ultima di interesse quando si voglia simulare il sistema su un calcolatore elettronico, perché risulta ben posto il problema della determinazione della realizzazione che sia meno sensitiva-sensibile alle variazioni parametriche, ossia con gli autovalori più insensitivi alle variazioni parametriche). Esistono però casi più generali di realizzazioni di sistemi a m ingressi e p uscite. I sistemi a 1 ingresso e p uscite realizzano la matrice M(s), in forma canonica di controllo, ossia per colonne (1 riga e p colonne). Analogamente avviene per sistemi a m ingressi e 1 uscita, la cui realizzazione avviene per righe (m righe e 1 colonna). Queste due realizzazioni minime permettono di ottenere, nel caso di sistemi a molti ingressi e molte uscite, delle realizzazioni le quali pur non essendo minime, in generale sono a basso numero di variabili di stato, in cui un sistema S con m ingressi e p uscite e con matrice di trasferimento M(s), può essere pensato come un parallelo di m sottosistemi a 1 ingresso e p uscite tra loro collegati al nodo sommatore d'uscita. Qualora si applichi il procedimento di realizzazione per righe o per colonne è conveniente tener presente che le realizzazioni per righe sono completamente osservabili (i sottosistemi Si sono in forma canonica di ricostruzione), e che le realizzazioni per colonne sono completamente raggiungibili (i sottosistemi Si sono in forma canonica di controllo). Due altri metodi, tra i numerosi, di realizzazione minima di M(s) e diretta (senza cioè passare per le due fasi, prima quella di realizzazione e poi quella di riduzione a forma minima per mezzo della decomposizione canonica), forniscono direttamente la terna (F,G,H) di dimensioni minime, e sono il metodo di Kalman, ed il metodo dato dal teorema che porta alla decomposizione canonica di Mc Millan-Smith costituito da h sottosistemi in parallelo e che non presenta difficoltà computazionali e ha anche il vantaggio di realizzare ogni matrice componente Mi(s) per mezzo di sistemi ciclici con la matrice Fi(s) in forma canonica di controllo. Un secondo esempio di metodo di realizzazione minima di sistemi multipli (che fornisce tutte le realizzazioni minime di M(s) ma che generalmente non sono in una forma canonica) è il cosiddetto algoritmo di B. L. Ho, che richiede solo operazioni su matrici costanti anziché matrici polinomiali come differentemente richiede il metodo di Kalman. 


Esso è adatto alla realizzazione parziale consistente nell'associare, in tempo reale, un sistema ad un sistema fisico sul quale si sta operando; ed è particolarmente utile per la realizzazione minima dei sistemi discreti. Molto più complicati sono invece i metodi per la realizzazione dei sistemi lineari varianti e di alcune classi di sistemi non lineari. Accennando rapidamente ai contenuti matematici posti dalla teoria matematica dell'analisi e soprattutto dell'identificazione e successiva ottimizzazione dei sistemi, diciamo che si deve affrontare la modellistica, ossia il problema della costruzione di un modello nel quale giocano un ruolo fondamentale le leggi fisiche, le strutture e le leggi matematiche: ovvero, oltre ai modelli decisionali di pianificazione, di gestione, di sistemi di supporto alle decisioni SSD, occorre definire modelli dinamici descrittivi quali i modelli di predizione o previsione, i modelli di controllo e di simulazione (le tecniche di simulazione, i linguaggi di simulazione, l'approccio deterministico e l'approccio stocastico per la taratura di tali modelli come, rispettivamente, la stima con la tecnica dei minimi quadrati e la stima bayesiana); modelli in-out a tempo continuo ed eventuale loro discretizzazione, a tempo discreto, modelli AR, MA, modelli autoregressivi a media mobile ARMA e ARMAX. 


E' necessario il ricorso all'analisi spettrale, all'analisi spettrale di tipo parametrico (anche a massima entropia, di Pisarenko, di Prony, ecc, come nei sistemi bioingegneristici), all'analisi di correlazione, alla scomposizione di Wold ed alla teoria della predizione di Kolmogorov-Wiener. Il problema centrale dell'identificazione riguarda infatti la costruzione del modello a partire da prove sperimentali: identificazione col metodo dei minimi quadrati, della massima verosimiglianza, l'identificazione recursiva, RLS, ELS, RML, LMS, ecc., le equazioni di Yule-Walker, l'algoritmo di Durbin-Levison e l'identificazione dello spettro. Si ricorre alla teoria della predizione: predizione adattativa ed a multilivello, tecniche di controllo preditivo, controllo a minima varianza, a minima varianza generalizzata, ed al controllo adattativo e ad autosintonia. La costruzione di modelli stocastici di stato e dei previsori stocastici (e le tecniche per la loro taratura off-on-line) richiede la teoria del filtraggio (dal filtraggio deterministico al filtraggio stocastico) e della predizione secondo Kalman: filtro di Kalman, filtro di regime, filtro di Kalman esteso, filtro di Kalman nell'identificazione di modelli dinamici varianti e non lineari. 


Tecniche di filtraggio numerico nel tempo e filtraggio spaziale (abbiamo accennato all'elaborazione delle immagini in forma 2D e 3D) e metodi algoritmici per l'elaborazione dei segnali che includono la pre-elaborazione, il miglioramento del rapporto rumore/segnale N/S, ecc. Tra i sistemi oggetto dell'analisi e dell'identificazione possiamo citare l'identificazione delle serie temporali econometriche, biologiche derivate dall'estrazione dei segnali a parametri biologici, delle serie temporali naturali; l'analisi dei sistemi macroeconomici come il modello di Leontief (Wassily Leontief, Vasilij Vasil'evic Leont'ev, Monaco di Baviera 1905, New York 1999, economista russo naturalizzato statunitense, scienziato di fama mondiale, inventore del sistema di analisi input-output quale famosa applicazione dell'analisi matematica a modelli econometrici), e lo studio dell'equilibrio economico generale, analisi del caos dei mercati concorrenziali e finanziari, analisi della gestione della produzione e commercializzazione dei prodotti innovativi, sistemi per la pianificazione finanziaria, analisi delle strutture gerarchiche, ed il principio di Peter del 1969 dello psicologo canadese Laurence J. Peter (“In una gerarchia organizzativa-lavorativa-ecc., ogni dipendente tende a salire di grado fino al proprio livello di incompetenza”, e tale principio riguarderebbe le dinamiche di carriera su basi “meritocratiche” all'interno di organizzazioni gerarchiche, contenuto nel libro “The Peter Principle”, ma già nel 1941 lo scrittore italiano Giovannino Guareschi aveva anticipato qualcosa del genere riguardo le carriere; il principio di Peter avrebbe anche dei corollari, ad esempio “Con il tempo, ogni posizione lavorativa tende a essere occupata da un impiegato che non ha la competenza adatta ai compiti che deve svolgere”, mentre nell'immediato prima cioè di avvicinarsi al meglio del proprio livello di incompetenza “Tutto il lavoro viene svolto da quegli impiegati che non hanno ancora raggiunto il proprio livello di incompetenza”); modelli di inquinamento ed analisi e controllo degli acquiferi, analisi della dinamica e del controllo delle epidemie, analisi delle previsioni demografiche, delle previsioni meteorologiche, dell'inquinamento atmosferico, degli interventi di risanamento; e per esempio lo studio di un sistema di trasporto pubblico a chiamata, l'identificazione di modelli per la valutazione dell'affidabilità del software, l'implementazione in tempo reale di modelli per il controllo adattativo di impianti, modelli stocastici per la simulazione di vari fenomeni naturali non prevedibili deterministicamente, ecc. 


Nel mio scritto maggiore ho portato due semplici esempi, tra gli innumerevoli, uno attinente ad un sistema continuo e l'altro relativo ad un sistema discreto di interesse prettamente matematico, per illustrare la tecnica matematica che lo supporta, ma qualcosa abbiamo riportato anche altrove nel presente libro. Come già scritto, in tali problemi è necessaria la formalizzazione (spesso difficile ed impegnativa) coi modelli di sistemi dinamici, perché la relativa trattazione rientri nella teoria dei sistemi (continui o discreti). 


Volendo scrivere qualcosa sulla teoria dei modelli affermiamo che essenzialmente i modelli si suddividono in modelli fisici e modelli matematici. Il modello matematico è costituito da un insieme di relazioni quantitative ossia di leggi od equazioni matematiche che descrivono un limitato ambito di fenomeni (i modelli matematici, infatti, sono praticamente tutti fenomenologici, anche i più universali modelli lo sono, anche i più generali modelli quantistici od i modelli di Grande Unificazione (GUT ossia Grand Unification Theory o Grand Unified Theory costruiti per rappresentare l'unificazione delle tre interazioni fondamentali non-gravitazionali in una unica forza come ad esempio il modello SO(10) o teorie includenti la supersimmetria, per cui sono necessari gruppi di gauge che è un gruppo di Lie e bosoni X e Y), usate per la formulazione di teorie, eventualmente da verificare poi sperimentalmente. Per la costruzione del modello occorrono decisioni circa la sua struttura e riguardo quali variabili devono essere utilizzate. Un modello avrà una delle seguenti strutture ed uno od alcune delle seguenti proprietà: modello deterministico, stocastico, dinamico, stazionario, statico, continuo, discreto, numerico, lineare, non lineare, invariante, variante, ecc. 


Un modello può essere di simulazione per descrivere sistemi complessi soprattutto se implementato sugli elaboratori elettronici digitali. Si dice che ogni scienza (e ciò vale in particolare per i vari settori della fisica), costruisce dei modelli teorici per la formalizzazione e matematizzazione dello studio dei propri fenomeni: per esempio, il modello dell'atomo, il modello del corpo rigido, il modello dell'interazione nel meccanicismo newtoniano, il modello ondulatorio della propagazione ondosa, oppure anche il modello dell'etere. Fino alla fine dell'800, il grande successo riscosso dal modello meccanico della fisica di Newton, aveva indotto i fisici a costruire un modello meccanico per ogni fenomeno naturale, e così venne introdotto l'etere (ma in realtà questo già presente nel linguaggio filosofico dei presocratici) quale modello di un mezzo materiale le cui vibrazioni periodiche trasversali potessero spiegare meccanicamente la propagazione delle onde elettromagnetiche (e della luce), esattamente come le vibrazioni, dovute alla variazione periodica della pressione e della densità della materia (di solidi-liquidi-gas) spiegavano la propagazione delle onde sonore. 


Nella mia storia maggiore del pensiero matematico, è riportata discorsivamente e nel contesto storico, una breve esposizione su come si è sviluppato, dalle sue basi fisiche, il modello teorico dell'etere, un modello che, come tutti sanno, non ha incontrato successo in fisica. Inizieremo il cammino da lontano, e ci chiederemo come si trasmette la forza (a Newton bastò dare la legge della forza lasciando piuttosto da parte il suo funzionamento occulto, e la relativa metafisica), ossia se ciò avviene per contatto diretto oppure necessita comunque di un mezzo materiale interposto tra i corpi interagenti. Analizzeremo la prospettiva sotto la quale il vecchio Faraday concepì le linee di forza (il quale Faraday frequentando i laboratori, vedeva ben disegnate con la fine limatura di ferro). 


Esporremo le ragioni della parte che sostiene la teoria dell'azione a distanza e le ragioni della parte opposta fautrice dell'azione diretta; la posizione di Newton e dei suoi seguaci, insieme ai Cavendish, ai Coulomb, a Poisson, veri fondatori della scienza dell'elettricità e del magnetismo, che intesero estendere massimamente il meccanicismo newtoniano, col gran bene che ne venne. Arriveremo fino ad Oersted che definì il fenomeno così: “il conflitto elettrico agisce in modo rotatorio”; e ad Ampere che usando acume matematico e genialità sperimentale riuscì a dimostrare come anche il fenomeno magnetico agisse secondo la “legge dell'attrazione-repulsione” tipica del meccanicismo classico. Vedremo la prima rudimentale comparsa del concetto di campo nell'immagine delle linee di forza disegnate dalla limatura di ferro; le prime dimostrazioni dell'identità dell'etere luminoso o luminifero (quello immaginato da Huygens fu il più produttivo e longevo) e dell'etere elettromagnetico, la loro velocità di trasmissione, nonché la determinazione dei loro parametri fisico-meccanici (dai calcoli di Fresnel, Pouillet ed altri fisici, sapendo che l'energia-potenza alla superficie superiore dell'atmosfera terrestre era valutata circa 1.234x10(elev 6) erg/sec cm quadro, la velocità della luce era misurata come c=3.004x10(elev 10) cm/sec, e vicino alla Terra la densità di energia del mezzo di circa 4.1x10(elev -5) erg/cm cubo, lo sforzo tangenziale massimo dell'etere risultava tau=60.352 dine su 1 cm quadro, il coefficiente di rigidità circa 965 ossia circa 1000 (si noti che il coefficiente di rigidità dell'acciaio è intorno 8x10(elev 11) e del vetro circa 2.4x10(elev 11) ossia circa 8 ordini di grandezza decimale maggiore di quello dell'etere ma pure l'etere è molto rigido), la densità dell'etere di circa 1.07x10(elev -18) gr/cm cubo, la massa di etere contenuta entro l'orbita di un pianeta è dunque insignificante rispetto alla massa del pianeta stesso, l'aria ipoteticamente non può assolutamente trasmettere per lunghe distanze le vibrazioni trasversali delle onde E-H (neanche per l'altezza significativa della sola atmosfera), oltre a possedere una velocità incredibilmente minore del necessario, ed una densità che decresce fino a 10(elev -300) gr/cm cubo ed oltre negli spazi interstellari più lontani, mentre l'etere lo potrebbe fare anche su distanze di migliaia di anni-luce senza significativa deformazione dell'onda come appunto vediamo dalla luce che arriva da stelle lontane... densità e sforzo dell'etere (che riempie tutto quanto lo spazio ed il tempo), vorremmo dire, in sostituzione del nostro spazio e tempo (vuoti) e causa della loro curvatura). 


Infine arriveremo agli ultimi anni di vita dell'etere ossia agli anni 1881-87, durante i quali l'esperimento di Michelson-Morley eseguito con l'uso di un interferometro speciale a luce monocromatica (con l'obiettivo di misurare il movimento della Terra rispetto all'etere fisso (in modulo circa 29000 metri/sec ossia circa 96.7 ppM della velocità c e ripetuto 6 mesi dopo per mutare stagionalmente la direzione perpendicolare (prima tangente poi normale) della Terra rispetto al Sole), dimostrò con elevata precisione la costanza della velocità della luce uguale a c (ossia etere luminoso ipotizzato che a questo punto diveniva non osservabile ed inesistente-inutile (o quale remota ed improbabile alternativa etere trascinato dalla Terra invece che dal Sole e dalle stelle fisse ma ciò smentito direttamente da Fizeau), per cui, oltre alle sue esotiche caratteristiche meccaniche, nel 1887 assumeva anche la più strana delle caratteristiche che un corpo potesse possedere ossia quella di non essere osservabile (un mezzo materiale che non risulta osservabile in qualsiasi sistema di riferimento!) onde il concetto di etere veniva via via abbandonato dei fisici del tempo costatato che non era necessario costruire un mezzo meccanico (in analogica col mezzo delle onde elastiche del suono o delle onde superficiali sull'acqua) per trasmettere i campi, ed in più considerando che i vettori E e H sono concetti matematici che non sono affatto incongruamente “diffusi” nello spazio-tempo xyzt ma stanno nel pensiero matematico e non è necessario trovare qualcosa di materiale meccanico-fluidodinamico-elastico che oscilli nel piano xy trasversalmente alla direzione z per “portare nello spazio fisico i vettori campo E (ad esempio Ex) e campo H (ad esempio Hy); però ancora nel 1905 Einstein scriveva: “Sarebbe stato più corretto se nelle mie prime pubblicazioni mi fossi limitato a sottolineare l'impossibilità di misurare la velocità dell'etere, invece di sostenere soprattutto la sua non esistenza. Ora comprendo che con la parola etere non si intende nient'altro che la necessità di rappresentare lo spazio come portatore di proprietà fisiche”). Mentre il modello matematico della teoria elettromagnetica, sintetizzato nelle 4 equazioni di Maxwell (MD: rotore di vettor E e vettor H, divergenza di vettor D e vettor B), sopravvisse al tempo fornendo l'esempio migliore di scienza matematica esatta, il concetto ed il modello di etere (pure sostenuto da Maxwell, oltre che da Faraday, da Kelvin, da altri), nel nostro tempo è invece così screditato che è rimasto nell'uso solo al di fuori della fisica e della scienza, e con un significato modificato (per esempio si parla di “spartizione ed assegnazione delle frequenze dell'etere”, laddove nella fisica elettromagnetica si parla piuttosto di “spazio libero”), quasi esattamente come è accaduto alla teoria dei vortici di Cartesio (vortici di etere) soppiantata dal modello teorico della meccanica di Newton, rispetto al suo metodo filosofico razionalista che invece è sopravvissuto nel tempo. Il compito di “spiegare meglio” la natura dei campi E-H-D-B e della trasmissione dell'informazione I e dell'energia elettromagnetica E e potenza P è piuttosto demandato alla fisica e meccanica quantistica, mentre nell'elettromagnetismo classico (a tutte le frequenze, da quelle bassissime, a quelle radio, a quello ottiche e maggiori) si è costatato che non è necessario, che non è utile, che non si guadagna nulla ma all'opposto si incontrano solo problemi e contraddizioni, nell'impresa di costruire un modello meccanico del campo elettromagnetico ed in particolare della propagazione delle onde elettromagnetiche OE; in realtà che cosa oscilla (volendo fare ingiustificatamente e prepotentemente (dati i tempi classicamente newtoniani) un'analogia con la propagazione delle onde sonore dove il mezzo è la materia (la massa di gas-liquidi-solidi) per “portare” i vettori E, D, H, B da una regione ad altre dello spazio o della materia, non ci interessa affatto, ma soltanto ci interessano le equazioni di Maxwell che descrivono il comportamento di tali vettori in funzione di (xyzt). 


Ritorniamo alla teoria degli automi, accennando che una delle più importanti classi dei sistemi dinamici è proprio quella costituita dagli automi e, in particolare, degli automi finiti. Tali sistemi si sono rivelati estremamente adatti per descrivere un gran numero di diversi problemi, quali le macchine e reti sequenziali, le reti di neuroni, problemi di algebre, problemi di logica, sistemi economici, sistemi di trasporto, ecc. Un automa è un sistema dinamico discreto ed invariante in cui gli insiemi di ingresso e d'uscita (e normalmente anche lo spazio X) sono finiti. Le funzioni di transizione possono essere assegnate tramite tabelle (con tante colonne quanti sono gli ingressi e contrassegnate dagli ingressi, tante righe quanti sono gli stati e contrassegnate dagli stati, ed all'incrocio ingresso-stato, è riportato lo stato futuro della relativa transizione; ed a parte semplicemente, per esempio, una tabella identica per le uscite)); oppure in modo più efficace tramite l'uso di un grafo in cui i nodi (tanti quanti gli stati) rappresentano gli stati (con associate le relative uscite) e gli archi (da ogni nodo deve uscire un numero di archi pari agli elementi dell'insieme d'ingresso) rappresentano le possibili transizioni da uno stato ad un altro con sopra riportato l'ingresso che causa quella transizione (grafo di transizione). 


Diciamo che a volte gli automi vengono definiti ammettendo che l'uscita y(t) dipende, oltre che dal valore assunto dallo stato x(t) all'istante t, anche dall'ingresso u(t) allo stesso istante: tali automi sono detti automi impropri (sistemi impropri). Nella letteratura scientifica i due tipi di automi, propri ed impropri, sono denominati rispettivamente: macchina di Moore (come detto, automa a stati finiti in cui le uscite sono determinate in funzione dei soli stati correnti (e non anche dagli stati d'ingresso come accade invece nella macchina di Mealy), introdotto da Edward F. Moore (professore di matematica ed informatica all'università di Wisconsin-Madison) nel trattato “Gedanken-experiments on Sequential Machines”), e macchina di Mealy (come detto, automa a stati finiti i cui valori di uscita sono determinati sia dallo stato presente che dall'ingresso corrente, tuttavia non per tutte le macchine di Mealy si può definire una macchina di Moore equivalente, ossia automa di Mealy introdotto da Mealy nel 1955 in “A Method for Synthesizing Sequential Circuits”); diciamo rapidamente che un automa di Moore è una macchina sequenziale (a stati finiti) definita da una quintupletta ordinata Moore(Q,I,U,T,W) dove Q è un insieme finito di stati interni, I è un insieme finito di stati di ingresso, U è un insieme finito di stati d'uscita, T è una funzione QxI→Q quale funzione stato prossimo, W è una funzione Q→U quale funzione d'uscita dipendente solo dallo stato; mentre un automa di Mealy è una macchina sequenziale (a stati finiti) definita da una quintupletta ordinata Mealy(Q,I,U,T,W) dove Q è un insieme finito di stati interni, I è un insieme finito di stati di ingresso, U è un insieme finito di stati d'uscita, T è una funzione QxI→Q quale funzione stato prossimo, W è una funzione QxI→U quale funzione d'uscita dipendente sia dallo stato che dall’ingresso. Dunque anche gli automi impropri possono essere descritti da un grafo con l'unica differenza che l'uscita è associata ad ogni arco anziché ad ogni nodo, e dunque ha due simboli su ogni arco in luogo di due simboli ad ogni nodo come nella macchina di Moore. E' immediata la trasformazione della macchina di Moore in una macchina di Mealy; la trasformazione inversa invece è più complessa dato che la macchina di Moore equivalente a quella di Mealy ha un numero maggiore di stati i quali devono appunto in aggiunta essere introdotti. Uno stato di un grafo è detto di equilibrio se e solo se esiste almeno un nodo con l'autoanello (il valore d'ingresso sull'autoanello mantiene l'automa nel medesimo stato); un'uscita è invece detta di equilibrio quando esiste nel grafo un ciclo costituito da tutti nodi con associato lo stesso valore d'uscita. 


Un automa è detto reversibile se rovesciando tutte le frecce sugli archi del grafo di transizione, si ottiene ancora un grafo di transizione (ossia ancora con tanti archi in uscita da ogni nodo quanti sono i possibili ingressi). Uno stato x'' è raggiungibile da un altro stato x', se esiste nel grafo un cammino dal nodo x' al nodo x'', e quindi l'automa è connesso se e solo se il suo grafo di transizione è strettamente connesso. Dati due automi, l'indistinguibilità degli stati è correlata col problema dell'osservazione dello stato dalla rilevazione di dati di ingresso e d'uscita. Della teoria delle reti sequenziali è possibile dare una definizione più astratta in termini di teoria degli automi deterministici a stati finiti, dotati cioè di un numero finito di stati ovvero di insiemi finiti di simboli d'ingresso e di simboli d'uscita (ad esempio insiemi formati da (a,b,c,...,q), oppure se binari insieme (0,1) in tal ultimo caso pilotando l'automa con sequenze d'ingresso tipo ...01101001101...), nonché di due funzioni (la “funzione stato prossimo” e la “funzione d'uscita”) che in base allo stato presente ed al simbolo d'ingresso determinano in modo univoco lo stato prossimo ed il simbolo d'uscita. Notiamo che i simboli d'ingresso e d'uscita corrispondono alle configurazioni di valori, rispettivamente, delle variabili d'ingresso e d'uscita. Le macchine sequenziali di cui abbiamo finora scritto, avevano variabili d'uscita i cui valori si leggevano in corrispondenza di una transizione fra stati e dipendevano quindi sia dallo stato presente e sia dalla configurazione di valori presenti in ingresso, ed una loro definizione in termini di automi si ottiene, associando alla macchina M, una quintupletta costituita dall'insieme S (non vuoto) degli stati, dall'insieme I finito (non vuoto) dei simboli d'ingresso (ossia dall'”alfabeto d'ingresso”), dall'insieme Z finito (non vuoto) dei simboli d'uscita (“alfabeto d'uscita”), dalla funzione stato prossimo, e dalla funzione d'uscita: una macchina così definita è un sistema della classe degli automi di Mealy. 


Un'altra macchina che è un sistema della classe degli automi di Moore, è definita quando le uscite vengono osservate, non più durante le transizioni di stato, ma solamente dopo che la macchina si è portata in uno stato. Una macchina di Mealy può essere descritta mediante un diagramma degli stati od una tabella degli stati, mentre nel diagramma degli stati della macchina di Moore ad ogni nodo sono associati sia uno stato sia il corrispondente valore d'uscita, e ad ogni arco è associata solamente la configurazione d'ingresso che provoca la relativa transizione. Sappiamo già che in molte applicazioni, una macchina sequenziale deve solamente distinguere se la sequenza d'ingresso appartiene o meno ad un insieme che potremmo definire “utile”, ossia deve identificare la sequenza d'ingresso appartenente ad un insieme utile predefinito, dando all'uscita la configurazione di riconoscimento: ossia la macchina funziona da automa riconoscitore. Per rete iterativa intendiamo una struttura digitale ottenuta interconnettendo secondo uno schema regolare e ripetitivo un generico “blocco”, sia di natura combinatoria che sequenziale, con struttura sia monodimensionale che matriciale od anche 3-dimensionale, con scambi di informazione sia avanti che indietro o multidirezionali n-dim (un esempio monodimensionale 1-dim avanti/indietro sequenziale è il contatore binario). 


Tali reti sono utili e vantaggiose grazie alla loro progettazione e realizzazione “modulare” e consentono un'”estensione” od espansione immediata, senza riprogettazione delle stesse al crescere della “dimensione” del problema (come ad esempio avviene per i blocchi di memoria RAM), e pure dell'intero sistema ugualmente espandibile-modulare in cui sono inserite. Quasi la totalità delle reti sequenziali (specialmente se di grandi dimensioni, ed oggi ciò è vero in maniera “esponenziale” sia per reti di media-grande-grandissima dimensione) è di tipo sincrono (ossia effettua le transizioni di stato ad ogni impulso di Clock ossia ad ogni impulso di sincronismo, alla salita e/o discesa del segnale stesso, ignorando ciò che accade durante gli intervalli di assestamento delle uscite di ogni porta logica che avvengono tra un impulso di sincronismo ed il successivo). Esistono tuttavia reti sequenziali in cui non è disponibile un segnale di sincronismo per comandare le transizioni, e perciò si ricorre alle reti sequenziali asincrone (potremmo dire reti autosincronizzanti), quelle dove i segnali hanno andamento impulsivo, e quelle in cui i segnali consistono in livelli di cui si possono rilevare solo le transizioni (attenzione alle alee od alee essenziali, alee statiche ed alee dinamiche, corse critiche; tali reti asincrone sono andare via via scomparendo dalle applicazioni, ed oggi troviamo utilizzate reti sequenziali sincrone nella struttura standard di MCU-CPU anche nei gadget e nei circuitini logici delle luci dell'albero di Natale). 


Le macchine lineari (una sottoclasse delle macchine sequenziali sincrone), sono date, secondo la definizioni, dall'interconnessione dei 3 seguenti elementi: il ritardo elementare R (che ritarda di un'unità di tempo la variabile che si presenta al suo ingresso); il sommatore modulo p (per sistemi binari, sommatore modulo 2); il moltiplicatore per una costante A (per i sistemi binari A=0 (significante “collegamento interrotto”, circuito aperto) o A=1 (significante “collegamento effettuato”, circuito chiuso)). 


Una sottoclasse ancora più ristretta è quella dei registri a scorrimento generalizzati, utilizzabili ad esempio, se macchine dirette, come codificatori di un dato messaggio. Un sistema digitale, molto spesso, sia esso un calcolatore elettronico o meno, deve svolgere operazioni aritmetiche (normalmente in aritmetica binaria), e per questo è sintetizzato un blocco standard più complesso, ossia l'addizionatore di tipo serie o di tipo parallelo, che può eseguire tutte le operazioni aritmetiche con numeri di n cifre. Un altro blocco fondamentale è il circuito logico (detto così per la funzione che svolge), o confrontatore, che serve ad effettuare i confronti e le verifiche su due numeri per determinare quale sia il maggiore. Mentre nei circuiti integrati IC di piccole dimensioni SSI o MSI, è possibile identificare blocchi “universali” che svolgono funzioni standard e consentono, tramite la loro interconnessione, di sintetizzare qualsiasi funzione logica, passando ad unità integrate su scala maggiore ossia LSI e VLSI, con funzioni complesse non si ottiene la stessa “generalità”; si realizzano cioè blocchi circuitali corrispondenti a funzioni e ad applicazioni divenute fondamentali dagli anni '70 in poi, e rese programmabili tramite ingressi di selezione (con un ingresso di selezione di 4 cifre binarie si possono selezionare fino a 16 diverse funzioni od operazioni) che identificano una fra le numerose funzioni espletate dal blocco logico. Un esempio tipico di ciò è l'unità aritmetico-logica ALU, un circuito capace di realizzare varie funzioni su coppie di operandi: somma, sottrazione, moltiplicazione, divisione, and, or, confronto, ecc. 


Altri blocchi sono, per esempio, quelli che realizzano funzioni di interfaccia, come all'ingresso i convertitori analogici/digitali A/D ed all'uscita i convertitori digitali/analogici D/A, od il modulatore/demodulatore MODEM che interfacciando il mondo informatico-telematico esterno, permette di ricevere-inviare informazioni tramite la linea telefonica o la linea ad alta velocità ISDN od ADSL. Questi blocchi o sottosistemi permettono la realizzazione di tutti i sottosistemi a funzionalità complessa (inclusi i sistemi di controllo automatico e di regolazione dei processi in linea e non, l'elaborazione dati, ecc.). La specializzazione di queste strutture generali per l'espletamento di una funzione particolare, avviene mediante la scelta delle unità periferiche e l'organizzazione dell'unità di controllo UC (per esempio tramite l'uso di una ROM la quale una volta programmata legge soltanto le parole immagazzinate e dunque realizza la particolare funzione richiesta). Questa struttura rientra già nella teoria e nella progettazione in logica programmata: in sostanza si tratta di esaminare il problema in termini di trasferimento ed elaborazione delle informazioni (ad un livello più elevato ed astratto, dunque, rispetto alla considerazione dell'interconnessione di porte logiche fondamentali o di blocchi elementari, ossia ci troviamo a metà strada tra impostazione e progettazione hardware ed impostazione e progettazione software), definendo di conseguenza un algoritmo che viene eseguito dall'insieme delle unità funzionali, oppure da una UC. 


Il primo passo per la definizione e progettazione delle reti sequenziali programmabili è la descrizione del loro funzionamento mediante un diagramma degli stati; e per reti a grande numero di stati, mediante le istruzioni di un microprogramma (il cui codice e le cui istruzioni permettono la connessione ed il funzionamento di una struttura standard di blocchi logici fondamentali descritti precedentemente). Queste istruzioni (generalmente ad un livello adeguato o con un linguaggio di livello più elevato, come il linguaggio assemblatore, rispetto al linguaggio di minimo livello ossia linguaggio macchina composto solo di opportune sequenze di 0 e di 1, nel quale linguaggio i linguaggi di più alto livello vengono comunque poi tradotti), indicano come debbano susseguirsi i vari stati dell'automa che rappresenta logicamente il sistema digitale, in funzione degli ingressi e dello stato corrente, e si ottengono esprimendo dettagliatamente le specifiche di funzionamento. Se il numero di stati è piccolo (qualche decina o qualche centinaio) è molto comodo utilizzare il diagramma degli stati; quando il numero degli stati è molto elevato, diventa allora insostituibile la descrizione mediante il microprogramma, il quale è altrettanto ricco di informazioni sul comportamento della macchina che lo stesso diagramma delle transizioni, in quanto specifica le uscite associate ad uno stato (quando esistono) e vengono indicate come parole operative. Le espressioni condizionanti delle parole operative danno, nel caso uno stato abbia più uscite specificate dalle parole operative, l'evento che condiziona l'esecuzione di una parola operativa, oppure della successiva. Le espressioni condizionanti di salto sono invece le condizioni richieste per le transizioni fra gli stati, ossia fra stati non successivi nel grafo. Scriviamo anche che il progetto deve tener conto della modularità della struttura, della semplicità di collaudo del prototipo, della (fattibilità) della diagnosticabilità, dell'eventuale modificabilità della rete, della velocità e dei tempi di esecuzione (con velocità nel corso degli anni sempre crescente, od almeno non decrescente), ed anche del consumo di potenza elettrica (col tempo sempre minore a parità di funzioni svolte ma pure in diminuzione nonostante l'aumento del numero delle porte logiche integrate), della dissipazione di potenza termica (sempre in diminuzione nonostante il maggior impacchettamento dei componenti), della facilità e programmabilità della manutenzione e relativi costi (col tempo sempre diminuiti), ed inoltre dei materiali utilizzati, dei volumi di produzione, ecc. La complessità del diagramma delle transizioni dipende sia dal numero di transizioni dallo stato presente xi (x pedice i) allo stato prossimo x(i+1) (ossia x pedice i+1), sia dal tipo di espressioni condizionanti delle parole operative. Se tale numero è piccolo ed il tipo di espressioni condizionanti è semplice, allora è possibile sintetizzare la rete con strutture appositamente ben definite, facilmente programmabili e con notevole risparmio di memoria (ossia senza ridondanza od almeno ridotta ridondanza) rispetto al caso generale (nel quale la macchina universale, ossia il calcolatore “general purpose” esiste progettata una volta per tutte, e la sua specializzazione relativa allo svolgimento di una particolare funzione, è tutta a carico del software sia software di sistema che soprattutto software applicativo); infine le reti risultano facilmente collaudabili oltre che modificabili o dimensionalmente incrementali-espandibili. 


Allo scopo si suppone che da ogni stato presente si possa passare a due soli stati (uno dei quali sia lo stato successivo allo stato presente, nelle configurazioni degli stati), oppure permanere nello stato presente: è questo il caso di complessità delle espressioni condizionanti delle parole operative immediatamente superiore alla semplice biforcazione (notiamo che tale tipo di grafo delle transizioni si presta bene a descrivere le sequenze di controllo che più frequentemente si incontrano nelle applicazioni). Le 3 possibili transizioni da ogni stato sono determinate dai valori del vettore di ingresso, ossia ad ogni transizione corrisponde un insieme di valori del vettore d'ingresso dello spazio vettoriale corrispondente. Per il corretto funzionamento è necessario che, ad ogni stato, i 3 insiemi che definiscono le transizioni siano disgiunti e ricoprano l'intero spazio di definizione del vettore d'ingresso (ovviamente non devono esservi ricoperture multiple od assegnazioni a vuoto, perchè le assegnazioni siano coerenti-congruenti). Per le macchine di Mealy, le espressioni condizionanti delle parole operative sono valide sia per le parole operative che per le transizioni di stato. Per ciò che riguarda le espressioni condizionanti si suppone che esse si riducano, di volta in volta, ad una sola componente del vettore d'ingresso, ossia ad una sola variabile condizionante (limitazione abbastanza restrittiva e non sempre verificata od accettabile in pratica, ed in tali casi sarebbe necessario premettere all'ingresso della macchina un decodificatore (da n a k linee) del vettore d'ingresso che dia in uscita una sola variabile). La transizione da effettuare è individuata, fra le 3 possibili, dai valori di almeno due variabili condizionanti (per cui esistono 4 possibili scelte ed è quindi necessario che a due codici corrisponda una sola transizione). Nel caso di 3 variabili condizionanti, uno per ogni transizione, si ha un'assegnazione già completamente decodificata che richiede, per evitare assegnazioni multiple e quindi assegnazioni incoerenti, un ordine di priorità nell'assegnazione delle transizioni stesse. 


Una volta definito il funzionamento della macchina sequenziale programmabile tramite il microprogramma, la sintetizzazione varia a seconda del numero delle transizioni da un generico stato ad un generico altro stato (ovviamente se da uno stato si possono avere transizioni a più stati prossimi la struttura della macchina si complica), e dal rapporto tra numero di stati ed espressioni condizionanti. In ordine crescente di complessità, la 1° classe di macchine sequenziali, detta di controllori a permanenza ed avanzamento (CPA), è caratterizzata dall'avere un limitato numero di stati e solo espressioni condizionanti di permanenza oppure di avanzamento di stato, per cui il relativo grafo ha per ogni nodo un solo arco uscente ad un altro nodo ed un autoanello. Tale macchina CPA è realizzabile con un contatore (contatore degli stati) ed un selettore (o multiplexer) delle condizioni di avanzamento. 


Il selettore ha per ingresso di selezione lo stato presente ossia l'uscita del contatore degli stati (ad esempio fino a 16 stati bastano 4 ingressi di selezione), e come ingresso dati (in tal caso 16 linee) le espressioni condizionanti di salto (ossia gli “1” di salto) per quegli stati (cioè alcuni dei 16 stati) che hanno incremento incondizionato. Se l'espressione condizionante di avanzamento relativa allo stato presente è verificata l'ingresso di abilitazione al conteggio del contatore è posto uguale a 1 ed allora esso avanza di un passo all'arrivo dell'impulso di sincronismo; altrimenti il contatore rimane bloccato e non conta il successivo impulso. In tali controllori CPA, quando gli stati sono molti e le espressioni condizionanti di attesa sono poche, occorre impiegare selettori a molti ingressi in gran parte inutilizzati; in tal caso è più vantaggioso assegnare ad ogni espressione condizionante di salto un codice che può essere memorizzato in una ROM indirizzata dal contatore degli stati (per 16 stati la ROM deve riservare 16 parole indirizzate da configurazioni di 4 bit; la ROM dà in uscita i codici delle espressioni condizionanti di avanzamento per ogni indirizzo in ingresso); tale ROM comunque è necessaria anche per immagazzinare le parole operative.  La 2° classe di macchine sequenziali programmabili, ossia i controllori ad avanzamento e salto CAS, è caratterizzata dall'effettiva possibilità di salto dallo stato presente al successivo stato o ad un altro stato. Per la loro realizzazione è necessario un contatore degli stati precaricabile (con l'indirizzo dello stato a cui avviene il salto, questo per poter operare il salto da uno stato ad un generico altro stato non in sequenza). Il comando di caricamento parallelo del contatore, è dato in uscita dal selettore che seleziona le espressioni condizionanti di salto. Una prima realizzazione (per un numero limitato di stati) contiene il contatore, il selettore e la ROM che viene indirizzata dallo stato presente e dà in uscita lo stato cui la macchina deve saltare se l'espressione condizionante è verificata, e tale stato di salto viene inviato agli ingressi di caricamento parallelo del contatore precaricabile. Lo stato attuale indirizza anche il selettore. 


Se l'espressione condizionante di salto non è verificata non viene abilitato l'ingresso di caricamento parallelo, ed allora all'arrivo del primo impulso di sincronismo, il contatore avanza al successivo stato; se invece l'espressione condizionante di salto è verificata l'ingresso di caricamento parallelo del contatore è abilitato e viene caricato con l'uscita della ROM che contiene l'indirizzo cui saltare al successivo impulso di clock. Se la macchina ha molti stati e poche espressioni condizionanti di salto, si assegna un codice ad ogni espressione condizionante di salto e si indirizza il selettore tramite la ROM che genera tale codice. Nella stesura del microprogramma occorrerà quindi definire con esattezza il contenuto della ROM che dovrà contenere: 1) i codici degli stati di salto per ogni indirizzo-stato presente; 2) i codici delle espressioni condizionanti di salto. La 3° classe di macchine sequenziali programmabili, o controllori a permanenza, avanzamento e salto CPAS, è tale che dallo stato presente, la macchina ha tre possibilità: 1) permanere nello stato presente; 2) avanzare allo stato prossimo; 3) saltare ad un generico stato non successivo. Il grafo di transizione di questa macchina a struttura molto generale, per ogni nodo ha un autoanello e due archi, uno al nodo successivo se l'espressione condizionante di avanzamento ha valore 1, l'altro al generico stato se l'espressione condizionante di salto è 1. Vi sono dunque due diverse espressioni condizionanti, ossia l'espressione condizionante di avanzamento allo stato successivo e quella di salto (prioritaria sulla precedente), le quali sono selezionate da due selettori che possono essere indirizzati dagli stati oppure dai rispettivi codici generati dalla ROM. I comandi di caricamento parallelo e di abilitazione del contatore si suppongono in priorità decrescente. 


La struttura di questa macchina comprende due selettori, un contatore precaricabile ed una ROM, la quale è indirizzata dallo stato presente e, per ciascun indirizzo, contiene il codice degli stati di salto da ogni stato, il codice dell'espressione condizionante di salto, il codice dell'espressione condizionante di avanzamento, ed il codice delle parole operative. Con una struttura a selettore ed or esclusivo è possibile ridurre le dimensioni del selettore stesso e rendere più sistematica la codifica. Come notiamo le soluzioni di questi tipi di sistemi (CPA, CAS, CPAS) corrispondono a macchine sequenziali via via più generali, e le più universali tra queste posseggono la struttura di un elaboratore elettronico (il circuito integrato più complesso esistente e costruito con tecnologia VLSI-UVLSI, è il microprocessore, od un tempo anche microelaboratore, il quale riporta, come sappiamo, con un sistema a grande integrazione, l'universalità di impiego, secondo interconnessioni standard, delle porte logiche funzionalmente complete (and-or-not), o nand o nor). Lo schema di un generico sistema basato su microelaboratore consente infatti di: 1) prelevare informazione dall'esterno, dopo eventuale conversione A/D se non si trova già in forma numerica e poi codificarla, attraverso le unità di input-output; 2) elaborare l'informazione grazie all'unità di controllo UC (normalmente un microprocessore) eseguendo le operazioni elementari del suo microprogramma, comandato dalle istruzioni residenti nella memoria di lavoro M; 3) trasferire i comandi che risultano dalle precedenti elaborazioni all'esterno attraverso le unità d'uscita; 4) coordinare il funzionamento delle unità di input-output. In questo schema, una serie di blocchi funzionali od unità (registri, codificatori/decodificatori, contatori, ROM, RAM, PLA, ecc. (tra cui solo il microprocessore ha funzione master)), comunicano tra di loro trasferendo informazioni mediante dei percorsi standard o bus: ossia una linea di collegamenti elettrici di tanti fili quanti sono i bit del byte + i segnali di controllo, controllati e abilitati/disabilitati dall'UC stessa. Il modulo master seleziona quello fra i moduli slave con cui deve effettuare uno scambio d'informazione, inviando sul bus indirizzi, l'indirizzo che contraddistingue in modo univoco il modulo slave, mentre gli altri moduli rimangono isolati dai bus (sia logicamente, che elettricamente tramite opportuno collegamento elettrico). 


Il modulo master precisa informazioni addizionali relative al senso di trasferimento, alla sincronizzazione, ecc., e riceve informazioni sulla disponibilità del modulo slave mediante i collegamenti del bus di controllo. L'informazione utile, o dati, viene trasferita fra modulo master e modulo slave mediante il bus dati. Tutto ciò non riguarda però la totale capacità del master nello svolgimento delle sue funzioni, infatti esso potrebbe ben essere un semplice controllore capace di comandare i trasferimenti d'informazione fra i moduli slave in modo ordinato e preordinato. Si può anche usare questa struttura come base di progetto per un sistema digitale realizzato mediante ROM, registri a scorrimento, contatori, ecc. Così il master (in base all'informazione d'ingresso ed a quella contenuta nella ROM), genera informazione, in parte d'uscita, in parte per identificare lo stato prossimo della ROM ed in parte memorizzata per successive operazioni analoghe alle precedenti. Come abbiamo visto rapidamente in queste pagine, ne ha fatta di strada quell'idea di identificazione, dovuta a Shannon, tra i due valori di verità vero=”V” e falso=”F” dell'algebra della logica simbolica, quale algebra di commutazione AdC, con i valori binari di “1” e “0” associabili rispettivamente ai contatti elettrici “aperto”=”H” e “chiuso=”L” dei circuiti elettrici (e poi circuiti elettronici), o viceversa contatto elettrico “chiuso”=”L” e “aperto”=”H”, e ciò fu reso possibile grazie agli studi di matematici e logici precedenti a partire da George Boole e, con particolare riferimento, al volumetto intitolato “The Mathematical Analysis of Logic” del 1847, originato, come altrove abbiamo scritto, dalla polemica sorta intorno alla logica tra De Morgan ed il filosofo “aristotelico-scolastico” scozzese William Hamilton. 


L'”Analisi matematica della logica” fu subito riconosciuta da De Morgan come un'opera di importanza capitale per il pensiero logico-matematico. Come sappiamo la storia della logica si può suddividere in 3 fasi storiche: 1) la logica greca, vale a dire la logica sillogistica aristotelica, che riguardava il linguaggio scritto corrente e la sua sintassi; 2) la logica scolastica, che astraendo dal linguaggio ordinario, era però caratterizzata da regole sintattiche e da funzioni semantiche; 3) la logica matematica con il suo linguaggio simbolico definito per fondare un sistema puramente formale, che possiamo far iniziare da Boole ed in parte anche dall'opera “Formal logic” (“Formal Logic or The Calculus of Inference”) di De Morgan pubblicata anch'essa nel 1847 (ma aggiungiamo anche che De Morgan ha inventato l'algebra relazionale pubblicata nel 1860 il cui studio fu poi esteso da Charles Peirce e successivamente ripreso ed ampliato da Ernst Schroder, e questa algebra delle relazioni si è dimostrata critica per i Principia Mathematica di Bertrand Russell ed Alfred North Whitehead, ma poi studiata ulteriormente dal 1940 da Alfred Tarski ad University of California), anche se taluni, come già scritto, vorrebbero Leibniz come precursore della logica moderna. 


Pure nei riguardi della matematica, in antagonismo con lo stato del tempo, Boole scriveva: “Potremmo convenientemente assegnare alla matematica il carattere di un vero e proprio Calcolo, ossia di un metodo basato sull'impiego di Simboli, le cui leggi di combinazione sono note e generali e i cui risultati ammettono un'interpretazione coerente... E' sulla base di questo principio generale che propongo di stabilire il Calcolo della Logica e che io gli rivendico un posto fra le forme riconosciute di Analisi Matematica...”. Già Peacock nella sua Algebra uscita 50 prima, aveva avanzato l'idea di una maggior generalità dei simboli algebrici, con un'interpretazione non limitata ai soli numeri, idea estesa poi da De Morgan anche alle operazioni algebriche, ma portata alle estreme conseguenze per primo da George Boole (ossia, in modo coerente per la prima volta, la matematica veniva definita come la legge delle forme e non più come legge del significato e del contenuto di quelle forme); ma di questo abbiamo pure scritto in altra parte del libro. 


E sappiamo che Russell affermò che la più grande invenzione dell'800 fu quella attinente alla matematica pura, aggiungendo che questo grande passo fu compiuto da Boole nelle opere del 1847 ed in “Investigation of the Laws of Thought” (“Indagini sulle leggi del pensiero”, del 1854). Quest'ultima opera è divenuta un classico della storia della matematica nella quale si gettano le fondamenta della logica formale e delle algebre booleane (acquistabile, ad esempio su Amazon in lingua inglese in formato Kindle al prezzo di 1.65 euro e con copertina rigida a 26.73 euro nel 2015-18). Boole utilizzava le lettere x,y,z,..., per rappresentare gli elementi di un sottoinsieme (punti, numeri, oggetti materiali, ecc.) dell'insieme od Universo del discorso indicato con 1, mentre l'insieme Vuoto lo indicava con 0; l'unione con + (unione solamente esclusiva a differenza che in De Morgan e pure per noi); l'intersezione con . o con la crocetta x; l'identità con =; vi compariva x.x=x, ma non vi compariva 1+1=1. Boole dimostrò, come abbiamo già accennato, che la sua algebra forniva un algoritmo per formulare il sillogismo categorico aristotelico. Nell'opera del 1854 erano pure elencate numerose applicazioni al calcolo delle probabilità. Associato al nome di Boole è anche il concetto di anello di Boole, ossia l'anello di cui ogni elemento è idempotente (x(elev 2)=x): ogni anello di Boole con unità è un'algebra di Boole definendo convenientemente le operazioni di unione ed intersezione. 


Un altro contributo di Boole alla matematica è il noto algoritmo degli operatori differenziali contenuto in “Trattato sulle equazioni differenziali” del 1859 (“A Treatise on Differential Equations”, Macmillan, Cambridge, 1859) in cui col simbolo D(elev n) si indicava la derivata n-esima della funzione incognita, il quale, considerato pure come incognita (potenza incognita), portava a scrivere l'equazione algebrica di grado n caratteristica dell'equazione differenziale di ordine n. Definiamo ora il concetto di reticolo: un reticolo è un insieme L dotato di una relazione di ordine parziale tale che ogni coppia (a,b) di elementi di L è fornita di estremo superiore (la loro somma) e di estremo inferiore (la loro intersezione). Dunque un reticolo è una coppia ordinata formata dall'insieme non vuoto L consistente con un ordine parziale su L, per cui per ogni coppia di elementi x,y in L, l'insieme (x,y) ha tanto una minima limitazione superiore mls quanto una massima limitazione inferiore mli. Affermiamo che un reticolo distributivo e complementato è un'algebra di Boole. Nella matematica un anello è un insieme A dotato di due operazioni, l'addizione (rispetto alla quale è un gruppo commutativo) e la moltiplicazione (di proprietà associativa e distributiva rispetto all'addizione). Sapendo che un'algebra booleana determina un anello commutativo, ciò consente l'applicazione delle teorie algebriche, appositamente sviluppate, degli anelli, per studiare le algebre booleane. 


E' possibile poi definire l'algebra booleana più precisamente in termini di anelli. Un anello di Boole con elemento unità non nullo determina un'algebra booleana e, inversamente, ogni algebra booleana individua un anello booleano con elemento unità non nullo. Vi sono diverse assiomatizzazioni per le algebre  booleane, come per esempio l'algebra di Byrne del 1946. Una teoria più comprensiva degli anelli e dei corpi, dovrebbe partire dai gruppoidi, semigruppi, moduli, A-moduli, ed anelli. Il modulo M su un anello A è un gruppo abeliano additivo che ammette una moltiplicazione con gli elementi  di A tale che i prodotti siano elementi di M e valgano le proprietà associativa e distributiva. Se poi A è un campo, e se il prodotto dell'unità di A lascia invariati gli elementi di M, allora M è detto uno spazio vettoriale su A. Il corpo è un insieme A dotato di due operazioni, una additiva (rispetto alla quale è un anello) e tale che l'insieme A privato dello 0 sia un gruppo rispetto alla moltiplicazione, e per cui valgono le proprietà associativa e distributiva (rispetto all'addizione e moltiplicazione), esistenza dell'elemento neutro dell'addizione e della moltiplicazione ed esistenza dell'inverso. Un corpo dove pure la moltiplicazione è commutativa è un campo, ossia un insieme A dotato di un'operazione additiva (distributiva, rispetto alla quale è commutativo) e di un'operazione moltiplicativa (distributiva, rispetto alla quale A, privato dello 0, è un gruppo commutativo). 


Dunque un campo è un corpo commutativo (come il campo dei numeri razionali, dei reali ed il campo delle classi resto degli interi modulo-p (ossia un intero primo p)). Lo studio delle corrispondenze tra i sottocampi di un campo A ed i gruppi di automorfismi di A costituisce oggetto della teoria di Galois, nell'ambito della quale si affronta il problema generale della risolvibilità (con mezzi algebrici) di un'equazione algebrica a coefficienti in un campo (normalmente il campo è quello Q dei numeri razionali m/n). L'ideale J è un sottogruppo additivo di un anello A, che insieme con ogni suo elemento j contiene tutti i prodotti aj con a appartenente ad A. Gli ideali J hanno negli anelli un ruolo analogo a quello dei sottogruppi normali in un gruppo G. Definiamo anche un ideale J di un'algebra booleana. La teoria della moderna algebra booleana è stata concepita con lo scopo di generalizzare l'algebra degli insiemi. E' dimostrato che ogni algebra di Boole finita è isomorfa con l'algebra booleana di tutti i sottoinsiemi di un certo insieme A (vale a dire che A è un insieme di atomi). Comunque ogni algebra di Boole è isomorfa a qualche campo di insiemi: poi tutte le algebre di Boole di insieme qualunque B sono isomorfe con l'algebra di commutazione AdC. Per definire la teoria della moderna algebra di Boole occorre ricorrere ad un principio generale della matematica, ossia al lemma di Zorn (Max August Zorn, Krefeld 1906, Bloomington 1993, matematico tedesco naturalizzato statunitense, molto conosciuto per il lemma che porta il suo nome) che si dimostra facendo uso dell'assioma di scelta. 


Il teorema della rappresentazione di Stone (Marshall Harvey Stone, New York 1903, Madras 1989, matematico statunitense, noto soprattutto per il teorema di rappresentazione per le algebre booleane) afferma che ogni algebra booleana è isomorfa ad un campo d'insieme. Per ogni frase A della teoria delle algebra di Boole, A vale per tutte le algebre booleane se e solo se A vale per tutti i campi d'insieme. Si dà poi la formulazione generale delle leggi di De Morgan, del principio di dualità e le sue estensioni, di distributività infinita, m-completezza, σ-algebra e σ-campo. 


George Boole morì il giorno 8dic1864 in seguito a polmonite, e sua moglie Mary, coltivando una speciale devozione per il marito, del quale era divenuta discepola in campo pedagogico e religioso, dopo la morte del marito scrisse la vita di lui. Ancora in vita Boole ricevette, da parte di molti, riconoscimenti ufficiali per i suoi meriti di matematico, tranne che da pochi... e tra i pochi vi era anche George Cantor il quale rifiutò la teoria innovatrice della logica operata da Boole. Abbiamo visto il ruolo essenziale svolto dalle leggi del pensiero nella fondazione della logica di Boole. La preoccupazione di mantenere alle leggi logiche il carattere di verità necessarie, farebbe sì che logica ed algebra mantengano quella separazione che la corrente logicista ignora, quella corrente filosofica-logica-matematica che fa capo a Frege, Russell e Whitehead nel tentativo di trovare nella logica il fondamento della matematica (idea che, nonostante la venerazione di Russell per Boole, fu certamente estranea o lontana dal pensiero di Boole). 


Boole non ebbe per obiettivo e meta la fondazione o rifondazione della matematica, anche se certamente intese ricondurla alla pura legge della forma. Perchè le leggi del pensiero sono matematiche quanto alla loro forma? (non se lo chiederanno i lettori di questo libro, ma se lo chiederanno la gran parte delle persone al mondo e tutti quei matematici che non hanno capito nulla della matematica e nulla del mondo). Perchè, tranne che in un solo caso, sono le stesse leggi generali dei numeri (al punto da poterne sviluppare un'algebra), e perché ne differiscono in quel punto particolare, sono tutte questioni (sostanzialmente irrilevanti ai fini della scienza) alle quali sarebbe  presuntuoso dare una risposta definitiva... Ciò dà una bottata alle obiezioni contro l'esposizione della logica tramite la matematica per farne un calcolo... “non siamo noi che abbiamo arbitrariamente scelto di fare così, ma sono le stesse leggi del pensiero che lo rendono possibile”. Allora se a Boole non si può attribuire il merito di aver fondato la matematica pura, in parte attribuitogli dalla corrente dei logicisti (che tendono ad identificare logica e matematica), quale tributo ha portato Boole al fiume della logica? Ovvero, quale eredità lasciò egli ai logici dopo la sua morte? In primo luogo egli immerse la logica nel grande fiume della matematica, elaborò un calcolo simbolico che è un'algebra, ed in secondo luogo lasciò il valore della consapevolezza che la vecchia acqua greca del ruscello aristotelico e scolastico non era tutto il fiume, e non era scienza il sillogismo ma una collezione di proposizioni insufficienti a fondare un sistema (e col sillogismo non avremmo mai sviluppato (!) la teoria dell'algebra di commutazione AdC e dunque neppure le reti combinatorie e le reti sequenziali ed i calcolatori). 


La critica ha dato giudizi variegati sull'opera di Boole... che vanno dall'esaltazione di Russell, al silenzioso cenno di Scholz, al pacato riconoscimento di Bochenski (Józef Maria Bocheński, Czuszow 1902, Friburgo 1995, domenicano e logico), alla semplice esposizione dei Kneale (William Calvert Kneale, 1906-1990, logico inglese, che nel 1962 ha scritto “The Development of Logic, a history of logic from its beginnings in Ancient Greece” insieme alla moglie Martha), ed alla “rivoluzione booleana” di Mangione (Corrado Mangione, Bagnara Calabra 1930, Milano 2009, logico, filosofo ed accademico italiano, docente di logica all'Università di Milano). Nella “Storia della logica (da Boole ai giorni nostri)” di Corrado Mangione e Silvio Bozzi, è sostanzialmente affermato che G. Boole sostiene la natura formale del calcolo generale nel senso che anche l'istituzione di un calcolo logico è un'operazione ed una costruzione formale passibile di varie interpretazioni; inoltre ciò che costituisce un calcolo autentico è un metodo fondato sull'impiego di simboli le cui leggi sono note e generali e le cui interpretazioni risultano coerenti. Nonostante le idee sulla natura formale del calcolo simbolico fossero già diffuse prima del 1847 nell'ambiente matematico inglese, possiamo ritenere che Boole (da considerarsi uno dei massimi esponenti della scuola algebrica inglese), istituì un calcolo logico autonomo, dichiarò l'insufficienza della vecchia logica formale parzialmente ricoperta da incrostazioni scolastico-medioevali e metafisiche (qualcosa della formulazione della logica scolastica abbiamo riportato altrove con le 19 figure sintatticamente valide: Barbara, Celarent, Darii, Ferio, Camesters, Cesare, Baroco, Festino, ecc.) e collocò l'algebra simbolica all'interno della matematica tradizionale e moderna. Non possiamo parlare però di grande rivoluzione booleana perché egli provò sì il senso di ristrettezza e secchezza del vecchio sillogismo, ma nella sua elaborazione di un calcolo logico si rifece alla visione tradizionale (e ciò pone maggiormente l'accento sull'aspetto matematico del lavoro booleano che invece fu trascurato alla primissima sua apparizione), mentre, dobbiamo sottolineare, una concezione radicalmente nuova apparirà nel mondo della logica solo nel 1879 grazie a G. Frege (Friedrich Ludwig Gottlob Frege, Wismar 1848, Bad Kleinen 1925, matematico, logico e filosofo tedesco, padre della moderna logica matematica, il quale scrisse “Dopo essersi allontanata per lungo tempo dal rigore euclideo, la matematica è tornata ad esso e tende anzi a superarlo. Oggi si richiede pertanto una dimostrazione di molte proprietà che prima erano ritenute evidenti; anzi, questo è in molti casi il solo modo di scoprire i limiti della loro validità. 


I concetti di funzione, di continuità, di limite, di infinito, hanno rivelato la necessità di una più precisa determinazione; il numero negativo e l'irrazionale, già da lungo tempo entrati a far parte della matematica, hanno dovuto essere sottoposti a un più preciso esame della loro giustificazione. Così si incontra ovunque la tendenza a dare dimostrazioni rigorose, a tracciare con esattezza i limiti di validità dei diversi teoremi, e, per poter raggiungere questo scopo, a determinare con precisione i concetti”). Il calcolo di Boole si rivelò essere una definita struttura matematico-algebrica (il cui significato fu però estraneo al pensiero di Boole, in quanto egli elaborò solo un calcolo formale), la quale struttura getta un ponte tra la logica e la matematica sul quale matematici e logici col tempo si sarebbero affollati ed avrebbero imparato ad attraversarlo (ma pure fisici ed ingegneri avrebbero imparato ad attraversarlo, alcuni magari finendo in acqua); da quel primitivo calcolo del 1847 e del 1854 ne sarebbero derivati il calcolo delle proposizioni, il calcolo degli insiemi o della classi, ed il calcolo della logica, di cui abbiamo già scritto. Quelle idee, dopo un periodo di latenza, sono state rispese ed elaborate in campo specificatamente algebrico da Whitehead, nella cui opera fondamentale del 1898 “A Treatise on Universal Algebra” (“A Treatise on Universal Algebra, Cambridge University Press, 1898) appare la semplice sistemazione assiomatica dell'algebra di Boole che tutti oggi conoscono. Poi nel 1903 si occupò di ciò il matematico statunitense Huntington, mentre nello stesso periodo alcuni filosofi, matematici e logici affrontarono il grave problema della fondazione della matematica. Dopo la sistemazione in senso logico-matematico, datogli alla fine dell'800 da Ernst Schroeder (Friedrich Wilhelm Karl Ernst Schroder, Mannheim 1841, Karlsruhe 1902, matematico tedesco, principalmente noto per i suoi studi attinenti a logica algebrica e logica matematica (di cui inventò proprio il termine “logica matematica”) sviluppando i lavori di George Boole, Augustus De Morgan, Hugh MacColl e Charles Peirce, autore di “Lezioni sull'algebra della logica” (“Vorlesungen uber die Algebra der Logik”) in 3 volumi presentata quale settore a sé stante della matematica), il calcolo della logica veniva ripreso dal matematico polacco Tarski (Alfred Tarski, Varsavia 1902, Berkeley 1983, matematico, logico e filosofo polacco trasferitosi in USA), mentre in campo algebrico Birkhoff (George David Birkhoff, Overisel 1884, Cambridge 1944, matematico USA) rifondava l'algebra universale come scienza autonoma, dopo la creazione della teoria dei reticoli per opera di Whitehead che, come abbiamo visto, ha una stretta somiglianza con le algebre booleane. 


Molte sono oggi le strade che uniscono la logica con la matematica (tanto che è divenuto arbitrario poterle ben separare nettamente), ma nulla fa credere che quel primo ponte storico debba essere demolito. Dopo la sua morte continuarono l'opera di Boole, il vecchio De Morgan (che sebbene nato 9 anni prima, gli sopravvisse per altri 7 anni) e B. Peirce (Benjamin Peirce, Salem 1809, Cambridge 1880, matematico americano di Harvard, che diede contributi alla meccanica celeste, alla statistica, a teoria dei numeri, all'algebra moderna ed alla filosofia della matematica), anch'egli padre della famosa legge della dualità, indipendentemente definita da De Morgan. Peirce scrisse nel 1864 la memoria pubblicata poi nel 1881 sull'American Journal of Mathematics “Linear Associative Algebra” (“Algebra Lineare Associativa”; “Linear Associative Algebra, lithograph by Peirce 1872) comprendente l'algebra ordinaria, l'algebra e l'analisi vettoriale e la teoria dei quaternioni. In tale periodo diede la sua definizione di matematica: “la matematica è la scienza che trae conclusioni necessarie” (se la definizione è davvero sua, è una buona definizione, ma proviamo a chiederne una migliore agli studenti che adesso stanno dando l'esame di maturità, anche quelli della maturità dell'anno 2020). Egli stese tavole di moltiplicazione per 162 tipi diversi di algebra, ed il figlio C. S. Peirce (Charles Sanders Peirce, Cambridge 1839, Milford 1914, matematico, filosofo, semiologo, logico, scienziato ed accademico statunitense, noto per i suoi contributi alla logica, all'epistemologia, alla moderna semiotica, ed autore del pragmatismo), seguendo le orme del padre, dimostrò che solo in 3 di tali algebre la divisione era definita univocamente e correttamente: ossia nell'algebra dei numeri reali, nell'algebra dei numeri complessi, e nella teoria dei quaternioni. 


Il giovane Peirce sosteneva inoltre (e ciò avrebbe acceso discussioni nei primi decenni del '900) che la matematica è puramente ipotetica, e presenta solo proposizioni condizionali: la logica, al contrario, è categorica nelle sue asserzioni. Morto alla giovane età di 34 anni (esattamente, rammentando ciò, come accadde pure a R. Cotes in relazione accademica con Newton), William Clifford (William Kingdon Clifford, Exeter 1845, Madera 1879, matematico e filosofo britannico, il quale è noto perché insieme a Hermann Gunther Grassmann inventò quella che oggi è chiamata algebra geometrica di cui l'algebra di Clifford è un caso particolare svolgente un certo ruolo nella fisica matematica contemporanea, ed inoltre fu il primo a suggerire che la gravitazione potesse essere espressa in termini geometrici (energia e materia sono differenti tipi di curvature nello spazio), un'idea questa che sarà ben sviluppata da A. Einstein in RG e farà strada, il quale Einstein, tra l'altro, nasceva proprio pochi giorni dopo la sua morte nel 1879, laddove in filosofia elaborò un monismo idealista attorno all'atomo-mente), nel 1870 scrisse una memoria “Sulla teoria spaziale della materia” (“On the space theory of matter”) nella quale si professava seguace della geometria non-euclidea iniziata da Lobacevskij e da Riemann. 


In algebra lo conosciamo per le algebre non commutative di Clifford, di cui ottetti o biquaternioni ne sono un caso particolare, da lui poi utilizzate per studiare i movimenti in spazi non-euclidei, alcuni dei quali sono conosciuti come spazi di Clifford e di Klein (1849-1925). Clifford scrisse pure racconti per piccoli, come accadde anche al più famoso Charles Lutwidge Dodgson (1832-1898) matematico di Oxford e scrittore di favole per bambini più conosciuto con lo pseudonimo di Lewis Carroll (autore nel 1865 della favola-giocattolo di Natale per le sorelline Liddell “Alice nel Paese delle Meraviglie” (ovvero “Le avventure di Alice nel Paese delle Meraviglie” od Alice's Adventures in Wonderland)). Molto di ciò che abbiamo detto dimostra i grandi passi fatti in Inghilterra dal tempo immediatamente precedente la fondazione di Analytical Society fino alla fine dell'800. Lo sviluppo della gran varietà di algebre fu accompagnato dall'elaborazione di concetti strutturali necessari per la loro unificazione, tra cui il più importante fu il concetto di gruppo, di cui abbiamo scritto e scriveremo, del quale il matematico che, se non ne fu il solo padre, ne diede però il nome, fu Evariste Galois (Évariste Galois, Bourg-la-Reine 1811, Parigi 1832, matematico francese, noto perché ancora adolescente diede le condizioni necessarie e sufficienti affinché un polinomio, a coefficienti razionali in Q, sia risolubile per radicali, ma da cui nacque la teoria di Galois e la teoria dei gruppi ed il sottocampo delle connessioni di Galois). Nella notte precedente il duello nel quale trovò la morte, Galois scrisse all'amico A. Chevalier di aver fatto nuove scoperte in analisi: la prima riguarda la teoria delle equazioni, le altre riguardano le funzioni integrali. Nella teoria delle equazioni sosteneva di aver studiato le condizioni per la loro risolubilità mediante radicali (ossia per mezzo di un numero finito di operazioni aritmetiche, ed algebriche di elevamento fino a potenza n e di estrazione di radici fino a radice n-esima, eseguire sui coefficienti). Dopo 14 anni i manoscritti di Galois sarebbero stati pubblicati dal matematico francese Joseph Liouville, e da tale data inizia ufficialmente la teoria dei gruppi. Nel mar1829, all'età di 17 anni, pubblicò il suo primo saggio dal titolo “Dimostrazione di un teorema sulle frazioni continue periodiche”. Prima di compiere 18 anni, il giovane Galois si stava già occupando del problema aperto da più di un secolo, ossia della teoria delle equazioni algebriche; la domanda fondamentale nel 1829 era ancora: sotto quali condizioni è possibile risolvere un'equazione algebrica di grado n a coefficienti razionali, con operazioni aritmetiche-algebriche sui coefficienti (ossia con addizioni, sottrazioni, moltiplicazioni, divisioni, elevamenti di potenza ed estrazioni di radici), ovvero per radicali?  Seguendo l'evoluzione storica ci si sarebbe aspettato che un'equazione algebrica di grado n avrebbe dovuto richiedere l'estrazione n-esima di radice di una combinazione algebrica dei suoi coefficienti. 


Per le equazioni algebriche con n=1,2,3,4, conosciamo le soluzioni generali; le prime due già note nell'antichità pre-ellenica tra i babilonesi, per le equazioni di 3° grado (richiedenti l'estrazione di radici di 3° grado) ottenuta con le formule di Cardano (dovute in realtà al metodo sviluppato da Scipione del Ferro), e per le equazioni di 4° grado (richiedenti l'estrazione di radici di 4° grado) dovuta a Ludovico Ferrari. Le equazioni generali di grado n superiore al 4° grado, come già sappiamo, non sono risolubili con un numero finito di operazioni algebriche eseguire sui coefficienti secondo il teorema di Abel-Ruffini. 


Ricordiamo qui i matematici Abel (Niels Henrik Abel, Finnoy 1802, Froland 1829, matematico norvegese, noto soprattutto per i suoi fondamentali contributi all'algebra ed alla teoria delle funzioni) e Ruffini (Paolo Ruffini, Valentano 1765, Modena 1822, matematico italiano). Diverse proprietà delle radici di notevole interesse (applicativo), possono però essere stabilite anche senza la risoluzione esplicita dell'equazione, per esempio l'esistenza di radici reali con la regola di Cartesio o regola dei segni: il numero di radici reali positive di un'equazione di grado n a coefficienti reali non supera il numero di variazioni di segno presenti tra le coppie di coefficienti consecutivi, e se gli è inferiore lo è di un numero pari; poi la regola di Sturm, il teorema di Schur (Issai Schur, Mahileu 1875, Tel Aviv 1941, matematico tedesco, noto soprattutto per i suoi lavori in teoria della rappresentazione dei gruppi), ed il criterio o teorema di Routh-Hurwitz. 


Ai tempi di Galois, tuttavia, circa 300 anni di studi non avevano portato ad una soluzione mediante radicali delle equazioni algebriche di grado 5 o superiore, e molti matematici avevano incominciato, come detto altrove, a sospettarne l'impossibilità, tranne s'intende in casi particolari (come ad esempio per l'equazione pura x(elev n)-a=0 con n finito comunque grande, ed a maggiore di 0 se si vogliono solo soluzioni reali). Galois giunse a stabilire criteri necessari, sufficienti e definitivi per ottenere la soluzione generale delle equazioni algebriche di grado n mediante radicali, ma il metodo da lui sviluppato, ossia la teoria dei gruppi, è divenuto così importante che il problema della soluzione delle equazioni algebriche di grado n sembra solo un suo corollario (ed è uno strumento concettuale della matematica, alla cui creazione contribuirono anche Ruffini, Abel e Lagrange, come abbiamo riportato, che possiede notevoli applicazioni, ad esempio, in aritmetica, in cristallografia, il fisica delle particelle... e dà le possibili combinazioni delle posizioni del cubo di Rubik (Erno Rubik, Budapest 1944, designer ed architetto ungherese all'Istituto universitario d'arte e design Moholy-Nagy Muvészeti Egyetem di Budapest, ma noto soprattutto per l'invenzione dell'omonimo cubo e di altri giochi di logica e strategia)). Galois raggiunse una conclusione importante nel gen31 che sottopose all'Acadèmie in una memoria scritta su richiesta di Poisson... e la sua esistenza, a ben 16 mesi dal giorno del duello, rende fantasioso il racconto secondo cui Galois avrebbe scritto in una sola notte, la notte precedente il famoso duello, tutte le sue ricerche sulla teoria dei gruppi e la risoluzione delle equazioni algebriche (tesi sostenuta da Eric Temple Bell (Eric Temple Bell, Peterhead 1883, Watsonville 1960, matematico e scrittore scozzese, noto in particolare per il libro “I grandi matematici” (“Men of Mathematics”, New York, Simon and Schuster, 1937) ancora oggi ristampato e molto apprezzato, come altrove abbiamo scritto, ma ad esempio nel caso di Evariste Galois Bell romanticizzò a tal punto la sua vita che Tony Rothman la descrisse come “pura invenzione, la creazione di una leggenda”). Negli scritti di Galois vi era contenuto l'oscuro teorema : “perchè un'equazione irriducibile avente per grado un numero primo sia risolvibile mediante radicali, è necessario e sufficiente che tutte le radici siano funzioni razionali di una qualsiasi di esse” (ossia è necessario e sufficiente che le radici formino un polinomio razionale). Gauss nel formulare i suoi criteri per la costruibilità di polinomi regolari, aveva essenzialmente risolto la questione della risolubilità dell'equazione algebrica aox(elev n)+an=0, con ao e an razionali diversi da 0, in termini di operazioni razionali ed estrazioni di radici quadrate effettuate sui coefficienti. Galois generalizzò il risultato in modo tale da fornire criteri per la risolvibilità dell'equazione algebrica di grado n completa aox(elev n)+a1x(elev n-1)+...+a(n-1)x(elev 1)+an=0, in termini di un numero finito di operazioni razionali ed estrazione di radici n-esime da effettuare sui coefficienti, costruendo la teoria di Galois la quale è uno dei risultati più notevoli ed originali in campo algebrico della prima metà dell'800. Galois cominciò le sue ricerche partendo dai lavori di Lagrange sulla teoria delle permutazioni delle radici di un'equazione polinomia. Come per altri sistemi, anche un'equazione è un sistema che cui simmetrie possono essere descritte da proprietà gruppali. Il numero delle possibili permutazioni diverse di n oggetti, ossia del gruppo di S(n) è pari a n!, ovvero S(n)=n!, ed il numero dei suoi elementi (che sono permutazioni) è l'ordine del gruppo: ad esempio S(3)=3!=6 ovvero S(3) ha 6 elementi ed è di ordine 3. Talvolta taluni sottosistemi degli insiemi degli elementi di un gruppo possono a loro volta soddisfare tutte le proprietà gruppali, ed in tal caso formano un sottogruppo. 


Per un sottogruppo proprio qualunque H di un gruppo G si può definire un numero, il fattore di composizione, che è uguale all'ordine del gruppo diviso l'ordine del sottogruppo [G/H]. Personalmente Galois introdusse tre concetti necessari, ossia che ad un'equazione algebrica è possibile associare il gruppo delle permutazioni (delle sue radici), caratterizzante la simmetria dell'equazione stessa, oggi conosciuto come gruppo di Galois. Nel caso di n elementi, come nel caso di un'equazione algebrica irriducibile con n radici, il gruppo delle permutazioni, o gruppo di simmetria, contiene n! elementi, e le proprietà di tale gruppo forniscono le condizioni necessarie e sufficienti perché l'equazione sia risolvibile. 


Diciamo ovviamente che gli elementi del gruppo delle permutazioni sono permutazioni, per cui, ad esempio, se il gruppo è composto di 3 elementi (come ad esempio i 3 pezzi di scacchi, torre, cavallo, alfiere, T-C-A, disposti sui 3 quadrati 1-2-3) il suo gruppo di permutazioni (includente 6 permutazioni) conterrà anche la permutazione (12) che dispone gli elementi T-C-A o (1-2-3), nell'ordine C-T-A o (2,1,3). Per valutare le proprietà del gruppo di Galois, consideriamo una qualunque equazione di 3° grado, i cui coefficienti siano numeri razionali in Q. Si può dimostrare che una tale equazione possiede 3 radici (che indicheremo con u,v.w) benchè la dimostrazione non indichi affatto la via per ottenerle, con mezzi algebrici. Si possono formare funzioni polinomiali con le radici (come funzione polinomiale uguagliata a 0, del resto è appunto un'equazione che ha quelle radici), per esempio u-v, uv+w-1, ecc. Qualunque funzione polinomiale di questo genere può essere trasformata in un'altra funzione polinomiale, legata a quella di partenza, permutando le radici u,v,w (date rispettivamente di posizione 1-2-3). Per esempio la permutazione, od elemento del gruppo delle permutazioni, (12), scambia fra loro u e v, ed in tal modo trasforma la funzione u-v nella funzione v-u. Una permutazione del genere cambierà il valore di molte funzioni delle radici, ma non necessariamente di tutte. Per esempio, il valore della funzione polinomiale u+v+w non cambia per nessuna permutazione di u,v.w. Dal momento che il gruppo S(3) include tutte le 6 possibili permutazioni di u,v,w, si dice che u+v+w è invariante sotto S(3). E' possibile dimostrare che il valore di u+v+w è un numero razionale, per qualunque equazione di 3° grado a coefficienti razionali. Altre funzioni polinomiali delle radici possono essere razionali per talune equazioni ed irrazionali per altre, a seconda dei coefficienti dell'equazione. Se il valore di una funzione del genere è razionale, allora esiste un gruppo di permutazioni di u,v,w che non modifica il valore della funzione. 


Il gruppo di Galois di un'equazione algebrica è il massimo gruppo di permutazioni che soddisfa questo requisito per tutte le funzioni polinomiali delle radici a valori razionali; ossia per qualunque funzione polinomiale delle radici che abbia un valore razionale, tutte le permutazioni del gruppo di Galois lasciano immutato il valore della funzione stessa. Quando una permutazione delle radici non modifica il valore di una qualunque funzione polinomiale delle radici a valori razionali, le radici sono indistinguibili rispetto a tale permutazione. Pertanto quanto maggiore è il numero degli elementi del gruppo di Galois, tanto maggiore è il numero delle permutazioni rispetto alle quali le radici sono indistinguibili. Per questo motivo il gruppo di Galois è un concetto ed una forma molto efficaci per rappresentare le proprietà di simmetria di un'equazione. Calcolare il gruppo di Galois di un'equazione è solitamente difficile anche se può essere fatto senza conoscere le radici; e per Evariste Galois ciò non era necessario; egli infatti doveva solo dimostrare che esistono equazioni algebriche di grado n per le quali il loro gruppo di Galois coincide con il massimo gruppo di permutazioni sulle loro radici, ossia con S(n). Il secondo concetto introdotto da Galois è quello di sottogruppo normale: un sottogruppo H (di generico elemento h) di un gruppo G (di generico elemento g) è normale in G, se e solo se h'=g*h*g(elev -1) è ancora elemento di H (in cui * indica l'operazione di composizione relativa di quel gruppo). Per esempio ((1),(123),(132)) è un sottogruppo normale di S(3). Il sottogruppo normale di ordine massimo H, tra i sottogruppi normali Hi, di un gruppo G, è detto il sottogruppo normale massimale di G, il quale può avere poi il suo sottogruppo normale massimale I, e così via fino a raggiungere il più piccolo sottogruppo normale massimale possibile. E' data dunque la serie di sottogruppi normali massimali G,H,I,J,..., ed è data anche una serie di fattori di composizione normali massimali (ossia una serie di rapporti fra il numero degli elementi nei gruppi G,H,I,... ed il numero degli elementi rispettivamente nei sottogruppi H,I,J,...), [G/H], [H/I], [I/J], …, . 


Consideriamo ancora il gruppo S(3). Si dice che una permutazione è pari p se può essere espressa come prodotto di un numero pari di scambi, altrimenti è detta permutazione dispari d. Se si moltiplica una permutazione pari p per un'altra p il risultato è una permutazione p; p per d, o d per p, dà una permutazione d; mentre d per d dà una permutazione p. Le permutazioni p formano un sottogruppo, ossia il sottogruppo alternante A(3) che è normale di S(3), dato che g*h*g(elev -1) è un elemento di A(3), dove h e g sono i generici elementi di A(3) e di S(3). Per ogni n, il sottogruppo alternante A(n) è un sottogruppo normale di S(n). Il numero degli elementi in un sottogruppo, per definizione e costruzione, deve essere un divisore del numero degli elementi del gruppo G. Poichè A(n) con evidenza comprende la metà degli elementi di S(n), allora A(n) contiene il massimo numero possibile di elementi per un sottogruppo proprio di S(n), dunque A(n) è un sottogruppo normale massimale. Il terzo concetto importante della teoria di Galois è quello di gruppo risolubile (definito traendo ispirazione dalla dimostrazione di Abel della irresolubilità delle equazioni algebriche di 5° grado mediante radicali). Galois definisce risolubile un gruppo G, se tutti i fattori di composizione normali massimali generati da G sono dei numeri primi. Per esempio, il sottogruppo normale massimale di G=S(3) è H((1),(123),(132)); a sua volta il sottogruppo normale massimale di H è I=(1), ed i fattori di composizione sono [G/H]=6/3=2, [H/I]=3/1=3, e poiché i numeri interi 2 e 3 sono numeri primi, allora S(3) è un gruppo risolubile, e quindi le equazioni algebriche di 3° grado sono risolubili con mezzi algebrici per radicali. Galois fu quindi in grado di dimostrare che un'equazione di grado n è risolvibile per mezzo di radicali se e solo se il relativo gruppo di Galois è un gruppo risolvibile. 


Nel caso di n=5,6,..., si può dimostrare che il sottogruppo normale massimale di A(n) è il gruppo identità I, il quale contiene come unico elemento l'identità del gruppo. Poichè A(n) è il sottogruppo normale massimale di S(n), i fattori di composizione generati da S(n) quando n=5,6,..., non sono tutti numeri primi, e quindi ne concludiamo definitivamente che il gruppo S(n) non è risolvibile per n=5,6,..., e poiché per tutti i valori di n esiste un'equazione algebrica di grado n per cui S(n) è un gruppo di Galois, le equazioni algebriche generali a coefficienti razionali in Q di grado 5,6,.., non sono risolvibili con mezzi algebrici. Questa è un'esposizione che segue maggiormente il percorso storico del metodo usato da Galois, ma in altra parte del libro abbiamo pure aggiunto altre informazioni sulla teoria dei gruppi. 


Le ricerche in algebra procederanno attraverso la creazione di strutture astratte e questioni logiche inerenti a teoremi di esistenza, ed il giovane Galois, in tal senso, fu un matematico molto moderno, che portò non solo alla definizione di gruppo, ma, attraverso il concorso di E. Kummer (Ernst Eduard Kummer, Sorau 1810, Berlino 1893, matematico tedesco), Dedekind e Kronecker, portò verso l'aritmetizzazione dell'algebra (diversa però dall'algebra algoritmica degli algoristi medioevali-rinascimentali e dei cossisti-cosisti, bensì dell'algebra fondata astrattamente, assiomaticamente e strutturalmente con l'introduzione pure del concetto di campi numerici che fanno il loro ingresso in matematica ufficialmente con Dedekind), aritmetizzazione analoga, così come abbiamo abbondantemente scritto, all'aritmetizzazione dell'analisi. Assistiamo, nell'irresistibile processo d'astrazione, anche alla generalizzazione del concetto di numero intero. 


Già abbiamo detto che Gauss introdusse i numeri interi gaussiani n+im, mentre Dedekind sviluppò la teoria dei numeri interi algebrici, ossia di quei numeri che sono soluzione delle equazioni algebriche a coefficienti interi m (con coefficiente del termine di massimo grado unitario). Il sistema di tali numeri interi non forma un campo numerico (o campo di Galois, per esempio campo delle classi di resti di modulo-p (con p numero primo) sull'anello dei numeri interi), bensì un dominio di integrità. Kummer, ed indipendentemente Dedekind, introdussero il concetto di ideale J, basato sulla definizione di anello. Riassumendo brevemente, un insieme di elementi dà origine ad un anello R se: 1) l'insieme è un gruppo commutativo rispetto all'addizione; 2) è chiuso rispetto alla moltiplicazione; 3) la moltiplicazione è associativa e distributiva rispetto all'addizione; ed allora un anello R commutativo rispetto alla moltiplicazione, con unità e senza divisori dello 0, è un dominio di integrità. Un sottoinsieme di elementi di un anello R, è un ideale J se: 1) forma un gruppo additivo; 2) è tale che, se r appartiene all'anello R e j appartiene all'ideale J, rj e jr appartengono a J. Per esempio, l'insieme dei numeri pari è un ideale J dell'anello R dei numeri interi. Mentre la scomposizione in fattori degli interi generalizzati non è più univoca, accade invece che nell'anello o dominio di integrità R dei numeri interi algebrici, qualsiasi ideale J di R è scomponibile univocamente in ideali primi. 


E' proprio nel tentativo della dimostrazione del grande teorema di Fermat, che Kummer si trovò, verso il 1846, nella necessità di sviluppare la teoria degli ideali. Il rapido sviluppo dell'analisi matematica nell'800, sia nella teoria delle funzioni sia nella ricerca dei fondamenti con l'avvenuta rigorosa aritmetizzazione, la quale, come abbiamo visto, è il sentiero che porta da Bolzano a Weierstrass, ha un parallelo verso la fine del secolo, anche in algebra, nella ricerca cioè dei fondamenti. Si ideò, volendo togliere eccezioni e rendere possibili un maggior numero di operazioni, di ampliare il concetto di numero. Sappiamo che l'ampliamento dai numeri razionali ai reali, consentì di effettuare, oltre alle operazioni razionali, anche l'estrazione della radice n-esima (che richiede pure gli irrazionali), con la sola eccezione che, se n è pari, il radicando non può essere negativo. E per rimuovere tale eccezione si ampliarono i numeri dai reali ai complessi, i quali, oltre alle già note operazioni, permettono l'estrazione di tutte le radici, problema che in particolare si presentò nella teoria delle equazioni algebriche di grado pari; e si presentò poi agli algebristi rinascimentali italiani dopo che S. del Ferro (Scipione del Ferro, Bologna 1465, Bologna 1526, matematico italiano, lettore nello Studium di Bologna dal 1496, che stupiva il pubblico ed i colleghi nelle sfide matematiche a colpi di indovinelli che si tenevano in quel periodo sotto il portico della Chiesa di Santa Maria dei Servi a Bologna, matematico noto appunto per il metodo risolutivo delle equazioni di 3° grado di completamento del cubo) pervenne alla formula risolutiva dell'equazione di 3° grado, la quale, quando le radici sono reali, impone l'estrazione della radice quadrata di un numero negativo (detto caso irriducibile), prendendo allora in esame le radici immaginarie ("quantità silvestri") ed i numeri complessi ("più di meno" e "meno di meno" per +i e -i). Inizialmente si interessò sistematicamente del problema Bombelli (Rafael Bombelli o Raffaele Bombelli o Raphael Bombelli, Bologna 1526, Roma 1572, matematico ed ingegnere italiano, noto soprattutto per l'Algebra che doveva essere in 5 volumi di cui i primi 3 furono pubblicati nel 1572 (col titolo completo di “L'Algebra, opera di Rafael Bombelli da Bologna, divisa in tre libri con la quale ciascuno da sé potrà venire in perfetta cognitione della teoria dell'Aritmetica”), mentre il 4° e 5° sulla geometria restarono manoscritti a causa della morte prematura di Bombelli), poi Eulero, ed infine Gauss che connotò i numeri complessi col suo simbolismo e diffuse le sue denominazioni. Sappiamo dunque che i numeri complessi c in C sono composti da una coppia di numeri reali r in R i quali sono una sezione dei razionali in Q (o segmento di razionali), i quali sono un rapporto di interi m/n, e per quanto riguarda i fondamenti... cosa sono gli interi?  Abbiamo già scritto qualcosa al riguardo, e comunque ogni individuo ritiene di sapere cosa siano i numeri 2, 3, od il numero 45, ed anche il concetto di uguaglianza tra numeri. 


La prima rigorosa definizione di numero cardinale è stata data da F. L. G. Frege (1848-1925), il quale partì dalla teoria di Boole e dagli insiemi di Cantor il quale considerava due insiemi infiniti come della medesima potenza se gli elementi dell'uno potevano essere messi in corrispondenza biunivoca con gli elementi dell'altro. Frege nel 1884 in “I fondamenti dell'aritmetica” (“Die Grundlagen der Arithmetik: eine logisch-mathematische Untersuchung uber den Begriff der Zahl” (“I fondamenti dell'aritmetica”), Breslau, 1884), la estese all'uguaglianza tra interi, e definì il concetto di insieme di tutti gli insiemi (che definisce pure il concetto di numero cardinale) i cui elementi sono in corrispondenza biunivoca tra loro: ossia il numero cardinale n, finito od infinito che sia, è la classe di tutte le classi simili alle n-ple. Sviluppò ulteriormente le sue concezioni, senza molta convinzione anche per la forma eccessivamente originale, in “Leggi fondamentali dell'aritmetica” nel 1° vol. del 1893, derivando i concetti dell'aritmetica dalla logica formale, programma ripreso poi all'inizio del '900 da B. Russell, divenendo un pilastro della logica matematica moderna. Verso la fine dell'800 anche l'Italia darà il suo contributo nel campo dell'algebra astratta con un esponente della massima grandezza, ossia Giuseppe Peano (Cuneo 1858, Cavoretto 1932, matematico, logico e glottoteta italiano), il quale si occupò di analisi infinitesimale, ma la sua maggior opera è sui fondamenti dell'aritmetica coi suoi famosi assiomi nel volume “Formulario matematico” del 1894-98 (oppure: Giuseppe Peano, Formulario mathematico, Torino, Fratelli Bocca, 1908). Il programma di Peano era analogo a quello sui fondamenti di Frege, e nel suo Formulario si propose di sviluppare un linguaggio ed un simbolismo che abbracciassero tutta la logica matematica. Usati ancora oggi sono i suoi simboli di unione, intersezione, e di “contiene”. Per i logicisti l'aritmetica non è uno studio indipendente che parte con alcuni assiomi necessari, ma il logico sviluppo della logica generale senza nuovi indefinibili. 


Nell'esposizione ordinaria degli elementi di aritmetica, l'opera di Peano è dal punto di vista logico, sistematico, simbolico, assiomatico, e per rigore, quanto di meglio fosse stato sviluppato fino ad allora. Tutta l'aritmetica può essere sviluppata partendo da 3 nozioni fondamentali primitive, oltre a quelli della logica, e proposizioni fondamentali od assiomi relative a queste nozioni. Se le 3 nozioni fondamentali si considerano come determinate dalle 5 proposizioni, allora queste 5 proposizioni sono mutuamente dipendenti, e la loro dimostrazione avviene trovando, per ogni insieme di 4 proposizioni residue, un'interpretazione che renda falsa la 5° proposizione scelta. 


Per connettere la teoria di Peano alla derivazione dell'aritmetica dalla logica, occorre solo dare una definizione delle 3 nozioni fondamentali ed una dimostrazione delle 5 proposizioni fondamentali; fatto ciò sappiamo che ne conseguirà tutta la teoria degli interi finiti. Le 3 nozioni fondamentali, od i 3 indefinibili di Peano sono: 1) 0; 2) intero finito; 3) “successore di”. Come facente parte dell'indefinibile “successore (immediato) di” si assume pure che ogni numero ha uno ed un solo successore, anche se sarebbe meglio stabilirlo con un 6° assioma. Le 5 proposizioni primitive di Peano, o assiomi, sono: 1) 0 è un numero: 2) se a è un numero, il successore di a è un numero; 3) se due numeri hanno lo stesso successore, essi sono uguali od identici; 4) 0 non è il successore di alcun numero: 5) principio od assioma dell'induzione: se S è una classe alla quale appartene lo 0 e vi appartiene il successore di ogni numero che appartiene a S, allora ogni numero appartiene a S. Tale teoria, coi relativi assiomi di Peano, fu formulata per la prima volta nel 1889 in “Arithmetices principia nova methodo exposita”, e rappresenta il tentativo di ridurre tutta l'aritmetica (e dunque gran parte della matematica) alla precisione di un simbolismo esente da ogni ambiguità. Peano ha dimostrato la mutua indipendenza dei 5 assiomi, e ciò è riportato pure nel mio scritto maggiore, come pure la teoria di Peano in modo abbastanza approfondito includendovi la critica logicista con la rivelazione di alcuni “vizi logici”. Tutti i sistemi che verificano i 5 assiomi posseggono una corrispondenza uno-uno con i numeri. Secondo Peano il numero sarebbe ciò che si ottiene da tutti questi sistemi per astrazione. Egli non riesce a dare un valore costante al terzetto (0,numero,successore) che definisce una classe di terzetti, nella quale non ne esiste uno che possiede “solamente le proprietà che la definiscono”, né riesce a mostrare come ciò potrebbe avvenire, non dimostrando mai il teorema d'esistenza. In verità quel che il processo di astrazione di Peano vuol significare è la considerazione dei membri variabili con l'esclusione dei membri costanti. 


Infatti il suo metodo consiste nell'affermare che almeno uno di questi significati può essere percepito immediatamente e primitivamente, ma non può essere definito. Il metodo non è logicamente infondato, solo che non ha nulla a che fare col processo d'astrazione. Allora la dimostrazione della mutua indipendenza dei 5 assiomi è necessaria solo per convincersi che la definizione della classe dei terzetti, da essi determinata, non è ridondante (la ridondanza non è un errore logico, ma, diremmo, solo “estetico”, ossia è solo la mancanza di stile e di eleganza nelle definizioni). Per la logica formale generale, esiste un solo significato costante che soddisfa i 5 assiomi, e questo significato costante deve essere chiamato Numero. In tal modo si evita l'introduzione di altri indefinibili, fino a definire la classe coi 5 assiomi di Peano. Questo punto è della massima importanza per la connessione tra logica e matematica e dunque per la fondazione dell'intero sistema matematico. La classe di classi che soddisfa gli assiomi di Peano è la stessa classe di classi, secondo la teoria di Russell, il cui cardinale è il primo cardinale trasfinito αo, e la relativa definizione include i 5 assiomi di Peano, niente di meno e niente di più. Per ogni classe così fatta si possono dimostrare tutte le proposizioni dell'aritmetica dei numeri finiti, si può sviluppare l'analisi e la teoria delle funzioni reali, fino ai numeri complessi esclusi. Invece per la definizione logica dei numeri cardinali, partiamo piuttosto dal punto di vista opposto, ed in particolare, i numeri finiti sono i numeri che appartengono ad ogni classe S alla quale appartiene lo 0 ed a cui appartiene n+1 se vi appartiene n. 


Non esiste, dal punto di vista matematico, la necessità di altri (“sospetti”) indefinibili in tutto il “corpo” o “campo” dell'analisi. Così, forse per la prima volta, entravano con rigore nella teoria aritmetica i numeri interi finiti od induttivi I=Z, naturali N con lo 0, il cui cammino origina dall'alba della storia... da quella mazza o tavoletta cerimoniale di Narmer del XXXI sec a. C. del tempo del re Narmer o del faraone Menes della I dinastia (a forma di scudo, alta 64 cm, larga 42 cm, e con uno spessore di 2.5 cm; oggi avrebbe 5100 anni, e per alcuni avrebbe pure un “collegamento” (!) coi numeri), dal papiro di Rhind, dalla tavoletta Plimton, con i loro sistemi di numerazione, nati precedentemente l'era stessa della scrittura, fino al sistema arabo-indiano; con i loro connotati magici, religiosi, mistici, letterari, matematici, tecnici e pratici di sistemi numerici che sono segno e simbolo, che sono emblema, che sono quantità di calcolo, e che sono informazione e simbolo sempre più astratto. E tra i numeri, a parte il significato metafisico e filosofico come ad esempio nella numerologia pitagorica, in particolare sono i numeri primi quelli che sempre hanno affascinato gli antichi ed i moderni. I numeri primi formano la base moltiplicativa del sistema dei numeri, e per determinare se un numero è primo basta dividerlo per tutti gli interi che precedono la sua radice quadrata (dovendo i fattori, se tale numero non è primo, essere almeno due), ed in più eliminando dal test di primalità tutti i numeri pari maggiori di 2. Anche così il test risulterà sempre lento ed ingombrante per grandi numeri. Consideriamo, per esempio, il numero 2(elev 44497)-1, che H. L. Nelson e D. Slowinski hanno dimostrato essere primo; esso è formato da 13395 cifre decimali, e se un calcolatore eseguisse una divisione impiegando il tempo di 1 microsec (ossia eseguisse 1 milione di divisioni/sec) e si fermasse alla sua radice quadrata, gli occorrerebbero comunque 10(elev 6684) anni (ossia 10(elev 6674) volte circa l'età attuale del nostro Universo), per espletare il suo compito. 


Coi nuovi metodi di primalità (senza il calcolo ovviamente dei suoi fattori, per cui anche un numero di sole 100 cifre non si può fattorizzare in tempo ragionevole neppure da un grande e veloce calcolatore con milioni o decine di milioni di processori) è stato testato in meno di una settimana (una rilevante “scorciatoia”!). Il problema della primalità è un problema di teoria dei numeri (s'intende dei numeri interi), che è ricca di problemi straordinariamente semplici nella loro formulazione, ma formidabilmente difficili della loro risoluzione. I numeri primi hanno affascinato i matematici fin dal tempo di Euclide (però quasi solo i matematici puri e gli amanti dei numeri). E così pare, ma la congettura è ancora indimostrata, che esista un'infinità di numeri primi gemelli, ossia del tipo n e n+2 (dove n è primo, cioè numeri primi che differiscono per due unità, dunque con intervallo-lacuna di minima lunghezza senza primi; quelli più bassi sono (3, 5), (5, 7), (11, 13), (17, 19), (29, 31), ecc,). Ed è quasi certo che esista sempre almeno un numero primo fra i quadrati di due numeri interi successivi (ossia tra n(elev 2) e (n+1)(elev 2)). Christian Goldbach (Konigsberg-Kaliningrad 1690, Mosca 1764, matematico tedesco, molto noto per la sua congettura sui numeri primi formulata nel 1742 ed ancora aperta, che molto aveva viaggiato incontrando matematici quali Leibniz, Leonhard Euler, Nicolaus I Bernoulli, Nicolaus II Bernoulli, Daniel Bernoulli, Abraham de Moivre, Hermann, ecc., poi divenuto professore a San Pietroburgo) nel 1742 appunto formulò la cosiddetta congettura di Goldbach, che è rimasta un'ipotesi, secondo la quale ogni numero pari maggiore di 2 sia la somma di due numeri primi. 


Ma un altro matematico russo nel 1937 ha dimostrato che tutti i numeri dispari “abbastanza grandi” (espressione però incerta) possono essere espressi come la somma di tre numeri primi, e tutti i numeri pari “abbastanza grandi” possono essere espressi come la somma di quattro numeri primi. Conseguentemente se a è un numero pari (abbastanza grande) è b è un numero dispari tale che a=b+3, è sempre possibile rappresentare  b come somma  di tre primi (e dunque il pari a è somma di tre primi, oltre al numero 3 che è primo). Nel 1966 il matematico cinese Chen Jing-run (Chen Jingrun, Fuzhou 1933, Fuzhou 1996, matematico cinese specializzato in teoria dei numeri, e tra i maggiori matematici della storia cinese), mostrò che tutti i pari “abbastanza grandi” possono essere espressi come somma di un numero primo e di un numero che è o primo oppure è la somma di due primi. Questi enunciati e risultati diminuiscono alquanto l'”incertezza” della congettura di Golbach. Invece le proprietà elementari sui numeri primi, oltre ad essere interessanti, erano in parte già note nell'antichità, come per esempio il loro essere di numero infinito, oppure che esistono numeri primi consecutivi la cui distanza, fatta solo di numeri composti, può essere grande quanto si vuole; consideriamo infatti la seguente successione n!+2, n!+3, n!+4, …, n!+n, dove tutti gli n numeri consecutivi sono composti (infatti n!+2 è divisibile per 2, n!+3 è divisibile per 3, …, n!+n è divisibile per n, considerando infatti che n! è divisibile per tutti gli interi fino a n per cui qualunque numero a (minore di n) che gli viene aggiunto dà un risultato divisibile per a) e n può essere preso grande quanto si vuole (ossia nella semplice serie dei numeri interi finiti I il cui numero è l'infinito numerabile αo, in cui il numero dei primi è infinito, esistono pure infinite lacune fatte ognuna di un numero comunque grande di composti (esistono sia minime lacune di composti come tra primi gemelli che massime lacune comunque grandi di composti)... onde vediamo che se il “mistero” dei numeri finiti ed infiniti e dell'Infinito risiede nell'insieme dei numeri reali che sono di numero infinito non numerabile 2(elev αo), tale mistero si vede però meglio nella semplice successione infinita di interi finiti, da cui non si può immaginare cosa sarà il mistero della serie dei numeri reali “infinitamente più infiniti” rispetto alla classe dei numerabili e serie e classe “infinitamente più misteriose” e di chissà quali proprietà sconosciute, ma queste sono forse tutte considerazioni vane). 


Consideriamo la Teoria dei Numeri come la Regina della Matematica per la bellezza delle sue dimostrazioni e perché il suo studio, che comporta la massima astrazione, ha il mistero ed il fascino della contemplazione del puro soprasensibile senza il peso gravitazionale della ricaduta nel sensibile... in compenso la conoscenza delle proprietà della Teoria dei Numeri è per la grandissima parte tra le cose più inutili che si conoscano. Eppure nel 1977 la ricerca in tale campo fu stimolata dalla scoperta “utilissima” della possibilità della sua applicazione nella crittografia dei messaggi utilizzabile ed utilizzata nelle comunicazioni interpersonali riservate (utile, se non per conoscere qualcosa, almeno per nascondere i dati). Si dimostrò, infatti, che era possibile fondare un sistema crittografico a chiave pubblica (rendendo noto il prodotto di due grandi numeri, senza pregiudizio della sicurezza) basato sulla difficoltà di fattorizzazione di un numero composto molto grande, per esempio con due numeri di n=100 o 120 cifre. I metodi di controllo della primalità, che non richiedono e non dipendono dalla fattorizzazione, traggono la loro importanza dal noto piccolo teorema di Fermat, enunciato nel 1640, che qui ripetiamo: se n è un numero primo e b è un numero intero, allora b(elev n)-b è multiplo di n. Per un approfondimento della teoria dei numeri primi, è possibile ricorrere a libri o ad articoli in merito o magari al mio scritto maggiore. Per curiosità i numeri primi minori di 100 sono 25 (ossia: 2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83 89, 97), e minori di 20 miliardi sono esattamente 882.206.716. In alcuni test di primalità “sempre più raffinati”, in cui un numero in realtà composto, continua a “passare per numero primo” (per esempio con probabilità di 1 su 2(elev 100) ossia circa 10(elev 30)), si trova l'espressione “test di primalità Monte Carlo”, il cui risultato è ben adatto per la crittografia, ma va precisato in matematica. 


Il metodo Monte Carlo è un procedimento con cui si indica un metodo di simulazione con il quale si cerca di applicare un modello stocastico a problemi che per loro natura sarebbero deterministici, a sistemi fisici od a sistemi e processi ingegneristici. Alcuni hanno affermato (su basi che riteniamo filosoficamente ed epistemologicamente debolissime), che, dal momento che ogni dimostrazione matematica è soggetta ad errori (qualunque ne sia la loro natura) e successive correzioni, si potrebbe accettare una “dimostrazione” anche col metodo Monte Carlo, come fosse una vera e corretta dimostrazione matematica. Abbiamo delle buone ragioni per ritenere che la probabilità d'errore in una dimostrazione matematica (per esempio in uno spazio euclideo, la dimostrazione del teorema di Pitagora TP) sia ben inferiore a 1 su 10(elev 30); anche se in tale ragionamento ci sarebbe da chiedersi cosa vorrà dire applicare la teoria della probabilità! E' vero che molte dimostrazioni matematiche si sono poi rivelate errate (e solitamente non per un miglior controllo dei (o sui) risultati delle conclusioni, ma piuttosto per la scoperta di un fatale difetto logico nella deduzione; Popper potrebbe misurare ed attribuire un valore relativo di correttezza ad una teoria scientifica matematica e ad un teorema confrontando entro la classe di teorie-teoremi il numero dei loro falsificatori potenziali (col criterio di falsificabilità in una teoria delle teorie matematiche), oppure noi potremmo “classificare” il grado di verità di teoremi semplicemente misurando il tempo che intercorre tra la loro dimostrazione e la loro successiva confutazione, ovvero classificarli misurando il “periodo di resistenza” alla confutazione indipendentemente da ogni altra considerazione, ma questo metodo epistemologicamente avrebbe certamente natura debolissima ed inaccettabile), ma esiste la fondamentale differenza fra una conferma altamente probabilistica e la dimostrazione matematica di un teorema matematico la quale ultima è ottenuta per via totalmente deduttiva ad ogni passo: la certezza della dimostrazione non deriva dall'accertamento “empirico-sperimentale” indipendente della validità delle conclusioni, ma dal fatto che le conclusioni seguono in “forza assoluta” dalle premesse, e tra un teorema matematico ed un test tipo Monte Carlo, corre la differenza che separa una dimostrazione matematica dalla probabilità (fosse pure probabilità 1). Oggi è possibile controllare la primalità di un numero di 100 cifre in meno di 30 sec, laddove una prova con divisioni per tentativi richiederebbe qualcosa come 10(elev 38) anni o solo un ordine di grandezza in meno con i supercalcolatori degli anni '20 del '900; un numero di 1000 cifre con divisioni per tentativi richiederebbe qualcosa come 10(elev 486) anni, con test automatici appositamente studiati e che girino in tempo “quasi polinomiale” ma ancora lenti in circa 10(elev 44) anni, mentre con un test veloce in meno di 1 settimana. La teoria della complessità, nel calcolo numerico, coinvolge problemi come la risoluzione di un sistema di n equazioni in n incognite, per esempio ricorrendo al metodo gaussiano di eliminazione, con n maggiore di 10 o di 20: ad esempio un calcolatore che eseguisse un'operazione elementare in 1 microsec impiegherebbe 10 minuti per n=12, ma 1 milione di anni per n=20. 


Però nuovi calcolatori e supercalcolatori e nuove strutture possono vantaggiosamente sfruttare metodi di calcolo in parallelo, la cui concezione ed il cui sviluppo risalgono agli anni '60 e '70 del '900 ma ben diffusisi dagli anni '80 in poi. Non solo il parallelismo, ma anche la suddivisione di un problema P  complesso in Pi sottoproblemi del medesimo tipo (dimensionalmente più accettabili per il cervello umano o per il calcolatore elettronico) da risolvere separatamente (o da scomporre ulteriormente in sottoproblemi Pik dimensionalmente minori), con tecnica a volte denominata raddoppiamento recursivo, può portare al controllo ed alla riduzione della complessità. Avendo accennato alla teoria della complessità e del calcolo numerico, ci chiediamo ora: un calcolo, sia esso eseguito da un sistema di elaborazione automatica, sia esso eseguito su un abaco oppure da un cervello biologico come il cervello umano, essendo un processo fisico (come lo sono tutti i processi reali), quanta energia richiede per essere portato a termine? E quanto tempo richiede? E quale dimensione minima deve avere il dispositivo di calcolo?  In altre parole: quali sono i limiti fisici di un processo fenomenologico com'è il calcolo applicato? Laddove sono stati raggiunti dei limiti fisici, questi sono risultati molto distanti dalle possibilità tecnologiche odierne; essi riguardano i fondamenti fisici del calcolo e per nulla forniscono dei criteri progettuali utili. Verso il 1948-49 Shannon (Claude Elwood Shannon, Petoskey 1916, Medford 2001, ingegnere e matematico statunitense, noto soprattutto quale padre della teoria dell'informazione, con la sua elaborazione teorica ed i suoi teoremi sui canali ideale e reale di comunicazione circa velocità massima, quantità di informazione I e probabilità d'errore), enunciò una legge fondamentale, ossia il teorema del canale reale riguardante la quantità massima di informazione I trasmissibile su un canale rumoroso, iniziando così la moderna teoria dell'informazione. 


Verso la metà dell'800, enunciando la legge del ciclo termodinamico ideale della macchina motrice, dei motori termici, s'iniziò la teoria termodinamica. Ed intorno al 1960 si incominciò ad applicare il medesimo approccio anche ai processi di calcolo. Nei sistemi fisici reversibili, privi di attrito, non viene né creata né distrutta informazione I, in quanto essi avvengono ad entropia S costante, mentre ogni volta che viene distrutta informazione I aumenta l'entropia S, e viene dissipata una certa quantità di energia in calore Q. Come in un sistema meccanico con attrito, facendo rimbalzare verticalmente più volte una palla si perde l'informazione relativa alla sua altezza h iniziale, così eseguendo il calcolo 2+2=4, l'informazione a somma eseguita (4) è minore dell'informazione precedente il calcolo 2+2 (infatti il risultato 4 reca con sé l'incertezza della sua provenienza, potendo essere stato ottenuto sia da 2+2, che da 1+3, da 3+1, ecc.). Dato che il risultato, l'uscita o segnale d'uscita di un sistema di calcolo, è implicitamente contenuto negli operandi, ossia nel segnale d'ingresso e nell'ingresso,  nessun calcolo può generare informazione (ma solo conservarla nei sistemi ideali o perderne una parte nei sistemi reali). La porta and è un dispositivo che distrugge informazione, dato che se la sua uscita è 0 (o F) non possediamo più l'informazione riguardante la configurazione d'ingresso che l'abbia prodotta (qualsiasi purché contenente almeno un valore 0 (o F)): e così avviene per tutte le porte logiche che hanno più ingressi che uscite (e che, in tale contesto teorico, potremmo chiamare porte logicamente irreversibili). 


Dunque ogni volta che viene eseguito un calcolo (ossia viene usata una porta logica o viene fatto commutare un bistabile della memoria), pur raggiungendo uno scopo od una finalità, od ottenendo un risultato per conseguente causalità,  viene però dissipata energia E-W-Q nell'ambiente, viene distrutta informazione I, mentre aumenta l'entropia S.  Però l'uso di sistemi di calcolo irreversibili non è affatto necessario, come ha dimostrato nel 1973 Charles H. Bennet (Charles Henry Bennett, 1943, fisico e crittografo statunitense che lavora dal 1972 nei laboratori di ricerca IBM, studiando particolarmente le basi fisiche dell'informazione e l'applicazione della fisica quantistica ai problemi di flusso ed elaborazione di informazioni, stabilendo il collegamento Fisica-Informazione, seguendo il lavoro di Rolf Landauer (Stoccarda 1927, Briarcliff Manor 1999, fisico tedesco naturalizzato statunitense che lavorò nei laboratori di ricerca IBM), e mostrando come una computazione può essere compiuta da un apparato reversibile logicamente e termodinamicamente (aggiungiamo che nel 1982 propose una reinterpretazione del diavoletto di Maxwell affermando che la sua impossibilità a violare la 2° legge della termodinamica fosse dovuta al costo di distruggere informazione, anziché di acquisire informazione), facendo uso di modelli tra i quali le cosiddette porte logiche reversibili, come la porta di Fredkin con 3 ingressi e 3 uscite (l'ingresso di una linea, detta linea di controllo, viene trasmesso invariato all'uscita, e se vale 0 le altre due linee trasmettono all'uscita il loro valore logico, mentre se vale 1 l'ingresso dell'una viene riportato all'uscita dell'altra); le uscite hanno dunque dei valori nelle loro configurazioni che non devono essere utilizzati per l'operazione logica successiva, ma che non devono essere cancellati o persi, se non si vuol perdere anche l'informazione iniziale, funzionando infatti anche inversamente ossia rigenerando l'ingresso dall'uscita, e l'automa che rappresenta la rete sequenziale potrà quindi essere riportato allo stato iniziale. 


Ricordiamo Edward Fredkin (1934, fisico statunitense, pioniere della fisica digitale o filosofia digitale, i cui temi sono la computazione reversibile e gli automi cellulari, inventore della porta Fredkin F ed inventore della struttura dati Trie e del modello palla da biliardo per la computazione reversibile; nel 1956 l'Air Force gli affida un lavoro al MIT Lincoln Laboratory, nei primi anni '60 lavora a BBN Technologies dove scrive l'assemblatore PDP-1, nel 1968 è professore al MIT, nel 1971-74 è direttore del progetto MAC, al California Institute of Technology lavora un anno con Richard Feynman, ed insegna fisica alla Boston University, poi fonda Information International Inc., e ha lavorato nel campo della ricerca AI, e ha sviluppato Slat ossia un modello di computazione basato sulle leggi di conservazione fondamentali della fisica). Fredkin ha dimostrato che con la porta che ha il suo nome, porta F, si possono realizzare tutte le funzioni logiche, e che pertanto essa costituisce un sistema adeguato di connettivi logici funzionalmente completo. Non è necessario l'attrito per l'esecuzione dei calcoli, e poi B. Benioff e R. Feynman hanno dimostrato e descritto astrattamente la possibilità di calcolatori reversibili quantistici, sfruttanti le leggi della meccanica quantistica MQ relative alle particelle quantomeccaniche. Inoltre l'integrazione tra elaborazione e memoria, può essere descritta convenientemente con la macchina di Turing TM, e Bennet ha dimostrato che è possibile costruire una macchina di Turing reversibile, ossia una TM che non cancellando informazione, è in grado di operare con un dispendio di energia per calcolo arbitrariamente riducibile dall'utente e proporzionale al logaritmo del numero di passi in avanti diviso per il numero di passi indietro: tipo la “macchina di Turing browniana”, e notiamo che una macchina “copianastri” browniana esiste già in natura, si chiama RNA-polimerasi (un filamento di DNA, come di RNA, è molto simile al nastro di una macchina di Turing TM). Anche da tale analisi, secondo la termodinamica classica, si deduce che non esiste una quantità minima di energia necessaria per l'esecuzione di un calcolo, e neppure il principio di indeterminazione di Heisenberg in MQ pone un limite fondamentale al processo di calcolo fisico. 


Le limitazioni fisiche sono invece legate piuttosto alla minima dimensione del dispositivo ed al tempo minimo di esecuzione (entrambi connessi a monte con evidenza alla velocità della luce), od al tempo massimo (connesso con evidenza al deterioramento fisico-chimico-strutturale della macchina hardware, lontanamente collegato all'entropia S) per effettuare un'operazione di calcolo elementare. 


In questo capitolo abbiamo affrontato o semplicemente e rapidamente sfiorato, molti argomenti, non solo inerenti il secolo XIX (essendo la nostra una storia del pensiero matematico che avrebbe più rispetto per la connessione delle idee e dei concetti che della successione delle date storiche o di un elenco diacronico e cronologico delle conquiste di tale pensiero). In particolare il XIX sec terminava convinto di aver raggiunto in campo matematico risultati quantitativi e qualitativi superiori a qualsiasi secolo precedente, e se noi “calcolassimo” il progresso compiuto dal pensiero  matematico in termini di cifre di merito, o di logK, constateremmo come l'800 vi abbia contribuito massimamente (e questo fatto si ripeterà per il XX sec rispetto a tutti i secoli che l'hanno preceduto). Inoltre alla fine dell'800 ancora si “respirava la certezza” che il progresso sarebbe continuato “linearmente” (od “esponenzialmente”) senza incidenti di percorso (seppure diciamo che proprio sul finire del XIX sec ossia nel 1899 Georg Cantor scoprì le contraddizioni nella teoria degli insiemi, e sempre nel 1899 David Hilbert presentò un insieme autoconsistente-autofondante di assiomi per la geometria nell'opera “I fondamenti della geometria”).








   Capitolo 11. Parte 1.   


Il nostro tempo, oltre ad uno sguardo rivolto a vecchie e nuove teorie di tutti i tempi storici.






	Due sono gli aspetti preminenti del pensiero matematico all'inizio del '900, ovvero un raggiunto livello di grande generalità ed astrazione e, nel tentativo di dare più solide basi a tale pensiero per contrastarne gli effetti centrifughi, l'affacciarsi del problema attinente alla debolezza dei suoi fondamenti. Secondo B. Russell l'800 aveva donato al mondo l'invenzione della matematica pura, così sorprendente in campo algebrico. Sappiamo che l'algebra, notoriamente quella parte della matematica che studia le proprietà più generali di cui godono gli insiemi A dotati di operazioni, ossia dotati della legge della composizione (interna) di due elementi dell'insieme A stesso (legge di composizione che può essere commutativa e/o associativa e/o distributiva), si può dividere in due grandi classi, ossia algebra classica ed algebra moderna... e quando parliamo di algebra stiamo parlando, se non specificato diversamente, di algebra moderna... laddove nelle scuole medie superiori quando si parla di algebra s'intende l'algebra ordinaria classica. L'algebra classica comunemente ha a che fare con le regole del calcolo letterale, con le proprietà delle espressioni-relazioni algebriche, il cui tracciato storico passa per la teoria di Viète (1540-1603), con particolare predilezione per la teoria delle equazioni algebriche nella quale si assumono come leggi di composizione le 4 operazioni aritmetiche, e di cui abbiamo ampiamente scritto. 


L'algebra moderna comprende invece lo studio delle strutture algebriche, introdotte assiomaticamente nell'insieme A, nel quale allora saranno definite delle leggi di composizione ovvero delle operazioni (interne ed esterne) che godono di determinate caratteristiche. Gli insiemi A più noti (nei quali le leggi di composizione sono normalmente le 4 operazioni aritmetiche che godono tutte od in parte delle proprietà commutativa/associativa/distributiva), sono l'insieme dei numeri (interi, razionali, reali o complessi), l'insieme delle matrici A(m,n) e l'insieme dei polinomi. Ed a seconda del numero delle operazioni e delle proprietà formali definite in A, abbiamo diversi tipi di strutture algebriche: quella più elementare è la struttura di gruppo, poi la struttura di reticolo (ed in particolare la struttura di algebre di Boole), la struttura di anello, la struttura di corpo (come già scritto, il corpo è un anello commutativo dove tutti gli elementi non nulli hanno l'inverso o reciproco, e nel quale si ambienta la teoria delle equazioni algebriche), la struttura di spazio vettoriale (per la quale sta a fondamento quella di corpo) e che dà origine all'algebra lineare (vettoriale e matriciale). 


Il processo di astrazione nella cultura e pensiero matematici, non riguarda solo il nostro tempo, ma ha radici storiche, nel senso che, con poche eccezioni, in tutti i periodi storici si è tentato di ampliare e di generalizzare le conoscenze, di estendere le leggi e le operazioni, al di là, sembrerebbe, dei “bisogni strettamente quotidiani” o legati alla pratica corrente e contingente, anche se tale processo di “generalizzazione” e di “astrazione” si è compiuto sotto stimoli e sotto Cieli diversi (anche se Cieli perennemente stupiti quali silenziosi osservatori dei progressi e delle conquiste della mente umana),  e ha assunto connotati, caratteristiche e finalità molto variegate da tempi a tempi. Anche se dobbiamo affermare che il processo di astrazione (sarebbe però meglio dire processo di generalizzazione), pure quando dovesse sembrare il contrario, si attua e si è sempre attuato perché dà un vantaggio, in termini di logK (o di qualche opportuna cifra di merito o “figura di merito”) all'individuo, poi al gruppo al quale appartiene, poi alla società all'interno della quale vivono i gruppi, poi alla civiltà nella quale si compie. 


Oltre un millennio prima di Pitagora i creatori di civiltà, gli egizi, i sumeri, i babilonesi, avevano inventato la geometria anche e soprattutto quale mezzo per misurare campi e tracciare, scavare canali, ma poi su quella primitiva geometria iniziarono a riflettere ed a riflettere non poco (trovando inizialmente interessante il triangolo numerico 3,4,5), riflettendo e ragionando forse un poco più a fondo di quanto è stato loro attribuito dai greci, campioni questi di ragionamento matematico, ai quali greci dobbiamo comunque l'invenzione della razionalità. I greci rifletterono sui numeri e sulle figure, certo se non proprio come pura contemplazione, non sempre e solamente necessitati dai bisogni materiali immanenti ed imminenti, tra i quali possiamo pure indirettamente includere anche i riti religiosi, se è vero che la duplicazione dell'altare cubico di Delo (come abbiamo detto, secondo Eratostene e Teone di Smirne, costruzione di un cubo di volume doppio rispetto ad un cubo dato, e che non trova soluzione con riga e compasso (in termini algebrici non trova soluzione con un'equazione di 2° grado), mentre la sua soluzione geometrica è possibile ricorrendo a curve del 3° ordine come la cissoide, o cissoide di Diocle), secondo le loro credenze nell'oracolo avrebbe dovuto porre termine alla pestilenza. Sembra che nell'antichità i problemi erano posti dalla natura e dagli Dei, mentre nell'età moderna a partire dal '600 erano stabiliti dai Cartesio, dai Newton, dal Leibniz, dai Bernoulli, dai d'Alembert ed Eulero, dai Laplace, dai Cauchy, ecc., quali “semidei” del pensiero razionale... ed oggi i problemi sono invece posti solo dalla ricerca scientifica e dalla necessità della tecnica “pagana ed aconfessionale”. Con Proclo neoplatonico (412-485 d. C.) la matematica avrebbe già potuto diventare un'arte liberale. E sulla via della “liberalizzazione” ossia sulla via dell'”astrazione”, il cammino percorso doveva essere già lungo se al tempo di Platone costui poteva inveire contro coloro che trattando di quadratura del cerchio e delle lunule, volevano la geometria ancorata al sensibile ed alle sue necessità ed ai bisogni della vita, anziché vederla volare nel mondo delle idee archetipe col compito assoluto di fondare la filosofia per giungere alla vera conoscenza eterna delle cose. 


Era questo il sogno di Platone che la matematica-geometria doveva realizzargli, per cui era certamente giustificata la scritta sopra l'ingresso all'Accademia che Giovanni Tzetzes (1110 circa, 1180 circa, filologo ed erudito bizantino, autore di Libri di storie o Chiliades di 12674 versi, tra l'altro assieme a Giovanni Zonara è quasi il solo a narrare la vicenda degli specchi ustori costruiti da Archimede durante l'assedio romano di Siracusa), gli attribuisce ("Ageomètretos medéis eisìto" i "Non entri nessuno che non conosca la geometria"): da cui la nomina della geometria ad ancilla ad honorem della filosofia (Platone disse anche “Dio geometrizza sempre”, nel senso che il mondo è spiegabile e rappresentabile matematicamente, ma noi diremmo che il mondo è esso stesso logica-matematica senza necessità di alcuna intermediazione più o meno metafisica od antropomorfa), (molto tempo prima che la geometria divenisse ancilla ad honorem della teologia), per preparare poi entrambe (geometria e filosofia), con qualche battaglia, l'avvento della scienza matematica. Ma Platone (427-347 a. C.) sognava pure il suo sogno, se è vero che Democrito di Abdera (460-370 a. C.), Eudosso di Cnido (408/400-355/347 a. C.), Ippia di Elide (V sec a. C.), Archita di Taranto (IV sec a. C.), e forse anche Zenone di Elea (V sec a. C.), avevano già emancipato la matematica erigendola a disciplina “scientifica” indipendente. 


Ed ecco che Proclo neoplatonico, circa sette secoli dopo, considerando Euclide un platonico, realizzava la “fusione” tra filosofia platonica e geometria. Euclide di Alessandria (III sec a. C.) era però piuttosto lontano dal pensiero di Platone: egli disegnava cerchi e rette illimitate (magari rette che correvano parallele) dunque astraeva ed insieme applicava (nella Scuola di Atene (1509-1511 circa) collocata nella Stanza della Segnatura dei Musei Vaticani, Euclide, quello pelato nel gruppo di destra con in mano il compasso, è ritratto tra astrazione ed applicazione circondato da alcuni allievi che stanno osservando cosa sta disegnando), e nei suoi Elementi (manuale sistematico e didattico) la geometria veniva definitivamente dichiarata disciplina indipendente dello spazio. Era il tempo in cui Archimede di Siracusa (287-212 a. C.) usava il suo metodo e scriveva “De mensura circuli” e “De sphaera ed cylindro” (ed esclamava “Eureka!” correndo nudo per le vie di Siracusa dopo aver scoperto che immergendosi in una vasca l'acqua questa saliva di livello, ciò “Sui corpi galleggianti”), mentre Apollonio (262-190 a. C.) era volto alla teoria delle “Coniche”, così come Pappo lo sarà secoli dopo con le “Collezioni matematiche”. Per l'aritmetica e l'algebra del passato greco ricordiamo piuttosto Diofanto (II sec d. C.), mentre il medioevo ed il rinascimento sarebbero piuttosto epoche di maestri d'abaco (come il poco noto senese Dionigi Gori (1510-?) con la sua opera “Praticha e stile di far ragioni in fra’ merchanti” ma anche la sua opera “Libro e trattato della praticha d'alcibra”) e di manoscritti di aritmetica mercantile che ci ricordano il “Liber abaci” di Leonardo Pisano (1170-1250); queste sono età poco propizie per riflettere sui fondamenti della matematica (nel medioevo e nel rinascimento non si ha neppure l'idea di scienza e del suo metodo, ridimensionando non poco ciò che potrebbe sostenere Pierre Duhem (Pierre Maurice Marie Duhem, Parigi 1861, Cabrespine 1916, fisico, matematico, filosofo, e storico della scienza francese, noto soprattutto per le sue opere di storia del pensiero scientifico in specie durante il medioevo, nonché autore della tesi di Duhem-Quine secondo la quale non è possibile confrontare con l'esperienza separatamente singole teorie scientifiche ma solo insiemi di teorie, ossia olisticamente)). 


Ed il processo di astrazione e di generalizzazione che allarga ed innalza la costruzione, ampia il dominio di una teoria, è sempre accompagnato o seguito, da un processo di fortificazione e di rafforzamento delle fondamenta, necessitando assicurare anche alle teorie basi più soddisfacenti, solide e certe. Così, con padre Girolamo Saccheri ed “Euclides ab omni naevo vindicatus” (Euclide riscattato da ogni difetto), con Eugenio Beltrami (1835-1899), con Lambert (1728-1777), Gauss (1777-1855), nascono le geometrie non euclidee di Lobacevskij (1793-1856) e di Riemann (1826-1866). I fondamenti geometrici degli Elementi di Euclide e delle Coniche di Apollonio si evolvono solo nel '500 con Viète (1540-1603), e nel '600 con Fermat (1601-1665) e Cartesio (1596-1650) avvinando ed “equiparando” geometria ed algebra. Ma pure i fondamenti della miglior geometria greca si evolvono creando la geometria proiettiva di Desargues (1591-1661) con un contributo pure di Pascal (1623-1662), e così passando per le opere di La Hire (1640-1718), MacLaurin (1698-1746), Lambert (1728-1777), Monge (1746-1818), Carnot (1753-1823), attraverso i nuovi concetti di dualità, omologia, polarità, antipolarità, ecc., giungiamo a metà '800 a Poncelet (1788-1867) ed a von Staudt (1798-1867). 


Per i fondamenti della geometria descrittiva (di cui poco abbiamo scritto, ed attinente soprattutto ai metodi per la rappresentazione piana di oggetti 3-dimensionali con le due operazioni fondamentali di proiezione e sezione: proiezioni ortogonali, assonometrie, proiezioni quotate e proiezioni centrali, ed oggi geometria descrittiva applicata per le rappresentazioni grafiche-geometriche e conseguenti realizzazioni di componenti ed edifici architettonici e di componenti e macchine industriali), i pittori e gli architetti rinascimentali (come Filippo Brunelleschi, Leon Battista Alberti, Piero della Francesca, Leonardo da Vinci, ecc.), scarsamente aiutati in tale campo dai matematici, partendo come dalla fonte originale ossia da Vitruvio Pollione (circa 80 a. C., 15 a. C.), dovranno sviluppare ed imparare la teoria della prospettiva, cimentandosi con punti di vista, piante ed alzati. Poi verrà la proiezione ortogonale di Gaspard Monge in un'opera di importanza didattica (ma pure applicativa), cui seguiranno Lacroix (1765-1843), Hachette (1769-1834) e Cousinery, che forniranno alla geometria descrittiva una sistemazione generale. 


Dopo questa crescita secolare, la geometria torna a riflettere maggiormente sui suoi fondamenti e sulla sua sistemazione e formalizzazione con Klein ed il programma di Erlanger, fino a giungere assieme all'aritmetica, all'algebra di cui abbiamo scritto, all'analisi ed alla logica, ad una meta comune, quale è quella di Peano il logico, di Hilbert il ristrutturatore della logica matematica, di Frege-Whitehead-Russell del programma logicista. Negli ultimi 10-20 anni dell'800, anche grazie alla teoria dell'infinito di Cantor, in certi ambienti si arrivò a pensare che l'invenzione, o l'evoluzione, della matematica fosse essenzialmente arbitraria, ossia che fosse pensiero totalmente assiomatico, avendo per di più davanti agli occhi il ricordo ancora fresco della rivoluzione avvenuto in geometria non-euclidea e gli sviluppi occorsi nell'algebra astratta, al punto che Dedekind avrebbe scritto che i matematici sono della stessa discendenza degli Dei e hanno quindi il potere di creare. Era ormai una conquista definitiva che non la verità, la realtà o l'esistenza dei simboli nelle premesse, o dei simboli nelle conclusioni (ovvero, come detto, il loro legame con la realtà materiale), riguardassero la matematica, ma solo la certezza formale e la correttezza deduttiva delle conclusioni partendo dai postulati ossia dalle premesse; perché il simbolo contenuto nella conclusione di un percorso deduttivo o ragionamento matematico, sia separatamente vero od esista, è necessario che sia soddisfatto un teorema d'esistenza, oppure che il simbolo contenuto nell'ipotesi o premessa indipendentemente esista (come detto ciò riguarda il legame con la realtà determinato da assiomi o da esperienze). Nella logica poi per verità intendiamo la proprietà che certi enunciati hanno quando si trovano in una relazione necessaria di corrispondenza con la realtà che descrivono. Secondo Frege gli elementi che entrano in una relazione sono da una parte le proposizioni (pensiero) e dall'altra parte sono i valori di verità (V=1, F=0) come dei veri e propri oggetti astratti della logica. In tale contesto si può sviluppare una teoria della verità per la logica delle proposizioni. Componendo proposizioni (come detto per fare questo, vi sono insiemi funzionalmente completi di connettivi logici od operatori logici) formate da proposizioni più semplici, è possibile dedurre la loro verità, per esempio dalla tavola della verità, conoscendo i valori di verità degli enunciati semplici. Troviamo una definizione importante della nozione di verità in “Il concetto di verità nei linguaggi formalizzati” di A. Tarski (1902-1983). 


Persino T. H. Huxley (Thomas Henry Huxley, Ealing 1825, Eastbourne 1895, filosofo e biologo britannico) sosteneva che la matematica non avesse nulla a che fare né con le osservazioni, né con l'esperimento, né con l'induzione e né con la causalità, e nella famosa disputa sull'età della Terra, di T. H. Kelvin (Belfast 1824, Largs 1907, fisico ed ingegnere britannico, con notevoli contributi in analisi matematica, elettricità, termodinamica, ma noto pure per aver inventato la scala di temperatura assoluta Kelvin, e come ingegnere inventore pure del telegrafo elettrico) contro i geologi (in quanto Kelvin, applicando il 2° principio della termodinamica, riteneva la Terra di 100 mila anni, secondo la Bibbia aveva invece 60 mila anni, il vescovo James Ussher (Dublino 1581, Reigate 1656, arcivescovo anglicano irlandese, e professore al Trinity College di Dublino) aveva calcolato “scientificamente” nel 1650 la data della creazione al 4004 a. C. in “Annales Veteris Testamenti, a prima mundi origine deducti” (“Annali dell'Antico Testamento, a partire dalla prima origine del mondo”), e secondo Ussher Dio creò l'Universo al tramonto della notte antecedente alla domenica 23ott4004 a. C. (ossia sabato notte 23ott4004 a. C.) mentre calcoli “scientifici” eseguiti da altri autori davano la data della creazione o al 5199 a. C. o al 3760 a. C.), mentre G. L. Buffon (Georges-Louis Leclerc conte di Buffon, Montbard 1707, Parigi 1788, naturalista, matematico e cosmologo francese, con influenze sui futuri naturalisti evoluzionisti quali Jean-Baptiste Lamarck e Charles Darwin (Charles Robert Darwin, Shrewsbury 1809, Londra 1882, biologo, naturalista, antropologo, geologo ed esploratore britannico, divenuto noto per essere l'autore della teoria dell'evoluzione delle specie viventi animali e vegetali per selezione naturale agente sulla variabilità dei caratteri ereditari, e della loro diversificazione e moltiplicazione per discendenza da un antenato comune)) la portò al 6000 a. C.), lo stesso Huxley affermava che la matematica poteva essere paragonata ad un perfetto mulino che macini materiali di qualsiasi grado di finezza; ma nonostante ciò, quel che se ne ricava dipende solo dal materiale che vi si immette. E come il più grande mulino del mondo (come l'eterno mulino della preghiera e della scrittura che gira all'infinito inutilmente se macina invano), non produrrà raffinata farina di frumento da bacelli di piselli, analogamente una processione di pagine di formule, se i dati che vi si immettono sono incongruenti od approssimativi, non produrrà alcun risultato soddisfacente. 


Caduta la possibilità di conoscenza a priori di Kant, ora la matematica si contemplava davanti allo specchio retto dall'unico principio sicuro: il principio di non contraddizione PNC. Ma sottratta a molte contingenze e condizionamenti esterni e fisico-materiali, la matematica pura, creazione dello spirito-pensiero umano, non era sottratta alle critiche di provenienza epistemologica e dall'interno della stessa matematica, e poteva correre seri pericoli. Ed i pericoli ebbero presto un nome, le antinomie: dapprima tali antinomie furono giudicate facilmente aggiustabili, ma poi si rivelarono una seria malattia congenita della matematica di assai difficile soluzione. Ma già i tempi antichi ci forniscono specifici esempi. Ed un esempio è il seguente. Protagora si era impegnato ad insegnare retorica ad Euatilo ed a farne un avvocato. Euatilo pagò inizialmente solo metà dell'ingente compenso pattuito, in quanto l'accordo era che Euatilo effettuasse il secondo pagamento solo dopo che avesse vinto la sua prima causa in tribunale. Euatilo, però, rimandava continuamente l'inizio della sua professione ed allora Protagora, preoccupato per la propria reputazione (oltre che per il denaro che s'aspettava), gli intentò causa... così leggiamo, riguardo al celebre aneddoto che ci giunge dall'antica Grecia, un “A Profile of Mathematical Logic” di Howard De Long (professore di filosofia a Princeton University). In tribunale Protagora così argomentò: “”Euatilo sostiene che non mi dovrebbe pagare, ma ciò è assurdo. Supponiamo infatti che vinca la causa, ed allora essendo la sua prima causa dovrebbe pagarmi, secondo i nostri accordi. D'altro canto, supponiamo che perda la causa, ed allora dovrebbe pagarmi in forza della sentenza nel giudizio. Dato che la causa deve o vincerla o perderla, egli deve comunque pagarmi”. 


Ma Euatilo era stato un buon allievo di Protagora, e rispose con un'argomentazione analoga. “Protagora sostiene che dovrei pagarlo, ma ciò è assurdo. Supponiamo infatti che egli vinca questa causa, ed allora io non avendo vinto la mia prima causa non dovrei pagarlo. D'altro canto, supponiamo che egli perda la causa, ed allora non dovrò pagarlo in forza del giudizio del tribunale. Dato che deve vincere o perdere la causa, io non devo comunque pagarlo” (se si permane entro tali regole del giudizio, non è possibile emettere la sentenza). Per risolvere questo paradosso è necessario indagare sull'argomentazione in generale. Anche coloro che considerano argomentazioni teologiche, si potranno domandare: “Può Dio onnipotente fare una pietra così grande e pesante da non poterla sollevare?”, ritenendoli forse quesiti e giochi verbali facilmente risolvibili. Eppure, nel corso di più di 2 mila anni sono state sempre proposte soluzioni insoddisfacenti o semplicistiche. In logica la teoria dei tipi di Russell è l'esempio di soluzione divenuto più noto e famoso. Ma i nodi sono molto duri e non si possono sciogliere facilmente, mentre il tentativo di scioglierli produce sempre esiti diversi ed inattesi. Situazioni conflittuali e paradossali, come la controversia tra Protagora ed Euatilo, o come l'onnipotenza divina che sfida la propria potenza, attraversano nei secoli la storia del pensiero matematico. Come leggiamo in un articolo di Douglas R. Hofstadter (Douglas Richard Hofstadter, New York 1945, accademico, filosofo e divulgatore scientifico statunitense), è interessante uno studio sulla riflessività, ossia sull'autoreferenza dei segni, l'autoapplicabilità dei principi, l'autogiustificazione, l'autorefutazione di proposizioni ed inferenze, l'autocreazione e l'autodistruzione di entità logiche, sul ragionamento circolare, sulla causalità circolare, sui circoli viziosi o neutrali, sui sistemi retroazionati, sulla mutua dipendenza, sulla mutua causalità, sulla reciprocità, ecc. Il paradosso (dal greco παρα δοζα, o contro opinione) è un'affermazione che può essere vera oppure falsa e si deduce con procedimento logico fondandosi su alcune premesse (che in ogni caso urta contro l'opinione corrente o comunemente accettata oppure contro l'impressione immediata o contro l'esperienza quotidiana, per cui non può essere in ogni caso accettata). Ricordiamo allora anche gli antichi paradossi di Zenone di Elea ed il famoso paradosso dei gemelli in teoria della relatività ristretta RR (e di entrambi abbiamo scritto). 


L'antinomia (dal greco αντι e νομος, contro legge) invece è un enunciato tale che sia la sua affermazione che la sua negazione implica una contraddizione (ossia una proposizione implicante due affermazioni contraddittorie che possono essere entrambe dimostrate o giustificate, onde in un tale ragionamento filosofico-logico-matematico-giuridico si arriva correttamente ad affermare “A se e solo se non A”, ed in questa situazione non si può applicare il principio di non contraddizione PNC). Esistono antinomie logiche (che comportano solo simboli logici ed insiemistici), ed esistono antinomie semantiche (presentantesi solo nel metalinguaggio poiché comportano concetti come verità); la più nota antinomia (storica) è l'antinomia di Epimenide o Paradosso del mentitore (nota fin dal VI sec), ossia il cretese Epimenide afferma che tutti i cretesi mentono. In Kant (il primo ad utilizzare in filosofia il concetto di antinomia) le antinomie della ragione pura sono contraddizioni in cui cade la ragione quando scambia i fenomeni (esterni) per cose in sé. In esse la tesi è dimostrata per assurdo, supponendo vera l'antitesi, e viceversa, cosicché con si sfugge alla contraddizione se non si vuol negare il fondamento stesso su cui le due affermazioni si contrappongono. L'impresa di una fondazione più solida, esente da contraddizioni, da paradossi e da antinomie, iniziata con impegno titanico da G. Frege, B. Russell, A. N. Whitehead ed altri, doveva scontrarsi con i fautori di una creatività matematica più “terrestre” (ed in testa a tale gruppo vediamo J. H. Poincarè), che il rigoroso e lucido programma logicista minacciava di mutilare. 


Sul versante filosofico trovava invece un ostacolo nel filosofo L. Wittgenstein (Ludwig Josef Johann Wittgenstein, Vienna 1889, Cambridge 1951, filosofo, ingegnere e logico austriaco, tra i grandi pensatori del XX sec con contributi alla fondazione della logica ed alla filosofia del linguaggio, di cui ricordiamo l'opera “Tractatus logico-philosophicus”), filosofo neopositivista e logico studioso appunto dei fondamenti della logica matematica e della linguistica, che nel nome della trasparenza del procedere e dei suoi risultati, denunciava l'insufficienza del metodo assiomatico che penalizzava l'immaginazione ed i “concetto intuitivi” del matematico, e contestava ciò che si potrebbe chiamare l'eccessivo riduzionismo di Russell e Whitehead. Wittgensteing appartiene alla scuola od indirizzo filosofico detto neopositivismo, od empirismo logico (di cui uno sviluppo è il fisicalismo), del quale immediati precursori sono da considerarsi Ernst Mach (Ernst Waldfried Josef Wenzel Mach, Brno 1838, Haar 1916, fisico e filosofo austriaco) dedicatosi anche alla filosofia della scienza, con le sue riflessioni sul sapere scientifico per cui ricordiamo l'opera “La meccanica esposta nel suo sviluppo storico-critico” del 1883 (“Die Mechanik in ihrer Entwicklung historisch-kritisch dargestellt”, 1883, “I principii della meccanica esposti criticamente e storicamente nel loro sviluppo”) che portò alla nascita dell'empirismo critico ed empiriocriticismo, insieme a Frege e Russell per il loro sviluppo della logica matematica. Il neopositivismo nacque in Austria nel 1929-30 con la costituzione del Circolo di Vienna, il cui manifesto programmatico vi riconduceva pure Feuerbach (Ludwig Andreas Feuerbach, Landshut 1804, Rechenberg 1872, filosofo tedesco tra i più influenti critici della religione ed esponente della sinistra hegeliana), Marx (Karl Marx, Treviri 1818, Londra 1883, filosofo, economista, storico, sociologo, politologo, giornalista e politico tedesco, di cui, tra le moltissime opere da lui scritte, ricordiamo solo l'opera capitale del 1867 “Il capitale”), nonché la teoria psicanalitica di S. Freud (Sigismund Schlomo Freud noto come Sigmund Freud, Freiberg 1856, Hampstead 1939, neurologo, psicoanalista e filosofo austriaco, fondatore della psicoanalisi quale importante corrente entro la psicologia), ed a cui aderirono Schlick (Moritz Schlick, Berlino 1882, Vienna 1936, fisico e filosofo tedesco, tra i fondatori del positivismo logico o neopositivismo, e del Circolo di Vienna), R. Carnap (Rudolf Carnap, Ronsdorf 1891, Santa Monica 1970, filosofo e logico tedesco naturalizzato statunitense nel 1941, membro del Circolo di Vienna ed influente esponente del neopositivismo) di cui ricordiamo la sua opera “La costruzione logica del mondo” (“Der logische Aufbau der Welt”, 1928), Neurath (Otto Neurath, Vienna 1882, Oxford 1945, sociologo, economista e filosofo austriaco, esponente non ortodosso del marxismo, fece parte dell'ala sinistra del Circolo di Vienna), K. Godel (Kurt Friedrich Godel, Brno 1906, Princeton 1978, matematico, logico e filosofo austriaco naturalizzato statunitense, tra i più grandi logici di tutti i tempi), H. Reichenbach (Hans Reichenbach, Amburgo 1891, Los Angeles 1953, filosofo della scienza tedesco, con contributi alla teoria della probabilità e all'interpretazione filosofica della teoria della relatività, della meccanica quantistica e della termodinamica), movimento del neopositivismo che rappresenta quel tentativo di disintegrazione della metafisica, confutazione assolutamente perentoria ed incontrovertibile, ossia negazione dell'episteme nel senso di metafisica (con l'uso dell'empirismo), e contemporaneamente anche il tentativo più radicale di ricondurre la razionalità umana alla razionalità scientifico-matematica (con l'uso della logica simbolica matematica). 


Per il neopositivismo l'unico modo in cui può essere pensato il senso del mondo è la razionalità matematica, e ciò vuol essere un accantonamento definitivo dell'atteggiamento metafisico-teologico ed il ricorso alla scienza come capacità totale e radicale. Per Mach la proprietà fondamentale delle sensazioni è di essere indipendenti fra di loro, mentre solo la filosofia sistematica, come quella hegeliana, può teorizzare una necessaria correlazione tra tutte le sensazioni. La realtà sarebbe indipendente dal pensiero che la pensa e non si potrà mai trovare una connessione necessaria tra i “dati sensibili” ed il pensiero. Frege e Russell avevano sostenuto che nell'uso linguistico il soggetto di una proposizione può essere solo un nome proprio ossia un segno per un singolo oggetto soddisfacente un teorema d'esistenza (reali sono solo gli individui e non le classi di cui gli individui sono invece gli elementi), ed ogni oggetto è indipendente dagli altri. Il linguaggio sarà dunque usato propriamente solo se viene strutturato e formalizzato come logica simbolica e logica matematica: non l'”uomo, o l'umanità, è mortale” quindi, bensì “Socrate è mortale”, “Galileo è mortale”, oppure “Se x è Socrate, allora x è mortale”, e se la logica simbolica viene posta in relazione alla posizione di Mach per cui tutti i concetti della scienza indicano insiemi od aggregazioni di dati dei sensi, allora si realizzano le condizioni per effettuare una ricostruzione rigorosamente razionale di tutta la conoscenza, partendo dai dati dell'esperienza. Wittgenstein formulando il suo “principio di verificazione” va oltre ogni passato empirismo ed istituisce una nuova critica della metafisica. 


Per lui una proposizione sulla realtà ha senso solo se esiste la possibilità di accertare se è vera o falsa, ossia se è verificabile o falsificabile dall'esperienza: se di una proposizione riferentesi al reale, non è possibile stabilire se sia V o F, questa non è una proposizione dotata di senso. Dunque tutte le proposizioni metafisiche (né verificabili né falsificabili), non potendole infatti confrontare con la realtà, sono prive di senso, e pertanto i grandi “problemi metafisico-teologici” che per millenni hanno assillato l'uomo, non sono veri problemi. La filosofia è corretta analisi logica del linguaggio, e solo le affermazioni scientifiche e matematiche hanno senso, sono vere, mentre la metafisica è una degenerazione del linguaggio che ipostatizza e che conferisce senso a ciò che non ha senso. Per i neopositivisti la matematica e la scienza sono l'unico strumento per conoscere e dominare il mondo (come la filosofia idealistica e dialettica era per gli hegeliani il modo per conoscere produrre e riprodurre la realtà CPR), nonché necessario contro l'irrompere del concetto metafisico e teologico. L'atteggiamento di natura epistemica continua a manifestarsi, sia nella matematica che nella scienza, anche dopo che le scienze moderne si sono rese autonome dalla filosofia; la relazione filosofia-scienza entra in crisi già nel periodo del positivismo ma anche ad opera della stessa riflessione all'interno della logica matematica e della scienza: per esempio abbiamo visto che la geometria ha abbandonato il compito di dire la verità dello spazio, ma ha assunto il compito di fornire i vari modelli assiomatici ed ipotetico-deduttivi di geometria ognuno retto dal proprio gruppo di trasformazioni, mentre la matematica, divenuta pure un sistema ipotetico-deduttivo, tenta col programma hilbertiano, di ricondurre le sue proposizioni alle proposizioni dell'aritmetica, e col programma logicista tenta di derivarle dalla logica. 


Pure la fisica, tendendo ad un sistema ipotetico-deduttivo, si libera della metafisica, poiché ad esempio abbiamo visto che la teoria della relatività supera il concetto di spazio e tempo assoluti (che originano da H. More e da Newton), elimina il vecchio concetto di sostanza con la teoria atomica, la teoria del campo e la teoria delle particelle, mentre la fisica quantistica introduce il principio d'indeterminazione il quale afferma l'impossibilità di misurare contemporaneamente con “precisione classica” coppie di variabili classiche coniugate il cui prodotto è un'azione (tale impossibilità diviene sperimentalmente ben evidente in microfisica) quando le azioni in gioco nei fenomeni sono quantitativamente paragonabili all'azione fondamentale ossia alla costante h di Planck. Ed il significato fondamentale del teorema di Godel è che il pensiero matematico non può conoscere a priori se è esente o meno da contraddizioni prima del suo esplicitarsi, come pure sappiamo che l'ordine della natura non può essere conosciuto prima dell'esperienza, ossia dedotto dalla metafisica o dalla sola logica matematica. 


Il manifesto del Circolo di Vienna indica nella scienza unificata od Unificata l'obiettivo primario del movimento, che concepisce la filosofia come analisi logica dei concetti (riguardanti proposizioni particolari verificabili/falsificabili) e riflessioni sui tradizionali problemi col metodo Wittgenstein. Il sistema di costituzione di Carnap è come un albero genealogico dei concetti, un sistema di derivazione che applica agli oggetti concreti la teoria russelliana dei tipi, ma che associandosi a Wittgenstein, rifiuta la posizione filosofica e matematica di Russell, per cui gli enunciati di logica delle classi riguardanti i concetti-classe (o logica delle classi definite intensionalmente od “intensionalmente” od intensivamente) non siano traducibili in proposizioni riguardanti i suoi termini (o logica delle classi definite estensionalmente od “estensionalmente” od estensivamente). Carnap sviluppa ulteriormente la distinzione di Frege tra “senso” e “significato” dei segni (essendo il senso la rappresentazione soggettiva suscitata dal segno dell'oggetto, mentre il significato è l'oggetto stesso). Tale sistema neopositivista è un sistema di derivazione, che ampliando l'applicazione della teoria dei tipi di Russell assume come elementi fondamentali i dati vissuti elementari. Successivamente il neopositivismo si rende conto che il riferimento alle proposizioni della scienza, al dato extralinguistico dell'esperienza, invece di favorire finisce col rendere impossibile l'intersoggettività della scienza stessa. Questa evoluzione dell'empirismo logico, vede da una parte Schlick ed in un primo tempo Carnap; dall'altra parte vede Neurath e Karl Popper (Karl Raimund Popper, Vienna 1902, Londra 1994, filosofo ed epistemologo austriaco naturalizzato britannico, ma noto soprattutto per il suo criterio di falsificabilità onde definire e demarcare le teorie scientifiche da quelle che non lo sono (secondo Popper le teorie scientifiche sono accettate o rifiutate in base alla circostanza per la quale permettono di fare previsioni sulla realtà, ed a parità di evidenza sperimentale le teorie più applicabili e meno falsificabili devono essere più accettabili e hanno più valore)), seguiti in un secondo tempo da Carnap, e che portarono il neopositivismo verso la teoria convenzionalista la quale nega il valore di verità assoluta non solo alle proposizioni della scienza, ma anche a ciò che si riferisce al dato immediato dei sensi e dell'esperienza; ricordiamo che ciò accadeva già in F. W. Nietzsche (Friedrich Wilhelm Nietzsche, Rocken 1844, Weimar 1900, filosofo, poeta, saggista, compositore e filologo tedesco, che esercitò grande influenza in filosofia, morale, politica, critica sociale, controversa, in ambienti di destra del XX sec), e nel pragmatismo. Se infatti queste ultime proposizioni avessero un valore di verità assoluta, come sostengono Schlick ed inizialmente Carnap, e se l'esperienza alla quale deve essere ricondotto tutto il sapere scientifico è la mia esperienza, allora, sulla base della incontrovertibilità delle mie esperienze, io potrei pretendere di negare non solo il sapere altrui, ma lo stesso sapere scientifico, se contrastasse con la mia esperienza. 


Nella sua evoluzione, il neopositivismo perviene alla negazione di questa assolutezza. Neurath, con Carnap e Popper, mette in evidenza che la base del linguaggio intersoggettivo della scienza deve essere stabilita all'interno di tale linguaggio (le cui proposizioni sono quelle che raccolgono il maggior consenso degli uomini e degli scienziati; proposizioni non assolute) e non nella realtà extralinguistica dell'esperienza che comunque mantiene il suo valore. Neurath e Carnap ritengono opportuna l'adozione del linguaggio della fisica (passando dunque al fisicalismo), per esprimere non soltanto il campo di oggetti di cui tratta la fisica, ma l'intero campo di oggetti della scienza, ossia, secondo Carnap, assumere gli oggetti fisici come base del “sistema di costituzione”. Il linguaggio della scienza non è la verità assoluta, ma la sua intersoggettività e la sua interna coerenza. La prospettiva convenzionalista, che diverrà dominante nello sviluppo del neopositivismo, sarà poi estesa da Carnap anche alle proposizioni logiche. Lo sviluppo del neopositivismo, che con il “principio di tolleranza” di Carnap, con la teoria dei ”giochi linguistici” e con la molteplicità delle “terapie” di Wittgenstein, smantella la pretesa degli enunciati di osservazione e della logica di valere come verità assolute, è rafforzato anche dalla progressiva consapevolezza, nell'ambito stesso del neopositivismo, che il “principio di verificazione” finisce col togliere di mezzo, come privi di senso, non solo gli enunciati metafisici, ma anche buana parte degli enunciati scientifici, leggi generali e teorie, le cui possibilità di essere ricondotti a enunciati di osservazione si presenta estremamente problematica; ed il principio di verificazione finisce per divenire esso stesso come linguaggio metafisico-epistemico. Per Popper il compito dell'esperienza non è quello di conferire senso alle proposizioni della filosofia e della scienza, e nemmeno di verificarle (poiché tutte le esperienze sono individuali e particolari senza mai la possibilità di risalire alle verità universali e generali valide per sempre), ma solo quello di falsificarle con un solo caso particolare riguardante ed implicante la relativa proposizione (notiamo che le proposizioni metafisiche, prive di senso, non possono mai essere falsificate). 


K. Popper è autore dell'opera “La logica della scoperta scientifica”, la cui prima edizione è datata 1934. Il suo attacco è il seguente: “Uno scienziato, teorico o sperimentatore, produce asserzioni o sistemi d'asserzioni, e li controlla passo per passo. Nel campo delle scienze empiriche, più in particolare, costruisce ipotesi, o sistemi di teorie e li controlla, confrontandoli con l'esperienza mediante l'osservazione e l'esperimento. Suggerisco che il compito della logica della scoperta scientifica, o logica della conoscenza, è quello di fornire un'analisi logica di questa procedura; cioè di analizzare il metodo delle scienze empiriche. Ma che cosa sono i “metodi delle scienze empiriche?” E che cosa chiamiamo “scienza empirica?””. L'opera contiene, in particolare, la teoria della falsificabilità, i gradi di controllabilità, la falsificabilità come criterio di demarcazione, la corroborabilità di una teoria ed il problema della teoria del metodo scientifico. L'evoluzione del neopositivismo è insieme la crisi del principio di verificazione, ovvero del tentativo di conferire con la verificazione un valore incontrovertibile al rifiuto della metafisica. Ma lo stesso neopositivismo si rende conto che pure il principio di verificazione non è empiricamente verificabile, e dunque deve essere considerato un principio metafisico; e nonostante tale crisi, gli sviluppi del neopositivismo, ossia la “filosofia analitica” e la “filosofia del linguaggio”, continuano ad aggirare il discorso metafisico, in virtù dell'approccio sistematico che identifica la conoscenza con la conoscenza scientifica e questa con la conoscenza di fatti, problemi e soluzioni particolari oltre che riguardante settori parziali dell'esperienza. Questo è il mondo filosofico e l'atmosfera intellettuale nella quale nascono e si sviluppano i due programmi di fondazione della matematica. 


Ma sul programma logicista affermiamo che tutto ciò non avrebbe avuto alcun effetto, se non si fossero ben presto affacciati i paradossi interni alla logica matematica. Da dove originano i paradossi? Cosa vi è di inaccettabile tra i postulati? La costruzione assiomatica della logica matematica risulterà dunque problematica. Secondo il filosofo francese antipositivista E. E. Boutroux (Étienne-Émile Boutroux, Montrouge 1845, Parigi 1921, filosofo francese), la cui filosofia è il contingentismo che nega la necessità della verifica scientifica ed oppone al determinismo, la contingenza e la spontaneità, la realtà matematica sarebbe più vasta e più ricca della sintesi di cui è l'espressione, poiché di sintesi ne contiene un'infinità. Circa 30 anni dopo, Godel enuncerà i suoi teoremi d'incompletezza e sancirà così la fine del programma di Hilbert di fondare tutta la matematica sull'aritmetica. Si dovette allora “accettare l'infinito” e convivere con esso, pur cercando di tenersi più lontani possibile dai suoi confini dove la sua presenza si faceva più pericolosa, ed anche rinunciando ad una teoria troppo universale, od Universale, a favore di teorie più circoscritte e settoriali e fortunatamente-purtroppo specializzate, si ottenevano così molti risultati matematici, seppure nella crisi dei fondamenti. In questa situazione, però, proliferarono i casi di elaborazioni non illuminanti per l'inerzia prodotta necessariamente dalla troppo spinta specializzazione, come sostiene pure il matematico Saunders MacLane (Saunders Mac Lane o Leslie Saunders MacLane, Taftville 1909, San Francisco 2005, matematico statunitense, il quale insieme a Samuel Eilenberg ha fondato la teoria delle categorie e ha dato contributi all'algebra astratta), e questa perdita di centro comportò un ripiegamento verso obiettivi meno elevati e meno ambiziosi, covando sotto la cenere la speranza che presto si sarebbe nuovamente intravisto un nuovo centro di una grande teoria unificante. 


Ci troviamo di fronte ai processi concomitanti di massima astrazione, di crisi dei fondamenti, di perdita del centro e di spinta alla specializzazione, che faranno scrivere ad A. Einstein: “Nella misura in cui le proposizioni della matematica si riferiscono alla realtà, esse non sono certe; nella misura in cui sono certe, esse non si riferiscono alla realtà. Ma d'altra parte è certo che la matematica in genere, e in particolare la geometria, trae la sua esistenza dalla necessità di conoscere qualcosa circa il comportamento degli oggetti della realtà”. Già da tempo, del resto, la matematica aveva cessato di essere lo strumento della fisica, per diventare essa stessa una fonte inesauribile di concetti fondamentali astratti ed indipendenti, andando ineluttabilmente incontro al suo destino. Vediamo significativamente e chiaramente questo, nella teoria di Newton dove la forza gravitazionale non è altro che un nome attaccato ad un simbolo matematico, e la forza meccanica non è altro che il nome dato alla definizione di un oggetto matematico vettor F (di cui vettor F= m per vettor a, ne sarebbe, oltre che legge fondamentale della meccanica newtoniana, soprattutto la sua definizione, non essendo essa definita altrove nei postulati, ma solo presupposta). Ritornando all'inizio del XX sec, riportiamo nuovamente l'attacco dei “Principi della Matematica” di Russell: “la matematica pura è l'insieme di tutte le proposizioni della forma “p implica q”, dove p e q sono proposizioni che contengono una o più variabili, né p né q contenendo costanti che non siano costanti logiche, le quali si possono definire in funzione di: implicazione, relazione di un termine ad una classe di cui è membro, nozione di tale che, nozione di relazione, ed ogni altro concetto implicito nella nozione generale delle proposizioni della forma precedente. Oltre a questi, la matematica “usa” un concetto che non fa parte delle proposizioni che essa considera, vale a dire la nozione di verità. Questa definizione di matematica pura non è certo usuale (è data nel dic1902), ma le varie parti che la compongono hanno tuttavia una precisa ragione... e sarà compito di tale opera dare esattamente questa ragione...”. Questo programma avrebbe fondato tutta la matematica sulla logica, senza l'introduzione “insoddisfacente” di altri indefinibili, mentre Sylvester (forse un lontano simpatizzante di Kronecker), per esempio, sosteneva una concezione della matematica che potremmo definire intuizionistica, secondo la quale la matematica pura deve manifestare le leggi della mente, ovvero la matematica nasce direttamente dalle facoltà e dalle attività inerenti alla mente umana, e da una continua introspezione del mondo interiore del pensiero, i cui fenomeni sono altrettanto vari e richiedono un'attenzione altrettanto acuta per essere percepiti quanto quelli del mondo esterno. La matematica dunque rivelerebbe le leggi della mente, mentre la fisica rivelerebbe le leggi della natura: una tendenza meno formalizzante di quella sostenuta da Boole, da Dedekind e da Peano. 


Abbiamo tutta la sfumatura di posizioni che vanno dalla concezione della matematica come pura ed assiomatica elaborazione della mente, alla matematica, per riallacciarsi a quanto detto poco sopra, posta al totale servizio della fisica e della descrizione dei fenomeni esterni nello spazio-tempo. Possiamo considerare anche posizioni in un certo senso intermedie, come quella in cui può trovarsi un fisico teorico-sperimentale, per esempio J. C. Maxwell di fronte all'elaborazione della teoria elettromagnetica, necessitando per ragioni di continuità, ossia per il soddisfacimento di una legge di conservazione (di grandezza estensiva), ad introdurre nella legge del rotore del campo magnetico presa dalla magnetostatica, il termine di corrente di spostamento (derivata temporale del flusso elettrico D), accanto al termine della corrente di conduzione J, ossia la densità di corrente di spostamento derivataD (A/m quadro) e la densità di corrente di conduzione J (A/m quadro). La corrente di spostamento è importante fra le armature di un condensatore C dove è nulla la corrente di conduzione (nel bipolo-lato condensatore C, sottoposto alla tensione di lato v(t), passa la corrente di lato j(t) (ampere A), ed ai terminali di un condensatore la corrente di lato è tutta di conduzione (ossia j(t)=J(t) per area della sezione), fra le armatura la corrente di lato è tutta di spostamento (ossia j(t)=derivataD=D(punto) per area della sezione delle armature), ovviamente essendoci l'una dove non c'è l'altra ed essendo per LKC uguali, sarà j(t)=J(t)=derivataD (per le aree delle sezioni), anche a basse frequenze) mentre la densità di corrente di spostamento derivataD è l'unica corrente esistente nel fenomeno della radiazione elettromagnetica (per esempio tra antenna trasmittente TX ed antenna ricevente RX) ossia in spazio libero (o nel vuoto) in cui tutta la corrente è corrente di spostamento derivataD. Si vede bene nel condensatore che la legge di continuità (della grandezza corrente) porta ad introdurre la corrente di spostamento dato che tra le armature di C non può esservi corrente di conduzione (se il dielettrico è ideale, altrimenti ci sarà la bassissima corrente parassita di conduzione dovuta alla sola bassissima conducibilità di un dielettrico reale che non dà certo ragione della corrente nel bipolo C); tale corrente di spostamento è uguale alla variazione temporale del campo elettrico E(t), ossia alla derivata nel tempo del vettore densità di flusso elettrico D(t), ed esiste solo dove i campi elettrici sono variabili nel tempo (più alta è la frequenza di variazione di E(t) e maggiore sarà la corrente di spostamento) dato che i campi elettrici variabili E(t) generano campi magnetici variabili H(t) a cui è associata una corrente (pari a derivataD). La densità di corrente di spostamento combinata con la densità di corrente di conduzione, nella legge del rotore del campo magnetico H (ossia MD4, rotH=J+derivataD), porterà alla previsione completamente teorica della propagazione delle onde elettromagnetiche, della risonanza e della radiazione (esistenza e propagazione delle onde elettromagnetiche OE previste da James Clerk Maxwell e Michael Faraday, e dimostrate nel 1886 da Heinrich Rudolf Hertz (Amburgo 1857, Bonn 1894, fisico tedesco), tramite uno spinterogeno a scintilla per generarle, ed un analogo ricevitore con sfere e puntine per riceverle e rivelarle visivamente). 


Il giorno 8mag1872, quale secondo figlio del visconte di Amberley, nasceva a Ravenscroft nei pressi di Trelleck, Bertrand Russell. Nel mio scritto maggiore è contenuta una breve biografia nonché la citazione delle principali opere di Russell. Muore a 98 anni il 2feb1970 per i postumi di una grave forma influenzale... “a coloro che invece rimanevano, aveva scritto nel suo Necrologio ufficiale 33 anni prima, egli appariva, anche nell'estrema vecchiezza, come un uomo contento e soddisfatto, e ciò senza dubbio era dovuto in larga misura alla sua eccellente salute, giacché politicamente, durante i suoi ultimi anni, egli non era meno isolato di John Milton (Londra 1608, Londra 1674, scrittore, poeta, filosofo, saggista, statista e teologo inglese) dopo la Restaurazione. Fu l'ultimo sopravvissuto di un'epoca ormai morta”. Bertrand Russell è incontestabilmente uno dei pensatori più rilevanti del '900. “Molte ore felici le devo alla lettura delle opere di B. Russell, ciò che non posso dire di nessun altro autore scientifico contemporaneo ad eccezione di Thorstein Veblen (Thorstein Bunde Veblen, Cato 1857, Menlo Park 1929, economista e sociologo statunitense, tra i maggiori esponenti dell'istituzionalismo economico)”, così scrisse di lui Albert Einstein. Le ragioni che lo hanno indotto a dedicarsi alla filosofia sono, nell'ordine, quello di conoscere il mondo e poi l'illusorietà dei sensi. 


L'impatto dei Principia Mathematica sulla matematica, la logica, la filosofia del XX sec, è stato grande e paradossale, oltre ad essere riconosciuto come uno dei maggiori contributi alla conoscenza. “Il trattamento matematico dei principi della matematica, argomento dei Principia Mathematica”, così scrive Russell nella prefazione del 1910, “è nato dalla congiunzione di due diversi studi, ossia da una parte del lavoro di studiosi di analisi e di geometria che si occupavano di sistematizzare i loro assiomi, ed il lavoro di Cantor e di altri su argomenti quali la teoria degli insiemi. Dall'altra parte abbiamo la logica simbolica che, dopo un necessario periodo di sviluppo, ora grazie a Peano e ai suoi discepoli, ha acquisito l'adattabilità tecnica e la comprensibilità logica che sono essenziali ad uno strumento matematico per poter trattare quelle che, fino ad ora, sono state le nozioni basilari della matematica. Dalla riunione di questi due studi emergono due risultati, ossia: 1) che tutto quanto in precedenza era considerato, tacitamente od esplicitamente, come un assioma, è non necessario o indimostrabile, 2) che gli stessi metodi con i quali sono dimostrati i pretesi assiomi, daranno risultati apprezzabili in regioni, come quella dei numeri infiniti, che in precedenza erano considerate inaccessibili alla conoscenza umana. Pertanto il campo della matematica è ampliato sia con l'aggiunta di nuovi argomenti sia da un'estensione a ritroso verso provincie che finora erano lasciate alla filosofia... 


Nella costruzione del sistema deduttivo, qual è quello contenuto nel presente lavoro, vi sono due compiti opposti che debbono essere portati avanti l'uno a fianco dell'altro. Da un lato dobbiamo analizzare la matematica esistente, nell'intento di scoprire quali sono le premesse che vengono impiegate, se queste premesse sono mutualmente consistenti, e se permettono di essere ridotte a premesse più fondamentali. D'altro canto, una volta che si sia presa un decisione riguardo alle premesse, dovremo ricostruire tutti quei dati, fra quelli analizzati in precedenza, che potranno sembrare necessari, oltre a tutte quelle conseguenze delle nostre premesse che abbiano un interesse generale tale che sia giusto riportarle. … 


Una notevole parte del lavoro è stata dedicata alle contraddizioni ed ai paradossi che hanno infestato la logica e la teoria degli insiemi. Abbiamo adottato molte ipotesi e siamo stati indotti, com'era prevedibile, a modificare, di tanto in tanto, il nostro modo di vedere, ma, a poco a poco, è diventato evidente che, se volevamo evitare le contraddizioni, bisognava adottare una qualche forma di teoria dei tipi. La particolare forma della dottrina dei tipi adottata nel presente lavoro non è logicamente indispensabile, e vi sono diverse altre forme ugualmente compatibili con la verità delle nostre deduzioni. Si deve osservare che l'intero effetto della dottrina dei tipi è negativo: esso vieta determinate inferenze che sarebbero valide, però non ne consente alcuna che altrimenti sarebbe non valida. Quindi possiamo ragionevolmente aspettarci che le inferenze, che sono consentite dalla teoria dei tipi, potrebbero conservarsi valide qualora si dovesse scoprire che la dottrina non è valida”. Lavorando sugli insiemi di Cantor, Russell aveva dimostrato come la contraddizione potesse essere presente nella nozione di classe. Chiamando normale una classe che non contenga se stessa come suo elemento (ad esempio la classe di tutti i teoremi è una classe normale, dato che essa non è un teorema); chiamando non-normale una classe che invece contenga se stessa come elemento (ad esempio la classe dei concetti-classe è non-normale dato che essa è un concetto classe, e pure la classe delle idee mentali è non-normale poiché la classe è un'idea mentale); ed infine chiamando K la classe di tutte le classi normali, si presenta il problema se K sia una classe normale od una classe non-normale (ossia se K sia o non sia membro di se stessa). 


Comunque si tenti di dare una risposta si cade comunque ed ineluttabilmente in contraddizione, ovvero la risposta è autocontraddittoria. Infatti se K è una classe normale essa è un elemento di se stessa (cioè è un elemento della totalità delle classi normali); ma se è un elemento di se stessa allora K è una classe non-normale (perché non-normali sono le classi che sono elementi di se stesse). Se invece K è una classe non-normale, essa contiene se stessa come elemento, ma allora essa è normale (perché K è la classe di tutte le classi normali, ossia tutte le classi normali sono contenute in K); ovvero, l'insieme di tutti gli insiemi che non appartengono a sé stessi appartiene a sé stesso se e solo se non appartiene a sé stesso. Con la sua teoria dei tipi Russell tenta di uscire dall'antinomia (ovvero supera le antinomie sia logiche che semantiche), la quale teoria dei tipi opera una stratificazione gerarchica ossia suddivide gli enti logico-matematici, ovvero i termini (oggetti e nomi) in una gerarchia di tipi: al tipo 0 appartengono i nomi degli oggetti individuali reali; al tipo 1 appartengono le proprietà degli oggetti individuali; al tipo 2 appartengono le proprietà di queste proprietà; al tipo 3 appartengono le proprietà delle proprietà di queste proprietà; …; al tipo n appartengono le proprietà di proprietà … di proprietà. Ora ogni proprietà appartenente al tipo k si può applicare solo agli elementi di tipi 1, 2, 3, …, k-1, per ogni k; la relazione insiemistica fondamentale di appartenenza ha ora un senso unicamente fra enti che appartengono a tipi immediatamente successivi. A questa classificazione nella teoria ramificata dei tipi si sovrappone un'ulteriore ed analoga distinzione linguistica in ordini delle espressioni. L'antinomia sorgeva proprio perché si trasgrediva la regola fondamentale della teoria dei tipi, applicando cioè ad una data classe la proprietà di appartenere alla stessa classe. “Inoltre il metodo generale che guida il nostro modo di trattare i simboli logici si deve a Peano. 


Il suo grande merito non consiste tanto nelle sue scoperte logiche, e neppure nei dettagli delle sue notazioni (anche se le une e le altre sono eccellenti), quanto nel fatto che egli per primo ha dimostrato come la logica simbolica potesse essere liberata dal suo indebito asservimento alle forme dell'algebra ordinaria, trasformandosi in tal modo in un adeguato strumento di ricerca. Guidati dallo studio dei suoi metodi, ci siamo concessi la massima libertà nel costruire, o ricostruire, un simbolismo che fosse idoneo a trattare tutta la teoria. … In fatto di notazione abbiamo seguito per quanto possibile Peano, integrando, là dove è stato necessario, la sua notazione con quella di Frege o con quella di Schroder (Friedrich Wilhelm Karl Ernst Schroder, Mannheim 1841, Karlsruhe 1902, matematico tedesco, noto per i lavori in logica algebrica ed in logica matematica). In tutte le questioni di analisi logica, il nostro debito principale è nei confronti di Frege, e là dove ci distinguiamo da lui, lo facciamo in gran parte perché le contraddizioni hanno dimostrato che questi, in comune con tutti gli altri logici antichi e moderni, ha permesso che taluni errori si introducessero di soppiatto nelle sue premesse. In aritmetica e nella teoria delle serie, il nostro lavoro si fonda per intero su quello di Cantor. In geometria abbiamo avuto costantemente sotto gli occhi gli scritti di von Staudt, Paschè (Moritz Pasch, Breslavia 1843, Bad Homburg vor der Hohe 1930, matematico tedesco, che si occupò principalmente dei fondamenti della geometria anticipando le critiche all'incompletezza-contraddittorietà dei postulati di Euclide, ma conosciamo anche un assioma di Pasch il quale afferma che se una retta entra in un triangolo ABC dal lato AB e non passa per i suoi vertici allora deve passare anche per uno degli altri due lati (se i lati appartengono a rette continue, ci verrebbe da dire, perché se le rette sono solo dense non sarà un buon assioma)), Peano, Pieri (Mario Pieri, Lucca 1860, Capannori 1913, matematico italiano, noto soprattutto per gli studi sulla geometria proiettiva e sulla logica), e Veblen (Oswald Veblen, Decorah1880, Brooklin 1960, matematico statunitense noto per i suoi contributi alla geometria ed alla topologia con successive applicazioni nella fisica atomica e nella teoria relativistica, inoltre dimostrò nel 1905 il teorema della curva di Jordan (in topologia, il teorema della curva di Jordan afferma che ogni curva chiusa del piano xy (curva semplice ossia che non sia intrecciata) divide il piano in due parti una "interna" ed una "esterna", teorema non banale la cui dimostrazione fu tentata da Bolzano, da Jordan, ecc., ma sempre non soddisfacentemente)). ... 


Ricordiamo che le indagini di Weierstrass e di altri della medesima scuola hanno dimostrato che, persino negli argomenti ordinari del pensiero matematico, si rende necessario un esame assai più particolareggiato di quanto non avesse previsto la passata generazione di matematici.” Sommariamente l'opera tratta degli indefinibili, delle proposizioni e funzioni proposizionali, della variabile, della contraddizione, dei numeri cardinali ed ordinali finiti, dei tutti infiniti, della quantità e della grandezza, dello zero, dell'ordine e delle serie, della distanza, dell'infinità, della continuità, degli irrazionali e reali, della teoria dei numeri trasfiniti, del calcolo infinitesimale, ecc., della teoria dello spazio, delle geometrie, della materia e del moto. Nella 2° edizione dei Principia Mathematica del 1925, sono state apportate modifiche, alcune delle quali sono le seguenti: la sostituzione nella prima parte, delle due indefinibili “non-p” e “p o q” con l'unica indefinibile “p e q sono incompatibili” (o, in alternativa, “p e q sono entrambi falsi”). Ciò si deve a H. M, Sheffer (Henry Maurice Sheffer, Ukraina 1882, Boston Massachusetts USA 1964, logico e matematico statunitense andato in USA nel 1892, con dottorato di ricerca in filosofia a Harvard nel 1908, professore presso l'Università di Harvard; nel 1913 Sheffer dimostrò che l'algebra booleana poteva essere definita usando una singola operazione binaria elementare “not both … and ...” (“non entrambi … e ...”), ora abbrevia NAND, od il suo duale NOR (in the sense of “neither … nor”, (nel senso di “né ... né ... né”)), ed allo stesso modo il calcolo proposizionale potrebbe essere formulato usando un singolo connettivo con la tabella di verità del NAND logico (solitamente simbolizzata con una linea verticale chiamata tratto di Sheffer), o col singolo connettivo duale NOR logico (solitamente simboleggiato con una freccia verticale o Sheffer stroke) ma divenuti noti solo perché ampiamente utilizzati nel 1925 da Whitehead e Russell in Principia Mathematica onde semplificare le espressioni logiche; Charles Peirce aveva già scoperto ciò nel 1880 ma senza pubblicare i risultati fino al 1933; anche in Mathematical Logic di W. V. Quine è molto utilizzato il simbolo connettivo Sheffer stroke; Sheffer era alto solo 150 cm, gli piacevano le lezioni con pochi studenti, era noto per il suo spirito ed il suo vigore ma era molto solitario e soffrì pure di depressione negli ultimi 20 anni di vita, era apprezzato ma è noto per una battuta che ha pronunciato al suo ritiro dall'insegnamento “I vecchi professori non muoiono mai, diventano semplicemente emeriti”; a Sheffer è anche accreditata la coniazione dell'espressione "algebra booleana"), e di conseguenza Jean Nicod (Jean George Pierre Nicod, 1893, Ginevra 1924, filosofo francese) ha dimostrato che un'unica proposizione primitiva poteva sostituire le 5 proposizioni primitive precedenti. “Un punto per il quale un perfezionamento è ovviamente desiderabile è l'assioma di riducibilità. Questo assioma ha una giustificazione puramente pragmatica: conduce ai risultati desiderati ed a nessun altro. 


Ma, chiaramente, non è il genere di assioma sul quale ci si possa riposare soddisfatti. Leon Chwistek (Cracovia 1884, Barvikha Mosca 1944, matematico, logico. pittore, teorico dell'arte, filosofo e poeta polacco) ha assunto la posizione di far a meno di tale assioma senza sostituirlo, ma dalla sua opera appare chiaro che ciò ci costringe a sacrificare gran parte della matematica ordinaria. Vi è un altro atteggiamento, raccomandato da Wittgenstein per ragioni filosofiche, e consiste nell'assumere che le funzioni proposizionali sono sempre funzioni di verità e che una funzione può occorrere in una proposizione soltanto attraverso i suoi valori di verità. 


A questo modo di vedere si frappongono delle difficoltà, e risulta che la teoria dei cardinali induttivi e degli ordinali sopravvive, ma sembra che la teoria delle serie infinite dedekindiane e ben ordinate collassi in notevole misura, di modo che gli irrazionali ed i numeri reali in generale, non possano più essere adeguatamente trattati; crolla pure la prova di Cantor, secondo la quale 2(elev n) sia maggiore di n, salvo per n finito. Forse un altro assioma, meno esposto alle obiezioni dell'assioma di riducibilità, potrebbe dare migliori risultati, ma noi non siamo riusciti a trovarlo. In logica-matematica un nuovo potente metodo è stato inventato da H. M. Sheffer che però esigerebbe la totale riscrittura dei Principia Mathematica... raccomando tale compito al dottor Sheffer, dal momento che quello che egli ha finora pubblicato non è sufficiente a mettere gli altri in condizione di intraprendere la necessaria ricostruzione”. Riportiamo anche la definizione russelliana di matematica e di logica, che esce dai “Principia Mathematica” e da “Introduzione alla filosofia matematica” del 1919. “Sotto l'aspetto storico, matematica e logica sono stati studi totalmente distinti. La matematica è stata associata alle scienze, la logica al greco. Entrambe, però, nei tempi moderni si sono evolute: la logica è divenuta più matematica e la matematica è divenuta più logica. Ne consegue che attualmente è diventato assolutamente impossibile tracciare una linea di demarcazione fra le due; in realtà le due sono una sola cosa. 


Esse sono diverse come un bambino è differente da un uomo adulto: la logica è la giovinezza della matematica e la matematica è la maturità della logica. Questo modo di vedere turba i logici che, avendo passato il tempo a studiare i testi classici, non sono in grado di seguire lo svolgimento di un ragionamento simbolico, come pure turba i matematici che hanno appreso una tecnica senza prendersi la briga di indagare sul suo significato o sulla sua giustificazione. Una parte molto grande del lavoro matematico moderno si trova ai confini della logica, e una parte molto grande della logica moderna è simbolica e formale, con uno strettissimo rapporto tra logica e matematica. Naturalmente, la dimostrazione della loro identità è questione di particolari: partendo da premesse, che chiunque ammetterebbe  appartenere alla logica, e pervenendo per deduzione a risultati prettamente matematici, ci accorgiamo che non vi è alcun punto per il quale si possa tracciare una linea netta, con la logica da una parte e la matematica dall'altra. Se c'è chi crede diversamente, noi lo sfidiamo a indicare in che punto, nelle successive definizioni e deduzioni dei Principia Mathematica, secondo lui finisce la logica ed incomincia la matematica... e la risposta apparirà del tutto arbitraria”. Russell fu naturalmente anche un epistemologo. Sin dal tempo dell'antica Grecia, le teorie della conoscenza andavano dall'eccesso di celebrità fino alle più ingenue e semplici dottrine. Prima dell'800, gran parte delle concezioni del mondo era antropomorfa, ma la visione del mondo è mutata con l'avvento della scienza ad iniziare dal newtonianesimo. Lo studio delle teorie di Russell nel campo dell'epistemologia mette in luce un importante aspetto dei suoi contributi filosofici, dovuti alla dinamica di una riflessione continua. Io credo che la ricerca filosofica parta da una situazione di curiosità e di insoddisfacimento della mente in cui uno ha la sensazione di una completa certezza senza essere in grado di dire di che cosa si senta sicuro. Questo procedimento, che nasce da una prolungata attenzione, è del tutto simile a quello che consiste nell'osservare un oggetto che si sta avvicinando attraverso una fitta nebbia: inizialmente è solo una vaga oscurità, ma a mano a mano che si avvicina si profilano delle parti distinte e si scopre che si tratta di un uomo o di una donna, o di cosa altro. A me sembra che coloro che criticano l'analisi vorrebbero che noi ci accontentassimo dell'iniziale sagoma incerta. 


Il credere nel suddetto processo è il mio più forte e più irremovibile preconcetto per quanto riguarda i metodi di investigazione filosofica. La teoria della conoscenza è resa difficile dal fatto che interessa la psicologia, la logica e le scienze fisiche, col risultato di un continuo pericolo di confusioni tra i vari punti di vista. Una premessa epistemologica, che ora cercheremo di definire, deve avere tre caratteristiche. Deve essere una premessa logica, una premessa psicologica e una premessa vera per quanto ci sia possibile accertare. Il mio sviluppo filosofico, a partire dai primi anni del '900, può essere descritto come un graduale allontanamento da Pitagora. I pitagorici avevano una particolare forma di misticismo legata alla matematica che influì grandemente su Platone ed ebbe su di lui, credo, un'influenza maggiore di quanto generalmente si riconosca. La matematica, se concepita nel giusto modo, non solo possiede la verità, ma anche la suprema bellezza, una bellezza fredda e austera, come quella della scultura, senza alcun richiamo a qualsiasi parte della nostra natura più fragile, senza i vistosi orpelli della pittura o della musica, e tuttavia pura nel più sublime dei modi e capace di un'austera perfezione quale soltanto la più grande delle arti può rivelare... 


Nella sua rotta intellettuale Russell salpò con la filosofia pitagorica, ed attraverso il logicismo approdò sulla spiaggia (contribuendo alla nascita) della filosofia analitica. Tra la fine dell'800 ed i primi del '900 assistiamo allo sviluppo della matematica dell'intuizionista (e nel programma sui fondamenti della matematica e sull'interpretazione delle nuove teorie fisiche, convenzionalista) J. H. Poincarè (1854-1912), matematico molto produttivo fin dalla gioventù, di interessi universali, in questo paragonabile a Gauss; essi condividevano una certa ricchezza di pensiero, soprattutto per i teoremi generali, tale da rendere difficile la loro completa stesura, per il resto Gauss era un calcolatore prodigioso a differenza di Poincarè che trovava difficoltà anche coi semplici calcoli. Egli fu l'inventore della teoria delle funzioni automorfe, a cui fu quasi portato dallo studio delle equazioni differenziali, con particolare riguardo per i relativi teoremi d'esistenza. Si dice che una funzione f(z) di variabile complessa z=x+iy è una funzione automorfa se essa è analitica nel suo dominio ed invariante rispetto ad un gruppo numerabilmente finito di trasformazioni lineari; le trasformazioni automorfe sono una generalizzazione delle funzioni ellittiche (e funzioni ellittiche modulari inizialmente studiate da Hermite) e delle funzioni trigonometriche circolari. Le trasformazioni di Poincarè rivelano le funzioni fuchsiane zeta, una vasta classe di funzioni, utilizzabili per risolvere l'equazione lineare di 2° ordine a coefficienti algebrici. Egli studiò il problema gravitazionale dei 3 corpi e le sue generalizzazioni al problema degli n-corpi, si occupò di astronomia e fu degno epigono-successore di Laplace pubblicando nel 1892-99 “Les mèthodes nouvelles de la mècanique cèleste”, e poi nel 1905-10 “Lecons de mècanique cèleste” (Leçons de mécanique céleste: professées à la Sorbonne. Tome I, Théorie générale des perturbations planétaires, 1907; Leçons de mécanique céleste: professées à la Sorbonne. Tome II. Ière partie, Développement de la fonction perturbatrice, 1907). La concezione intuizionista della matematica, è un sistema secondo cui l'affermazione dell'esistenza degli enti matematici è permessa solo se si dispone di un metodo che ne garantisca la costruibilità (mentale). Questo comporta il rifiuto dell'uso generalizzato della dimostrazione per assurdo, soprattutto se nel suo corso vengono impiegati concetti concernenti l'infinito. 


Dal punto di vista logico ciò significa restringere molto la validità della legge del terzo escluso PTE (ossia “A o non-A”) e della doppia negazione (ossia l'implicazione “se non-non-A, allora A”). Nel mio scritto maggiore sulla storia della matematica, per illustrare come l'intuizionista Poincarè formula e sviluppa le sue argomentazioni, riporto una breve esposizione della sua concezione dello spazio e del tempo. Poincarè si occupò anche di teoria della probabilità, e soprattutto diede un notevole contributo alla topologia. Il termine “topologia” è già presente in J. B. Listing (Johann Benedict Listing, Francoforte sul Meno 1808, Gottinga 1882, matematico, fisico e geodeta tedesco, molto influenzato da Gauss specialmente in topologia, e con lui eseguì esperimenti di magnetismo terrestre) nella sua opera “Studi introduttivi alla topologia”. La topologia nel suo significato originario, era sinonimo di geometria di posizione, indicante lo studio di certe proprietà geometriche qualitative (dette proprietà topologiche) delle figure piane e spaziali che rimangono inalterate eseguendo trasformazioni biunivoche e bincontinue, ossia trasformazioni che mutano, in entrambi e sensi, punti prossimi in punti prossimi. Alcuni problemi topologici si possono già riscontrare in opere di Eulero, di Cantor e di Mobius, poi alcuni concetti si trovano in Johann Benedict Listing, in Enrico Betti ed in Bernhard Riemann, ma come data di nascita della disciplina, possiamo prendere l'anno 1895, anno in cui Poincarè pubblicò la sua opera, in tal senso sistematica, “Analysis situs” (del 1894-95). Intuitivamente si può pensare alle proprietà di una figura geometrica (materializzata e fatta di materiale infinitamente elastico e deformabile arbitrariamente), proprietà che non dipendono dalle deformazioni (di forma) comunque eseguite, escludendo rotture e sovrapposizioni. Un esempio di proprietà topologica è dato dal teorema e formula di Eulero sui poliedri convessi di v vertici, f facce, s spigoli, secondo cui v+f=s+2. Un cerchio è topologicamente equivalente ad un'ellisse, e la dimensionalità di uno spazio X è un invariante topologico, come pure è un invariante topologico il numero di Cartesio-Eulero per i poliedri semplici N0-N1+N2, che Poincarè generalizzò a spazi n-dimensionali. Per dare però una formulazione rigorosa e generale a tali considerazioni e proprietà topologiche, è necessario precisare le nozioni di spazio, di “prossimità” tra punti in tale spazio, di “deformazione continua senza rotture né sovrapposizioni”, mediante un metodo ipotetico-deduttivo, a partire da alcuni assiomi, taluni peraltro suggeriti da situazioni e considerazioni geometriche dello spazio ordinario 3-dim. Così la prima nozione che si introduce è la nozione di spazio topologico, definito sopra un insieme X di elementi (ossia un insieme di punti) al quale è associata una famiglia F di sottoinsiemi, detti aperti, soddisfacenti a 3 date condizioni, che ho sufficientemente descritto nel mio libro maggiore. 


Diciamo che definito l'insieme non vuoto X ed una famiglia F di sottoinsiemi di X, la copia (X,F) si chiama spazio topologico. Come vedremo, si introduce assiomaticamente la nozione di spazio topologico, e la sua struttura è la struttura matematica nella quale trovano una formulazione generale e precisa i concetti  fondamentali dell'analisi, come il concetto di limite, il concetto di continuità, di derivata, ecc., anche se come abbiamo già visto, la topologia affonda le sue radici piuttosto nel terreno della geometria che non dell'analisi. In un dato insieme X possiamo parlare di intorni, di sottoinsiemi aperti, di limite, di continuità, ecc., dopo aver munito X di una topologia. Introduciamo quindi i concetti di “topologia grossa” e di “topologia discreta”, o meno fine o più debole, o più fine, più forte; il concetto di punto isolato e di punto di accumulazione; il concetto di filtro su X; di base di aperti; il 1° assioma di numerabilità, il 2° assioma di numerabilità; gli assiomi di separazione; gli spazi di Hausdorff (Felix Hausdorff, Wroclaw-Breslavia Polonia 1868, Bonn Germania 1942, matematico tedesco di origine ebraica (vittima dell'Olocausto, scegliendo egli il suicidio alla deportazione), noto per i suoi importanti contributi alla topologia); l'assioma di regolarità, l'assioma di normalità, ecc.; quindi la topologia relativa e la topologia prodotto. La convergenza e la continuità sono tra le prime nozioni cui la topologia fornisce una solida base, ed anzi è proprio per tale ragione che storicamente la topologia ha assunto la forma moderna: la prima riguarda le successioni, la seconda riguarda le funzioni. Una nozione importante è quella di punto di aderenza di una successione, o di punto di accumulazione di una successione, ed i relativi due teoremi. In topologia generale le successioni di punti perdono molto della loro efficacia, mentre acquistano importanza altri concetti (come quello di filtro), che per molti aspetti si possono considerare come delle generalizzazioni della nozione di successione di punti. In topologia generale è allora più appropriato affermare che la convergenza riguarda i filtri, più che le successioni di punti, le quali però riacquistano la loro efficacia negli spazi topologici che soddisfano il 1° assioma di numerabilità per l'esistenza di basi di intorni sequenziate. Si danno la definizione di continuità globale, di continuità locale (di uso più frequente come si è varie volte visto), di continuità sequenziale; il concetto di omeomorfismo tra spazi topologici, ed i concetti e le proprietà che restano immutati per omeomorfismo (invarianti topologici) costituiscono l'oggetto fondamentale di studio della topologia. 


Diamo o citiamo anche le 4 definizioni più note di compattezza: spazio Bolzano-Weierstrass B-W-A compatto; spazio Bolzano-Weierstrass-B compatto; spazio sequenzialmente P-S compatto; spazio Heine-Borel-Lebesgue H-B-L compatto. Numerose proprietà si deducono per gli spazi (X,F): la one-point compactification, connessione, decomposizione, connessione per curve e connessione per archi. Gli spazi metrici (X,d), dove d è una funzione distanza, costituiscono una classe molto importante di spazi in cui la struttura topologica è determinata dalla struttura metrica: “topologia generata dalla metrica” o “topologia generata dalla distanza d”. Tutte le proprietà topologiche in uno spazio metrico, proprio in quanto tali, restano immutate per omeomorfismo. Non altrettanto si può affermare delle proprietà metriche, le quali risultano immutate nella corrispondenza isometrica, che è una relazione di equivalenza. I concetti e le proprietà che restano immutati per isometria si chiamano invarianti metrici. Chiaramente ogni isometria è una funzione continua, anzi bicontinua e quindi è anche un omeomorfismo, invece, non ogni omeomorfismo fra spazi metrici è un isomorfismo (in tal ultimo caso, cioè, si conserva la topologia ma non la metrica, quindi in uno spazio metrico ogni invariante topologico è anche un invariante metrico, ma non viceversa). 


Una proprietà degli spazi metrici consente di definire una classe speciale di funzioni continue denominate funzioni uniformemente continue. I concetti e le proprietà che restano immutate per omeomorfismo uniforme si chiamano invarianti uniformi. La struttura di spazio metrico è una struttura a “3 livelli”: 1) topologico, 2) uniforme, 3) metrico. 


Una nozione fondamentale è quella di funzione od applicazione continua tra due spazi topologici. Approssimativamente si può caratterizzare la topologia generale (sviluppatasi principalmente nel XX sec) come lo studio delle proprietà di uno spazio topologico che restano invariate per omeomorfismo. Un indirizzo più particolare è sviluppato nell'ambito della topologia algebrica, la quale studia il problema di associare ad uno spazio topologico una o più strutture algebriche (ossia numeri, gruppi, ecc.) in modo tale che a spazi omeomorfi restino associati numeri uguali, ovvero strutture algebriche isomorfe. Un altro indirizzo è dato dalla topologia combinatoria, che studia le proprietà dei complessi simpliciali (ossia delle strutture che assomigliano a quelle dei poliedri nello spazio ordinario 3-dim, ottenute per generalizzazione della nozione di poliedro). Abbiamo poi la topologia differenziale, la quale ha per suo oggetto lo studio delle varietà differenziali. Allora sappiamo che la topologia è sommamente utile per lo studio delle varietà superficiali. Per esempio, pensiamo alla forma della superficie della Terra. Per migliaia e migliaia di anni la si è creduta piatta o piana, infinita o con un “bordo estremo”. E' facile immaginare come questa idea (plausibile ma fondamentalmente profondamente errata, a parte quella del bordo estremo che è una vera schifezza) possa essere nata, alzandosi sulla cima di una collina o di una montagna a scrutare l'orizzonte (seppure, in una giornata dall'atmosfera limpidissima, alzandosi sulla cima di una montagna in terraferma, o sulla cima di un albero maestro in alto mare, guardando da lontano avvicinarsi navi a vela, si sarebbe pure potuto “sospettare” la “rotondità più o meno sferica” della superficie terrestre, ossia inizialmente vedendo la parte alta degli alberi, poi via via le parti sempre più basse delle navi ed infine lo scafo a fior d'acqua). Ma sia la forma della Terra che la forma dell'Universo (e del Multiverso), con solo misure locali (cosa di cui non ci si rende sufficientemente conto), possono dare il medesimo risultato qualunque sia in realtà la loro forma, anche quella di un toro, di un krapfen, o comunque irregolare fosse: infatti ciò che noi osserviamo per chilometri sulla Terra, o per miliardi di anni-luce nell'Universo, potrebbe essere semplicemente un'insignificante “corrugazione od oscillazione locale” che della forma completa del tutto non dice nulla di nulla. La forma dello spazio-tempo dell'universo potrebbe essere a 4, o 11 o più dimensioni, ma è basata su quella spaziale 3-dimensionale. Lo studio delle 3-varietà è, in un certo senso, una generalizzazione dello studio delle 2-varietà già completamente classificate da più di un secolo, a differenza delle 3-varietà ciò a causa di alcune forme complesse o grovigli di filamenti. Un modello possibile per la topologia dello spazio è la 3-varietà, “incurvantesi all'indietro su se stesso”, scoperta nel 1932 da Herbert Seifert (Bernstadt a. d. Eigen 1907, Heidelberg 1996, matematico tedesco conosciuto per i suoi contributi alla topologia) e da C. Weber, ed in tal caso l'universo avrebbe dimensioni finite e sarebbe in continua illimitata espansione. La teoria delle varietà topologiche è anch'essa nata nell'800 per comprendere le relazioni quantitative in termini geometrici: per esempio l'insieme delle soluzioni di un'equazione algebrica di 2° grado può essere rappresentato come punti (ogni punto indicante una coppia di valori) in un piano ed il loro studio considera solo le proprietà topologiche che rimangono invariate per deformazione continua. 


I primi contributi sostanziali alla teoria della topologia delle 3-varietà sono stati portati da H. Poincarè, Max Dehn (Amburgo 1878, Black Mountain 1952, matematico tedesco, studioso di geometria e di teoria dei nodi (curve chiuse intrecciate)) e Poul Heegaard (Copenaghen 1871, Oslo 1948, matematico danese, noto per i suoi contributi in topologia in particolare per gli spezzamenti di Heegaard). Nell'800 si scoprì che le 2-varietà si possono rappresentare come poligoni i cui lati devono essere “incollati” insieme, ovvero devono essere identificati l'uno con l'altro in un modo determinato. Verso la metà dell'800 è stato dimostrato che ogni bivarietà orientabile è topologicamente equivalente alla superficie di una ciambella con un numero di buchi pari al genere di superficie: la sfera è una superficie di genere 0, una ciambella con 1 buco (topologicamente equivalente ad una tazza di caffè con manico-presa chiuso) è di genere 1. Per qualunque superficie divisa in qualsiasi modo in celle poligonali di forma arbitraria, sappiamo che, detti f,s,v rispettivamente facce,spigoli,vertici, abbiamo f-s+v=C=2-2n, dove C è il numero di Eulero e n è il genere di superficie (per i poliedri semplici ossia semplicemente connessi sappiamo che f+v-s=2). L'introduzione del concetto di omogeneità locale ha costituito un importante passo avanti nello studio delle bivarietà; si può generare una superficie qualsiasi in modo tale che la sua geometria sia localmente omogenea, e per ogni superficie vi sono 3 tipi di geometria intrinseca localmente omogenea. Il 1° tipo è la geometria euclidea piana (curvatura gaussiana nulla): in essa la circonferenza di un cerchio C vale πd, e la somma degli angoli interni di un triangolo qualsiasi vale π. Il 2° tipo di geometria localmente omogenea è la geometria sferica (curvatura gaussiana positiva; ellittica); la somma degli angoli interni di un triangolo generico è maggiore di π ed aumenta con S(triangolo)/S(sfera). Nel 3° tipo di geometria localmente omogenea (curvatura gaussiana negativa; iperbolica), un cerchio (per esempio ritagliato vicino al buco della ciambella) si accavalla se viene disteso “appiattito” su un piano: la somma degli angoli interni del triangolo generico è minore di π. Vi sono 8 tipi di geometrie localmente omogenee delle trivarietà, 3-varietà (tra cui le 3 precedenti delle bivarietà), ed emergono dal fatto che in 3 o più dimensioni si attribuisce una curvatura intrinseca ad ogni sezione bidimensionale effettuata nel punto locale, in quanto non si ha necessariamente la stessa curvatura in ogni direzione. 


Alcuni dati sperimentali fanno pensare che l'Universo (oltre ad essere in perenne espansione dal Big-bang) sia ovunque omogeneo e possieda una geometria o ellittica o iperbolica o euclidea. Nel futuro esso potrà continuare ad espandersi se la densità di massa-energia (tutta la massa-energia anche quella invisibile) è inferiore ad un valore critico, oppure al contrario tale materia porrà fine all'espansione provocando una contrazione ed un Big-crunch. Se l'universo (e per sapere questo si cerca di valutare la densità di massa-energia media universale (oggi la densità globale media di massa-energia dell'universo è molto bassa data in circa 9.9x10(elev -30) grammi/centimetro cubo formata per il 68.3 % da energia oscura, il 26.8 % da materia oscura fredda, il 4.9 % da materia ordinaria, e la densità in atomi è dell'ordine di 1 atomo di idrogeno ogni 4 metri cubi di volume di spazio-tempo d'universo), e la velocità di espansione o velocità di fuga delle lontane galassie o quasar), è dotato di geometria ellittica probabilmente collasserà, se è dotato di geometria iperbolica si espanderà per sempre, ma se è dotato di geometria euclidea la sua velocità di espansione tenderà a 0 per t tendente ad infinito. Per quanto riguarda l'estensione, finita od infinita, spesso si ritiene o si crede che ciò sia determinato dalla curvatura, ossia se è ellittico esso è finito e se è iperbolico esso è infinito. Lo spazio Seifert-Weber (trivarietà finita con geometria localmente iperbolica), mostra che sono errate queste credenze. La cosmologia è la scienza che tratta le leggi generali che descrivono e regolano l'universo e ne indaga la forma, la struttura, le dimensione (l'Universo osservabile avrebbe oggi un diametro di circa 92 miliardi di anni-luce=92 G anniluce), e soprattutto la sua evoluzione (oggi, ossia nel 2015-20, sperimentalmente si ritiene che l'età del nostro Universo dal Big-bang, sia di 13.82 miliardi di anni-luce=13.82 G anniluce, le stime di qualche decennio avanti davano circa 13.72 miliardi di anni con un'incertezza di circa 120 milioni di anni, altri calcoli riguardanti soprattutto la radiazione di fondo danno un'età di 13.798 +/-0.037 miliardi di anni, ma il nostro Universo potrebbe essere parte di un Universo ben maggiore e più vecchio). 


Il problema cosmologico, secondo la teoria dinamica, è stato affrontato inizialmente da Einstein, da De Sitter (Willem de Sitter, Sneek 1872, Leida 1934, matematico, fisico ed astronomo olandese, noto per l'introduzione dell'Universo di de Sitter sferico nello spazio-tempo avente una superficie limite a distanza finita), e poi da Lemaitrè (Georges Edouard Lemaitre, Charleroi 1894, Lovanio 1966, fisico, astronomo, presbitero gesuita belga, noto perché ben capì per primo che lo spostamento verso il rosso della luce delle stelle era la prova dell'espansione dell'universo e dunque propose una teoria adeguata dell'atomo primigenio), Friedmann (Aleksandr Aleksandrovic Fridman o Friedman o Friedmann, San Pietroburgo 1888, Pietrogrado 1925, cosmologo e matematico russo, noto per aver proposto una soluzione alle equazioni di campo della relatività generale tale da descrivere l'espansione dell'universo oggi conosciuta come Big Bang), Tolman (Richard Chace Tolman, West Newton 1881, Pasadena 1948, fisico, matematico e chimico statunitense), ecc. Altre teorie cosmologiche, come quella comportante la soluzione stazionaria, sono state proposte da F. Hoyle (Sir Fred Hoyle, Bingley 1915, Bournemouth 2001, fisico, matematico, astronomo, scrittore britannico) ed altri, e tale modello richiede la continua creazione di materia (ipotesi non accettata da molti, ma comunque equivalente alla creazione una tantum iniziale se così vuole il relativo modello). L'astronomia è invece la scienza che studia i corpi astronomici sotto vari aspetti, e si suddivide in astronomia di posizione o sferica (che studia la posizione degli astri sulla volta celeste prevedendo i loro movimenti); la meccanica celeste, che tratta dei movimenti degli astri in base alla teoria gravitazionale newtoniana MC ed alla relatività generale RG; l'astronomia descrittiva, che descrive i corpi celesti osservati direttamente col telescopio; l'astronomia pratica, che in base ai moti determina la misura del tempo ed in base alla posizione dei corpi stellari determina le coordinate geografiche; la cosmologia e la cosmogonia, le quali come abbiamo detto studiano l'origine e l'evoluzione dell'universo; e la radioastronomia la quale dal 1950 con l'utilizzo delle onde elettromagnetiche (onde corte, infrarosso, ultravioletto, raggi X e raggi gamma) riflesse dagli oggetti astronomici, studia la loro forma e le loro caratteristiche; ma ci saranno altre suddivisioni importanti in tale campo dello studio dell'Universo. 


Oltre all'osservazione dei moti dei corpi astronomici a noi più vicini, nell'antichità erano particolarmente notate (ed a volte temute) le eclissi di Sole e di Luna. Registrazioni attendibili di eclissi sono attestate dall'VIII sec a. C. L'eclissi solare storica (e parziale) più antica la cui data sia stata registrata su una tavoletta assira ebbe luogo il 15lug763 a. C. Un'eclissi solare divenuta particolarmente famosa fu quella del 29mag1919 visibile in Africa ed osservata da una spedizione di due gruppi di astronomi britannici di cui una guidata da Arthur Eddington (scattando fotografie su 16 lastre di cui solo 2 risultarono utilizzabili, e misurando la posizione delle stelle del gruppo delle Iadi, vicine al disco solare eclissato, fu possibile rilevare uno spostamento medio di 1.6 secondi d'arco rispetto alla loro posizione normale, mentre il valore calcolato dello spostamento era di 1.75 secondi d'arco). Tolomeo riferisce di aver avuto accesso ad osservazioni di eclissi risalenti fino al 747 a. C. Una delle più antiche osservazioni cinesi di un'eclissi solare totale data al 17lug709 a. C. L'astronomia si rinnovò con gli studi di Copernico che, come già scritto, nel “De revolutionibus orbium coelestium” del 1543 enunciò la teoria eliocentrica, con Galileo che nel “Dialogo sopra i due massimi sistemi del mondo, tolemaico e copernicano” si fece sostenitore dell'eliocentrismo, e con la costruzione del cannocchiale eseguì le prime osservazioni dei satelliti di Giove (le 4 Lune medicee). T. Brahe (Tycho Brahe, Tyge Brahe, Knutstorp 1546, Praga 1601, astronomo ed astrologo danese) fu l'ultimo difensore del sistema geocentrico (e geocentrico modificato in geo-eliocentrico ossia sistema tyconico), e con le sue accurate osservazioni di Marte fornì una fonte importante di dati a Keplero che poi enunciò le sue 3 leggi planetarie, le quali fornirono in seguito a Newton l'aiuto necessario per pervenire nel 1687 alla legge di gravitazione universale. 


Le deduzioni matematiche della legge newtoniana, furono portate avanti da Lagrange, Laplace ed Eulero verso la creazione della meccanica razionale e della meccanica celeste. Poi l'astronomia iniziò l'utilizzo di cataloghi stellari più completi ed accurati; dei telescopi riflettori con l'uso anche della fotografia; della spettroscopia che fornisce la composizione chimica della materia che emette quelle righe spettrali. Oggi sappiamo che l'Universo conosciuto è costituito da molti miliardi di Galassie, ognuna con miliardi di stelle alcune delle quali hanno un sistema planetario a volte simile al nostro (come accennato altrove), di cui la nostra Via Lattea è l'esempio più noto di galassia. L'astrofisica è il ramo dell'astronomia, nata verso la fine dell'800, che studia ed interpreta i fenomeni pertinenti agli astri ed all'universo, e costruisce modelli stellari e planetari ricorrendo alle leggi della fisica (e della chimica), utilizzando mezzi e strumenti fisici (quali telescopi e radiotelescopi), comprese le recenti sonde interplanetarie (che visitano da vicino i corpi astronomici del sistema solare fin oltre l'orbita di Plutone ed altri asteroidi della fascia di Kuiper). Si possono studiare fenomeni risalenti ai primordi dell'evoluzione stellare, o densità che vanno da valori bassissimi del “vuoto intergalattico” a valori altissimi delle stelle di neutroni, e temperature che vanno da qualche °K a milioni di °K. Espositivamente l'astrofisica si può dividere in fisica solare, fisica stellare, fisica delle galassie e fisica della materia interstellare ed intergalattica. Nello stesso anno 1919 in cui il concetto di universo 4-dimensionale (cronotopo xyzt) veniva confermato dalle osservazioni astronomiche, il giovane studioso dell'Università di Konigsberg-Kalinigrad, T. F. E. Kaluza (Theodor Franz Eduard Kaluza, Opole Polonia 1885, Gottinga 1954, matematico e fisico tedesco, noto soprattutto per la teoria di Kaluza-Klein attinente ad equazioni di campo in uno spazio 5-dim), inviò ad Einstein un saggio in cui proponeva di aggiungere alle 4-dim del cronotopo una 5° dimensione spaziale per dare una spiegazione unificata delle forze allora conosciute: la forza gravitazionale descritta dalle equazioni delle relatività generale RG; e la forza elettromagnetica descritta dalle 4 equazioni dell'elettromagnetismo classico di Maxwell; forze, come si può notare, fra loro profondamente diverse, od apparentemente così profondamente diverse, dato che, ad esempio, la gravità agisce tra particelle dotate di massa, mentre l'azione elettromagnetica agisce solo tra particelle dotate di carica elettrica positiva/negativa. Anche la loro intensità è molto diversa, e si dovrebbe, ad esempio, spiegare perché nella trattazione delle interazioni degli atomi si trascurano sempre le forze e l'interazione gravitazionali. 


Calcolando infatti il rapporto tra la forza gravitazionale e la forza elettromagnetica agente tra due protoni (dato che essi, notoriamente, sono dotati sia di massa (gravitazionale=inerziale) che di carica elettrica) troviamo il valore di 8.1x10(elev -37), ossia la forza elettromagnetica è circa 38 ordini di grandezza decimale maggiore della forza gravitazionale, e ciò giustifica il fatto che in microfisica ossia tra le particelle elementari le azioni gravitazionali sono sempre trascurabili. Questo rapporto, se espresso in unità naturali della fisica quantistica, in realtà non è altro che il rapporto tra la costante di gravitazione G di Newton (G=6.67259(85)x10(elev -11) N m quadro/Kgr quadro), e la costante di struttura fine α (quest'ultima circa 1/137, più esattamente α=7.297352533(27)x10(elev -3)=1/137.0359998) la cui piccolezza riflette la fondamentale debolezza dell'interazione elettromagnetica, ovvero la debolezza dell'accoppiamento tra una particella carica (che porta quasi tutta la massa-energia del sistema particella-campo) ed il suo campo. La relatività generale RG è una teoria puramente geometrica della gravitazione e nonostante i tentativi di Einstein (e di altri) non è mai stato possibile incorporare naturalmente le altre 3 forze della natura nella teoria RG. Nel 1914 Gunnar Nordstrom (Helsinki 1881, Helsinki 1923, fisico finlandese, noto soprattutto per la sua nuova teoria della gravitazione che si affiancava alla teoria della relatività generale RG appena sviluppata od in sviluppo) aveva tentato di dare una descrizione unificata delle due forse gravitazionale-elettromagnetica, apparentemente così “incompatibili”, dimostrando che entrambe nascono dalla teoria elettromagnetica in una versione 5-dimensionale, ma non riuscendo a predire la curvatura delle onde e della luce in presenza di grandi masse, venne definitivamente abbandonata. Kaluza, invece, dimostrò che le due forze gravitazionale-elettromagnetica derivano da una versione 5-dim della relatività generale RG. Il programma di Kaluza è stato più volte ripreso negli anni, considerando strutture geometriche con più dimensioni, poiché oggi le forze da unificare sono 4: la forza gravitazionale, la forza elettromagnetica, la forza nucleare forte che lega gli adroni nel nucleo, e la forza nucleare debole responsabile del decadimento radioattivo (o 3 forze se consideriamo unificate le forze elettromagnetica e nucleare debole nella forza elettrodebole). Inoltre sembra impossibile non voler includere nello schema i fenomeni di natura quantomeccanica ben documentati dagli anni '20-30 del '900 in poi. L'attuale sviluppo più promettente della teoria di Kaluza è detta teoria della supergravità che prevede fino a 11 dimensioni dello spazio-tempo (è particolarmente elegante se formulata con 4+7 dimensioni; il numero minimo di “dimensioni nascoste” per sistemare le 3 forze non gravitazionali è appunto 7). La supergravità non è che un'estensione (tendente ad includere tutte le forze naturali) della teoria geometrica della relatività generale RG (la quale ultima, come detto, Einstein elaborò dopo 9 anni di ricerche sulla teoria della gravitazione, considerando anche l'osservazione che risaliva a Galileo ossia che in un campo gravitazionale tutti i corpi seguono la medesima traiettoria, di lunghezza minima (o geodetica), ed il loro moto è indipendente dalla loro forma e dalla loro massa, si direbbe quasi... correlato solo alle proprietà geometriche dello spazio-tempo). Einstein volle interpretare anche il concetto di forza (rimasto sostanzialmente ed essenzialmente misterioso nella teoria newtoniana), come una proprietà della curvatura del cronotopo (che atteggia le geodetiche come traiettorie curve di movimento) anziché intenderle come una minor o maggior “simpatia” od “attrazione” di un corpo verso un altro quanto minore o maggiore rispettivamente è la sua massa (“attrazione” che atteggia la retta inerziale come una traiettoria curva di movimento). Consideriamo, per esempio, una superficie sferica bidimensionale (2-dim) in cui la linea più breve-corta tra due punti è l'arco minimo di cerchio massimo, mentre il cronotopo è una superficie più o meno increspata, secondo la distribuzione della massa-energia, della superficie sferica. 


Un evento nello spazio-tempo (per esempio l'avvenuta collisione tra due corpi) è individuato da 3 coordinate spaziali e da 1 coordinata temporale assai poco separabili tra loro come mostrano i coefficienti di connessione del tensore metrico; una sua geodetica è la linea più breve tra due suoi punti (individuanti eventi). Brevemente, secondo RG, qualsiasi corpo o qualsiasi particella, sul quale agisce solo la forza gravitazionale (e “tutti” i sistemi accelerati sono pure assimilabili a campi gravitazionali con -a=g=cost) segue la geodetica del cronotopo passante per due punti: da questo punto di vista, allora, ciò costituirebbe una generalizzazione dell'osservazione di Galileo per cui tutti i corpi accelerati nel campo gravitazionale seguono la medesima linea più breve tra due punti. L'articolo di Kaluza nel quale egli estendeva le idee di Einstein, apparve, su consiglio dello stesso Einstein, nel 1921 su “Sitzungsberiche der Berliner Akademie” con il titolo “Il problema dell'unificazione in fisica”. Per spiegare come mai la 5° dimensione non si osserva, Kaluza ipotizzò che grandezze quali la curvatura dello spazio, non dipendono dalla 5° coordinata: le particelle seguono dunque la geodetica in 5-dim, ma le loro traiettorie appaiono in 4-dim xtzt come quelle di particelle soggette però ad azione combinata di forza gravitazionale ed elettromagnetica. Oltre a non includere le forze nucleari forti e deboli (al tempo sconosciute), la teoria di Kaluza inoltre non considera gli importanti effetti quantomeccanici delle particelle della microfisica. E come sappiamo la maggior parte della fisica quantistica potrebbe proprio essere chiamata microfisica, però conoscendo le leggi generali che governano le particelle elementari, si potrebbe, in linea generale almeno in teoria, prevedere il comportamento dei sistemi macroscopici: ciò significa che le leggi della fisica dell'intero Universo sono indubbiamente quantistiche (il mondo è regolato dalle leggi quantistiche, come riporteremo più oltre e come sempre abbiamo già detto) mentre le leggi della fisica classica, sia newtoniana (di Newton, Eulero, Lagrange, Legandre, Laplace, ecc.) che relativistica (di Einstein e seguaci relativisti), derivano dalle leggi della microfisica. Quando si applicano le leggi della fisica classica ai sistemi macroscopici si cerca di descrivere solo certe caratteristiche medie o globali del comportamento e dell'evoluzione del sistema, quali ad esempio, la descrizione di un corpo rigido come un unico sistema della meccanica razionale (e poi della meccanica applicata in tutti i settori), o la descrizione di un oscillatore-TX e risuonatore-RX nella teoria elettromagnetica delle onde (e poi delle trasmissioni e comunicazioni elettriche). Le teorie classiche sono teorie fenomenologiche, ossia sono teorie che tentano di descrivere e di compendiare i fatti sperimentali entro un dominio limitato o ristretto della fisica, non si propongono, cioè, di rappresentare e dar conto di ogni fatto che avviene in fisica, ma se sono teorie fenomenologiche valide (come la chimica, o la termodinamica, o l'elettromagnetismo, o la meccanica razionale) descriveranno abbastanza accuratamente ciò che accade nel loro specifico dominio. 


Ogni teoria in sostanza è (e forse sarà sempre), fenomenologica; però le leggi naturali fondamentali delle teorie più comprensive, si riconoscono per la loro universale generalità ed usualmente sono valide (quasi)senza eccezioni, almeno fino a prova sperimentale del contrario. Non dobbiamo naturalmente disprezzare le molte teorie fisiche fenomenologiche, perché quasi tutte le discipline ingegneristiche e le tecniche applicate sono di natura fenomenologica, ed i loro modelli sono costruiti per rappresentare e compendiare un ambito ristretto della realtà naturale (sistemi elettronici, idrodinamica, aerodinamica, termodinamica, ecc.), oppure costituiscono posizioni di attesa verso una teoria più fondamentale e comprensiva. Si parla spesso ed ovviamente di rivoluzione quantistica, ma le leggi del pendolo meccanico si scrivono ancora oggi come 150 anni fa (è altamente non “produttivo” utilizzare la fisica quantistica per dare la legge del pendolo!). Sappiamo però che le leggi della fisica classica non hanno validità generale, come già detto, mentre esistono certamente leggi più fondamentali. Per mezzo delle leggi classiche possiamo descrivere un meccanismo composto di leve, molle, volani, ingranaggi, magari con un motore, od il funzionamento di una turbina a vapore o di una ruota idraulica, o di un circuito di un trasmettitore TX o di un ricevitore RX, o di un circuito di un codificatore-decodificatore, ecc., possiamo conoscere le costanti dei materiali (quali la densità di milioni di tipi di sostanze elementari o composte, il loro modulo di elasticità, gli sforzi massimi a rottura, la costante dielettrica, la resistività o la conducibilità elettrica, ecc.) ma se ci dovessimo chiedere, perché le densità, i moduli di elasticità, gli sforzi, le costanti dielettriche, le cariche elettriche, le resistività elettriche, ecc., ecc., hanno i valori che hanno (valori che notoriamente sono stati misurati tutti sperimentalmente ed accuratamente in laboratorio), oppure perché il rame fonde a 1083 °C, il tantalio a 2900 °C, il fosforo a 44 °C, mentre l'acqua bolle a 100 °C a 1 atm, perché il vapore di sodio emette luce gialla, perché il nucleo dell'uranio 238, 238U92, si disintegra spontaneamente con un tempo di dimezzamento di 4.47 miliardi di anni, mentre lo stesso tempo di dimezzamento per il radio 226Ra88 vale 1602 anni, e per il radon 217Rn86 invece vale 600 microsec (si noti che il tempo per attraversare un nucleo atomico (ossia diciamo di una particella elementare che lo attraversa) sarebbe intorno a 10(elev -23) sec, ossia di ordini di grandezza decimale minore per entrambi), perché l'argento è un ottimo conduttore sia di calore che di corrente elettrica, mentre il poliestere è un ottimo isolante (la resistività dell'argento è 0.0164 ohm mm quadro/m, del rame 0.018 ohm mm quadro/m (in CGS circa 10(elev -17) sec), dell'ebanite circa 10(elev 12) Mohm cm, del quarzo fuso circa 5x10(elev 12) Mohm cm, del vetro circa 8x10(elev 9) Mohm cm (in CGS circa 10(elev 3) sec=16 min); da cui possiamo osservare che forse in natura non esiste una grandezza fisica la quale numericamente varia min-max altrettanto, poiché dal miglior conduttore al miglior isolante la resistività elettrica varia su ben 20 ordini di grandezza!), perché i magneti permanenti sono fatti di ferro o d'acciaio ma non possono essere fatti di rame o d'alluminio (anche se chimicamente parlando ferro, rame, alluminio non sembrerebbero elementi chimici così diversi e così “lontani” tra loro, ossia chimicamente ma “lontani” magneticamente), ecc., ecc., su tutto questo la fisica classica “tiene la bocca chiusa” perché praticamente non ha quasi nulla da dire. Si attribuisce agli antichi greci, in particolare a Democrito ed a Leucippo, l'aver introdotto per la prima volta in filosofia il concetto di atomo (significante indivisibile) nella teoria della materia, come già scritto, anche se il nostro “atomo” moderno è molto diverso da quello antico (intanto è più “tomo” che “atomo”, ossia il nostro atomo è molto divisibile e facilmente frammentabile), seppure non è facile capire cosa intendessero i greci col termine atomo (anche perché risultarono molto più “divisibili” (diciamo, molto più “tomi”) le loro opere dato che, come tutti sanno, ci sono giunto solo “frammenti” (Frammenti di presocratici, Die Fragmente der Vorsokratiker, nell'opera originale del 1903), e pur non essendo moltissimi sono pur sempre migliaia questi frammenti); sembra, comunque, che dal VI-V sec. s'interessarono soprattutto della possibilità di dividere e suddividere indefinitamente o meno la materia. Oggi la chimica è una teoria sostanzialmente chiusa: essa afferma che 2 parti od atomi di idrogeno si combinano con 1 parte od atomo di ossigeno per dare 1 parte o molecola di acqua... chiaro e semplice... mentre sono i neutroni, i protoni, gli elettroni, ecc. (e poi dei loro componenti quark e leptoni), che svolgono il ruolo di particelle elementari. 


Come possiamo sapere che l'elettrone è veramente elementare, ossia è veramente una particella elementare?; non si potrebbe scoprire domani che ciò che oggi è considerato elementare è invece composto, come lo sono stati i molti “atomi”? I fatti sperimentali ci assicurano che l'elettrone, il protone, il neutrone, ecc., non risulteranno mai composti nello stesso modo in cui lo è l'atomo di idrogeno (ovviamente sappiamo che pure il protone ed il neutrone sono composti di 3 quark, ma lo sono in modo completamente diverso essendo questa un'altra storia narrata altrove anche qui). Noi sappiamo che se due bilie si urtano con grande violenza esse si spezzano in frammenti più piccoli, così come fanno pure due atomi di idrogeno, ritrovando tra i “frammenti” pezzi di bilia nel primo caso, e cose come elettroni, protoni, neutroni nel secondo caso (salvo che la velocità e dunque l'energia, nell'urto, sia eccezionalmente elevata, qui da escludersi). Ma se si studia l'urto di due particelle elementari, come ad esempio due protoni, si scoprono fenomeni qualitativamente diversi, ad esempio ad alta energia può accadere che dopo l'urto esistano ancora i due protoni, ed in più siano state create o materializzate, altre particelle come i mesoni π ossia i pioni (col rispetto ovviamente delle leggi di conservazione), oppure può ancora accadere che possano sparire i due protoni ed apparire invece due mesoni K od iperoni. Un processo interessante è la creazione di una coppia elettrone-positrone quando un raggio di luce (fotoni) attraversa il campo elettrico di un atomo, oppure l'annichilazione di una coppia elettrone-positrone in raggi gamma ossia in pura energia (dato che i fotoni hanno massa a riposo nulla). Vediamo anche che lo sciame delle particelle è emesso sempre nella direzione della particella collidente nell'urto ed è più ristretto o meno allargato quanto maggiore è l'energia della collisione. 


Nella teoria della relatività, la velocità della luce c, limite superiore di velocità delle particelle e della trasmissione dell'energia, fornisce un criterio per mezzo del quale decidere quando un fenomeno fisico può essere studiato in modo non relativistico oppure è necessario studiarlo con un modello relativistico (e questo accadrà quando almeno una delle velocità in gioco è una frazione importante di c). Analogamente esiste una costante che svolge lo stesso ruolo per decidere circa la trattazione di un problema con un modello classico FC o con un modello quantistico FQ, e questa costante è la costante di Planck h, ossia costante d'azione elementare (dimensionalmente energia per tempo, erg sec, o joule sec, di valore 6.62606876(52)x10(elev -34) J sec=6.626x10(elev -34) J sec=6.626x10(elev -27) erg sec=4.13566769x10(elev -15) eV). Abbiamo già detto che le azioni dei sistemi macroscopici sono grandi rispetto all'azione elementare h (e dunque per i sistemi macroscopici è adeguata una trattazione con modelli di fisica classica); per esempio l'azione di un (piccolo) pendolo con periodo di 1 sec e con energia totale di 1 erg, è 1 erg sec, cioè è 26 ordini di grandezza maggiore della costante h. Cosa significa questo criterio? In fisica classica si suppone di poter misurare le variabili classiche (posizione, quantità di moto, energia, frequenza, modulo del campo elettrico, modulo del campo magnetico, ecc.) con qualsiasi precisione (ossia senza alcun limite teorico di precisione, indipendentemente poi dal fatto che realmente lo si possa effettuare praticamente o strumentalmente), mentre in fisica quantistica esiste una limitazione fondamentale nella precisione della misura simultanea di coppie di grandezze classiche il cui prodotto è un'azione (come posizione-quantità di moto, tempo-energia, ecc.); ciò costituisce il famoso principio di indeterminazione di Heisenberg, enunciato dal fisico W. Heisenberg nel 1927, le cui espressioni quantitative sono le relazioni di indeterminazione, tipo ΔqΔp maggior-uguale h/4π, dove q e p sono rispettivamente la quantità di moto e la posizione, e Δq e Δp sono i loro errori quadratici medi in relazione all'indeterminazione-precisione simultanea. Come è noto, data la piccolezza di h, tali relazioni non producono alcun effetto osservabile nel mondo macroscopico. Il principio di indeterminazione viene spesso spiegato (ed anche noi lo abbiamo scritto da qualche parte) nella seguente maniera. Le variabili dinamiche classiche devono essere definite in modo operazionale, tramite i procedimenti per la loro misurazione (almeno teorica), e se si analizzano tali procedure di misura ne risulta che il sistema di misurazione, essendo dimensionalmente delle stesso “ordine di grandezza” del sistema misurato, perturberà inevitabilmente la misura stessa al punto che il risultato della misura non sarà più pertinente al sistema sul quale volevamo eseguire quella determinata misura: per esempio, se vogliamo misurare con grande precisione la posizione p con un rivelatore ne risulterà ora (e successivamente) inevitabilmente perturbata la grandezza ad essa correlata-coniugata, ossia la quantità di moto q, e ciò tanto più quanto meglio si desidera precisione nella misura della posizione p (collocando ad esempio un maggior numero di rivelatori o di finestre spaziali). Se si cerca allora di misurare simultaneamente p e q, si troverà che tale misura è soggetta alla relazione d'indeterminazione di Heisenberg. Questo tipo di spiegazione è molto frequente nei testi di fisica quantistica, e pur non essendo completamente sbagliata è però sostanzialmente errata, o meglio essa sarebbe vera sia in una misurazione in fisica classica (anche se in tal caso volendo con errori del tutto trascurabili) che in una misurazione in fisica quantistica. E' vero però che le relazioni di indeterminazione stabiliscono il limite oltre il quale i concetti della fisica classica non possono essere applicati, ovvero oltre i quali divengono via via sempre più assurdi. 


La misura numerica delle variabili classiche di un sistema classico, è un'invenzione dell'immaginazione (il qual fatto si vede sempre meglio quanto più si procede verso i limiti quantistici): nel mondo reale semplicemente ciò non esiste e non ha neppure senso. Se si vuole descrivere il moto di una particella tramite una precisa traiettoria “unidimensionale”, i valori numerici simultanei p e q, lungo la traiettoria del suo movimento (ad esempio a t=to la particella occupa il punto P di coordinate xo,yo,zo), non esistono come non esiste la “traiettoria”, e non sarebbe possibile anche solo pensare teoricamente ad essi, almeno come non sarebbe possibile pensare al “colore” od al “profumo” od al “gusto” di un elettrone. E' ovvio che nessuna analisi del processo di misurazione in termini di modello puramente classico FC, avrebbe condotto ad una sola relazione di indeterminazione; esse nascono solo da osservazioni sperimentali eseguite in laboratorio, come pure, aggiungiamo, tutta la fisica quantistica (quale teoria di grande generalità e precisione) possiamo dire sia nata in laboratorio. Le particelle elementari (e con ciò anche i corpi macroscopici, anche i pianeti e le stelle se vogliamo) si comportano in maniera tale per cui sono enti quantistici, per i quali i tipi di misurazione classici e le definizioni di variabili classiche (posizione, velocità, quantità di moto, energia, campo elettrico, campo magnetico, ecc.) non possono non solo essere effettuati ma nemmeno essere (teoricamente) pensati; le particelle elementari ed i corpi tutti, non sono tali per cui per essi valgano le leggi di Newton ed il modello del meccanicismo classico, e non sono onde per cui valgano le leggi di d'Alembert, o di Helmholtz (Hermann Ludwig Ferdinand von Helmholtz, Potsdam 1821, Berlino-Charlottenburg 1894, medico, fisiologo e fisico tedesco, un poco “homo universalis”, pure soprannominato "Cancelliere della fisica"), o di De Broglie, o di Maxwell, e la teoria ondulatoria classica, anche se a seconda delle condizioni fisiche si potranno meglio descrivere come corpuscoli classici (Newton) o come onde classiche (d'Alembert). 


Aggiungiamo anche che se la fisica (improbabilmente) fosse “nata in Grecia subito come fisica quantistica”, pure così noi non conosceremmo le relazioni di indeterminazione, non avendo mai definito le variabili classiche ma solo quelle quantistiche. 


Nella storia della fisica quantistica FQ è molto interessante considerare la storia della sua grandezza più caratteristica ossia della costante di Planck, e del modo in cui fece il suo ingresso in questa storia, ossia come venne scoperta. Tornando indietro nel tempo all'inizio del '900, i problemi, non certo i più importanti o più studiati del tempo, ma al riguardo invece sicuramente i problemi più cruciali per il futuro della fisica, erano il problema della radiazione del corpo nero RCN, il problema dell'effetto fotoelettrico EF, ed il problema delle dimensioni e della stabilità degli atomi DSA. Questi 3 problemi, infatti, non sono altro che tre diversi aspetti fisici del medesimo problema fisico fondamentale: “il Mistero e l'Enigma della Costante mancante”, la quale costante in una teoria puramente classica non potrebbe in ogni modo trovare alcun posto. I fisici si trovarono di fronte allo sconcertante fenomeno della radiazione di corpo nero RCN (corpo del colore opaco più scuro mantenuto ad una certa temperatura, ottimamente rappresentato da un minuscolo foro d'ingresso in una sfera cava e mantenuta a T costante). L'emissione di radiazione non sorprende affatto, ma le sue caratteristiche sono tali per cui la distribuzione della densità spettrale della radiazione è una curva a campana che ha un massimo (il quale dipende dalla temperatura T del corpo) e tende a 0 sia andando verso frequenza 0 che verso frequenza infinita della radiazione: questa curva è completamente indipendente dalla forma della cavità e dal tipo di materiale di cui è composta la parete. Il problema era dunque quello di fornire una legge teorica di RCN, e comprendere quindi come potrebbero entrare costanti quali la massa e la carica dell'elettrone che si riferiscono alle proprietà del corpo. L'applicazione delle leggi della meccanica statistica classica aveva condotto ad un'assurda legge della radiazione di corpo nero RCN per cui la potenza per unità di area (erg/sec cm quadro) è infinita!  Il 14dic1900, Max Planck presentò una deduzione della legge di radiazione del corpo nero che si allontanava molto dalla fisica classica, facendo la seguente ipotesi radicale e ad hoc: un oscillatore di frequenza propria ν può assorbire o cedere energia solo in pacchetti di valore E=hν, dove h era stabilita come una nuova costante fondamentale della natura (era la prima volta che h (in realtà altre due costanti ad essa collegate, data la complessità del fenomeno) compariva in una formula di fisica). Planck stesso, dopo questa sua scoperta-”invenzione”, cercò invano per molti anni di spiegare la sua legge in modo “più classico” ossia in modo meno radicale, ma in seguito, parlando dei suoi numerosi sforzi infruttuosi, disse di non considerarli una inutile fatica, poiché solo attraverso i ripetuti insuccessi aveva potuto raggiungere la convinzione che non era possibile ricavare la legge della radiazione del corpo nero nell'ambito della fisica classica. 


Per quanto attiene all'effetto fotoelettrico EF fin dall'inizio dell'800 era noto per via sperimentale che quando la luce (nel visibile ed ultravioletto) incide sulla superficie di un metallo, dalla superficie stessa vengono espulsi degli elettroni. Il fenomeno in sé non è affatto strano, perché sapendo che la luce è radiazione elettromagnetica si può prevedere che il campo elettrico E dell'onda elettromagnetica OE eserciti una forza sugli elettroni situati nel reticolo cristallino in prossimità della superficie. Quello che invece sorprendeva era trovare che gli elettroni venivano estratti tutti con la medesima energia cinetica e la stessa velocità, indipendentemente dall'intensità o potenza della luce, però energia crescente linearmente con la sua frequenza; infatti aumentando l'intensità-potenza del fascio, accadeva semplicemente che aumentava il numero degli elettroni emessi, ma tutti venivano emessi con la medesima energia e velocità. Nel 1905 A. Einstein propose una spiegazione secondo la quale l'energia di un fascio di luce monocromatico si propaga in pacchetti di valore E=hν dove ν è la frequenza della luce, ed in EF questo quanto di energia viene trasferito totalmente ad un elettrone. Einstein arrivò a questa idea osservando che certi aspetti della strana legge della radiazione di corpo nero RCN di Planck potevano essere spiegati assegnando proprietà corpuscolari alla radiazione elettromagnetica nella cavità, cioè supponendo che l'energia radiante consista in quanti di valore hν. Si può affermare che il significato reale dell'ipotesi (ad hoc) di Planck era in quel tempo avvolto di oscurità e che Einstein considerò i fenomeni della radiazione in modo nuovo includendovi una diversa situazione fisica ossia il fenomeno dell'effetto fotoelettrico EF. Il terzo problema del “mistero della costante mancante”, riguardava la stabilità e la dimensione degli atomi DSA, in cui la dimensione può essere definita come l'interdistanza tipica tra atomi contigui in un reticolo cristallino. 


Dopo i famosi esperimenti di diffusione di particelle alfa di E. Rutherford (Ernest Rutherford, barone Rutherford di Nelson, Brightwater 1871, Cambridge 1937, chimico e fisico neozelandese naturalizzato britannico, considerato pure il padre della fisica nucleare e precursore della teoria orbitale dell'atomo per via dei suoi esperimenti di scattering di raggi alfa con sottile lamina d'oro) e di Geiger, Muller e Marsde, e dopo aver scartato il modello atomico di Thomson (Sir Joseph John Thomson, Manchester 1856, Cambridge 1940, fisico britannico, noto per la scoperta dell'elettrone nel 1897), era emerso un certo modello di atomo con un piccolo nucleo centrale duro (più piccolo di 10(elev -11) cm, ma oggi sappiamo che i nuclei sono dell'ordine di 10(elev -13) cm), e degli elettroni intorno, per cui divenne plausibile la costruzione di un modello planetario dell'atomo con il nucleo al posto del Sole e gli elettroni quali “pianeti” muoventesi sotto l'azione di forze elettrostatiche (secondo tale modello atomico protoni e neutroni di troverebbero in un nucleo di raggio circa 10(elev -13) cm=10(elev -15) m, e gli elettroni orbiterebbero in orbite di raggio di circa 10(elev -8) cm=10(elev -10) m). Però se ri (erre pedice i) è la soluzione dell'equazione non relativistica del moto degli elettroni, allora saranno pure soluzioni quelle infinite ottenute moltiplicando ri per k(elev 2) e dividendo i periodi di tempo per k(elev 3), qualunque sia k positivo (ciò discende dalla 3° legge di Keplero dei moti planetari), ed allora la domanda era che cosa in realtà determinasse una particolare soluzione e sempre quella (come appunto vediamo in tutti gli atomi a partire dall'idrogeno). Nel 1913 Niels Bohr (Niels Henrik David Bohr, Copenaghen 1885, Copenaghen 1962, fisico danese, noto per i suoi contributi fondamentali nella meccanica quantistica e nella teoria atomica) propose una teoria dell'atomo, dove veniva messa a prova l'ipotesi ad hoc che in natura si realizzino solo quelle soluzioni in cui il momento angolare totale dell'atomo è multiplo di una costante (che Bohr pose uguale a h). Bohr spiegò interamente lo spettro dell'atomo di idrogeno, e tale modello planetario dell'atomo fu un grande successo. La condizione quantistica aggiunta ad hoc da Bohr era del tutto estranea alla fisica classica, e per esempio, riguardo la stabilità dell'orbita, secondo la teoria elettromagnetica classica l'elettrone avrebbe dovuto cadere a spirale sul nucleo in 1 nanosec circa, invece di presentare un'orbita stabile negli atomi isolati. 


La teoria planetaria degli atomi (divenuta pure un modello grafico simbolo dell'”era atomica” intesa come “era nucleare”), in verità non va presa troppo sul serio, dato che essa è stagliata, ed il fatto che funzioni così bene nel caso particolare e semplice dell'atomo di idrogeno fu una fortuna (perchè aprì la strada alla costruzione di teorie quantistiche degli atomi), ed una sfortuna perché indusse (ed induce ancora oggi) a credere che gli atomi assomiglino a dei micro-sistemi planetari. Un modello migliore di atomo è dato dalla teoria elettrodinamica relativistica di A. Sommerfeld (Arnold Johannes Wilhelm Sommerfeld, Konigsberg 1868, Monaco di Baviera 1951, fisico tedesco, noto per gli studi in fisica teorica in particolare di fisica atomica e quantistica, per il miglioramento della teoria atomica di Bohr, per la formula di Wilson-Sommerfeld, per l'introduzione della costante di struttura fine e del numero quantico orbitale, ed inoltre gli viene attribuita la prima descrizione teorica dei tachioni, tra i cui studenti elenchiamo Werner Heisenberg, Wolfgang Pauli, Peter Debye, Hans Bethe), nella quale non ci sono orbite planetarie ma orbitali (anche ellittici) denominati orbitali di tipo s,p,d,f; la sua teoria elettrodinamica quantistica dell'atomo di idrogeno ha pure introdotto, come detto, la costante di struttura fine α. L'introduzione della costante di Planck, permettendo una teoria atomica, ha aperto anche la strada (differentemente dalla chimica) ad una teoria molto più quantitativa della materia, con la quale si possono pure studiare o predire le proprietà di nuovi materiali. Dopo tali scoperte iniziali, lo sviluppo della fisica quantistica fu molto rapido, ed il lavoro teorico raggiunse un massimo relativo con la pubblicazione di due teorie matematiche tra loro compatibili della fisica quantistica, ossia la meccanica delle matrici MM creata da Werner Heisenberg nel 1925, seguita nel 1926 dalla meccanica ondulatoria MO di Erwin Schrodinger, che risultarono poi nient'altro che due forme, scritte in linguaggio matematico differente, di quella che oggi è denominata meccanica quantistica MQ, la quale non è altro che il modello matematico, la teoria matematica e la “macchina matematica” (generalmente non relativistica) comunemente accettata della fisica quantistica FQ. Dunque la meccanica quantistica include in uno schema coerente, le teorie elaborate nei primi 30 anni del '900. Per spiegare i fenomeni a livello atomico, come abbiamo già scritto, si tentò inizialmente di introdurre ipotesi e costanti ad hoc accanto ai noti principi della fisica classica, ottenendo, come nei casi dell'effetto fotoelettrico EF e della radiazione di corpo nero RCN, risultati soddisfacenti, ma questa cosiddetta “vecchia teoria dei quanti” (semiclassica) fu rapidamente sostituita dalla meccanica ondulatoria (una teoria fenomenologica che può essere sviluppata con modello non relativistico e con modello relativistico). La teoria ondulatoria (in particolare la versione non-relativistica) è basata su drastiche approssimazioni: si trascurano infatti tutti i fenomeni di creazione ed annichilazione di particelle e si suppone dunque che il loro numero resti invariato durante tutto il processo di evoluzione-.interazione; si suppone che tutte le velocità siano piccole in confronto a c (i fenomeni di creazione-annichilazione sono del resto mano probabili a basse velocità, tranne per i fotoni che avendo massa a riposo nulla possono comunque essere creati e distrutti a qualunque energia, ossia può sempre essere emessa od assorbita luce anche a bassissime velocità dei fermioni, e ciò può essere incluso in tale teoria ondulatoria). 


L'equazione di Dirac è invece meno restrittiva essendo una versione relativistica dell'equazione di Schrodinger S; è stata formulata nel 1928 da Dirac per descrivere in modo relativisticamente invariante il moto dei fermioni, allo scopo di ovviare agli inconvenienti, come diremo, generati dall'equazione di Klein-Gordon K-G (la prima formulazione relativistica dell'equazione di Schrodinger, ma con problemi circa l'interpretazione della funzione d'onda). La teoria di Schrodinger ha avuto un grande successo quando fu applicata a spiegare i legami atomici ed i loro spettri, come dimostra la teoria di Sommerfeld, essendo la struttura atomica un sistema debolmente legato (infatti la costante di struttura fine è α=1/137 ossia il legame di interazione elettroni-campo-protoni è debole, oltre che sistema lento dato che la velocità dell'elettrone (inteso come particella corpuscolare) nell'atomo di idrogeno, e negli strati esterni degli altri atomi (nel senso in cui ha significato parlare di velocità di una particella elettrone) è dell'ordine di αc ossia 1/137 della velocità della luce nel vuoto della relatività ristretta RR. L'elettrodinamica quantistica, che è un esempio semplice di teoria dei campi (forse il primo esempio), può essere considerata come la teoria “corretta” degli atomi e delle molecole, mentre la teoria ondulatoria di Schrodinger è solo una prima approssimazione, però molto precisa perché molte espressioni delle grandezze atomiche e molecolari (come le energie degli stati stazionari, le lunghezze d'onda e le frequenze emesse, le vite medie degli stati eccitati, ecc.) possono essere sviluppate in serie di potenze della costante di struttura fine nella teoria elettrodinamica, di cui invece la teoria di Schrodinger prenderebbe solo il termine principale lineare di gran lunga però preponderante per la piccolezza di α (mentre i termini superiori li potremmo considerare come delle “correzioni relativistiche” più fini). Si può formulare la teoria di Schrodinger S nel caso di un sistema fisico molto semplice, ossia per il caso di una particella (per esempio un elettrone) che si muove liberamente in assenza di forze esterne, oppure nel caso di una particella in un campo di forze esterne, anche se la meccanica ondulatoria di Schrodinger S è molto più generale e può essere usata per descrivere il moto di un numero arbitrario di particelle interagenti tra loro. La teoria S concerne un'equazione, detta equazione di Schrodinger S, la quale descrive le onde di De Broglie (Louis-Victor Pierre Raymond de Broglie o Louis de Broglie, Dieppe 1892, Louveciennes 1987, fisico, matematico e storico francese, noto già dal tempo della su tesi per la teoria del dualismo onda-particella della materia) associate alle particelle. Sappiamo da molti fatti sperimentali che anche le particelle con massa a riposo non nulla manifestano proprietà ondulatorie, proprietà invece così caratteristiche dei fotoni in condizioni ordinarie (nella veste e modello di onde elettromagnetiche OE), le quali proprietà ondulatorie per i fotoni furono scoperte per prime, e solo successivamente vennero invece scoperte le loro proprietà corpuscolari (nella veste e modello di particella fotone). 


Per gli elettroni (e poi per i protoni e neutroni) furono invece inizialmente scoperte le loro proprietà corpuscolari (le particelle elettrone, protone, neutrone) ed in seguito le loro proprietà ondulatorie (le onde di De Broglie di elettroni, protoni, neutroni), per cui generalmente nel passato ed ancora oggi si è portati che pensare che la luce è un'onda mentre i costituenti degli atomi sono corpuscoli: ciò è parziale ed incompleto, poiché sia i fermioni che i bosoni posseggono sia proprietà corpuscolari che proprietà ondulatorie. Nel 1923 si sapeva molto sull'elettrone come corpo materiale, ma assolutamente nulla delle sue caratteristiche ondulatorie. Associare un'onda ad un corpuscolo materiale più sembrare una scelta molto arbitraria, ma vi sono delle analogie con l'ottica che portano a riflettere. Dato uno strumento ottico, come per esempio un telescopio, teoricamente lo si potrebbe descrivere risolvendo le equazioni di Maxwell con le dovute condizioni al contorno (equazioni valide ovviamente anche alle frequenze ottiche), ma vi è un metodo più semplice per questa descrizione (che gli ottici sono portati a preferire) ossia l'ottica geometrica dei raggi (raggi come fossero le traiettorie delle particelle fotoni), la quale si può dimostrare che deve fornire una soluzione approssimata. Che relazione c'è tra il raggio e l'onda? (ossia tra la traiettoria di un fotone e l'onda elettromagnetica della luce?). In ogni punto il raggio è perpendicolare al fronte d'onda; in ciascuna piccola regione dello spazio, l'onda è approssimativamente un'onda piana, e il raggio luminoso o traiettoria che attraversa questa regione è perpendicolare ai piani a fase costante: come si nota qui abbiamo un'”associazione” tra un'onda ed una particella sulla sua traiettoria. Questa analogia condusse De Broglie intorno al 1923, al concetto di onda materiale OM. Per una particella in quiete di massa m fissata, la lunghezza d'onda decresce, la frequenza aumenta, al crescere dell'energia cinetica T; per un'energia cinetica fissa T, la lunghezza d'onda decresce, la frequenza aumenta, al crescere di m. In condizioni non relativistiche, considerando una particella di massa di 10 microgrammi che si muove alla velocità di 1 cm/sec (particella piccolissima dal punto di vista macroscopico e lentissima dal punto di vista macroscopico e microscopico), abbiamo un'onda che ha lunghezza d'onda di 6.6x10(elev -22) cm, e ciò dimostra come le particelle materiali (ed a maggior ragione i grandi corpi macroscopici ed ovviamente i corpi astronomici) non manifestino con evidenza il loro aspetto ondulatorio. 


Questo si capisce meglio quando si ricordi che l'ottica geometrica è tanto più precisa quanto più è piccola la lunghezza d'onda della luce (o dei raggi ultravioletti o X) rispetto alle minime dimensioni lineari degli strumenti ottici (alle frequenze ottiche della luce la lunghezza caratteristica è intorno a 1 micrometro=1/1000 mm, dunque strumenti ottici con dimensioni minime maggiori di 10-100 volte 1 micrometro comporterebbero una trascurabile deviazione dell'ottica geometrica dall'ottica ondulatoria). Sia le onde luminose OE che le onde materiali OM manifestano il loro aspetto ondulatorio nell'esperimento della doppia fenditura, come mostriamo altrove. Dunque sia i bosoni (come i fotoni) che i fermioni (come gli elettroni ed i protoni) hanno proprietà sia corpuscolari (ed obbediscono quindi alle leggi di Newton, e passano per una sola fenditura con un diametro grande almeno quanto il loro, oppure rimbalzano totalmente), che proprietà ondulatorie (e si propagano, diffondo, interferiscono, vengono riflesse, secondo l'equazione delle onde, e passano contemporaneamente in parte attraverso una fenditura in parte attraverso l'altra fenditura, ed in parte vengono riflesse secondo il relativo coefficiente di riflessione). Ossia mentre l'ampiezza A dell'onda “associata” al fotone può essere discussa come nella teoria elettromagnetica classica, tutte le grandezze che dipendono dal quadrato dell'ampiezza devono essere interpretate in termini di probabilità se riferite alla particella. Un fotone ed una particella possono essere divisi nel senso che l'onda elettromagnetica OE o l'onda materiale di De Broglie OM può essere divisa in due parti mediante specchi semiargentati od altri dispositivi proprio come nella teoria delle onde, però un fotone ed una particella quantomeccanica non possono esser divise nel senso di corpuscoli ossia nel senso che si possa rivelare con una fotocellula una “parte” di fotone od una “parte” di elettrone, in quanto il fotone esiste sempre come un corpuscolo elementare che porta energia E=hν e quantità di moto q=hν/c, e l'elettrone sempre con la sua massa m e con la sua carica elettrica e. Quando si parla di “onde associate” ad una particella, non s'intende ovviamente un'onda che viaggia con una particella (o che “guida” una particella), concetto questo assurdo senza alcun senso, bensì che l'onda OE-OM e la particella materiale sono la medesima entità sotto due aspetti diversi ondulatorio/corpuscolare, rivelantesi in situazioni fisiche diverse, e per taluni parametri, in condizioni opposte. Possiamo dunque dire che la meccanica ondulatoria parte dal presupposto che il comportamento dei costituenti ultimi della materia possa essere descritto mediante onde di opportuna lunghezza d'onda e frequenza, e perciò l'ipotesi di fondo, ripetiamo, della teoria ondulatoria S (la cui primissima formulazione del 1924 è dovuta allo stesso De Broglie) è che ad ogni particella sia associata un'onda, anche se fino alla trattazione di Schrodinger rimarrà insoluto il problema di descrivere la propagazione delle onde di materia. L'equazione differenziale alle derivate parziali lineare (vale dunque per essa il principio di sovrapposizione ed ogni combinazione lineare di soluzioni è pure essa soluzione) detta equazione di Klein-Gordon K-G, descrive la propagazione delle onde materiali nello spazio vuoto, di una particella di massa m: la derivata parziale seconda della funzione d'onda Ψ rispetto al tempo due volte, meno il laplaciamo (rispetto alle coordinate x,y,z) della funzione d'onda Ψ, è uguale all'opposto della funzione d'onda Ψ moltiplicato per il quadrato della massa m; oppure l'operatore dalambertiano (invariante) sommato alla costante (mc/h)(elev 2), applicato alla funzione d'onda Ψ è uguale a 0. Le ampiezze delle onde materiali OM si possono sommare come si sommano le ampiezze delle onde elettromagnetiche OE. L'equazione di Klein-Gordon è la più semplice equazione differenziale del 2° ordine che sia soddisfatta dalle onde di De Broglie OM ed anche dalle OE nel vuoto (ossia dalle soluzioni dell'equazione di Maxwell del campo elettromagnetico con densità di carica elettrica ρ e densità di corrente J nulle) quando si ponga la massa della particella m=0 (come per il fotone). L'equazione di Klein-Gordon K-G è un primo tentativo di scrivere l'equazione di Schrodinger relativistica ossia di portare la relatività ristretta RR entro le equazioni della meccanica quantistica MQ, e riscrivere con notazione covariante l'equazione S, trattando spazio e tempo in egual modo, ma non considera lo spin delle particelle (e dunque descrive il moto delle sole particelle scalari a spin 0), e non ammette un'interpretazione probabilistica naturale soddisfacente. Ricordiamo anche i fisici Oskar Benjamin Klein (Morby Sweden 1894, Stockholm Sweden 1977, fisico teorico svedese), e Walter Gordon (Apolda Germany 1893, Stockholm Sweden 1939, fisico teorico tedesco). 


Se si interpreta la funzione d'onda secondo i criteri della meccanica ondulatoria (ossia seguendo Max Born (Breslavia 1882, Gottinga 1970, fisico tedesco naturalizzato britannico, noto per i suoi contributi in meccanica quantistica ed in particolare per l'interpretazione statistica della funzione d'onda φ o ψ o Ψ) si ottiene una densità di probabilità che può assumere valori positivi e valori negativi (questi senza senso fisico; l'equazione ha infatti un numero di soluzioni doppio del voluto, e non rappresenta l'intera storia delle onde di De Broglie poiché si dovrebbero aggiungere le condizioni per l'esclusione di tutte le soluzioni con frequenza (ed energia) negativa, ed ogni soluzione accettabile dovrebbe essere determinata unicamente dai suoi valori in un istante particolare, per esempio in t=0). Per questo motivo l'equazione venne accantonata fino al 1934 quando W. Pauli (1900-1978) e V. F. Weisskopf (Victor Frederick "Viki" Weisskopf, Vienna Austria-Hungary 1908, Newton Massachusetts USA 2002, fisico teorico americano) superarono la difficoltà delle probabilità negative, interpretando la funzione d'onda come variabile dinamica di un campo scalare (e non come un'ampiezza di probabilità). L'equazione K-G diventa così l'equazione del moto per il campo Ψ come le equazioni di Maxwell nel vuoto sarebbero le equazioni del moto per il campo elettromagnetico OE, mentre le particelle di massa m e spin 0 sono i quanti di questo campo, come il fotone è il quanto del campo elettromagnetico. Abbiamo detto che l'equazione di Klein-Gordon K-G è soddisfatta da ogni funzione d'onda che descrive lo stato di moto di una particella di massa m. Ora ponendo m=0 si ottiene un'equazione soddisfatta sia dal vettore campo elettrico E sia dal vettore campo magnetico H del campo elettromagnetico. Nonostante ciò l'equazione K-G, con m=0, non coincide con le equazioni di Maxwell le quali danno pure la polarizzazione del campo vettor E e del campo vettor H, ossia danno la polarizzazione del fotone il cui stato non è completamente specificato conoscendo solo l'energia (massa) o frequenza e la quantità di moto. Infatti per ogni coppia (frequenza,quantità di moto) esistono due stati di polarizzazione linearmente indipendenti (come ad esempio polarizzazione destrosa e polarizzazione sinistrosa). Ricordiamo anche che alcune particelle ed onde materiali sono polarizzabili (come l'elettrone, il protone, ecc.) avendo momento angolare intrinseco e spin dato che questo è orientabile, altre particelle invece no (come il pione, la particella alfa, ecc.) dato che avendo spin 0 quando sono in quiete non vi è nulla che definisca una direzione, ossia esse sono sfericamente simmetriche. Per descrivere lo stato di polarizzazione occorrerebbe introdurre anche una variabile per lo spin della funzione d'onda, ricavando un'equazione più complessa di quella K-G. Non si creda quindi di poter usare l'equazione K-G al posto delle equazioni di Maxwell perché non servirebbe a nulla. 


L'equazione di Schrodinger S non relativisticamente invariante può invece essere ottenuta come approssimazione non relativistica dell'equazione K-G. Essa è la più semplice equazione d'onda lineare soddisfatta da ogni funzione d'onda piana (notiamo che la funzione d'onda Ψ o ψ di S è una funzione a valori complessi): la derivata parziale della funzione d'onda Ψ rispetto al tempo moltiplicata per l'unità immaginaria e h(tagliata), è uguale all'opposto del laplaciano della funzione d'onda Ψ moltiplicato per il quadrato di h(tagliata) divisa per 2m (usualmente la funzione d'onda si indica con ψ(x,t)). Alla funzione d'onda Ψ o ψ Max Born fornì la famosa interpretazione probabilistica (che Schrodinger, Einstein, ed altri fisici classici non accettarono): ossia per un sistema costituito da una sola particella (per esempio l'atomo H) e descritto dalla funzione d'onda Ψ(r,t), la probabilità di trovare, al tempo t, la particella (intesa come corpuscolo) nel volume infinitesimo dv centrato attorno al punto corrispondente al raggio vettore r, è data dal prodotto della funzione d'onda per la sua complessa coniugata per dv; dunque la densità di probabilità è proporzionale al quadrato del modulo della funzione d'onda. Questa ipotesi ed interpretazione è caratteristica della teoria S ed è per essa fondamentale. Nonostante l'opposizione dello stesso Schrodinger, l'interpretazione probabilistica della funzione d'onda Ψ, proposta da Max Born, è comunque un'idea profonda ed importante. Possiamo considerare poi il moto di una particella in un campo di forze esterno, deducibile da un potenziale V(x,t), il quale traduce l'interazione con le altre particelle. In una teoria fondamentale, come in una teoria quantistica dei campi, tutte le particelle dovrebbero essere descritte dalle loro funzioni d'onda di De Broglie, e dunque l'equazione rappresenterebbe l'interazione di onde con altre onde. Per esempio, negli atomi, l'onda di De Broglie che descrive un elettrone interagisce col campo elettromagnetico quantizzato il quale interagisce con l'onda di De Broglie del protone; tale interazione nasce però indirettamente, poiché essa è mediata dal campo elettromagnetico quantizzato, e ciò si esprime dicendo che l'interazione elettrone-protone avviene attraverso lo scambio di fotoni. 


Nell'ambito invece di una teoria fenomenologica, com'è la teoria S, l'introduzione del potenziale V(x) serve a descrivere un'interazione a livello macroscopico dovuta a molti componenti elementari microscopici: secondo la teoria dei campi, nel loro moto gli elettroni scambierebbero i bosoni del campo (ossia i fotoni), ma l'effetto risultante può essere descritto mediante l'introduzione di un potenziale elettrico (in particolare elettrostatico), analogo all'introduzione di un indice di rifrazione nell'ottica. L'equazione S dipendente dal tempo è data dal laplaciano della funzione d'onda moltiplicato per l'opposto della costante data dal quadrato di h(tagliata) su 2m, sommato al potenziale per la funzione d'onda, uguale alla derivata parziale della funzione d'onda rispetto al tempo moltiplicata per l'unità immaginaria i e per h(tagliata). Poco dopo lo sviluppo della teoria di Schrodinger, l'equazione venne applicata con spettacolare successo a molti problemi nell'ambito della fisica atomica e molecolare (lo stesso Schrodinger svolse un ruolo importante in tale programma); si fu in grado di prevedere l'esistenza degli stati stazionari e di calcolare i complicati e numerosi livelli energetici e dunque i termini spettrali, ossia le righe degli spettri degli elementi atomici e dei composti molecolari (che in precedenza si potevano solo misurare sperimentalmente). L'esistenza dei livelli discreti negli atomi può essere compresa per mezzo del modello ondulatorio, ed in particolare con l'equazione S. La teoria di Schrodinger è utile in molti problemi di barriera (col relativo calcolo dei coefficienti di trasmissione della funzione d'onda); di buche di potenziale; nella spiegazione dell'effetto tunnel quantomeccanico, per esempio in teoria dei cristalli e dei semiconduttori; nella teoria della radioattività alfa che è un problema di superamento di una barriera di potenziale; nei tempi di dimezzamento dei nuclei instabili; nella trattazione dell'oscillatore armonico (utile nello studio dei moti di eccitazione, vibrazione e rotazione delle molecole), come uno dei più importanti problemi degli autovalori (in fisica, ed in fisica-matematica, accade che le equazioni del moto per un grandissimo numero di sistemi fisici in apparenza totalmente non correlati equivalgono formalmente alle equazioni del moto per un sistema di oscillatori armonici che interagiscono fra loro solo molto debolmente), come nella teoria del potenziale in uno schema di approssimazione per lo studio della struttura molecolare, noto come approssimazione di Bohr-Oppenheimer. Ricordiamo qui il fisico Julius Robert Oppenheimer (New York 1904, Princeton 1967, fisico statunitense, noto per i suoi contributi alla meccanica quantistica ed alla fisica, per la comprensione dell'effetto tunnel quantistico, per la teoria sulle piogge di raggi cosmici e per la verifica del collasso di grandi stelle dovuto alla forza gravitazionale, ma la sua fama è legata soprattutto alla costruzione dei primi 3 ordigni a fissione nucleare della storia nel progetto Manhattan come altrove riportato). 


Gli stati stazionari corrispondono a soluzioni stazionarie dell'equazione S, per le quali la densità di probabilità (e la funzione d'onda ψ(x,t)) è indipendente dal tempo ossia ψ(x). Per gli stati non stazionari la densità di probabilità presenta una dipendenza dal tempo di tipo oscillatorio, e le frequenze di oscillazione che possono essere presenti (funzioni dell'energia degli stati) dipendono dalla differenza dei livelli energetici dei vari livelli stazionari. Le nostre tecniche matematiche sono però inadeguate per risolvere analiticamente in modo esatto l'equazione di Schrodinger S generalizzata perché valga per sistemi di N particelle. Anche con le nostre approssimazioni, l'equazione S fornisce però stati rigorosamente stazionari, in contraddizione quindi coi fatti sperimentali osservati: infatti essa trascura le transizioni radiative (dovute ai fotoni di varia frequenza emessi nel processo), ed in tal senso è analoga ad una teoria classica che considera tutte le interazioni tra le particelle ma ignora la radiazione (elettromagnetica, sempre presente quando le cariche elettriche sono accelerate-decelerate, quando sono sottoposte a forze, forze di Lorentz, come nei dipoli delle antenne) di quelle in moto nel suo riferimento xyzt (allora, penserà qualche lettore, l'equazione K-G trascurerà certamente la radiazione elettromagnetica e soprattutto quella gravitazionale delle onde gravitazionali in presenza di grandi masse accelerate!). Il primo articolo sulla meccanica delle matrici di W. Heisenberg apparve a gen1925, anche se qui la meccanica delle matrici non è menzionata in maniera esplicita poiché Heisenberg non aveva ben considerato che la sua teoria matematica poteva essere interpretata in base alla teoria delle matrici, e tale connessione sarà chiarita di lì a poco, sempre nel 1925, in un importante articolo di Max Born e di Pascual Jordan (Hannover 1902, Amburgo 1980, fisico e matematico tedesco (nel mag1933 aderì al NSDAP (partito nazista), a nov33 si unì allo Sturmabteilung (SA o camicie brune), si arruolò nella Luftwaffe nel 1939 e lavorò per un periodo al centro missilistico di Peenemunde sul Baltico), noto per i suoi significativi contributi alla meccanica quantistica in particolare alla teoria quantistica dei campi, ed oltre ad influenzare la meccanica delle matrici (per la gran parte dovuta a Heisenberg) sviluppò le relazioni canoniche di anticommutazione per i fermioni (relative agli operatori fermionici ed all'antisimmetria dello stato) e l'algebra di Jordan per le osservabili). La meccanica delle matrici è una formulazione particolare della meccanica quantistica nella quale è soprattutto evidenziato l'aspetto della teoria negli spazi astratti vettoriali, piuttosto che le equazioni e funzioni d'onda ψ qui di importanza secondaria. Nonostante le teorie ondulatorie della materia, come la meccanica S, sembrino così diverse dalle meccaniche delle matrici come la meccanica di Heisenberg (un'invenzione matematica veramente eccezionale della fisica teorica), in verità esse sono perfettamente equivalenti sia nella loro struttura matematica astratta comune, sia riguardo alle previsioni a cui conducono (e la prima dimostrazione di equivalenza tra le due teorie fu opera dello stesso Schrodinger effettuata nel 1926). 


Se la meccanica ondulatoria avesse nel tempo preceduto lo sviluppo della meccanica delle matrici, certamente la meccanica delle matrici sarebbe stata definita una riformulazione della teoria ondulatoria S, in quanto diverrebbe matematicamente conseguente considerare tutte le soluzioni dell'equazione differenziale alle derivate parziali del 2° ordine come costituenti uno spazio astratto vettoriale con le sue inerenti proprietà algebriche lineari (argomento di algebra lineare, notoriamente su base matriciale). Infatti, sia X l'insieme di tutte le funzioni d'onda Ψ che non si annullano identicamente e che rappresentano stati fisici possibili di una particella di massa m; all'insieme X aggiungiamo anche la funzione d'onda che è identicamente nulla in ogni punto dello spazio ed in ogni istante di tempo, Ψ(x,y,z,t)=0 per ogni xyzt. Lo spazio X gode delle seguenti proprietà: la somma di un numero finito qualunque di funzioni d'onda di X è ancora una funzione d'onda di X; il prodotto di una costante complessa c per una funzione d'onda di X è ancora una funzione d'onda di X; ogni combinazione lineare di un numero qualunque di funzioni d'onda di X a coefficienti complessi è ancora una funzione d'onda di X. Dunque l'insieme X è uno spazio astratto vettoriale complesso (lineare) sul corpo dei numeri complessi C, ossia X è l'ente i cui elementi sono i vettori; in cui l'addizione di vettori è commutativa ed associativa; esiste ed è unico l'elemento neutro dell'addizione (la funzione vettore identicamente nullo); esiste il prodotto di un vettore per uno scalare complesso c e vale la legge associativa e distributiva della moltiplicazione per uno scalare; esiste l'elemento neutro della moltiplicazione per uno scalare e moltiplicazione tra vettori (rispettivamente lo scalare 1 ed il vettore unitario). Dunque abbiamo dimostrato, ed affermiamo che l'insieme X è uno spazio astratto vettoriale complesso sul corpo dei complessi C (“astratto”, ma “concreto” del sistema fisico teorico), n-dimensionale se esistono solo n vettori (o n funzioni d'onda o n stati) linearmente indipendenti ma non n+1, altrimenti sarà infinito-dimensionale. Ed è evidente che lo spazio vettoriale X di tutte le possibili funzioni d'onda Ψ(x,y,z,t) di De Broglie di una particella quantomeccanica è infinito-dimensionale, esistendo infinite funzioni d'onda Ψi linearmente indipendenti (i è comunque grande). Sappiamo  allora che per descrivere un dato tipo di particella si può introdurre uno spazio astratto vettoriale complesso ed in questo spazio vettoriale complesso associare un vettore ad ogni stato di moto possibile della particella (oppure possiamo affermare che la totalità delle soluzioni (vettori) di un'equazione differenziale lineare alle derivate parziali costituisce uno spazio vettoriale in generale complesso, studiato dall'algebra lineare). Prima di proseguire cerchiamo di trovare o di definire, nell'ambito della teoria ondulatoria di Schrodinger, gli enti matematici che nella meccanica quantistica svolgono il ruolo delle variabili classiche. Poichè il quadrato del modulo della funzione d'onda |Ψ(x)|(elev 2) è una densità di probabilità che definisce una distribuzione di probabilità nell'osservabile fisica x, il valore medio di x, o “valore atteso di x nello stato Ψ”, può essere dato dall'integrale su tutto l'asse x di |Ψ(x)|(elev 2) in dx. Si nota subito che se la funzione d'onda Ψ(x) è molto concentrata attorno al valor medio x, allora l'indeterminazione Δx sarà molto piccola. Uno stato con Δx=0 (ovvero con posizione numerica precisa) è irrealizzabile fisicamente. Ed il valor medio di ogni funzione di x, per esempio il valor medio dell'energia potenziale V(x), si calcola analogamente col medesimo integrale di |Ψ(x)|(elev 2)V(x). 


Dunque l'interpretazione probabilistica di Ψ(x), ci costringe a definire il valor medio della variabile posizione della particella, e l'integrale ci dà il valore numerico del valor medio della variabile posizione quantomeccanica, nota che sia la funzione d'onda ψ(x) o Ψ(x). Dunque esiste il valore numerico medio della variabile posizione x quantomeccanica, ma non esiste il valore numerico della variabile posizione x quantomeccanica; infatti una variabile quantomeccanica qualunque è definita mediante un procedimento per mezzo del quale si può calcolare il suo valor medio per ogni data funzione d'onda. La variabile posizione x è particolarmente semplice dato che x figura anche come variabile indipendente della funzione d'onda Ψ(x), ma consideriamo la variabile quantomeccanica quantità di moto p, ed allora definiremo la variabile quantomeccanica quantità di moto p per mezzo di una regola mediante la quale si possa calcolare il valor medio di p per ogni stato Ψ(x). Il valor medio di p è dato dall'integrale su tutto l'asse x del prodotto della funzione d'onda complessa coniugata Ψ*(x) per l'operatore dato dall'opposto dell'unità immaginaria per h(tagliata) moltiplicato per la derivata parziale fatta rispetto a x, moltiplicato (o meglio applicato) alla funzione d'onda Ψ(x). Quindi nella teoria di Schrodinger S la variabile quantità di moto p è rappresentata da un operatore differenziale che agisce sulla funzione d'onda situata alla sua destra nell'integrale che figura nell'equazione, ossia la quantità di moto quantomeccanica p è uguale all'opposto dell'unità immaginaria i moltiplicata per h(tagliata) e per la derivata parziale fatta rispetto a x (ovviamente questo operatore e la sua derivata verranno applicati alla funzione d'onda per calcolare p). In generale, il valor medio di una qualunque variabile quantomeccanica Q è dato dall'integrale, da – infinito a + infinito, della funzione Ψ*(x)QΨ(x) in dx, dove Q è un operatore differenziale lineare agente sulla funzione d'onda situata alla sua destra, oppure è x od anche x(elev 2) o qualunque potenza di x. Per la variabile posizione quantomeccanica, l'operatore lineare è “moltiplicazione per x”. Inoltre il valor medio di Q(elev 2) si ottiene sostituendo nell'integrale Q con Q(elev 2), dove Q(elev 2)Ψ(x) è ciò che si ottiene quando Q opera due volte su Ψ(x). L'energia totale è invece descritta e rappresentata dall'operatore H, il quale è la somma degli operatori che descrivono l'energia cinetica e l'energia potenziale. 


Nella teoria S l'operatore energia totale H è perciò un operatore differenziale dato dall'opposto del quadrato di h(tagliata), su 2m, moltiplicato per la derivata parziale seconda fatta rispetto a x due volte. Osserviamo poi che la nostra definizione di quantità di moto p è sostanzialmente unica (se deve pure possedere un significato “ragionevole”), e ciò è rafforzato e giustificato da un teorema, detto teorema di P. Ehrenfest (Paul Ehrenfest, Vienna 1880, Amsterdam 1933, fisico e matematico austriaco naturalizzato olandese nel '22, noto per i suoi contributi nel campo della meccanica statistica soprattutto in relazione alla fisica quantistica, inclusa la teoria della transizione di fase ed il noto teorema di Ehrenfest), ossia: “i valori medi delle variabili quantomeccaniche soddisfano le stesse equazioni del moto che sono soddisfatte dalle corrispondenti variabili classiche nella corrispondente descrizione classica, sia nel caso 2-dim che nel caso 3-dim”, ed è della massima importanza per la comprensione concettuale della meccanica quantistica dato che collega le variabili classiche di FC alle variabili quantistiche di FQ. Esso spiega bene perché la meccanica classica della FC può essere pensata come una forma limite della meccanica quantistica della FQ, quando si arriva a poter trascurare l'indeterminazione ΔQ rispetto a Q, ossia quando la funzione d'onda si “raccoglie” via via sempre più vicino al suo valor medio, in modo tale da poter considerare, come avviene in fisica classica, il valor medio di una variabile come la stessa variabile (variabile che in meccanica quantistica MQ sarebbe invece una funzione e non un valore numerico). Il principio di corrispondenza di Bohr, poi, afferma che la meccanica classica MC di FC costituisce un “caso limite” della quantistica MQ, ed è un principio importante perché così MQ include pure MC nelle sue equazioni. Storicamente il principio di Bohr ha “guidato” i ricercatori fisici su strade più sicure verso nuovi sviluppi, anche se ovviamente diciamo che non esistono “criteri di quantizzazione teorici ed automatici” che facciano passare dal sistema classico al sistema quantomeccanico per mezzo della generalizzazione. Inoltre notiamo che la precisa relazione d'indeterminazione, ossia ΔxΔp maggior-uguale di h(tagliata) diviso 2, vale per tutte le funzioni d'onda senza eccezioni (e nella forma di uguaglianza). Nella meccanica delle matrici una variabile dinamica viene rappresentata da una matrice Q; considerando analogie con la meccanica classica e partendo dalla funzione hamiltoniana, si perviene alle equazioni del moto, ossia la derivata totale di Q rispetto al tempo moltiplicata per l'unità immaginaria i e per h(tagliata), è uguale a QH-HQ, dove H è la matrice che si ottiene dalla funzione di Hamilton classica nel sistema canonico della meccanica analitica, come già scritto, sostituendo alle variabili dinamiche classiche le corrispondenti matrici di Heisenberg. 


L'espressione QH-HQ vine denominata commutatore (indicato [Q,H]), ed il suo valore non è nullo poiché il prodotto tra matrici non è commutativo (da qui viene l'indeterminazione nel prodotto tra grandezze quantistiche coniugate nel commutatore). La scoperta dell'equivalenza tra la meccanica ondulatoria e la meccanica delle matrici, segna l'inizio (1926) della meccanica quantistica, la cui attuale formulazione “standard” si deve a P. A. M. Dirac (1902-1984) che scrisse l'equazione detta oggi equazione di Dirac, la quale descrive il comportamento delle particelle a spin semi-intero s=1/2 (come gli elettroni, i protoni, i neutroni, ecc.) e che prevedeva l'esistenza di stati energetici negativi (questa circostanza considerata inizialmente un difetto della teoria, poi tramutatasi in un successo), ed associati alle antiparticelle (con carica elettrica opposta di quella delle corrispettive particelle) appena vennero scoperte, di cui la prima fu il positrone o positone (massa e spin uguali all'elettrone, ma carica elettrica +e) nel 1932 da parte di C. D. Anderson (Carl David Anderson, New York 1905, San Marino CA 1991, fisico statunitense, dal 1939 docente presso il California Institute of Technology di Pasadena). Secondo la meccanica quantistica, lo stato di un qualsivoglia sistema fisico è rappresentato da un vettore dello spazio di Hilbert H (spazio astratto vettoriale, in cui è definito, come già scritto, il prodotto interno o prodotto scalare); le variabili dinamiche, sono invece rappresentate da operatori lineari nello spazio H, mentre l'evoluzione del sistema fisico può essere decritta in due modi. Il primo modo è quello dovuto a Schrodinger e consiste nel ritenere fissati gli operatori e nell'ammettere che il vettore di stato del sistema quantistico evolva nel tempo secondo l'equazione data dalla derivata parziale della funzione d'onda Ψ rispetto al tempo moltiplicata per i e h(tagliata), uguale a HΨ, dove Ψ indica qui il vettore di stato, e H indica l'operatore energia. Negli spazi astratti di Hilbert la trattazione è completamente teorico-astratta potendo cioè ricavare le soluzioni senza specificare gli elementi, però è possibile (e conveniente) effettuare una realizzazione con gli enti matematici più familiari. Una possibile realizzazione è quella in cui i vettori Ψ sono le funzioni complesse di r, a quadrato integrabile in tutto lo spazio euclideo 3-dim con opportuna norma integrale o prodotto scalare. Dunque la meccanica ondulatoria S non è altro che la meccanica quantistica nella descrizione di Schrodinger ed in questa particolare realizzazione dello spazio H (sotto le condizioni con le quali Schrodinger ha costruito il suo modello ondulatorio e ricavato l'equazione S). Il secondo modo di descrivere la meccanica quantistica è dovuto invece a Heisenberg, ed ammette che il vettore di stato sia fissato mentre gli operatori evolvano nel tempo secondo l'equazione data da derivata di Q rispetto al tempo moltiplicata per i e h(tagliata), uguale al commutatore QH-HQ. Questa seconda descrizione si riduce alla meccanica delle matrici quando si scelga una rappresentazione nello spazio H in cui gli operatori lineari sono matrici (in generale matrici ad infinite dimensioni). E' possibile avere certi casi, che potremmo considerare intermedi tra il modo 1 ed il modo 2, in cui sia il vettore di stato sia gli operatori evolvano nel tempo. In base ad un altro postulato della meccanica quantistica, gli operatori corrispondenti alla posizione q ed alla quantità di moto p soddisfano la relazione di commutazione [Q,P]=ih(tagliata), come abbiamo già detto. 


Ne deriva allora che la posizione q e la quantità di moto p non possono essere calcolati e misurati simultaneamente con precisione grande quanto si vuole (ossia con “errore” comunque minore del valore dell'azione elementare): è da qui che deriva il principio di indeterminazione di Heisenberg, da cui il fisico lo ricavò. La misura di una variabile dinamica Q darà un risultato ben determinato q soltanto se il vettore Ψ, che descrive lo stato del sistema, soddisfa l'equazione QΨ=qΨ. E quando ciò accade si dice che Ψ è un autostato di Q, ossia è lo stato corrispondente all'autovalore q (la densità di probabilità si è concentrata attorno al valor medio della distribuzione). Se il sistema non è in un autostato della variabile dinamica misurata, non è possibile predire deterministicamente il risultato della misura, ma si può soltanto assegnare la probabilità di ottenere un determinato valore q (secondo l'interpretazione probabilistica di cui abbiamo giù discusso). Questo carattere probabilistico (riguardo alle variabili classiche utilizzate) della meccanica quantistica ha portato alcuni autori a ritenere che essa non costituisca una descrizione completa del mondo fisico. Einstein ed altri fisici classici hanno sostenuto l'esistenza di altre variabili dinamiche nascoste, la cui determinazione dovrebbe permettere di predire deterministicamente il risultato di una misura. Dopo molti anni l'ipotesi è ancora aperta anche se è molto meno seguita di un tempo, dato che innumerevoli tentativi ed esperimenti non hanno mai portato verso l'identificazione di presunte variabili nascoste; forse, la meccanica quantistica (ossia questa attuale descrizione pur sempre di tipo “semiclassico”), più che “incompleta” è semplicemente “sbagliata”, nel senso che non ci si potrà mai liberare dall'indeterminazione probabilistica e dal dualismo corpuscolo-onda che ne consegue, se si pretende di descrivere, calcolare e misurare, un sistema indubbiamente quantistico, ricorrendo a variabili classiche (come posizione e quantità di moto), quando un ente quantistico, non essendo un corpuscolo classico e nemmeno un treno d'onde classico (ma manifestando solo uno o l'altro di questi “aspetti estremi” in opportune circostanze fisiche), non può possedere una posizione (se non una funzione posizione che possiede un valor medio), né una quantità di moto (se non una funzione quantità di moto che possiede un valor medio). Oggi la meccanica quantistica è ritenuta sicura per i risultati sperimentali ottenuti, e forse anche soddisfacente sul piano epistemologico (ma non troppo). 


Abbiamo trattato di interazione tra particelle ed abbiamo visto come il fenomeno di diffusione debba essere considerato come la manifestazione dell'interazione di onde con onde. L'idea classica di due particelle che esercitano una forza l'una sull'altra corrisponde nella meccanica quantistica all'idea che le onde di De Broglie delle particelle interagiscano, ossia al fatto che la presenza di un'onda di De Broglie di una particella influenza la propagazione di un'onda di De Broglie di un'altra particella, e ciò può accadere solo se il mezzo in cui avviene la propagazione è non lineare, poiché sappiamo che in un mezzo lineare, in cui la propagazione è descritta da un'equazione differenziale lineare (come, ad esempio, le equazioni di Maxwell) ogni sovrapposizione lineare di onde è un'altra onda possibile tra le soluzioni, senza che la presenza di un'onda influenzi minimamente un'altra onda. Per ciò che attiene al mezzo di propagazione, quando la teoria elettromagnetica classica fu sviluppata, il vuoto aveva un altro nome, si chiamava etere, il quale mezzo giustificava la domanda: “Cos'è che oscilla nella propagazione delle onde elettromagnetiche? Ossia cos'è che porta OE da una zona ad un'altra dello spazio?”. “L'etere”, avrebbe risposto un fisico del XIX sec. Oggi sappiamo e siam convinti che le proprietà meccaniche dell'etere, non aggiungono nulla alla comprensione della teoria elettromagnetica descritta dalle equazioni di Maxwell: basta risolvere le 4 equazioni differenziali lineari del 1° ordine con dovute condizioni al contorno, e non “soddisfa” più alcuna “curiosità” la costruzione di un modello meccanico di propagazione. La teoria della relatività ristretta RR del 1905 ha affrettato l'agonia della teoria dell'etere (etere già mortalmente ferito nel 1887 con l'esperimento che accertò la costanza della velocità della luce in ogni direzione), per la quale avrebbe dovuto avere le stesse proprietà cinematiche-dinamiche sia in moto che in quiete (!), proprietà non godute da alcun corpo materiale. Oggi si parla invece di vuoto o di spazio libero (e l'etere da tempo non esiste più). Quando si studiano le onde elettromagnetiche OE o le onde materiali di De Broglie OM, si vuole solo formulare teorie dell'equazione differenziale d'onda soddisfacenti per queste onde, le quali devono essere non lineari se devono descrivere particelle mutuamente interagenti (differentemente dalle equazioni differenziali lineari dell'elettromagnetismo che descrivono solo la propagazione libera delle onde elettromagnetiche OE, ossia ed ovviamente “non certo l'interazione dei fotoni”). Tali obiettivi devono essere raggiunti in una teoria quantistica dei campi, ossia in una teoria fondamentale delle particelle elementari descritte come campi quantistici. Per descrivere l'interazione tra due o più particelle, in una teoria classica non relativistica, si potrebbero introdurre le forze agenti reciprocamente sulle particelle, dipendenti solo dalle relative posizioni nel medesimo istante (le quali forze determinano, con le accelerazioni che imprimono ai corpi, le traiettorie del moto in spazi euclidei, come avviene nel meccanicismo newtoniano). 


La trasmissione dell'azione delle forze sarebbe allora istantanea, ed appena una particella varia posizione, immediatamente ed istantaneamente la variazione della forza sarebbe avvertita nelle posizioni relative alle altre particelle. Ma credendo (com'è appunto dimostrato) nella relatività einsteiniana sappiamo che la trasmissione dell'azione (delle forze), dell'informazione e dell'energia, deve avvenire alla velocità delle onde nel mezzo, e la relativa teoria classica dell'interazione deve essere relativisticamente invariante, facendo uso delle trasformazioni di Lorentz al posto delle vecchie trasformazioni di Galileo. Allo scopo possiamo introdurre un campo classico, dove ogni particella è la sorgente di un campo propagantesi nello spazio-tempo all'infinito alla velocità c nel vuoto. Dunque nella teoria classica relativistica sarà necessario introdurre sia le particelle che i campi (ad esempio le particelle elettricamente cariche ed il campo elettromagnetico). In una teoria classica non relativistica (newtoniana) per definire correttamente il problema occorre specificare ad un dato istante 6N parametri (ossia posizione e velocità) delle N particelle interagenti, mentre nella teoria classica relativistica (einsteiniana) occorre specificare, ad un dato istante, 6N parametri e lo stato del campo (per esempio nella teoria elettromagnetica (ovviamente per sua natura già relativistica), occorre specificare posizione e velocità delle cariche nonché il vettore campo elettrico E ed il vettore campo magnetico H in ogni punto dello spazio, tutti al medesimo istante (in realtà specificare le condizioni iniziali od al contorno)). Il sistema classico non relativistico è 6N-dimensionale (possiede cioè 6N gradi di libertà), mentre il sistema classico relativistico è infinito-dimensionale (ossia ha infiniti gradi di libertà) e parte dell'energia risiede nel campo mentre accompagna la propagazione dell'azione dalla particella A alle Bi, ed in assenza di Bi essa viene irraggiata nello spazio come vuole la teoria elettromagnetica. Si è condotti a ritenere che quando l'interazione tra particelle è mediata da un campo, il campo può manifestarsi anch'esso sotto forma di onde che trasportano-trasferiscono l'azione, l'informazione e l'energia e si propagano liberamente (come le onde elettromagnetiche OE nel caso di interazione di particelle con cariche elettriche). La teoria quantistica ci ha portato a ritenere che ogni particella è anche un'onda (onda di De Broglie OM), e che queste onde hanno pure manifestazioni corpuscolari: ossia l'onda quantomeccanica OE-OM e la particella quantomeccanica (fotone o corpuscolo) sono in verità la stessa entità sotto diversi aspetti fisici. Ciò conduce ad una notevole semplificazione ed unificazione concettuale, in quanto non è più necessario considerare i corpi e le forze, le particelle ed il campo, i corpuscoli elementari e le onde, ma solamente le interazioni di onde con onde. Si può formulare una teoria dei campi quantistici che descrive la propagazione dei campi d'onda, i quali sono le onde di De Broglie delle particelle del sistema. Nella teoria di Schrodinger le forze tra le particelle devono essere introdotte (per esempio tramite una funzione potenziale), mentre in una vera teoria fondamentale dei campi quantistici si ha una descrizione più simmetrica ed unificata delle interazioni e dell'evoluzione di particelle, onde, forze (l'interazione tra le onde e la loro diffusione non è che l'applicazione reciproca di forze tra le corrispondenti particelle). L'elettrodinamica quantistica è una teoria dei campi, che descrive l'interazione e le forze tra elettroni (e positroni), mediate dal campo elettromagnetico, ed i quanti elettromagnetici (o fotoni) emessi ed assorbiti dalle cariche interagenti, oppure irradiati. Le soluzioni delle equazioni di campo, in cui le particelle (fermioni) hanno anche aspetti ondulatori, e le cui interazioni sono mediate da campi che posseggono anche aspetti corpuscolari (bosoni), sono onde che posseggono anche aspetti corpuscolari. Una particella ben localizzata (od in quiete), corrisponde ad un pacchetto d'onde ben concentrato (o stazionario). Le equazioni di campo sono equazioni non lineari (la non linearità si manifesta meglio dove le ampiezze sono grandi), e perciò possono descrivere le interazioni tra pacchetti d'onde, ossia interazioni tra particelle; se le ampiezze sono piccole (od infinitesime) le onde si propagano quasi come in una teoria lineare (od in modo lineare). 


Se ad un dato istante due pacchetti d'onde si sovrappongono in una ristretta regione spaziale, le non linearità si manifestano e le onde si influenzano; nel modello classico si dice che le particelle interagiscono con applicazione reciproca di forze. Nella teoria dei campi si ha un unico formalismo unificato per descrivere stati del mondo fisico in cui compaiono molte particelle ed in cui il fenomeno della creazione-annichilazione di particelle è ordinario. In conformità con queste idee sono state formulate molte teorie quantistiche dei campi, più o meno generali, tra le quali spicca l'elettrodinamica quantistica, che supera parzialmente le varie “divergenze” dell'elettrodinamica classica, anche se alcune ancora vi persistono, potendole rimuovere solo introducendo metodi di rinormalizzazione, che conducono sì all'eliminazione degli infiniti, ma tolgono poi alla teoria gran parte della sua simmetria strutturale. Dunque una teoria quantistica dei campi è una teoria dei processi in cui si ha creazione o assorbimento di particelle, come fotoni, elettroni, positroni, mesoni, ecc. Essa viene anche chiamata metodo di 2° quantizzazione, intendendosi per metodo di 1° quantizzazione l'ordinaria meccanica quantistica. La 1° quantizzazione, abbiamo detto, descrive le particelle per mezzo delle funzioni d'onda, che obbediscono ad un'equazione del moto, ossia alle equazioni d'onda Ψ, e soddisfano anche un'equazione di continuità (il numero delle particelle si conserva). La 1° quantizzazione evidenzia il carattere ondulatorio delle particelle, mentre nella 2° quantizzazione viene messo in risalto soprattutto il loro carattere corpuscolare che si manifesta maggiormente nei processi di emissione-assorbimento delle particelle. Le quantità caratteristiche della teoria quantistica dei campi sono gli operatori di campo, che operano formalmente la creazione o l'annichilazione di particelle a cui si riferiscono. La teoria quantistica dei campi consiste sostanzialmente in due parti: una prima parte formale che tratta la quantizzazione dei campi liberi (ossia in assenza di interazioni), ed una seconda parte modellistica la quale tratta le interazioni tra i vari campi. Allora la quantizzazione consiste nell'assegnare agli operatori alcune relazioni di commutazione e conduce all'interpretazione dei gradi di libertà di un campo in termini di stati di particelle. Con la teoria delle perturbazioni, successivamente viene effettuato il calcolo quantitativo delle probabilità di transizione e delle corrispondenti sezioni d'urto. Un'altra teoria di campo che ha avuto successo è la teoria elettrodebole. Come già detto, secondo la più accettata interpretazione dell'interazione tra le particelle elementari, la trasmissione di una forza tra due particelle (dotate di massa e/o di carica, ossia fermioni, obbedienti alla statistica di Fermi-Dirac) avviene con lo scambio di una terza particella intermedia, e ciò è l'essenza stessa della teoria quantistica dei campi, dove il campo è quantistico o quantizzato (anziché classico) appunto perché è descritto da unità discrete ossia da particelle intermedie (intermedie nel senso di mediatrici dell'interazione o forza). Nelle interazioni elettromagnetica e debole la particella scambiata è un membro della famiglia detta dei bosoni vettori: questo termine si riferisce ad una classificazione delle particelle secondo la proprietà del momento angolare o spin. Un bosone è una particella a spin intero, se misurato in unità fondamentali ossia di valore 0, 1, 2, e obbedisce alla statistica di Bose-Einstein. I bosoni vettore sono particelle di scambio del campo elettromagnetico, bosone privo di massa e di carica (fotone) elementi dell'elettrodinamica quantistica QED, ed i 3 bosoni intermedi portatori della forza debole (weakon, debole) W+, W-, Z0.  Nel 1933 Enrico Fermi fornì la prima descrizione matematica dell'interazione debole, come si manifesta nella radioattività beta, per analogia diretta con la QED. L'esistenza della particella del campo quantistico debole, fu suggerita per la prima volta nel 1935 dal fisico giapponese Hideki Yukawa (Tokyo 1907, Kyoto 1981, fisico giapponese il quale diede contributi alla meccanica quantistica) che in quel tempo stava cercando una spiegazione unificata delle due forze nucleari appena scoperte, la nucleare forte e la nucleare debole. 


Egli si chiese: “esiste una particella associata alla forza nucleare, cioè un quanto del campo nucleare?”. Si sapeva che tale particella (o quanto) associata al campo elettromagnetico esiste (il fotone) ma le forze che tengono uniti i nuclei degli atomi non sono di origine elettromagnetica, dato che sono molto più intense ed a breve raggio d'azione; a circa 10(elev -13) cm tali forze nucleari tendono rapidamente a 0 (oggi sappiamo che il raggio d'azione della forza nucleare debole (circa 10(elev -16) cm=10(elev -18) m) è persino inferiore a quello delle forze nucleari forti); ovvero la forza elettromagnetica ha raggio d'azione infinito (il fotone ha massa nulla a riposo) e decresce con l'inverso del quadrato del raggio r, mente il suo potenziale elettrico Ve(r) decresce con l'inverso del raggio (ossia Ve è proporzionale a 1/r); invece la forza nucleare ha raggio d'azione finito (il quanto del campo nucleare deve possedere massa a riposo non nulla) e decresce esponenzialmente col raggio, mentre il suo potenziale decresce esponenzialmente come V(r)=g(e(elev -r/ro)/r) ovvero a distanze molto minori del raggio d'azione decresce (quasi) con l'inverso del raggio (1/r) laddove a distanze molto lontane dal raggio d'azione la caduta del potenziale è nettamente esponenziale, ma già appena fuori dal nucleo gli effetti sono del tutto trascurabili. Accettando la teoria dei campi, infatti ci aspettiamo che il campo nucleare si presenti e si propaghi sotto forma di onde, ed al suo aspetto corpuscolare sia associata la relativa particella di scambio della forza, il bosone della forza nucleare. Proprio come vengono emessi e scambiati fotoni quando due particelle cariche (+q, -q) si urtano (ossia si avvicinano sotto distanze tipiche), così in un urto abbastanza violento tra nucleoni (interazioni p-n, p-p, n-n) saranno emessi e scambiati i quanti del campo di forza nucleare (che oggi sappiamo essere i mesoni, ossia i pioni positivo, negativo e neutro). 


Nel 1935 Yukawa espose la sua scoperta; ovvero guidato dall'analogia con la teoria elettromagnetica (in verità tutt'altro che perfetta), che descrive onde elettromagnetiche OE propagantesi liberamente e perciò anche il campo elettrostatico di una carica puntiforme stazionaria (interazione elettrostatica tra elettrone e protone), suppose che la forza agente tra due nucleoni stazionari fosse “analoga” alla forza elettromagnetica tra due cariche stazionarie. Egli sperò così di trovare il potenziale V(r) del campo di forza nucleare (detto potenziale di Yukawa) dovuto ad un singolo nucleone fisso nell'origine: l'energia d'interazione di due nucleoni a distanza r sarà proporzionale a V(r) dove la costante di proporzionalità descrive l'intensità dell'accoppiamento tra il nucleone ed il campo del mesone mediatore. L'equazione d'onda soddisfatta dalla funzione d'onda di De Broglie OM del pione (che ha massa m), funzione d'onda ψ(x,t), è l'equazione di Klein-Gordon K-G, che in unità naturali (h(tagliata)=c=1) è data da  derivata parziale seconda della funzione d'onda ψ(x,t) rispetto al tempo due volte, meno il laplaciano (o nabla quadro) della funzione d'onda ψ(x,t), uguale all'opposto della funzione d'onda ψ(x,t) per il quadrato della massa m del pione (che altrove più compendiosamente abbiamo scritto utt – c(elev 2)Δu + m(elev 2)u=0 quale EDDP K-G, ma si potrebbe scrivere anche come ((1/c(elev 2))(derivata parziale seconda rispetto al tempo t due volte) - ∇(elev  2))ψ + (m(elev 1)c(elev 2)/h(tagliata)(elev  2))ψ = 0, oppure in notazione covariante come


∂(pedice μ)∂(apice μ)ψ + (m(elev 2)c(elev 2)/h(tagliata)(elev 2)) = 0 quale forma molto compatta, oppure introducendo l'operatore d'Alembertiano (simbolo quadrato= ∂μ∂μ, dove il primo mu è pedice ed il secondo è apice) come (simboloquadrato + (m(elev 2)c(elev 2)/h(tagliata)(elev 2))ψ = 0), la cui formulazione statica (per un campo mesonico a simmetria sferica con nucleone posto nell'origine), considerando la soluzione come una funzione del potenziale V(r) è: laplaciano del potenziale V(r) uguale al potenziale stesso V(r) moltiplicato per il quadrato della massa m del pione (ovvero ∇(elev 2)V(r)=m(elev 2)V(r)), la cui soluzione è quella di un'equazione differenziale del 2° ordine (le soluzioni sono due di cui una crescente esponenzialmente senza significato fisico e da scartare), e dunque la soluzione corretta è l'altra che decresce esponenzialmente con r come riportato (del tipo V(r)=(C1/r)e(elev -rm), laddove l'energia potenziale U(r) sarebbe U(r)=(C/r)e(elev -mr), dove C1 e C sono delle opportune costanti legate all'intensità dell'accoppiamento nucleone-campo), in cui l'esponente è il prodotto della massa del pione m per r, e la massa m è l'inverso della sua lunghezza d'onda Compton λc (lunghezza d'onda λc che è pure il raggio d'azione ro della forza), ossia m=1/λc=1/λpione in unità naturali (in unità CGS sarebbe λpione=h/mc, o λpione(tagliata)=h(tagliata)/mc), dove m è la massa a riposo del pione mediatore. Dato che la lunghezza d'onda Compton del pione era λc=1.4x10(elev -13) cm, Yukawa predisse una massa del pione (mediatore della forza nucleare) di circa 200-270 volte la massa dell'elettrone che è 0.511 MeV (oggi sappiamo che le masse dei pioni sono 134 MeV e 140 MeV per le versioni neutra e cariche). Oppure, supponendo che il tempo T impiegato per lo scambio del pione (tra i nucleoni distanti ro) sia T=ro/c, e che l'energia del pione sia E=mc(elev 2), dove m=massa del pione, durante lo scambio il calcolo-misura simultanei delle grandezze coniugate E e T è imposto dalla relazione di indeterminazione di Heisenberg, ∆E∆T maggior-uguale h(tagliata)/2π, dove l'indeterminazione di E è ∆E=mc(elev 2) dovuto all'emissione del pione (con violazione della conservazione dell'energia totale del sistema), e l'indeterminazione del tempo è pari al tempo di scambio del pione tra nucleone-nucleone ossia ∆T=ro/c, per cui  m(ro)c=h/2π, da cui m=h/(2π(ro)c) se usiamo il segno di uguale nella relazione di indeterminazione. Ricordiamo qui anche Arthur Holly Compton (Wooster 1892, Berkeley 1962, fisico statunitense, noto soprattutto per la scoperta dell'effetto che porta il suo nome (effetto Compton dovuto ad urto perfettamente elastico tra elettrone e fotone, mentre la lunghezza d'onda Compton λc=h/moc, dove mo=massa a riposo, ad esempio la lunghezza d'onda Compton di un elettrone è 2.4263102389(16)x10(elev -12) m)=2.43x10(elev -10) cm=2430 fermi=2430 fm, dato che 1 fm=10(elev -15) m. 


Nel precedente ragionamento di Yukawa sono stati usati un modello ed una teoria lineare (equazione K-G) per trovare l'andamento della forza del campo nucleare responsabile dell'interazione forte (ovvero dello scambio pione), quando, nella teoria dei campi, si è detto che l'interazione avviene proprio a causa della non linearità del sistema quantomeccanico e non linearità della relativa equazione; dunque il potenziale di Yukawa V(r) ed il campo mesonico con la sua energia potenziale U(r), sono stati in realtà ricavati tramite una linearizzazione di un'equazione non lineare e saranno allora (quasi)corretti e validi a grandi distanze dove il potenziale è già decaduto a valori molto bassi, ossia ben oltre la lunghezza d'onda Compton del pione, e non certo nei pressi del raggio d'azione della forza dove la non linearità è grandissima (notiamo che la lunghezza d'onda Compton di una particella è data da λc=h/moc, dove mo=massa a riposo). Sappiamo che la forza nucleare debole è intimamente correlata allo spin delle particelle interagenti, infatti solo le particelle con spin sinistroso sono soggette ad interazioni deboli in cui cambia pure la carica elettrica (per esempio, il decadimento beta del neutrone, che è il prototipo della forza debole in azione), mentre non ne sono soggette le particelle con spin destroso. Nonostante queste ed altre differenze, i fisici teorici hanno esteso l'analogia e hanno proposto che l'interazione debole, come pure l'elettromagnetismo, sia trasportata da una particella di forza (che sappiamo essere divenuta nota come bosone vettore intermedio W), che per poter mediare interazioni nelle quali si ha un cambiamento di carica elettrica, dovrebbe presentarsi dotata anche di carica elettrica; ed essendo il loro raggio d'azione circa 500-1000 volte minore di quello della forza nucleare forte, la massa di W dovrebbe essere circa 500-1000 volte quella del mesone pione onde rispettare nel processo di scambio le relazioni di indeterminazione circa energia(massa)-tempo (ossia dovrebbe essere sui 100 GeV, circa entro 68-137 GeV). Molte connessioni tra l'elettromagnetismo e l'interazione debole, hanno invece incoraggiato i fisici a proporre una sintesi. L'unificazione elettrodebole, implicava che  a distanze molto brevi (e quindi a energie relativamente molto alte) la forza debole divenisse uguale alla forza elettromagnetica, mentre a basse energie ed a distanze maggiori la forza nucleare debole rivelasse soltanto il suo corto raggio d'azione. 


La formulazione corretta della teoria elettrodebole ha richiesto 40 anni di esperimenti e di elaborazioni teoriche, fin dai tempi di Fermi, culminati nel 1969 con la teoria di Steven Weinberg (New York 1933, fisico statunitense, noto soprattutto perché nel 1967 propose la sua versione della teoria elettrodebole unificante la forza elettromagnetica e la forza nucleare debole, allora due interazioni fondamentali separate) e di Abdus Salam (Jhang 1926, Oxford 1996, fisico pakistano che ha lavorato anche in Italia), con contributi di Sheldon Lee Glashow (Sheldon Lee Glashow, New York 1932, fisico statunitense, ed insieme i fisici Steven Weinberg, Abdus Salam, Sheldon Lee Glashow ottennero il Premio Nobel per la fisica nel 1979), ed altri fisici. La teoria della forza elettrodebole previde l'esistenza di 3 mediatori, ossia le particelle W cariche positivamente e negativamente che mediano lo scambio di carica positiva e negativa nelle interazioni deboli, e Z0 che media una categoria di interazioni deboli chiamati processi a corrente neutra. L'idea fondamentale della teoria elettrodebole è che la forza elettromagnetica e la forza nucleare debole derivino da una sola e più fondamentale proprietà della natura. A energie sufficientemente elevate perché le particelle W e Z vengano create e distrutte (emesse ed assorbite) con altrettanta facilità e frequenza quanto i fotoni γ, gli eventi mediati dalla forza elettromagnetica e dalla forza nucleare debole dovrebbero essere indistinguibili, mentre alle basse energie del nostro mondo la rottura della simmetria farebbe apparire gli eventi elettromagnetici completamente diversi dagli eventi nucleari deboli, ed anche lontana la somiglianza tra le 4 particelle W +/-, Z, γ, della famiglia elettrodebole, dato che il fotone è privo di massa e l'interazione elettromagnetica ha di conseguenza raggio d'azione infinito (con diminuzione come 1/r(elev 2)), mentre W e Z sono molto massicci-massivi e mediano interazioni a corto raggio d'azione (con diminuzione rapida esponenziale come e(elev -r/ro)). Per dare un'idea di come si possano recuperare simmetrie spezzate all'abbassarsi dell'energia od al suo aumento progressivo, pensiamo di prendere una sfera contenente acqua liquida, ghiaccio e vapore al punto triplo di coesistenza delle 3 fasi (che sarebbe esattamente caratterizzato da Tpt=0.01 °C=273.16 °K e Ppt=4.58 mmHg=0.6117 KPa=0,006026 atm), posta al di fiori di un campo gravitazionale, e di iniziare ad alzare la temperatura lentamente da circa 273 °K a milioni di °K: vedremo prima scomparire il ghiaccio lasciando solo liquido e vapore (primo recupero di simmetrie, ossia 2 fasi anziché 3 fasi), poi vedremo sparire anche il liquido ottenendo nella sfera solo vapore surriscaldato ed uniformemente diffuso (secondo recupero di simmetria, ossia sistema fisico di solo vapore maggiormente simmetrico), poi avremo molecole di idrogeno e d'ossigeno, successivamente atomi d'idrogeno ed atomi d'ossigeno, poi gas di protoni-neutroni-elettroni (sistema questo maggiormente simmetrico), poi un plasma di quark e leptoni (n-esimo recupero di simmetria), ecc., ecc. attraverso situazioni fisiche via via sempre più a livello fondamentale e simmetrico. La rottura della simmetria sarebbe dovuta ad una particella detta bosone di Higgs; una comprensione della teoria unificata elettrodebole ha inizio pensando uno stato primordiale nel quale il fotone ed i bosoni vettori intermedi, erano tutti privi di massa, mentre l'interazione col bosone di Higgs ha conferito massa a W e Z, ma non al fotone. Ricordiamo qui Peter Higgs (Peter Ware Higgs, Newcastle upon Tyne 1929, fisico britannico, Premio Nobel per la fisica nel 2013, laureatosi e specializzatosi presso il King's College di Londra ha poi avuto la cattedra di fisica teorica all'Università di Edimburgo, ed è membro della Royal Society inglese, ma divenuto noto soprattutto per la proposta avanzata negli anni '60 all'interno della teoria elettrodebole, mirante a spiegare l'origine della massa delle particelle elementari in generale e dei bosoni W e Z in particolare, mediante il “Meccanismo di Higgs” o “Meccanismo di Brout-Englert-Higgs o “Meccanismo di Englert-Brout-Higgs-Guralnik-Hagen-Kibble” che predice l'esistenza di una nuova particella subatomica denominata bosone di Higgs). Il bosone di Higgs è responsabile pure della circostanza per la quale, all'interno della stessa famiglia, quark e leptoni abbiano masse così diverse, mentre ad energie sufficientemente alte siano entrambi senza massa. 


Il meccanismo dell'interazione, il quale fornisce masse a W e Z solo ipotizzando l'esistenza di un'altra particella molto più massiccia di loro (appunto il bosone di Higgs) fu studiato da P. Higgs nel 1964. Il meccanismo di Brout–Englert–Higgs o meccanismo di Englert-Brout-Higgs-Guralnik-Hagen-Kibble, proposto su un'idea di Philip Anderson (ossia di Robert Brout e François Englert dell'Université Libre de Bruxelles, e da Gerald Guralnik, Carl Richard Hagen e Thomas Kibble dell'Imperial College), è il meccanismo teorico che conferisce massa ai bosoni di gauge deboli W(+ e -) e Z(0), e, nella sua versione più generale, conferisce massa anche ai fermioni, cioè a tutte le particelle elementari dotate di massa. Si può pensare essere generato da un caso elementare di condensazione tachionica di un campo scalare complesso detto campo di Higgs (di cui una delle particelle corpuscolari o quanti del campo, sarebbe il bosone di Higgs) che innesca una rottura spontanea di simmetria; il risultato è stato ottenuto nel contesto di un modello di rottura spontanea di simmetria proposto da Yoichiro Nambu ed altri fisici al fine di spiegare l'interazione forte, e tali modelli sono stati anche ispirati da lavori sulla fisica della materia condensata specialmente di Lev Davidovic Landau e Vitaly Ginzburg, oltre che dalla proposta di Philip Anderson che la superconduttività potesse essere importante nella fisica relativistica, già però anticipati nel 1938 da precedenti ricerche del fisico svizzero Ernst Stueckelberg; entro la teoria standard, il modello standard prevede uno stato di eccitazione massiva quantica del campo di Higgs (cioè il bosone di Higgs) la cui massa però non è deducibile dal modello stresso; si può partire da un campo scalare complesso H(x,y,z) con energia potenziale V(x,y,z)=(|H(x,y,z)|(elev 2)-v(elev 2))(elev 2), non negativa e con una varietà continua di minimi di energia data da |H|(elev 2)=v(elev 2), come colline simmetriche di potenziale circondate da vallate circolari (il punto H(x,y,z)=0 è simmetrico rispetto alla simmetria del gruppo abeliano U(1) (e più generalmente nei confronti del gruppo di simmetria elettrodebole SU(2)xU(1)) che cambia la fase complessa di H in He(elev iθ) che essendo energeticamente sfavorevole è pure assolutamente instabile, onde il valore del potenziale V si abbassa ad un valore stabile detto valore di aspettazione del vuoto o “valore di aspettazione del vuoto” (ossia si ha una condensazione tachionica), con asimmetria del vuoto cioè non invariante rispetto a U(1) con conseguente rottura spontanea di simmetria; ora questo modello, secondo il teorema di Goldstone, postula una particella scalare priva di massa (che sarebbe l'eccitazione quantica lungo la direzione della fase che dà valore stabile di V) denominata bosone di Nambu-Goldstone in stato di energia potenziale costante (solo energia cinetica) il qual fatto implica nella teoria di campo quantistico che la massa sia zero; ma negli anni '60 vi era il grave problema dell'applicazione della teoria di Yang-Mills (o teoria di gauge non abeliana) all'interazione elettrodebole, poiché, a differenza del fotone in QED, qui nella teoria elettrodebole i bosoni vettori W e Z sono massivi (la teoria di Yang-Mills prevede l'esistenza di bosoni privi di massa), ma grazie all'intuizione di Higgs e d'altri ricercatori, accoppiando una teoria di gauge con un modello di rottura spontanea di simmetria il problema della massa si risolve in maniera assai elegante proprio grazie ai bosoni di Goldstone (ciò sarebbe possibile perché, per la proprietà della teoria di campo quantistica, i bosoni vettori a massa nulla ed i bosoni massivi, hanno rispettivamente 2 e 3 gradi di libertà per quanto riguarda la polarizzazione (il bosone scalare a 1 grado di libertà di Goldstone (che compare nelle teorie di violazione spontanea della simmetria) rappresenta il grado mancante che viene acquisito dal bosone privo di massa della teoria di gauge)); essendo il campo di Higgs un campo scalare complesso ci sarebbero 3 bosoni di Goldstone ovvero 3 modalità prive di massa del bosone di Higgs, la cui combinazione col bosone di gauge (nel caso elettrodebole ai 3 bosoni vettori deboli) fornirebbe una massa che dipende sostanzialmente dal valore di aspettazione del vuoto dello stesso campo di Higgs; analogamente avverrebbe più in generale, estendendo l'interazione del campo scalare di Higgs con rottura di simmetria, ai campi fermionici tramite l'interazione di Yukawa, onde ottenere nelle funzioni lagrangiane termini di massa per le masse dei fermioni (da determinare indipendentemente). 


Il buon funzionamento di tale meccanismo sarebbe stato verificato nel 2012 dalla rilevazione sperimentale diretta del bosone di Higgs (e per questa scoperta, come detto, nel 2013 Peter Higgs e François Englert sono stati insigniti del premio Nobel per la fisica). Ricordiamo anche i fisici Englert (François Englert, Etterbeek 1932, fisico teorico belga), Brout (Robert Brout, New York 1928, Bruxelles 2011, fisico teorico belga di origine USA con attività di ricerca nel campo delle particelle elementari), Guralnik (Gerald Stanford Guralnik, Cedar Falls 1936, Providence 2014, fisico statunitense divenuto noto per la teoria del meccanismo di Higgs), Hagen (Carl Richard Hagen, Chicago 1937, fisico statunitense noto principalmente come uno dei teorizzatori del meccanismo di Higgs), Kibble (Thomas Kibble o Tom Kibble, Chennai 1932, 2016, fisico teorico britannico), Philip Anderson (Philip Warren Anderson, Indianapolis 1923, fisico statunitense, oggi professore di fisica a Princeton, noto soprattutto per il contributo alle teorie dello scattering nell'antiferromagnetismo, per la superconduttività ad alta temperatura e per la rottura spontanea di simmetria), Goldstone (Jeffrey Goldstone, Manchester 1933, fisico britannico naturalizzato USA), Yang (Chen Ning Yang, Hefei 1922, fisico cinese naturalizzato USA col nome di Chen Ning Franklin Yang), Mills (Robert Laurence Mills, Englewood 1927, Charleston 1999, fisico statunitense il quale al Brookhaven National Laboratory insieme a Chen Ning Yang elaborò una teoria di campo generale gauge invariante che è alla base dell'attuale modello standard SU(5) divenuta nota come teoria di Yang-Mills), Yoichiro Nambu (Tokyo 1921, Osaka 2015, fisico giapponese naturalizzato statunitense), Lev Davidovic Landau (Baku 1908, Mosca 1968, fisico sovietico), Vitaly Ginzburg (Vitalij Lazarevic Ginzburg, Mosca 1916, Mosca 2009, fisico sovietico successore di Igor Tamm come capo del Dipartimento di fisica teorica della FIAN). 


Abbiamo accennato a qualche particella elementare costituente la materia ordinaria o prodotta nelle collisioni d'alta energia negli acceleratori di particelle, ma per una risposta alla domanda su cosa sia una particella e per una teoria delle particelle elementari (oggi si ritiene che le particelle veramente elementari siano la famiglia dei quark e la famiglia dei leptoni, con le loro antiparticelle) sarebbe opportuno ricorrere a testi di fisica delle particelle, ma qualcosa abbiamo pure riportato nell'altra sezione entro questo capitolo 11. Sappiamo quanto sia difficile stabilire criteri precisi, sicuri e definitivi per costituire l'insieme o la “classe” delle particelle elementari: per esempio non vorremo certo che ogni piccola protuberanza nel grafico delle sezioni d'urto in esperimenti di collisione, od ogni stato eccitato di sistemi più o meno elementari, anche se magari più stabile ossia a vita media più lunga di particelle già accettate come tali, costituisca una particella. Oltre alle risonanze, negli anni '80 del '900 si conoscevano circa 50 particelle, tuttavia il modello standard considera veramente elementari solo i leptoni ed i quark. 


Ogni particella possiede un massa (dipendente dallo stato di moto rispetto al riferimento), una carica elettrica, un momento angolare o spin, ed un momento magnetico; possiede poi una parità la quale descrive il comportamento della funzione d'onda ψ(x,y,z,t) o Ψ(x,y,z,t) per inversione delle coordinate spaziali. Così come l'atomo è un “tutto quasi vuoto” con al centro un piccolo nucleo duro (il rapporto tra il “raggio orbitale” degli elettroni più esterni ed il “raggio” del nucleo di un atomo tipico con protoni-neutroni è almeno 50-100 mila, ossia sarebbe la differenza tra 1 metro e 50-100 Km, ed il raggio dell'atomo tipico è circa 10(elev -10) m=10(elev -8) cm=100000 fm, ossia la differenza tra l'altezza di un uomo e la lunghezza di 20 milioni di Km oppure la differenza tra 3.8 cm e la distanza Terra-Luna), così anche i nucleoni (protoni e neutroni) sono un “tutto quasi vuoto” con al centro un nucleo molto più duro costituito da 3 oggetti chiamati quark (od anche “partoni”, termine poi abbandonato; il raggio classico del protone è circa ro=e(elev 2)/((mp)c(elev 2))=1529x10(elev -18) m=1529x10(elev -16) cm=1.6-1.7 fm seppure non sia ben definito, mentre il raggio di un quark è minore di 10(elev -18) m=1 attometro o minore di 10(elev -19) m). Negli anni '60 del '900 era stata proposta una struttura del protone, su basi interamente teoriche, per la quale sia il neutrone che il protone sono membri della grande famiglia degli adroni, particelle che si distinguono dai leptoni per il fatto che essi sono sensibili all'interazione nucleare forte. Ma la loro spiegazione unificata fu tentata nel 1963 da Murry Gell-Mann (New York 1929, Santa Fe 2019, fisico statunitense noto per i suoi studi sulle particelle elementari ed in particolare sulla teoria dei quark) che introdusse anche i principi di simmetria nello studio delle particelle elementari, e da G. Zweig (George Zweig, Mosca 1937, fisico statunitense), i quali indipendentemente mostrarono che tutti gli adroni (la cui famiglia è composta dalle due sottofamiglie dei barioni e dei mesoni) potevano essere concepiti come combinazioni di soli 3 tipi di particelle che Gell-Mann chiamò quark: i barioni da una tripletta di quark ed i mesoni da una coppia quark-antiquark. Tutte le combinazioni permesse dalla matrice costituivano particelle già conosciute, tranne il barione omega - (Ω-), scoperto poi solo nel 1964. I quark si presentano in 6 sapori: quark su (up, u), quark giù (down, d), quark strano (strange, s), quark incanto (charme, c), quark basso (bottom, b), e quark alto (top, t), oggi tutti identificati nei prodotti di collisione; per esempio la struttura del protone (il barione più leggero) è up-up-down, uud, mentre quella del neutrone è up-down-down, udd. Se un nucleo è instabile, il protone può trasformarsi in un neutrone + un positrone, dando origine a radioattività beta +, o può catturare un elettrone trasformandosi in neutrone. Il corso lungo della storia ci mostra che Imperi e Regni sorgono e poi muoiono, che intere civiltà trapassano, ed altri regni e civiltà seguono il loro cammino, ed anche le stelle e le galassie più longeve un giorno non esisteranno più, ma se il protone (scoperto da Ernest Rutherford nel 1919) non decade in altre particelle allora la materia in qualche forma (sempre però basata sul protone) potrebbe possedere durata potenzialmente eterna. L'elettrone probabilmente non può decadere in altre particelle più leggere, ma per il protone, sono state elaborate teorie, nella più semplice delle quali, si stima la durata di vita del protone ossia il suo tempo di dimezzamento in circa 10(elev 30) anni (nel 2012-15, secondo il canale-via di decadimento più probabile, ossia p → e+ + π0, la stima del limite inferiore per la vita media parziale è pari a 1.6x10(elev 33) anni, ovvero circa 23 ordini di grandezza maggiore della vita attuale dell'Universo! Per cui anche se davvero il protone con qualche probabilità e meccanismo dovesse decadere, non sorprende che fino ad oggi, nonostante i numerosi esperimenti in corso nel mondo (anche sotto il monte Bianco in Italia), non sia stato registrato un solo decadimento di un protone (negli anni '20 del XXI sec. ormai si crede che il limite inferiore della vita media parziale del protone non sia inferiore a 10(elev 35) anni). 


La più semplice delle teorie di grande unificazione è la teoria SU(5) minima (denominazione che si riferisce al gruppo matematico di simmetrie sul quale la teoria è basata, mentre “minima” fa riferimento ad una teoria con il minimo di parametri “regolabili-tarabili” ed ai quali dunque assegnare un valore inevitabilmente tratto dagli esperimenti), messa a punto da Howard Georgi (San Bernardino 1947, fisico statunitense, noto per i suoi studi sulle teorie di grande unificazione) e da Sheldom Lee Glashow; essi calcolano che la forza nucleare forte, la forza nucleare debole e l'elettromagnetismo diventano indistinguibili quando le particelle interagiscono con un'energia di circa 10(elev 15) GeV (energia pari a circa 100 volte quella massima sviluppata nelle collisioni dei collisori del 2010-20).  A tale energia la conservazione del numero barionico (la quale conservazione impedisce il decadimento del protone perché esso è il barione a massa minore) non è più valida. Quando il problema fu posto per la prima volta, il limite inferiore alla durata di vita del protone non era così lontano, eppure la maggior parte dei fisici pensava che il decadimento del protone non avvenisse; oggi il limite di vita è aumentato di 15-18 ordini di grandezza ma la maggior parte dei fisici si è sufficientemente convinta che il protone decade, e col tempo decadrà portandosi così via il nostro tipo di materia ordinaria (ma, come si vede, è una “questione di lungo corso”). Quando due particelle vengono a trovarsi vicine interagiscono sempre, e da questa osservazione si sono classificate le intensità delle interazioni, per cui fatta 1 l'intensità della forza dell'interazione forte, l'intensità della forza elettromagnetica è 1/137, l'intensità della forza nucleare debole è 10(elev -13), e l'intensità della forza gravitazionale è 10(elev -38); oppure (in ordine di Interazione, Mediatore, Magnitudine-intensità relativa, Andamento asintotico, Raggio d'azione) abbiamo (facendo qui 1 l'intensità della forza gravitazionale): Interazione forte, gluone, 10(elev 38), r, 1.4x10(elev -15) m; Interazione elettromagnetica, fotone, 10(elev 36), 1/r(elev 2), infinito; Interazione debole, Bosoni W e Z, 10(elev 25), e(elev -Mr)/r, 10(elev -18) m; Interazione gravitazionale, gravitone (da identificare), 10(elev 0)=1, infinito. Si sono formulati principi di conservazione in base ai quali, durante un'interazione, si mantengono invariati l'energia, la carica elettrica, lo spin, la quantità di moto, ed il momento magnetico. Dall'osservazione delle interazioni si deduce anche che ad ogni particella è associata un'antiparticella con caratteristiche simmetriche rispetto alla particella cui è correlata; dall'interazione di una particella con la sua antiparticella, si ha l'annichilazione (totale) producendo energia pura (con massa a riposo nulla) ossia fotoni. La teoria conferma che i diagrammi delle particelle (ossia diagrammi di massa in funzione della carica elettrica), dovrebbero essere considerati affatto analoghi agli schemi dei termini sviluppati per gli atomi, le molecole (storicamente scoperti da G. R. Kirchhoff e da R. von Bunsen (Robert Wilhelm Eberhard Bunsen, Gottinga 1811, Heidelberg 1899, chimico e fisico tedesco, che lavorò sulla spettroscopia)) e poi per i nuclei, ossia gli spettri cui sono associati un insieme di livelli energetici o di stati stazionari, per cui, molto prima della conoscenza della struttura atomica, furono notate certe regolarità che originarono il principio di ricombinazione di Ritz (Walther Ritz, Sion 1878, Gottinga 1909, fisico svizzero, divenuto famoso per il suo lavoro con Johannes Rydberg sul principio di combinazione di Rydberg-Ritz, ma noto anche per il metodo variazionale di approssimazione di Ritz), mentre l'interpretazione del sistema dei termini come sistema dei livelli energetici degli elettroni negli atomi si deve per la prima volta a N. Bohr in un articolo del 1913 sull'atomo di idrogeno. Ciascun diagramma delle particelle corrisponde ad un multipletto di particelle strettamente correlate che, in un certo senso, potrebbero essere considerate come stati differenti della particella “generale” del multipletto. Ed abbiamo lo spettro di massa dell'ottetto barionico a cui appartengono il protone p ed il neutrone n. Abbiamo lo spettro di massa dell'ottetto mesonico a cui appartengono i pioni ed i mesoni K. Abbiamo lo spettro di massa dell'ottetto antibarionico costituito dalle antiparticelle dell'ottetto barionico. Abbiamo il multipletto di 10 barioni comprendente le risonanze dominanti nella diffusione pione-nucleone. 


I barioni, gli antibarioni ed i mesoni interagiscono tutti fortemente tra loro, a differenza del fotone e dei leptoni che interagiscono invece debolmente ed elettromagneticamente. Le interazioni tra le particelle sono governate da leggi di conservazione e da principi di simmetria, tra cui la conservazione della carica elettrica totale, e del numero barionico (assegnando numero barionico nb1=+1 ai barioni, numero barionico nb2=-1 agli antibarioni, e nb3=0 a fotoni, mesoni e leptoni, allora nb1+nb2+nb3=costante). Oltre a queste leggi di conservazione valide in generale, esistono leggi valide per differenti tipi di interazioni: come la conservazione dell'ipercarica nelle interazioni forti ed elettromagnetiche, ma non rispettata nelle interazioni deboli. C'è una teoria fenomenologica dei diagrammi di simmetria, conosciuta come regola dell'otto, per mezzo della quale si possono trovare tutti i diagrammi di simmetria e ricavare pure molte informazioni sulle particelle dai diagrammi stessi. Le particelle elementari possono, in primo luogo, essere classificate in base alla statistica cui obbediscono: tutte le particelle a spin semintero sono dette fermioni (seguono la statistica Fermi-Dirac e per essi vale il principio di esclusione di Pauli, enunciato nel 1925, per il quale in un sistema legato non possono esistere due fermioni con tutti i numeri quantici uguali), mentre le particelle con spin intero o nullo sono dette bosoni (seguono la statistica Bose-Einstein). Una seconda classificazione può essere fatta in funzione delle masse delle particelle e delle interazioni alle quali esse prendono parte. Le particelle più leggere sensibili all'interazione debole sono dette leptoni e comprendono 6 particelle (più le 6 antiparticelle): elettrone (antielettrone o positone), muone (antimuone), tau (antitau), neutrino elettronico (antineutrino elettronico), neutrino muonico (antineutrino muonico), neutrino tauonico (antineutrino tauonico). Le particelle più pesanti sensibili all'interazione forte sono dette adroni (o magari hadroni) e vengono divide in due gruppi: i barioni (sono tutti fermioni, di cui fanno parte i nucleoni ed una serie di particelle strane così dette per la loro vita anormalmente lunga), ed i mesoni (così detti perché posseggono una massa intermedia tra la massa dell'elettrone e la massa del protone). Esistono poi altre particelle elementari le quali per il loro ruolo sono classificate separatamente: il fotone γ o quanto del campo elettromagnetico (antiparticella di se stessa, ugualmente fotone γ); il gravitone o quanto del campo gravitazionale g (antigravitone g); i 3 bosoni vettori intermedi W (carichi + e -), Z0, quali portatori della forza debole. Per esprimere la struttura a multipletti di carica con cui si presentano riunite le particelle (per esempio il neutrone ed il protone, ossia il mutipletto più antico, si possono pensare come stati diversi della particella nucleone del nucleo), viene introdotto un nuovo numero quantico per le particelle che interagiscono fortemente, ossia lo spin isotopico (in base al quale le particelle si suddividono in isofermioni ed in isobosoni). Nei processi forti ed elettromagnetici si ha perfetta simmetria rispetto allo scambio delle particelle con le antiparticelle, e le funzioni d'onda Ψ risultano invarianti in tale trasformazione (scambio di +e con -e) detta coniugazione di carica (elettrica). Nei processi deboli la simmetria per coniugazione di carica non viene conservata. Ci si potrebbe aspettare una maggior semplicità nelle teorie che descrivono la natura, ossia un minor numero di particelle ed un minor numero di forze (il “principio di semplicità”, utile ma non necessario sul piano logico, guida la ricerca nella formulazione delle teorie matematiche tra tutte le possibili alternative). Da questo punto di vista, negli ultimi decenni sono stati fatti molti passi avanti. La materia è costituita da due soli tipi di particelle elementari, i leptoni ed i quark, tra le quali agiscono 3 o 4 forze fondamentali. Una conoscenza della natura, capace di spiegare un atomo, come un fiore, come un organismo vivente, come una montagna, come una galassia, è un risultato comunque notevole, ma nonostante ciò potrebbe esistere (e filosoficamente certamente ce lo attenderemmo) una teoria ancora più semplice e comprensiva: una particella, una forza, un campo, ottenuto ciò unificando progressivamente la forza elettromagnetica con la forza nucleare debole, poi la forza elettrodebole con la forza nucleare forte, ed infine questa forza elettromagnetica-debole-forte con la forza gravitazionale. Nell'elettrodinamica quantistica QED, l'interazione tra due particelle cariche, avviene, od è correlata, con lo scambio di una terza particella, il fotone, priva di massa e di carica, ossia il quanto del campo elettromagnetico, bosone vettore a spin s=1. La descrizione dell'interazione tra le particelle mediante lo scambio di bosoni, evita la problematica questione di trasmissione dell'azione a distanza (ossia di come possano un corpo ed un sistema agire su un altro corpo e sistema dove essi non sono né nello spazio né nel tempo), in quanto essa è confinata a due solo eventi (ognuno “immediato”, “istantaneo” e “puntiforme”): l'emissione e l'assorbimento di fotoni, seppure tali teoria e modello presentino altri inconvenienti. Questo modello, ad esempio ed infatti, introduce una violazione nei principi della conservazione dell'energia E e della quantità di moto q, se principi enunciati deterministicamente. Se due elettroni sono fermi e fissi nel sistema di riferimento, ad una certa distanza, lo scambio del fotone dovuto alla loro attrazione elettrica, essendo esso in moto, porta a violare i principi di conservazione di q e di E, ma ricordando ed introducendo le relazioni di indeterminazione di Heisenberg, gli stessi principi di conservazione sono però rispettati secondo la meccanica quantistica. Il fotone in tal caso è detto fotone virtuale (o se vogliamo la suddetta violazione deterministica avviene in un intervallo temporale minore od uguale a quello stabilito dalle relazioni di indeterminazione di Heisenberg). 


Maggiore è lo squilibrio nell'energia E (grande ΔE, fotone d'alta frequenza e d'alta energia) e minore sarà il tempo T per cui può esistere ed in cui può avvenire lo scambio (ΔEΔT maggior-uguale h(tagliata)/2), e maggiore è lo squilibrio nella quantità di moto q (grande Δq, fotone di grande velocità e di grande quantità di moto) e minore sarà la distanza che può percorrere (Δq∆p maggior-uguale h(tagliata)/2, ed è ovvio che i processi caratterizzati da energie di interazione via via maggiori accadono entro distanze e raggi d'azione via via minori ed avvengono in tempi via via più brevi). Quindi un fotone virtuale d'alta energia E e grande frequenza ν può vivere per un tempo minore di un fotone di più bassa energia; la minima energia che una particella può possedere è la sua massa a riposo e dunque il massimo raggio d'azione di una particella virtuale è inversamente proporzionale alla sua massa come del resto visto nel precedente esempio del pione di scambio nucleare (da ciò dedurremmo per altra via che la massa a riposo del fotone è esattamente nulla, costatato che il raggio d'azione delle forza elettromagnetica è con evidenza infinito). La considerazione e la presenza di tutte queste particelle virtuali complica enormemente la struttura dell'universo, dato che il vuoto quantistico non è solo un “pieno di campi e di energia” come nella teoria classica relativistica ma pure un “pieno di massa virtuale”. Fotoni e particelle massive (anche cariche, se a coppie +/-, particella-antiparticella) possono comparire ovunque da un'oscillazione del campo quantistico, e poi scomparire secondo il principio di Heisenberg. Consideriamo un elettrone reale immerso in una nube di fotoni virtuali e di coppie elettrone-positone. Mentre i fotoni hanno una assai modesta  influenza (se non eventualmente per l'energia), le coppie -e/+e si polarizzano (nella coppia, i positoni virtuali sono attratti verso l'elettrone reale mentre gli elettroni virtuali sono respinti), per cui l'elettrone reale, a breve distanza, viene ad essere circondato da uno schermo di cariche positive. La QED afferma che la carica “nuda” dell'elettrone è maggiore di quella misurata oltre 10(elev -8) cm (che risulta il solo “residuo” tra la vera carica e la carica schermo), in realtà è assunta infinita. Un'altra conseguenza è che la costante d'accoppiamento carica-campo, o costante di struttura fine α=1/137, è tale solo se misurata oltre 10(elev -8) cm circa, laddove essa aumenta al diminuire del raggio dell'interazione. In questo mondo della QED, la rigorosa conservazione della carica elettrica e l'assenza di massa del fotone sono correlate ad un gruppo di simmetrie, nel sistema matematico che descrive l'elettrodinamica quantistica. Il gruppo matematico di simmetrie è designato con U(1) e quindi la QED è una teoria U(1), dove l'1 si riferisce al fatto che il fotone interagisce soltanto con un gruppo di particelle alla volta; il fotone non trasforma mai una particella in un'altra particella, come invece avviene con la forza nucleare debole SU(2) e con la forza nucleare forte SU(3). La teoria prevalente della forza forte è modellata direttamente sull'elettrodinamica quantistica QED, ed è denominata cromodinamica quantistica QCD, dove “cromo” indica che le forze forti non agiscono tra cariche elettriche, ma tra cariche di colore (convenzionalmente denominate cariche di colore”, ovviamente senza alcun riferimento all'ottica ed alla luce, secondo la medesima convenzione per cui i 6 tipi di quark sono chiamati “sapori” senza alcun riferimento al gusto). Ognuno dei 6 tipi di quark (i quali portano carica elettrica frazionaria rispetto a quella dell'elettrone e del protone, ossia +/-1/3, +/-2/3, o meglio per cui il protone ha carica 3 volte la carica fondamentale mentre i quark hanno carica fondamentale o 2 volte questa, positiva o negativa), può manifestarsi in uno dei 3 colori: rosso, verde, blu. Gli adroni sono composti di quark, in modo tale che i barioni sono formati di 3 quark, anche del medesimo sapore (up, down, strange, ecc.), ma con i 3 colori fondamentali ognuno differente dagli altri due (per esempio, il protone può essere composto da (u)rosso-(u)verde-(d)blu), mentre i mesoni sono formati da un quark e da un antiquark, anche di sapore diverso, ma uno di un colore e l'altro dell'anticolore corrispondente (per esempio, (u)rosso-anti(d)antirosso). 


I quanti del campo di colore, che mediano la forza forte tra quark, sono detto gluoni, bosoni esistenti in 8 varietà, tutti a massa nulla, con spin s=1 ed elettricamente neutri (non interagiscono elettromagneticamente). I gluoni sono responsabili della variazione di colore in seguito ad un processo di emissione o di assorbimento di un gluone, in quanto pure i gluoni portano carica di colore. Una notevole differenza tra QED e QCD è che la forza di colore tra due quark non aumenta al diminuire della distanza, ma al contrario diminuisce al punto da conferire ai quark la libertà asintotica (appunto cosiddetta “libertà asintotica”) all'interno degli adroni. Per tale ragione i quark non possono essere trovati liberi ed isolati al di fuori delle particelle costituenti, poiché l'energia necessaria per sciogliere il legame tra quark aumenta fino ad essere sufficiente a creare altri quark, ossia a creare altri adroni, ed allora cercando di liberare un quark da un adrone non si fa altro che produrre getti di adroni. Affermiamo che la QCD appartiene alla famiglia delle teorie di gauge e prevede come simmetrica l'invarianza rispetto alla trasformazione di colore dei quark. Diciamo che le teorie di gauge, o teorie di scala, sono una classe di teorie di campo basate sull'ipotesi che opportune simmetrie o trasformazioni, lasciando invariata la funzione lagrangiana del sistema, siano possibili sia globalmente che localmente. Il termine “gauge” è di origine inglese e significa appunto “comparatore” o “calibro” con cui si è soliti indicare l'invarianza delle equazioni di Maxwell del campo elettromagnetico rispetto a particolari modificazioni dei potenziali che generano il campo stesso, ossia sostituendo il potenziale vettore A (il cui rotore dà il campo magnetico H) col potenziale vettore A stesso sommato al gradiente di una funzione scalare arbitraria f, ed il potenziale elettrico V con V meno la derivata temporale della funzione f. Oggi tale invarianza è ampiamente utilizzata nelle teorie di gauge che, basandosi su simmetrie e supersimmetrie, cercano di unificare le forze fondamentali della natura. Una proprietà distintiva dei quark è la loro carica elettrica espressa in unità di carica dell'elettrone: i quark d,s,b, hanno carica elettrica -1/3 (gli antiquark anti(d), anti(s), anti(b), hanno carica elettrica +1/3), mentre i quark u,c,t, hanno carica elettrica +2/3 (gli antiquark anti(u), anti(c), anti(t), hanno carica elettrica -2/3); gli antiquark hanno anche carica di colore opposta a quella dei relativi quark. Abbiamo scritto che i quark si possono combinare in due modi a formare gli adroni: a triplette dei 3 colori diversi nei barioni, ed a coppie quark-antiquark nei mesoni, e tali combinazioni sono incolori (ossia gli adroni non sono sensibili alla forza o campo di colore), e hanno carica elettrica +1, 0, -1. Il protone è uud (con carica elettrica +2/3+2/3-1/3=+1); il neutrone è udd (con carica elettrica +2/3-1/3-1/3=0); il pione+ è u-anti(d) (con carica elettrica +2/3+1/3=+1). Dal fatto che gli atomi (non ionizzati) sono perfettamente neutri, deduciamo che in valore assoluto la carica dell'elettrone è esattamente uguale a quella del protone; anche la carica elettrica del neutrone è esattamente nulla. Si è ormai soliti classificare i leptoni ed i quark in 3 generazioni o famiglie, ognuna delle quali è costituita da un leptone carico, dal suo neutrino associato, e da due quark, di cui uno con carica elettrica -1/3 e l'altro +2/3. La 1° generazione o famiglia comprende l'elettrone, il neutrino elettronico, i quark d e u, e dato che ogni quark può possedere 3 colori, nella 1° generazione ci sono 8 particelle (più le 8 antiparticelle), necessarie e sufficienti per formare tutta la materia ordinaria del nostro mondo. Nella 2° generazione ci sono: il muone, il neutrino muonico, i quark s e c (ossia 8 particelle più le 8 antiparticelle)). Nella 3° generazione abbiamo: la particella tau, il neutrino tauonico, i quark b e t (ossia 8 particelle più le 8 antiparticelle); le particelle elementari della 2° e 3° famiglia si osservano quasi solo in laboratorio. Abbiamo detto che la forza forte agisce su 3 colori: risso R, verde V, e blu B, ognuno di questi rappresentato in combinazioni di cariche di colore fondamentali. Vi sono molti modi per analizzare le cariche di colore, ed il metodo qui solo accennato parte ammettendo l'esistenza di 3 tipi di cariche di colore, che denomineremo rosso meno verde (R-V), verde meno blu (V-B), e blu meno rosso (B-R); ogni carica di colore può allora avere un valore di +1/2, -1/2, o 0, ed ogni colore di quark è contraddistinto da una particolare combinazione di valori (gli anticolori associati agli antiquark si ottengono semplicemente invertendo i segni di tutte le cariche di colore). Per esempio, un quark ha carica di colore rosso se possiede una carica R-V di +1/2, una carica V-B nulla, ed una carica B-R di -1/2. Mentre la QED è una teoria U(1), dove U(1) è il gruppo di trasformazioni che possono essere applicate ad un singolo oggetto (o ad una matrice 1x1 ad un singolo elemento), ossia ancora il fotone γ (ciò significa che γ emesso da -e viene assorbito da -e, ovvero il fotone trasforma un elettrone in un elettrone, un protone i un protone, ecc.), la QCD è una teoria SU(3), dove il 3 si riferisce ai 3 colori RVB che vengono trasformati uno nell'altro dai gluoni (gluoni Gii che trasformano un quark i in un quark i, e gluoni Gij che trasformano un quark i in un quark j, con i.j=R,V,B), e la lettera S indica che la somma delle cariche di colore in ogni famiglia SU(3) è nulla ovvero tutte le combinazioni ammesse di quark (adroni) sono incolori. 


Allora SU(3) descrive un gruppo di simmetrie associato alla conservazione della carica di colore ed alla massa nulla dei gluoni. Per poter analizzare le forze deboli è necessario introdurre anche il momento angolare di spin. Tutti i 6+6 leptoni e tutti i 6+6 quark hanno spin s=1/2, e dunque due orientazioni possibili: ossia nella direzione del moto verso +x (stato destroso) e verso -x (stato sinistroso). Le particelle massicce-massive che si possono sempre fermare, invertire il verso di moto e riprendere il moto, hanno spin e stato sia sinistroso che destroso, a differenza dei fotoni e dei neutrini privi di massa e sempre in moto alla massima velocità (sono stati osservati solo neutrini sinistrosi ed antineutrini destrosi). Nella 1° generazione di particelle ci sono allora due leptoni (l'elettrone ed il neutrino elettronico) e due sapori di quark (u e d) in 3 colori; 8 particelle, dunque, che unite alle loro 8 antiparticelle, danno un totale di 16 particelle. Considerando tutti i possibili valori di spin, nella 1° famiglia esistono 30 stati di particelle ed antiparticelle che devono essere sistemate in una coerente teoria unificata. Nello stesso modo si definiscono tutte le particelle elementari della 2° e 3° famiglia. La distinzione tra gli stati di diverso comportamento è necessaria perché l'interazione debole agisce diversamente sulle componenti sinistrose e destrose. Pure la forza debole è associata ad una carica debole che è insolita poiché è assegnata in base all'orientamento: solo le particelle sinistrose e le antiparticelle destrose portano una carica debole, mentre le altre non interagendo debolmente non portano carica debole. Le cariche deboli, per esempio dell'elettrone sinistroso e dell'elettrone destroso sono diverse, e perciò tale carica, oltre a dipendere dal tipo di moto, non si conserva (invece si conserverebbe solo se i leptoni ed i quark fossero tutti privi di massa). La forza debole agisce su doppietti di particelle, e la teoria che la descrive è la teoria del gruppo SU(2), nella quale i due membri di un doppietto possono trasformarsi l'uno nell'altro. Per esempio, il neutrino sinistroso e l'elettrone sinistroso possono formare un doppietto; ad essi vengono assegnate cariche deboli rispettivamente di +1/2 e di -1/2. Il quark sinistroso u ed il quark sinistroso d formano un secondo doppietto (o 3 doppietti se si considerano i colori separatamente), con cariche deboli +1/2 e -1/2. I restanti doppietti sono formati da 4 antiparticelle destrose: il positone, l'antineutrino elettronico, l'antiquark anti(d), e l'antiquark anti(up). Dunque ogni particella sinistrosa ha carica debole opposta alla corrispondente antiparticella destrosa, mentre tutte le altre restano isolate come singoletti, con carica debole uguale a 0. Tre particelle associate alla simmetria debole SU(2) mediano le transizioni tra i membri di ciascun doppietto: W(+) con carica debole e carica elettrica entrambe +1; W(-) con carica debole e carica elettrica -1; W(0) neutra sia debolmente che elettricamente (usualmente si scrivono con i simboli delle cariche come apici, ossia W(elev 0), ecc.). La particella di scambio W(0), come il fotone γ ed i gluoni Gii, trasporta una forza tra particelle cariche senza alterarne le proprietà deboli ed elettriche, a differenza di W(+) e W(-) che trasformano i sapori delle particelle. 


Si nota che nei processi deboli ed elettromagnetici, tutte le particelle portano lo stesso valore di carica debole ed elettrica, ed inoltre la carica elettrica di una particella è invariabilmente uguale alla somma della carica debole della particella e della carica elettrica media del singoletto o del doppietto al quale la particella appartiene. Chiameremo U(1) tale carica media, ed alla simmetria U(1), estratta in questo modo dalle interazioni deboli, è assegnata una particella che chiameremo V(0), la quale come W(0) ed il fotone, non ha né carica elettrica né carica debole. Dal momento che le cariche deboli U(1) e la carica elettrica sono correlate, devono essere correlate anche le 3 particelle portatrici. Risulta che W(0) e V(0) non si osservano in natura come stati puri, ma si trovano solo in combinazione-miscela. Una di tali combinazioni di W(0) con V(0) è il fotone γ; l'altra combinazione è identificata dalla particella Z(0). Ora sia il fotone γ che la Z(0) mediano interazioni nelle quali una particella si trasforma in se stessa inalterata; il fotone però accoppia solo particelle con carica elettrica (e pertanto, essendo con massa a riposo nulla, l'interazione elettromagnetica è a raggio d'azione infinito), mentre Z(0) accoppia particelle con carica debole. Ricavando W, Z, γ, dalla medesima teoria, la forza debole e la forza elettromagnetica vengono parzialmente unificate in una teoria indicata SU(2)xU(1). Se SU(2), come SU(3) e U(1), fosse una simmetria perfetta-esatta, ci potremmo aspettare che la carica debole dovrebbe conservarsi esattamente, e le particelle W e Z dovrebbero essere prive di massa mediando un forza con raggio d'azione infinito, invece, come abbiamo visto, la carica debole non si conserva, e le particelle W e Z hanno raggio d'azione di 10(elev)-15 o 10(elev -16) cm, con massa a riposo sui 100 GeV (ossia circa 100 volte la massa a riposo del protone). La risposta alla domanda: “cosa succede alla simmetria SU(2)xU(1), e perché Z è così massiccia mentre il fotone ha massa nulla, pur essendo così strettamente correlati”, è la risposta che deve fornire la teoria elettrodebole. La risposta più accreditata è che l'interazione elettrodebole è effettivamente simmetria con particelle W-Z-γ prive di massa, mentre è piuttosto il campo o vuoto quantomeccanico che non è simmetrico. La struttura del vuoto quantistico spezza la simmetria SU(2)xU(1), attribuendo una massa ai 3 portatori di carica debole ma non al fotone. In un raggio d'azione minore di 10(elev -16) cm i bosoni vettori W,Z,γ vengono scambiati ugualmente e la simmetria è perfetta. In altre parole se vogliamo avvicinarci ad una particelle fino ad una distanza r minore di 10(elev -16) cm, dobbiamo raggiungere ed impiegare un'energia di almeno 100 GeV sufficiente per creare W e Z tanto quanto γ e di conseguenza possiamo dire che tutti i bosoni vettori sono leggeri od a massa nulla per distanza r che tende a 0. Alla distanza critica di circa 10(elev -16) cm vengono create ancora le particelle W e Z ma appaiono ben diverse dal fotone, in quanto la loro massa a riposo è vicina alle stesse energie in gioco; a distanze ben maggiori di questa distanza critica la simmetria è completamente rotta ed i bosoni W e Z possono crearsi e probabilisticamente esistere per il tempo permesso dal principio di indeterminazione di Heisenberg come particelle virtuali (ciò quando due particelle sensibili alla forza debole si avvicinano a meno di 10(elev -16) cm, scambiandosi W e Z virtuali che decadono nel tempo suddetto, ad esempio nel decadimento beta del neutrone). 


Dunque ad energie maggiori di 100 GeV, ossia su distanze minori di 10(elev -16) cm, le masse di leptoni e quark sono ugualmente trascurabili come avviene per tutte le particelle a massa nulla, l'orientamento o spin delle particelle non può mutare ma è costante (come per il fotone), e la carica debole è dunque conservata; mentre a basse energie la carica debole non si conserva, ma, come visto, può scomparire o “scomparire” nel vuoto quantistico quando una particella massiccia muta orientamento. La teoria elettrodebole, di cui stiamo scrivendo, è stata, come detto, elaborata da S. L. Glashow (il primo dei fisici a svilupparla senza però riuscire ad includervi le masse di W e Z), da S. Weinberg e da A. Salam (i quali in seguito scoprirono-inventarono indipendentemente la struttura di SU(2)xU(1) ed applicarono il concetto di rottura spontanea della simmetria in una teoria divenuta coerente). La teoria SU(2)xU(1), come si vede, è solo una parziale unificazione dell'interazione elettromagnetica e dell'interazione nucleare debole, dato che comprende ancora due forze distinte, ciascuna con il proprio gruppo di simmetrie e con la propria costante di accoppiamento, mentre il rapporto tra queste costanti è determinabile solo sperimentalmente con opportune misure; inoltre la carica elettrica è solo parzialmente quantizzata. La costruzione futura di una grande teoria unificata, non deve però essere vista come la definitiva messa a riposo dei modelli delle teorie SU(2)xU(1) e di SU(3) funzionanti, ma deve essere vista come la costruzione di una superstruttura nella quale si possono inserire più o meno naturalmente le precedenti parziali unificazioni; ma non si può non pensare che queste teorie basate sui gruppi SU(2)xU(1) e SU(3) sono pure delle posizioni di attesa verso una unificazione più avanzata di tutte le forze d'interazione conosciute. La ricerca di un modello più esteso deve iniziare con la ricerca di un gruppo matematico più ampio, il quale comprenda come gruppi componenti i gruppi SU(3) e SU(2)xU(1). 


Molti gruppi soddisfano queste necessità, ma il più piccolo di essi ed il più promettente è il gruppo SU(5), ossia il gruppo di tutte le possibili trasformazioni di 5 oggetti distinti, o di una matrice 5x5. Una teoria basata sul gruppo SU(5) è stata sviluppata da S. L. Glashow e da Howard Georgi nel 1973, e di tale teoria e di questo gruppo abbiamo parlato. Nella rappresentazione più semplice del gruppo SU(5) i 5 oggetti sono le componenti destrose del quark d in ciascuno dei colori R,V,B, la componente destrosa del positone e la componente destrosa dell'antineutrino elettronico; a ciascuna di queste 5 particelle è assegnato un valore per ciascuna delle 4 cariche indipendenti: la carica elettrica, la carica debole, e le due cariche di colore fondamentali R-V, V-B. Dunque 24 particelle intermedie forniscono tutte le possibili transizioni tra questi 5 stati della materia.  4 particelle sono: il fotone γ, Z(0), ed i due gluoni G1 e G2 (Gii ha due soli valori indipendenti), le quali tutte non mutano le particelle interagenti; delle restanti 20 particelle mediatrici, 8 sono: W(+ e -), ed i 6 gluoni Gij, le quali tutte trasformano le particelle interagenti. Con queste 12 particelle mediatrici si possono spiegare tutte le proprietà e le interazioni della materia ordinaria. Il gruppo SU(5) comprende però altre 12 particelle X (che portano carica elettrica di valore +/-1/3 e +/-4/3, carica debole, carica di colore). Tali particelle sono necessarie per raggiungere la completa simmetria: esse sono mediatrici delle trasformazioni dei leptoni in quark e dei quark in leptoni. Con altre 2 famiglie delle stesse dimensioni e struttura di questa, tutte le particelle della 1° generazione trovano posto nella teoria e non ci sono posti vuoti. Come nella distribuzione di carica di colore in SU(3), la tabella delle assegnazioni di carica nella teoria SU(5) presenta delle regolarità: per ogni tipo di carica, la somma delle cariche assegnate alle 5 particelle è 0. Osserviamo che tutte le 4 varietà di cariche vengono trasportate da almeno qualcuna delle particelle mediatici di SU(5), e dunque sono tutte necessariamente quantizzate: le cariche elettriche sonno multiple di 1/3, le cariche dei leptoni sono necessariamente correlate con le cariche dei quark, tutti gli adroni sono incolori, gli effettivi valori delle cariche sono imposti dalla condizione che la carica totale sia 0. Riguardo alle restanti particelle della 1° generazione, uno degli aspetti più eleganti della teoria SU(5) è che le sopraddette 5 particelle destrose si possono combinare a coppie per produrre una famiglia di 10 particelle sinistrose, 10 stati costituenti la più semplice rappresentazione del gruppo. Questo schema di composizione a coppie fornisce correttamente anche le transizioni possibili per ogni particella. E ciò che è ugualmente importante è che le transizioni non osservate non sono permesse dalla struttura del gruppo. La famiglia di 5 stati destrosi e quella di 10 stati sinistrosi contengono complessivamente 15 particelle. Si possono costruire altre 2 famiglie di forma leggermente diversa per sistemare le restanti 10 particelle destrose e le 5 sinistrose, che sono le antiparticelle dei 15 stati delle prime due famiglie. Quindi tutti i 30 stati elementari della 1° generazione hanno il loro posto nella teoria e non esistono posti vuoti. Rappresentazioni equivalenti delle generazioni di grado più elevato 2-3, si possono costruire sostituendo il muone e poi il leptone tau all'elettrone, il quark s e poi il quark b al quark d, e così via. Come abbiamo visto, prima abbiamo scelto il gruppo SU(5) come il più piccolo capace di comprendere sia SU(3) che SU(2)xU(1). Successivamente sono state selezionate 5 componenti destrose di particelle come membri della famiglia SU(5) più semplice, mentre le altre particelle hanno trovato posto nelle altre famiglie di SU(5). Il significato più evidente dell'unificazione SU(5) è che i leptoni ed i quark non sono più inconciliabilmente diversi, essendo ora membri di una sola grande famiglia dove avvengono trasformazioni quark-quark, quark-leptoni, leptoni-leptoni, mentre l'intensità delle forze è uguale come pure solo uguali le costanti d'accoppiamento particella-campo. Se la SU(5) è una simmetria della natura, essa appare naturalmente infranta. Con la SU(5) si può ipotizzare come dovrebbe apparire il mondo nelle varie scale di distanze e di energie; ad una distanza molto minore della scala di unificazione, l'invarianza di gauge SU(5) del modello del mondo sarebbe manifesta, tutte le costanti di accoppiamento tenderebbero a 1, i leptoni si tramuterebbero ordinariamente in quark e viceversa. A distanze molto maggiori di 10(elev -16) cm invece le particelle X non potrebbero più essere create come particelle reali, e quindi i leptoni ed i quark dovrebbero venir segregati in famiglie separate e chiuse, con possibilità solo virtuali di trasmutazione e comunicazione. Scendendo nelle distanze arriviamo a calcolare a 10(elev -29) cm (distanza questa sondabile con un'energia di 10(elev 15) Gev) la scala o distanza di unificazione, ed in 0.2 il rapporto tra U(1) e S(1) (tale rapporto misurato è molto vicino a 0.2): il calcolo è stato inizialmente eseguito da H. R. Quinn (Helen Quinn, Melbourne 1943, fisica australiana naturalizzata statunitense) e da S. Weinberg per la classe di teorie unificate che comprende anche SU(5). 


Per comprendere il valore di 10(elev -29) cm, pensiamo che se un protone venisse espanso fino ad assumere le dimensioni del Sole, la scala di unificazione forte-debole-elettromagnetica, sarebbe ancora del valore di 1 micrometro. In tale processo di unificazione, si è assunta l'ipotesi (ragionevole) che tra le distanze di 10(elev -16) cm e di 10(elev -29) cm non si incontrino altri inaspettati fenomeni e principi della fisica. Una scala di distanze alla quale è certamente possibile prevedere altri fenomeni fisici è quella di 10(elev -33) cm (4 ordini di grandezza inferiore della precedente) alla quale la forza gravitazionale acquista la stessa intensità delle altre, e dunque una teoria che descriva i fenomeni a distanze minori di 10(elev -33) cm deve essere una teoria di unificazione della forza nucleare forte, nucleare debole, elettromagnetica e della forza gravitazionale. Identicamente se un protone venisse espanso fino a raggiungere le dimensioni del Sole, la scala di unificazione della forza gravitazionale sarebbe pari a poco più del diametro dell'atomo. Le interazioni della particella X differiscono da tutte le altre poiché violano la conservazione del numero barionico, numero conservato invece separatamente nelle interazioni forte, debole ed elettromagnetica. Così la SU(5) prevede il decadimento del protone. Una possibile violazione della conservazione del numero barionico è quella di un protone che forma il nucleo di un atomo di idrogeno. Il protone è composto da quark uud con un quark per ogni colore; se due dei quark che lo compongono arrivano ad avvicinarsi ad una distanza inferiore a 10(elev -29) cm, allora una particella X viene scambiata, e per esempio un quark rosso destroso può emettere una X con carica elettrica -4/3 e cariche di colore corrispondenti al colore rosso; il quark d, avendo perso la propria carica di colore ed avendo cambiato la propria carica elettrica da -1/3 a +1 diverrebbe un positone.  La particella X potrebbe essere assorbita da un quark verde sinistroso u che si trasformerebbe in un antiquark sinistroso anti(up) di colore antiblu; il nuovo antiquark anti(up) potrebbe combinarsi con il rimanente quark u per formare un pione neutro. I numeri barionici sia del positone sia del mesone sono nulli, quindi il numero barionico totale sarebbe passato da +1 a 0... ed un protone sarebbe decaduto! La stima della vita media di un protone sarebbe almeno di 10(elev 31) anni. In un'epoca risalente a 10(elev -40) sec dal Big-bang le dimensioni dell'Universo erano comparabili con la scala di unificazione. 


L'universo con una temperatura di 10(elev 18) °K era così caldo (era, in verità, il tempo dell'era quantistica di una abbronzatura atomica) che tutte le particelle avevano energie confrontabili con la massa di X, e di conseguenza la simmetria SU(5) stava appena infrangendosi, mentre le trasformazioni quark-leptone erano possibili e frequenti come ogni altra frequente interazione: non era cioè possibile una distinzione fondamentale tra quark e leptoni, o tra le 3 forze. L'unificazione SU(5) può dare un'ipotetica risposta o giustificazione ad un'annosa ed antica domanda riguardante la prevalenza di materia sull'antimateria nel nostro universo ossia sulla maggior quantità di barioni rispetto ad antibarioni. L'ipotesi che i processi che violano la conservazione del numero barionico possono essere responsabili dell'eccesso di barioni sugli antibarioni, fu avanzata per la prima volta nel 1967 dal fisico sovietico A. Sakharov (Andrej Dmitrievic Sacharov, Mosca 1921, Mosca 1989, fisico sovietico, che studiò l'asimmetria materia-antimateria e propose alcune correzioni alla teoria della relatività, ma divenuto noto soprattutto per il suo contributo dato nel 1948-53 alla realizzazione dell'ordigno a fusione termonucleare ossia della bomba all'idrogeno sovietica, ma poi anche per la sua attività in favore dei diritti civili per cui ottenne il premio Nobel per la pace), e successivamente da Motohiko Yoshimura. Tale idea è stata poi elaborata, ed in particolare è stato dimostrato che un eccesso di barioni può nascere soltanto se i processi che violano la conservazione del numero barionico appaiono differenti se analizzati invertendo la freccia temporale. La teoria che descrive la matrice quark-leptoni e le loro interazioni è divenuta la Teoria Standard delle particelle (Modello Standard MS o Standard Model of Elementary Particles SMEP), ma perché tale modello sia matematicamente coerente, è necessario che esista il bosone di Higgs. Il modello più semplice contempla una sola particella di Higgs elettricamente neutra, mentre modelli più generali ammettono anche bosoni di Higgs carichi. La teoria prevede che l'interazione col campo o bosone di Higgs, determini la massa delle particelle del modello standard MS le cui particelle fondamentali sono quark e leptoni. Ipotizzato e teorizzato  nel suo modello da Piter Higgs nel 1964, infine le tracce di un bosone di Higgs sono state rilevate per la prima volta nel 2012 nel corso di esperimenti ATLAS e CMS eseguiti con l'acceleratore LHC presso il CERN di Ginevra. Un importante elemento unificatore è il concetto di simmetria, in quanto le interazioni tra le varie particelle sono invarianti rispetto ad un gran numero di “sottili” interscambi, come ad esempio, sostituendo ogni protone con un neutrone, e simmetrie giù generalizzate in cui gli interscambi variano da punto a punto dello spazio-tempo (come avviene nelle teorie di gauge). Introduciamo ora la teoria della supersimmetria, che serve a chiarire alcune proprietà rimaste misteriose nel modello SU(5); supersimmetria o SUSY (da SUper SYmmetry) è una teoria che individua una simmetria secondo la quale ad ogni fermione e ad ogni bosone di SU(5) corrispondono rispettivamente un bosone e un fermione di uguale massa a riposo. Allora la supersimmetria richiede che per ogni particella di SU(5) esista una particella superpartner (o spartner) con identiche proprietà, tranne che per lo spin (secondo il teorema spin-statistica) il quale invece differisce per 1/2, e dunque prevede un superpartner mediatore di campo o bosone correlato ad ogni fermione, e prevede un fermione per ogni mediatore bosone: le intensità delle forze sono uguali tra le particelle ed i loro correlati superpartner. 


I partner bosoni dei fermioni, con spin 0, vengono indicati preponendo il prefisso s- al nome del fermione; così per esempio l'elettrone con spin 1/2 ed il quark hanno partner bosonici, con spin 0, chiamati selettroni e squark; ugualmente i leptoni hanno per partner gli sleptoni (ad esempio gli sneutrini, ecc.). I superpartner fermionici dei bosoni, con spin 1/2, invece si indicano aggiungendo il suffisso -ino alla radice del nome della particella bosone ordinaria; il partner del fotone con spin 1, è il fotino con spin 1/2, del gluone è il gluino, di W e Z sono i partner fermionici wino e zino, del gravitone è il gravitino (il bosone di Higgs, di cui esistono H (con carica + e -) e 3 H(0), ha per partner fermionico l'higgsino). Elenchiamo alcune coppie particella-superparticella partner-spartner (in ordine di Particella, Spin, Partner, Spin): Elettrone, 1/2, Selettrone, 0; Quark, 1/2, Squark, 0; Neutrino, 1/2, Sneutrino, 0; Gluone, 1, Gluino, 1/2; Fotone, 1, Fotino, 1/2; Bosone W, 1, Wino, 1/2; Bosone Z, 1, Zino, 1/2; Gravitone, 2, Gravitino, 3/2. La carica associata (ossia il generatore) di una trasformazione di supersimmetria (partner-spartner) è detta supercarica Q, e tali supercariche Q sono operatori che trasformano stati di particelle bosonici in stati fermionici, e stati fermionici in stati bosonici; visto che le Q trasformano stati con spin semi-intero in stati con spin intero e viceversa, tali Q hanno carattere fermionico e pertanto sono rappresentate da operatori spinoriali; aggiungiamo che le supercariche commutano (operazione di commutazione binaria tra due grandezze in un'algebra non commutativa (qui algebra della supersimmetria o superalgebra di Lie od anche algebra di Super-Poincaré) che dà risultano non nullo ossia non fornisce l'elemento nullo) con l'operatore hamiltoniano H (energia totale del sistema) dato da [Q,H]=0, dove Q e H si indicano col cappello sopra. Con il raddoppio delle particelle elementari, la supersimmetria fornisce un meccanismo mediante il quale una sola teoria può spiegare due importanti masse (energie) che differiscono di ordini di grandezze, ossia le masse di W e Z (di circa 10(elev 11) eV), e la massa di Planck (di circa 10(elev 28) eV), quest'ultima necessaria pure per l'unificazione della gravitazione (infatti se esistessero masse dell'ordine di 10(elev 28) eV, l'intensità della forza gravitazionale uguaglierebbe le altre forze). La supersimmetria permette di calcolare le masse, e può facilmente spiegare, grazie alla gerarchia della struttura, sia i livelli energetici (approssimativamente 10(elev 9) eV) osservati negli adroni, sia i livelli energetici osservato negli atomi (approssimativamente 10 eV, tipica delle tante reazioni chimiche), ma è difficile ricorrere a tale struttura nello sviluppo di una teoria delle particelle e delle interazioni fondamentali. Ricordiamo che i livelli energetici vanno da circa 10 eV delle molecole (dissociazione o ionizzazione di un atomo), a circa 10(elev 7) eV (o circa 8 MeV) di legame o dissociazione di un nucleone, a circa 10(elev 28) eV della massa di Planck. 


La supersimmetria ha inoltre una certa “affinità” con la relatività generale RG, al punto che una teoria quantistica della gravità sembra non poter essere che supersimmetrica. La teoria supersimmetrica ha raggiunto una formulazione matematicamente coerente agli inizi degli anni '70 del '900. Se la natura è supersimmetrica devono esistere atomi composti di selettroni (bosoni con massa identica a quella dell'elettrone, occupanti un solo strato orbitale ossia un solo livello energetico) generando una struttura del sistema periodico degli elementi assai differente da quella degli atomi ordinari, e dal fatto che atomi di tal genere non siano mai stati sperimentalmente osservati, la massa del selettrone (se esiste) deve essere molto più grande di quella dell'elettrone, e quindi la simmetria è con evidenza spezzata. Il concetto di simmetria spezzata spiega bene anche le masse delle particelle della teoria elettrodebole. Un principio della supersimmetria conduce alla produzione in coppie delle particelle, le quali decadono sempre in un numero dispari di particelle supersimmetriche di cui quella a massa minima deve dunque possedere la stabilità. Si pensa che la particella di massa minima sia il fermione fotino, altri che potrebbe essere il fermione higgsino, ed allora il fotino dovrebbe essere instabile decadendo in un fotone ed in un higgsino, e con tale ipotesi i limiti che si possono imporre alle masse dello squark e del gluino sono più deboli. Elenchiamo alcune superparticelle: axino o assino (introdotta nella teoria Peccei-Quinn per spiegare i fenomeni osservati, conosciuti come problema di CP forte, tramite una particella scalare reale), monino, bino, gaugino (ipotetico superpartner di un bosone di gauge), gravifotone (previsto dalla teoria supersimmetrica con RG), graviscalare (dovuto ad eccitazione della struttura del tensore metrico con proprietà di uno scalar in 4-dim), higgsino, neutralino (composto da fotino, zino (superpartner del bosone Z) e due higgsini), smuone, spione (spartner dei pione), ecc. Abbiamo visto l'importanza del concetto di simmetria, nella teoria del campo di Higgs nelle teorie di gauge. 


Nasce una simmetria matematica quando le soluzioni di un sistema di equazioni restano inalterate anche se è stata modificata una proprietà del sistema che esse descrivono. Se tale invarianza permane a seguito di una modifica di uno stesso parametro in tutti i punti-eventi dello spazio-tempo, si può affermare che le sue equazioni presentano una simmetria globale, se invece si può modificare il parametro indipendentemente in ogni punto-evento dello spazio-tempo e la teoria resta valida, allora le equazioni presentano una simmetria locale. Il campo di Higgs, per dotare le particelle di massa (si dice che le particelle mangiano il bosone di Higgs, con quel “linguaggio dei fisici” simmetrico a quello dei siderurgici”), dovrebbe essere scalare, dato che la massa conferita alla particella non deve dipendere dal suo allineamento (spin 0), ed assumere valore ovunque costante, non nullo, anche nel vuoto. Dunque la forza che agisce tra le particelle ed il bosone scalare deve essere di tipo unico, non universale ma particolare per ogni particella, e si deve comportare dal punto di vista matematico come la “5° forza” introdotta da E. Fischbach, anche se più debole e con minor raggio d'azione. Si sa che il gravitone, il quale accoppia ogni particella dotata di massa-energia, interagendo col campo di Higgs dovrebbe generare una grandissima costante cosmologica, la quale curverebbe lo spazio-tempo riducendolo ad un oggetto di dimensioni di circa 1 metro. Si è ipotizzato che il vero vuoto, senza il campo di Higgs, abbia curvatura negativa di modulo circa uguale a quella positiva introdotta dal campo di Higgs, e questo appiattisce molto lo spazio-tempo compatibilmente con le osservazioni. Per risolvere alcune questioni, sono stati pure introdotti altri campi di Higgs, perché con un solo campo, per esempio occorrerebbe accettare l'incredibile scomparsa della costante cosmologica. Per spiegare in modo elegante certe simmetrie dell'attrazione forte, è stata pure proposta l'introduzione di un secondo campo di Higgs che prevedeva una nuova, e forse leggerissima, particella detta assione, ma mai rivelata. Però l'introduzione di altri campi di Higgs crea difficoltà alla teoria standard SU(5), nella quale se il vuoto contiene due soli bosoni di Higgs, essi si accoppiano con differente intensità con particelle differenti, ed allora i quark, attraverso un nuovo insieme di bosoni vettori, possono trasformarsi in leptoni. La ragione storica dell'introduzione del bosone di Higgs, per conferire coerenza al modello standard, non aveva nulla a che vedere con il problema delle diverse masse, che emerse invece in seguito da un filone di teorie per costruire modelli meglio rispondenti alla realtà. 


In tale ricerca emerse anche l'essenza del modello coi bosoni W, e la successiva inclusione dell'interazione elettromagnetica. In seguito S. Weinberg sostituì la parte del modello che si riferiva alle masse delle particelle con il meccanismo di produzione di massa di Higgs; poi avvenne l'introduzione dei quark negli anni '60. Si prese in considerazione una classe generale di teorie, le teorie di Yang-Mills, di cui il modello standard SU(5) è un caso particolare, perché risultò fondamentale per la comprensione delle interazioni deboli, secondo l'approccio col filone più astratto delle “teorie matematiche”. Consideriamo la teoria Higgs come una struttura composita per supporre che particelle fondamentali, quali quark e leptoni, siano in realtà strutture composite formate da particelle più elementari, dando vita alla teoria di un 6° livello strutturale. Il successo di modelli compositi nel prevedere i livelli energetici di atomi e nuclei fa pensare che si possa prevedere anche la massa scendendo ad un livello di struttura più profondo, e proprio alla ricerca di una struttura di livello più elementare potrebbe condurre la teoria del campo di Higgs. Abbiamo visto che specifiche proposte di molte teorie dei campi sia per le interazioni deboli che per le interazioni forti, che per la loro unificazione, hanno avuto molto meno successo. In particolare nello studio dell'interazione forte un grosso problema (che non ha permesso la risoluzione di molte equazioni di campo) è stato quello per il quale lo schema di successive approssimazioni su cui sono state basate le previsioni della QED non funziona. Il grande successo della teoria QED è senz'altro dovuto alla favorevole circostanza data dalla piccolezza della costante di accoppiamento particella-campo (o costante di struttura fine), ossia l'intrinseca debolezza delle interazioni elettromagnetiche (per cui l'analogia dello schema classico delle palle da biliardo cariche interagenti in un campo di bassa densità d'energia, rispetto alle masse a riposo, ha potuto fare da guida); le difficoltà insite in QCD sono poi state riversate nelle teorie di grande unificazione (quale SU(5)). 


Comunque, come abbiamo visto a proposito delle scale o distanze di unificazione, alla teoria quantistica dei campi si possono muovere obiezioni più gravi, anche di carattere epistemologico. Si può infatti obiettare, che molti concetti non hanno significato operazionale, come per esempio, in alcuni casi, con quale tecnica misurare i campi stesi. Inoltre quale significato assegnare ad un campo in una regione, diciamo di 10(elev -100) cm, o di 10(elev -1000) cm, o magari di 10(elev -10(elev 6)) cm?, che una teoria di campo deve comunque contemplare. Se, nonostante ciò, si continua ad usare le coordinate spazio-temporali continue descriventi un campo in ogni punto dello spazio xyz ed in ogni istante di tempo t, si fa la medesima approssimazione dei modelli della fisica classica che descrive i campi nella materia uniforme, ignorando opportunamente ed “opportunisticamente” che in realtà la materia possiede una struttura atomica, e che pure i campi scendendo dai livelli macroscopici a quelli via via più microscopici hanno comunque un'origine atomica localmente molto non uniformi mentre ai livelli superiori si considera un “calmo e rassicurante” campo di valor medio. Citiamo anche il tentativo, portato avanti nel 1943 da W. Heisenberg su tali tipi di ipotesi, di formulare la cosiddetta teoria della matrice S delle interazioni tra particelle, nella quale egli considerò solo concetti di immediato significato operazionale, seguendo lo stesso cammino che nel 1925 lo portò alla meccanica delle matrici. Abbiamo detto che secondo la concezione classica, tutti gli oggetti fisici, comprese le particelle elementari, si comportano come corpi rigidi (o come “proiettili” solidi) sotto l'azione di una o più forze fondamentali, e per i fenomeni operanti su scala macroscopica (ed astronomica), tale concezione soffre insensibilmente delle leggi quantistiche come ad esempio il principio di indeterminazione di Heisenberg. Storicamente la più grave carenza teorica e sperimentale della fisica classica, come abbiamo detto ben mostratasi al tramonto dell'800, era la sua completa incapacità a spiegare la struttura e lo spettro atomico (in realtà, abbiamo detto che i problemi di incoerenza nella rappresentazione classica erano tre ossia le dimensioni e stabilità degli atomo DSA, l'effetto fotoelettrico EF e la radiazione di corpo nero RCN). Gli esperimenti eseguiti dimostravano che gli atomi emettevano luce in righe spettrali discrete e caratteristiche (ossia a ben precise frequenze discrete all'interno di uno spettro continuo oscuro), mentre secondo la teoria classica (teoria di Newton e teoria di Maxwell), un atomo dovrebbe emettere luce di tutte le frequenze in quanto gli elettroni orbitanti intorno al nucleo, devono muoversi a spirale con accelerazione crescente (e derivate temporali delle grandezze di moto crescenti), in verità cadendo sul nucleo e reagendo coi protoni, per cui la materia atomica che conosciamo non dovrebbe neppure esistere od almeno essere instabile decadendo in tempi di nanosecondi appena creata. La meccanica quantistica, con l'introduzione delle onde stazionarie corrispondenti a stati di moto stabili degli elettroni (dovuti alla quantizzazione dell'energia e della quantità di moto esistenti adesso in pacchetti o quanti finiti), e con la possibilità di effettuare transizioni da un livello energetico ad un altro livello la cui differenza di energia determina l'emissione (o l'assorbimento) di un fotone di corrispondente frequenza o riga dello spettro, risolse tale problema, in un primo tempo con la teoria ondulatoria S di Schrodinger. All'alba dell'era quantistica, nel 1926, quando erano appena nate la meccanica delle matrici e la meccanica ondulatoria, Oscar Klein (1894-1977) volle stabilire se la meccanica quantistica fosse o meno compatibile con la teoria 5-dim di Kaluza. 


A tale scopo Klein formulò una teoria dell'equazione di Schrodinger in 5 variabili ed arrivò a dimostrare che le soluzioni si potevano interpretare come onde propagantesi in campi gravitazionali  ed elettromagnetici dello spazio-tempo ordinario 4-dim. Tutte le teorie che tentano l'unificazione delle 4 forze fondamentali (elettromagnetica, nucleare debole, nucleare forte, gravitazionale) in uno spazio a più di 4-dim, si chiamano teorie di Kaluza-Klein K-K. La teoria originaria di Kaluza e di Klein, per unificare l'elettromagnetismo con la gravitazione, era 5-dim, ma non sappiamo se la 5° dimensione era interpretabile fisicamente o era un semplice simbolo matematico dello spazio-tempo e dell'equazione (anche se abbiamo già affermato, che col procedere del pensiero matematico verso livelli sempre più alti di astrazione, diviene pure sempre più “illusorio” o “metafisico” voler considerare una teoria come una teoria matematica applicata alla fisica, anziché ritenerla “immediatamente” realtà fisica tutt'uno con la sua espressione matematica, essendo questo anche uno degli obiettivi del presente libro), ma l'incorporazione della realtà quantistica fece propendere per una loro stretta interpretazione fisica. Per esempio, in campo geometrico, si consideri una retta (infinita, e numerica) ad ogni punto-numero della quale sia associato in cerchio col suo piano ad essa normale, allora la struttura risultante sarà di tipo cilindrica di lunghezza indefinita: ossia una retta unidimensionale ed una circonferenza unidimensionale generano un cilindro bidimensionale. Analogamente generiamo una struttura 4-dim (poiché sono necessarie 4 coordinate per definirla), partendo da un piano bidimensionale (2-dim) e dalla superficie di una sfera bidimensionale (2-dim), associando una sfera ad ogni punto del piano. Uno spazio 5-dim si può intendere come la struttura generata da un cerchio e da un ordinario spazio-tempo 4-dim (associando un cerchio ad ogni punto di tale spazio-tempo); una possibile struttura 6-dim si può generare partendo da uno spazio-tempo 4-dim associando ad ogni punto xyzt una sfera bidimensionale. Possiamo ora meglio comprendere, geometricamente e fisicamente, perché la 5° dimensione dello spazio-tempo di Kaluza, pur essendo reale, potrebbe non essere osservabile-osservata, ricorrendo al principio di indeterminazione di Heisenberg: maggiore è l'energia utilizzata per sondare una regione di spazio-tempo e più piccola più essere tale regione (regione in ogni punto “racchiusa” entro il suo raggio d'azione asintoticamente decrescente andando all'infinito e descritta dalla sua 5° coordinata). 


Ora se le nostre massime energie oggi producibili sono molto inferiori all'energia corrispondente alle dimensioni di penetrazione necessarie, ossia se la massa-energia delle particelle che produciamo per illuminare il cerchio o la sfera (associati questi ai punti del piano) non sono sufficienti, non avremmo certo esplorato ed osservato da 5° dimensione, potremmo dire in ogni punto dimensione “arrotolata” su se stessa come una circonferenza od una superficie sferica, ma avremmo solo “distribuito” la funzione d'onda ψ(x,y,z,w,t) sopra la sfera (come col suo valor medio) senza risolverla. Si potrebbe dedurre l'esistenza della 5° dimensione osservando la funzione d'onda stazionaria ψ(x,y,z,w) sulla circonferenza del cerchio cui corrisponderà una particella di massa-energia tanto maggiore quanto più piccola è la lunghezza d'onda (legata alla dimensione lineare della regione, essendo la massa m proporzionale all'inverso della lunghezza d'onda λ, ossia m=1/λ in unità fondamentali quantistiche); se l'onda, oltre che stazionaria, è di ampiezza costante allora la particella in questione avrà massa nulla (raggio d'azione infinito). Nella teoria la prima particella massiva è quella la cui lunghezza d'onda è pari alla lunghezza della circonferenza della 5° dimensione, la seconda particella massiva ha lunghezza d'onda metà della precedente (semicirconferenza, ossia prima armonica) e ha massa doppia della prima, e così via per le armoniche superiori (legate al numero intero di oscillazioni contenute in quella circonferenza). Un'ipotesi di Kaluza ci permette di stimare la massa della particella più leggera; dovendo infatti unificarsi gravità ed elettromagnetismo, essa è la massa che ha pure una carica elettrica inversamente proporzionale alla lunghezza della circonferenza. E dovendo la carica essere multipla della carica dell'elettrone, ipotizzando ciò, se ne può calcolare la massa: ne risulta allora una massa 10(elev 16) volte quella del protone (come dire circa la massa di 10 mila batteri). Particelle così massicce-massive potrebbero essere state prodotte solo in prossimità del Big-bang, ed in gran parte oggi sarebbero decadute (maggiore è la massa e maggiore sarà l'instabilità e minore il tempo di vita media); solo la particella a massa nulla potrebbe essere rivelata con certezza, se esistesse, (anche se per sottili effetti quantomeccanici potrebbe aver acquisito una massa finita). 


Sotto la medesima ipotesi, la circonferenza del cerchio della 5° dimensione avrebbe un valore di circa 10(elev -30) cm (un acceleratore di particelle basato sulle attuali tecnologie dovrebbe possedere un diametro di alcuni anni-luce per risolvere od illuminare una regione di spazio di 10(elev -30) cm). Dopo i progressi dovuti a O. Klein, A. Einstein, ed a W. Pauli, successivi agli studi di Kaluza, la teoria di grande unificazione basata sull'idea originaria di Kaluza si arenò fino alla fine degli anni '70 del '900, cioè fino alla ripresa di una proposta del 1918 di Hermann Weyl (Hermann Klaus Hugo Weyl, Elmshorn 1885, Zurigo 1955, matematico, fisico e filosofo tedesco, nonché pensatore influente del XX sec), il quale sostiene che la descrizione di una forza non viene alterata da una qualsivoglia modifica delle scale di lunghezza dei regoli o calibri o delle scale temporali degli orologi, cioè degli strumenti di calcolo-misura nei vari punti dello spazio-tempo. Come sappiamo tale principio è l'invarianza di gauge (termine che significa misura, misuratore, capacità, campione, stimatore o calibro). Tutte le teorie di questo tipo sono dette teorie di campo di gauge o teorie di gauge. La teoria di H. Weyl, non fornendo però una corretta interpretazione della gravità, fu abbandonata, anche se il concetto di campo e di invarianza di gauge ha avuto un notevole successo nelle teorie di grande unificazione. Nel 1954 C. N. Yang (Hefei 1922, fisico cinese naturalizzato USA) e Robert L. Mills (Robert Laurence Mills, Englewood 1927, Charleston 1999, fisico statunitense) hanno sviluppato una classe di teorie di gauge, le teorie di gauge non abeliane, che costituiscono una generalizzazione della teoria elettromagnetica di Maxwell, dove ha particolare importanza la teoria dei gruppi di simmetria; come ad esempio il gruppo di simmetria SU(2) della teoria nucleare debole, invariante per rotazione rigida di una sfera attorno a qualsiasi suo asse. Due teorie di gauge non abeliane sono la teoria elettrodebole SU(2)xU(1) di S. Weinberg, A. Salam, J. C. Ward (John Clive Ward, London 1924, Victoria Canada 2000, fisico inglese-australiano, noto per aver introdotto Ward-Takahashi identity o Ward Identity, e molto apprezzato da Andrei Sakharov), con contributi di P. Higgs e di S. L. Glashow, la cromodinamica quantistica QCD e le teorie di grande unificazione come SU(5). L'unificazione anche della gravitazione porta ad una teoria che richiede da 10 a 500 bosoni vettori intermedi (ciò dipende dalla particolare versione adottata), in quanto le sue teorie componenti richiedono: l'elettromagnetismo 1 bosone vettore (fotone), la forza nucleare debole 3 bosoni vettori (W(+,-), Z(0)), la forza nucleare forte 8 bosoni (gluoni G1, G2, Gij con ij=R,V,B), e la gravitazione 1 bosone intermedio (gravitone). Uno schema teorico di Kaluza-Klein K-K per tale teoria richiederebbe un numero di dimensioni (inosservate perché “locali-arrotolate” su piccola scala) maggiori di 5, ossia richiederebbe, oltre allo spazio-tempo, altre dimensioni in numero maggiori di 5. 


Come già scritto, i tentativi di inserire le forze deboli e forti in una teoria K-K comportano problemi di determinazione delle dimensioni addizionali dello spazio-tempo, della spiegazione delle particelle osservate, e problemi di bosoni e soprattutto di fermioni che non si possono ricavare da un campo gravitazionale bosonico ma soltanto aggiungendo uno o più campi fermionici alla teoria con le relative dimensioni addizionali portando così ai fermioni sperimentalmente osservati nel cronotopo. Tra le teorie di Kaluza-Klein K-K, una teoria, nella quale il numero di campi fermionici e delle dimensioni dello spazio sono fissati naturalmente dalla struttura stessa della teoria, è denominata supergravità, un'estensione della relatività generale RG, dove bosoni e fermioni sono descritti sullo stesso piano; come detto, nella teoria supersimmetrica della gravità ogni fermione ha un partner bosonico, ed ogni bosone ha un partner fermionico. Tale teoria sembra essere valida fino a n=11 dimensioni (e non oltre), ed inoltre E. Witten (Edward Witten, Baltimora 1951, matematico e fisico statunitense, professore all'Institute for Advanced Study, e fondatore della Teoria M) ha dimostrato che alle 4 dimensioni xyzt del cronotopo si possono aggiungere almeno altre 7 dimensioni nascoste per includere nella teoria K-K le forze forte, debole ed elettromagnetica. Inoltre mentre per un numero di dimensioni minore di 11 esistono varie versioni della supergravità, una teoria della supergravità a 11 dimensioni è invece unica. Per una teoria di Kaluza-Klein sono necessari un campo gravitazionale che dia origine ai bosoni, un altro campo bosonico che produca la compattazione od “arrotolamento” delle dimensioni nascoste, un campo fermionico che produca i fermioni osservati, e la versione della supergravità a 11 dimensioni prevede tutte e sole tali condizioni, ed in particolare richiede che 7 delle 11 dimensioni siamo “microscopicamente” nascoste (od in alternativa, 4 delle 11 dimensioni). Le soluzioni delle equazioni della supergravità danno origine a (o hanno origine da) una struttura dello spazio-tempo generata da uno spazio-tempo 4-dim e da una microscopica superficie chiusa 7-dim; il gruppo di simmetria di ciascuna superficie corrispondente ad una soluzione delle equazioni, determina la teoria di gauge non abeliana che si deve unificare alla gravità. Successivamente, l'analisi delle configurazioni ondulatorie stazionarie complesse, consentite da ognuna delle superfici chiuse 7-dim (di cui si considera o la struttura più simmetrica, ossia la sfera 7-dim, oppure un insieme di superfici aventi il gruppo di simmetria necessario per la forza forte-debole-elettromagnetica), determina le masse delle  particelle previste nell'ordinario spazio-tempo 4-dim. Le soluzioni della sfera 7-dim e le soluzioni del secondo caso comportano difficoltà circa la chiralità dei fermioni (la chiralità è determinata dell'orientamento dello spin del fermione rispetto alla direzione ed al verso del moto), prevedendo lo stesso numero di neutrini destrosi che neutrini sinistrosi (questi gli unici in realtà osservati);  la grande curvatura dello spazio a 4-dim del cronotopo (tale problema cosmologico, nelle teorie K-K non basate sulla supergravità, si evita introducendo nelle equazioni una costante, detta costante cosmologica, il cui effetto è quello di cancellare la curvatura dello spazio-tempo); ed infine il problema quantistico delle grandezze infinite. Una teoria che affronta soprattutto il terzo problema è la teoria della supercorda, che prevede uno spazio-tempo a 10 dimensioni, ed alcune attraenti proprietà della supergravità. 


In una teoria della corda le particelle, rappresentate da un elemento corda a tensione variabile (invece che da un corpuscolo a simmetria sferica), sono associate ai moti vibrazionali di una corda unidimensionale in uno spazio pluridimensionale. Il numero delle particelle è infinito (ossia sono quante sono le configurazioni d'onda stazionarie possibili di una corda), anche senza la compattazione delle dimensioni aggiuntive, come invece avviene nella teoria della supergravità e legate al numero di configurazioni ondulatorie sulla circonferenza della 5° dimensione, nella teoria 5-dim di Kaluza. Il problema è più complesso che non nella supergravità a 11-dim, in quanto le proprietà delle superfici 6-dim richieste dalla teoria della supercorda sono matematicamente più difficili delle proprietà, per esempio, delle sfere 7-dim. Vediamo che tra le forze della natura la gravità sembra occupare un posto particolare, infatti potremmo forse dire che tutte le altre forze, come l'elettromagnetismo, agiscono nello spazio-tempo, il quale svolge una funzione di riferimento, mentre la gravitazione costituisce una deformazione, una curvatura, dello spazio-tempo stesso. Le teorie che percorrono la strada della quantizzazione della gravità, mostrano le particolarità della forza gravitazionale. Accade che tutti i fenomeni quantomeccanici della forza gravitazionale siano confinati in una scala molto piccola, come Max Planck fece già notare per primo. Egli, tra l'altro, notò che combinando la sua costante d'azione elementare h con la velocità della luce c (della RR) e con la costante di gravitazione di Newton g, si otteneva un sistema assoluto di unità di misura (ed oggi tali unità forniscono la scala della gravità quantistica). Per esempio l'unità di lunghezza di Planck lp=radice quadrata (h(tagliata)g/c(elev 3))=1.61x10(elev -33) cm (più esattamente 1.616199256x10(elev -35) m nel 2006-10, ed è inferiore di 25 ordini di grandezza rispetto al diametro atomico) e sta alle dimensioni nucleari come un nostro oggetto di tutti i giorni sta alle dimensioni di una galassia; è la più piccola lunghezza significativa che oggi si possa pensare. L'unità di tempo di Planck tp=radice quadrata (h(ragliata)g/c(elev 5))=5.36x10(elev -44) sec (più esattamente 5.39121x10(elev -44) sec, e dato che l'età attuale stimata dell'universo è 4.36x10(elev 17) sec allora tale età è circa 8.09x10(elev 60)tp); è il più breve intervallo di tempo significativo che oggi si possa pensare. Per risolvere queste unità naturali quantistiche di distanza e di intervallo temporale, con le attuali tecnologie, sarebbe necessario un acceleratore di particelle del diametro di una galassia. La gravità quantistica essenzialmente fonde tre teorie: la teoria della relatività ristretta RR, la teoria della relatività generale RG, e la teoria della meccanica quantistica MQ. Sappiamo che nella teoria einsteiniana, la conformazione e la curvatura dello spazio-tempo sono prodotti dalla distribuzione della massa energia, come abbiamo più volte detto, e la relazione tra la quantità di materia ed il valore di curvatura è teoricamente semplice, ma richiede per il calcolo 20 funzioni delle coordinate di un punto-evento dello spazio-tempo per descrivere la curvatura in quel punto: 10 funzioni di queste 20 funzioni corrispondono ad una parte della curvatura che si propaga liberamente sotto forma di onde gravitazionali od “oscillazioni di curvatura”, mentre le altre 10 funzioni sono determinate dalla distribuzione della massa, della quantità di moto, del momento angolare, e dalle tensioni interne alla materia, nonché dalla costante di gravitazione universale g di Newton. Con riferimento alla densità di massa incontrata sulla Terra, la costante universale g ha un valore davvero piccolo (è necessaria una massa di dimensioni stellati per curvare sensibilmente lo spazio-tempo o cronotopo); l'inverso 1/g può essere considerato ed assunto come una misura della rigidità o “rigidità” dello spazi-tempo... ed intorno ad una massa come la massa della Terra lo spazio-tempo è molto rigido, dato che la massa della Terra induce una curvatura che è grossomodo circa 1 miliardesimo della stessa curvatura della superficie terrestre (il “raggio di curvatura” dello spazio-tempo nei pressi della superficie terrestre è molto approssimativamente di 6.4x10(elev 15) m ossia 6400 miliardi di Km, ed agli effetti locali, dato che è trascurabile, lo si può ritenere infinito senza necessità dunque di alcuna “correzione” al teorema di Pitagora TP). 


L'effetto della curvatura dello spazio-tempo su un corpo in movimento è spesso illustrato da un modello nel quale una sfera rotola su un foglio di gomma perfettamente elastico, infinito e di spessore “infinitesimale” con superficie rigata a righe equidistanti e mutuamente perpendicolari. Tale modello non è esatto, poiché considerando la sola curvatura spaziale, tralascia la più importante curvatura temporale (tale errore diverrebbe sempre più evidente se viaggiassimo a velocità sempre più prossime a quelle della luce rispetto ad un fissato riferimento), in quanto noi viviamo inevitabilmente nello spazio-tempo 4-dim. Nonostante lo spazio-tempo intorno a noi, nel quale saremmo immersi, sembri intuitivamente euclideo, ed euclidea sembrerebbe la geometria giusta per rappresentalo, possiamo però visualizzare meglio il valore della sua curvatura col seguente semplice esperimento. Dal suolo lanciamo una palla in aria (trascurando gli effetti dell'attrito dell'aria), e se la palla rimane in aria 2 sec essa descrive un arco alto circa 5 m, ora nell'intervallo di tempo di 2 sec la luce compie il tragitto lineare di 600 mila Km (ad esempio la traiettoria di andata e ritorno dalla Luna); se stendiamo la gittata dell'arco alto 5 m per 600 mila Km, esso darà approssimativamente il valore della curvatura dello spazio-tempo intorno alla Terra (misurando una deviazione massima di 1 su 1.2x10(elev 8) rispetto alla retta euclidea). Un modello di Universo importante venne proposto nel 1922 da A. A. Friedmann, nel quale qualsiasi sezione traversale spaziale a 3-dim dello spazio-tempo ha un volume finito e ha una topologia di una trisfera, uno spazio che può essere immerso in uno spazio euclideo 4-dim in modo tale che tutti i suoi punti siano equidistanti da un punto dato. Il modello è stato preferito dai cosmologi dal momento in cui Edwin P. Hubble (1889-1953) scoprì l'espansione incessante dal Big-bang dell'universo. Combinando la teoria della relatività RG con modello di Friedmann, si arriva infatti alla deduzione di un momento iniziale di compressione infinita e di Big-bang (punto limite che non appartiene alla serie temporale). 


Lo spazio-tempo di Friedmann è semplicemente connesso e descrive bene l'universo in una regione limitata di alcuni miliardi di anni-luce, mentre l'intero universo non può essere tale: un universo molteplicemente connesso è per esempio quello la cui struttura geometrica è ripetuta uguale indefinitamente. Un altro esempio di struttura molteplicemente connessa è il wormhole (ossia cunicolo, galleria di tarlo, buco di verme, ma potremmo chiamarlo anche ponte spazio-tempo di Einstein-Rosen) introdotto nel 1957 da J. A. Wheeler (John Archibald Wheeler, Jacksonville 1911, Hightstown 2008, fisico statunitense). Si può costruire un cunicolo bidimensionale praticando due aperture circolari in una superficie bidimensionale e congiungendone i bordi con un tubo; in 3-dim vale lo stesso ragionamento seppure sia più difficile la relativa visualizzazione. Dal momento che un cunicolo può unire due regioni A e B molto lontane tra loro, rese però vicinissime dal passaggio nel tunnel-cunicolo, questo è diventato una struttura comune nella letteratura e nel cinema di fantascienza quale mezzo di trasporto (“veloce e privilegiato”) da A a B (ma ciò che il cunicolo in verità collega sono due buchi neri e qualunque cosa che vi entri non ne può uscire, ovvero il tunnel si restringe indefinitamente da A a B, mentre il tempo si allunga indefinitamente, ed ogni oggetto entrante viene compresso fino ad una densità tendente ad infinito). Sappiamo che combinando RG con MQ, ad ogni particella è associato un tipo di campo, ed ogni campo è associato ad una classe di particelle. Nella fisica classica uno spazio-tempo euclideo (piatto) e vuoto (ossia il vuoto classico, il “vuoto” per eccellenza) è privo di strutture, mentre nella fisica quantistica il nome di “vuoto” è assegnato ad un'entità più complessa dotata di una ricca struttura che deriva dall'esistenza nel vuoto di campi liberi che non si annullano mai. Un campo elettromagnetico libero è matematicamente equivalente ad un insieme (infinito) di oscillatori armonici, i quali nel vuoto classico si trovano nel loro stato fondamentale (ossia ad energia minima) ed immobili o fissi. Invece nello stato fondamentale un oscillatore quantomeccanico non ha definite esattamente con precisione classica né posizione p (classica) né quantità di moto q (classica): esse fluttuano (Δp e Δq) in accordo con le relazioni di indeterminazione di Heisenberg. Dunque i campi quantistici (come il campo elettromagnetico quantizzato od il campo elettrodinamico di QED) sono perennemente in oscillazione casuale (entro quei limiti probabilistici), ma rispettanti le leggi di relatività ristretta RR per cui gli osservatori inerziali misurano i medesimi parametri (e ciò implica che i campi siano in media nulli, con ampiezze tanto maggiori quanto minori sono le lunghezze d'onda). Tali oscillazioni quantistiche non servono a determinare la velocità  dell'osservatore, bensì a determinare la sua accelerazione. Nel 1976 W. G. Unruh (William George Unruh, Winnipeg 1945, fisico canadese, il quale descrisse l'ipotetico effetto di Unruh appunto nel 1976) dimostrò che un ipotetico rivelatore-rilevatore di particelle sottoposto ad un'accelerazione costante (tipica di un campo gravitazionale), reagirebbe alle oscillazioni o fluttuazioni del vuoto come fosse in quiete in un gas di particelle (quindi non nel vuoto) con una temperatura proporzionale all'accelerazione. 


L'associazione della temperatura T (°K) all'accelerazione a (m/sec quadro), ha condotto ad una nuova definizione di vuoto, tra le diverse definizioni. Un semplice vuoto si può creare ripetendo, in un contesto però quantistico, l'esperimento teorico di Einstein: un montacarichi chiuso adiabatico (termicamente isolato) e vuoto (non contenente alcuna particella) con pareti di conduttore perfetto, viene portato ad accelerazione costante in avanti, in modo tale che un'onda elettromagnetica venga emessa dal pavimento, rimbalzi più volte parate-parete, ed infine sia totalmente assorbita dalle pareti e trasformata in fotoni con spettro energetico termico (ossia radiazione di corpo nero ad una certa temperatura T). Ora il montacarichi contiene un gas di fotoni estraibili con un refrigeratore con radiatore-scambiatore di calore posto all'esterno e con un certo consumo energetico esterno, fino ad ottenere, avendo estratto tutti fotoni, un nuovo vuoto all'interno che risulterà diverso dal vuoto standard all'esterno, sia per contenuto di energia, sia perché un rivelatore di Unruh accelerato come il montacarichi che reagirebbe alle fluttuazioni del campo esterno, all'interno non darebbe segni di vita. Volendo definire l'energia del vuoto (equivalente al vuoto classico), abbiamo detto che un campo libero equivale ad un insieme infinito di oscillatori armonici quantistici nello stato fondamentale, che danno al campo un'energia residua od energia di punto zero. Essendo il numero di oscillatori quantistici infinito ognuno di energia finita, sembrerebbe dover essere infinita anche l'energia, problema trattato con tecniche di rinormalizzazione. Tali tecniche applicate ai vati tipi di vuoto, danno un'energia nulla all'esterno ed un'energia negativa all'interno (insignificantemente piccola anche per grandi accelerazioni): cosa significa un'energia nulla? Bisogna osservare che devono essere aggiunti fotoni termici all'interno (in quantità tali da riportare a 0 l'energia) perché un rivelatore di Unruh si comporti all'interno come all'esterno. Ricordiamo però l'effetto previsto nel 1948 da H. B. G. Casimir (Hendrik o Henk Brugt Gerhard Casimir, L'Aia 1909, Heeze-Leende 2000, fisico e matematico olandese, che lavorò anche nei laboratori di ricerca Philips in Olanda, noto per la scoperta dell'effetto Casimir e per i suoi risultati sui gruppi di Lie, oltre ad aver collaborato con Bohr a Copenaghen e con Pauli a Zurigo), ottenuto affacciando vicine nel vuoto due lastre o lamine metalliche microscopicamente piane e scariche, la quali si attirano debolmente con una forza attribuibile ad una densità di energia negativa nel vuoto (ossia dovuta alle fluttuazioni quantistiche, da non confondere ovviamente e tener ben separata dall'attrazione gravitazionale proporzionale alla costante g; poi l'effetto Casimir fu sperimentalmente verificato nel 1996 da Steven Lamoreaux all'Università di Washington in Seattle). Se lo spazio-tempo è curvo, la non uniforme distribuzione spaziale delle fluttuazioni quantistiche, come fa l'accelerazione, induce un'energia non nulla nel vuoto, positiva in alcuni punti e negativa in altri punti. Un aumento di energia del vuoto provoca una maggior curvatura dello spazio-tempo, il quale si oppone a tale curvatura. Nel 1967 A. Sakharov avanzò l'ipotesi che la forza gravitazionale fosse un effetto puramente quantistico dovuto all'energia del vuoto quantomeccanico, e che la costante g di Newton, ossia la rigidità dello spazio-tempo 1/g, fosse dunque calcolabile direttamente dai fondamenti della fisica quantistica, anche se difficoltà riguardanti la sostituzione del campo gravitazionale con un campo di gauge di grande unificazione e l'introduzione di una massa fondamentale per definire una scala assoluta di unità (dunque la sostituzione di una costante fondamentale con un'altra costante fondamentale), fecero arenar l'idea. 


La dipendenza della massa-energia dal vuoto conduce però ad una teoria più complessa della teoria della relatività generale RG. Il vuoto classico potrebbe definirsi come lo stato di equilibrio termico alla temperatura di 0 °K, mentre il vuoto quantistico è analogo purché la temperatura sia stazionaria. Quando la curvatura è variabile, ovviamente non siamo più nel vuoto quantistico, e possono prodursi particelle, come quando un oscillatore quantistico, dallo stato di oscillazioni di punto zero, passa ad uno stato eccitato (eccitazione parametrica), e ciò equivale alla produzione di particelle. Si può calcolare statisticamente la distribuzione di energia E e di quantità di moto q nella produzione di particelle, che sarà massima dove la curvatura massima cambia più rapidamente: la produzione di particelle allora dovette essere grande al Big-bang e potrebbe spiegare tutta la materia osservata (tali calcoli furono inizialmente effettuati da Y. B. Zel'dovich (Jakov Borisovic Zel'dovic, Minsk 1914, Mosca 1987, astronomo e fisico sovietico, che ha fornito importanti contributi nello studio dell'adsorbimento, della catalisi, delle onde d'urto, della fisica nucleare, della cosmologia e della relatività generale, ma noto pure per il suo apporto nello sviluppo degli armamenti nucleari URSS) e da L. E. Parker). Un altro momento di grande produzione di particelle è al collasso di una stella di massa tale da dare origine ad un buco nero, come dimostrò nel 1974 Stephen W. Hawking: la produzione di particelle radianti (le quali sono statisticamente incorrelate e con spettro energetico termico) continua per lungo tempo anche dopo che il buco nero è divenuto quiescente, data l'enorme dilatazione dei tempi vicino all'orizzonte degli eventi. Il carattere di corpo nero della radiazione consente di associare ad un buco nero una temperatura T ed un'entropia S che ne misura il disordine termodinamico: S è proporzionale all'area della superficie dell'orizzonte degli eventi (come abbiamo scritto altrove riguardo i teoremi di astrofisica relativistica e quantistica di Hawking), e per un buco nero derivante da una grande massa stellare è di oltre 19 ordini di grandezza decimale superiore all'entropia della stella collassata che ha formato il buco nero; la temperatura T invece è inversamente proporzionale alla massa, che se tipica stellare è di 11 ordini di grandezza inferiore alla T della stella di origine. La quantità di radiazione di Hawking, essendo proporzionale a T, è importante solo per mini buchi neri con massa inferiore a 10(elev 10) grammi=10 mila tonnellate, formatisi forse per compressione durante od immediatamente dopo il Big-bang. Le particelle create dalle fluttuazioni, a loro volta influenzano la curvatura, e Roger Penrose (Sir Roger Penrose, Colchester 1931, matematico, fisico e cosmologo britannico, oggi professore emerito all'Istituto di matematica dell'Università di Oxford, noto per i lavori nel campo della fisica matematica, in particolare in cosmologia) e Hawking hanno dimostrato l'incompletezza della relatività generale cui potrebbe portare rimedio la teoria quantistica. 


L'effetto di “retroazione” è di particolare importanza per un buco nero, in cui la radiazione ruba energia ed entropia al buco facendolo “evaporare” fino a che, secondo Hawking, esso finirà di esistere con un lampo spettacolare, lasciandosi alle spalle una “singolarità nuda” nella struttura causale dello spazio-tempo, costituente il fallimento di una teoria. Se così è, come sostiene Hawking, è incompleta, non solo la relatività generale RG, ma anche la meccanica quantistica MQ, in quanto per ogni particella creata fuori dall'orizzonte degli eventi, ne deve essere creata una corrispondente anche all'interno dell'orizzonte, correlate da effetti di interferenza di probabilità (se potessero essere contemporaneamente osservate). La particella internamente creata dovrebbe cessare di esistere al raggiungimento di densità infinita, ed allora verrebbe a cadere l'usuale interpretazione probabilistica  delle variabili, essa stessa “schiacciata” a densità infinita. Bisognerebbe però guardare le relative equazioni differenziali del modello, perchè questi ragionamenti così enunciati potrebbero apparire “sospetti”. Un'ipotesi alternativa impedisce che vengano perse per collassamento sia la probabilità che l'informazione, e l'orizzonte degli eventi sarebbe solo un costrutto matematico, non una barriera fisica a senso unico. Per coerenza dovrebbe essere quantizzato anche il campo gravitazionale, e per lunghezze d'onda grandi rispetto alla lunghezza di Planck, le fluttuazioni quantistiche sarebbero piccole (in tal caso la perturbazione può essere analizzata come linearmente indipendente sullo sfondo di un campo classico). Le particelle associate al campo gravitazionale (debole) sono dette gravitoni (massa nulla e spin s=2). La loro interazione con la materia è così debole che un'intera galassia è quasi completamente trasparente ad essi, ossia interagiscono significativamente con la materia solo quando raggiungono le energie di Planck, alle lunghezze d'onda di Planck di cui abbiamo scritto, ed in tal caso inducono pure curvature analoghe nella geometria di fondo. Alle lunghezze d'onda maggiori l'energia del gravitone distorce la geometria dello spazio-tempo, mentre a quelle minori l'energia distorce le onde associate al gravitone stesso. Ciò è una conseguenza della non linearità di RG. 


Tutte le teorie di campo significative sono non lineari (anche se le equazioni con cui si ha a che fare poi sono lineari), e per alcune si può trattare la non linearità col metodo delle approssimazioni successive, ossia con la teoria delle perturbazioni (la quale sappiamo essere stata usata inizialmente con successo in problemi di meccanica celeste). Nel caso della gravità quantistica la teoria delle perturbazioni non è applicabile perché ai valori di energie di Planck i termini successivi della serie di perturbazioni sono di grandezza confrontabile, e troncare la serie ad un numero finito qualsiasi di termini non porta mai ad una approssimazione valida (si devono invece sommare gli infiniti termini della serie), e poi non possono essere rinormalizzati in modo coerente i singoli termini poiché ad ogni ordine di approssimazione appaiono nuove classi di infiniti che non hanno alcuna corrispondenza nell'ordinaria teoria quantistica dei campi. Infatti nell'ordinaria teoria dei campi quantistici, lo spazio-tempo si può ritenere un fondo fisso, mentre nella quantizzazione del campo gravitazionale si quantizza necessariamente anche lo spazio-tempo (il fondo spazio-temporale “reagisce” alle fluttuazioni, non solo, ma si suddivide pure con esse!). Uno spazio-tempo quantizzato possiede un struttura oscillante o fluttuante casualmente. Su distanze di Planck la distinzione tra passato e futuro diviene arbitraria, ed inoltre dobbiamo accettare processi che avvengono a velocità superiore o “velocità superiore” a quella della luce per effetto tunnel di perforazione di barriere (su distanze di Planck), anziché del loro scavalcamento, e pare che non si sappia calcolare la probabilità di questi processi. A tali distanze le fluttuazioni divengono talmente violente da produrre non solo particelle massive, ma anche cunicoli spazio-temporali, buchi neri, e strutture ipercomplesse nello spazio-tempo alterandone profondamente la topologia, mentre a distanze molto superiori a quella di Planck (10(elev -33) cm) lo spazio-tempo appare calmo (la topologia è mediamente “uniforme e calma”). 


Non sappiamo in che misura le fluttuazioni della topologia contribuiscano all'energia del vuoto, all'entropia ed influenzino la rigidità dello spazio-tempo. Tali fluttuazioni, se molto importanti, potrebbero poi aumentare la stessa dimensionalità dello spazio-tempo, poiché i cunicoli potrebbero generare altri cunicoli e così via, facendo evolvere una struttura n-dimensionale a livello di lunghezze di Planck, in una struttura (n+m)-dimensionale a livello macroscopico, come, per sola analogia, accade nel processo di formazione della schiuma costituita localmente da superfici 2-dim, laddove a livello globale si presenta con struttura (2+1)-dim=3-dim. Alcuni hanno sospettato che la continuità dello spazio-tempo non sia accettabile su lunghezze di Planck, e deve essere in qualche modo sostituita (anche se tale continuità risulta accettabile e valida su lunghezze di 40-60 ordini di grandezza). Lo spazio-tempo potrebbe possedere una “struttura a schiuma” fin dai fondamenti ed allora la sua apparente dimensionalità potrebbe essere maggiore (o forse anche minore) della sua dimensionalità reale. Come già abbiamo scritto, tale ipotesi fu proposta da Kaluza nel 1921 e da O. Klein nel 1926, nella cui teoria lo spazio-tempo è 4-dim mentre a livello di unificazione è 5-dim; la circonferenza della 5° dimensione cilindrica dell'universo, invece di essere prolungabile miliardi e miliardi di anni-luce (come avviene per le dimensioni e coordinate spaziali x,y,z e coordinata temporale t), è soltanto di 10-100 lunghezze di Planck (legata alla massa della relativa particella ed al corrispondente raggio d'azione limitato che la “confina” in una piccolissima regione). 


Come pure abbiamo detto, Kaluza-Klein dimostrarono che, se il loro spazio-tempo 5-dim viene trattato matematicamente come Einstein ha trattato il suo cronotopo 4-dim, allora la loro teoria diviene equivalente alla teoria dell'elettromagnetismo di Maxwell combinata con RG o teoria della gravitazione di Einstein: le componenti del campo elettromagnetico (vettori E e H) sono implicite nell'equazione soddisfatta dalla curvatura dello spazio-tempo. Nella teoria di Kaluza-Klein K-K oggi maggiormente diffusa, vengono attribuite 7 dimensioni aggiuntive “nascoste” con la topologia di una etta-sfera, e sono previsti molti multipletti di particelle, che pare abbiano massa ancora nulla od enorme, anche se è possibile che la rottura di simmetria della 7-sfera attribuisca ad alcune particelle correttamente le masse osservabili. Rimarrebbe ancora la grande energia del vuoto classico, la quale potrebbe però essere bilanciata da un'energia negativa del vuoto quantistico. 


Se Einstein potesse “idealmente” ritornare (egli è morto il 18apr1955) ed osservare cosa è successo della sua teoria della relatività RG, rimarrebbe stupefatto ma immaginiamo anche compiaciuto. Compiaciuto che le teorie di grande unificazione vengano sempre studiate, compiaciuto che si sia osato sperare in una teoria di grande unificazione e soddisfatto che il suo sogno di sviluppare teorie geometriche dei fenomeni fisici sia stato sognato e portato avanti da molti altri. Egli però non credette mai che la teoria dei quanti rappresentasse la verità e tanto meno la verità finale ed assoluta della spiegazione del mondo. Egli non potè mai accettare l'indeterminazione inestricabilmente incorporata nella meccanica quantistica MQ, e sperò sempre che un giorno la teoria quantistica sarebbe stata sostituita da una teoria dei campi non lineare. Come abbiamo visto, è invece avvenuto esattamente il contrario... la meccanica quantistica MQ ha completamente invaso la teoria della relatività generale RG e l'ha inevitabilmente e sensibilmente trasfigurata. Sappiamo, o sembra certo, che al nostro tempo l'Universo sia composto più di materia che di antimateria, e ciò equivale a dire che possiede un numero barionico nb positivo. Se la legge di conservazione di nb, come detto, fosse assoluta, questo numero sarebbe rimasto costante nei milioni d'anni: un tempo potrebbero esserci stati più barioni che antibarioni, ma il numero dei barioni meno il numero degli antibarioni sarebbe rimasto inalterato. Nell'alba dell'Universo, quando la sua età era di circa 1/100=0.01 sec e la temperatura era di circa 10(elev 14) °K, la composizione-miscela in equilibrio comprendeva circa 1 miliardo di protoni e 1 miliardo di antiprotoni per ogni protone attualmente presente nell'universo, e se nb dell'universo fosse stato allora uguale a quello di oggi, il rapporto tra protoni ed antiprotoni avrebbe dovuto essere circa 1.000.000.001 a 1.000.000.000 con un'asimmetria assai poco evidente, ma che in ogni modo richiederebbe una spiegazione. Infatti, una volta stabilito questo eccesso iniziale di materia, l'evoluzione dell'universo nelle ere posteriori è facilmente deducibile. Se però l'universo da uno stato iniziale perfettamente simmetrico nel rapporto materia-antimateria (ossia con numero barionico nb=0), fosse passato ad un eccesso di materia con nb positivo (quindi con più protoni che antiprotoni), allora la legge di conservazione sarebbe stata necessariamente violata in qualche fase. In primo luogo, è dalla teoria dei buchi neri che viene un'indicazione del fatto che la legge di conservazione di nb non è una legge universalmente valida, in quanto le sole proprietà di un buco nero osservabili-misurabili al suo esterno sono la massa-energia, il momento angolare (momento della quantità di moto) e la carica elettrica  (non però il numero barionico nb), per cui un buco nero di una stella (nb positivo) collassata sarebbe indistinguibile da un buco nero prodotto dal collasso di un'antistella composta di antimateria (nb negativo). La presunta violazione della legge di conservazione di nb da parte dei buchi neri fa pensare che un simile meccanismo su scala macroscopica potrebbe portare al decadimento del protone, col seguente processo. 


Un protone verrebbe assorbito da un buco nero virtuale, ossia da una piccola fluttuazione della geometria dello spazio-tempo, che in breve tempo secondo le relazioni stabilite, decadrebbe in un positone ed in un fotone gamma (in tale processo massa e carica elettrica positiva del protone iniziale sono conservate, ma non nb andato definitivamente perso). Un altro esempio di violazione della conservazione di nb è descritto nelle teorie di grande unificazione, di cui abbiamo già scritto. Ed è proprio nel postulare una nuova forza unificata che le teorie compromettono la conservazione di nb permettendo dunque il decadimento del protone. I teorici enunciarono la legge di simmetria più ampia (che pareva soddisfatta in tutte le interazioni): le leggi della fisica resterebbero invariate rispetto alla riflessione speculare di proprietà geometriche-fisiche in un esperimento, se contemporaneamente tutte le particelle venissero mutate in antiparticelle. Tale simmetria dei processi fisici è denominata CP (simmetria di carica, e di parità o riflessione speculare), e sopravvisse per circa sette anni nella fisica. Crediamo che sia la conservazione di nb sia la simmetria CP siano in realtà leggi approssimate o limitate a specifici settori della fisica (soprattutto approssimate o non verificate all'inizio temporale dell'universo), riguardo l'indifferenza tra materia ed antimateria. Ed anche una validità non universale come quella accennata, produrrebbe un universo composto di spazio-tempo pieno di energia, con poca materia, ed antimateria quasi inesistente. Abbiamo brevemente descritto come l'Universo possa essere iniziato con una (perfetta) simmetria tra materia ed antimateria... ma perché l'Universo era simmetrico?  Si potrebbe non soddisfacentemente rispondere che per ragioni statistiche la condizione più probabile raggiunta allo stato di equilibrio prima del tempo di 10(elev -35) sec, è la condizione nella quale la densità di materia è uguale alla densità di antimateria. Pertanto le teorie unificate impongono la simmetria iniziale naturalmente. Dopo 10(elev -35) sec, il tasso di decadimento di X e di antiX sarebbe stato lento rispetto al tempo di espansione e di raffreddamento dell'universo, ed in queste condizioni l'equilibrio non avrebbe più potuto ragionevolmente essere raggiunto. Ma la spiegazione resta assolutamente insoddisfacente, oltre a non giustificare una fase iniziale di rapida espansione. Supporremo che l'Universo possa esistere i varie fasi diverse, nelle quali fasi le proprietà della materia sono differenti: per esempio, una data particella potrebbe essere priva di massa in una certa fase ed invece in un'altra possedere una grande massa. 


Le leggi della fisica, come inevitabilmente accade, sono più simmetriche in certe fasi che in altre, e la fase più simmetrica, oltre a trovarsi a più bassa entropia e ad essere instabile, precede le fasi meno simmetriche a maggior entropia. L'universo può essersi trovato in una fase tanto simmetrica ed a così bassa entropia da essere completamente vuoto, ma un secondo stato era possibile ed in questo vi era già materia. Tale stato era meno simmetrico ma a più bassa entropia, in cui forse si manifestò una piccola zona di fase meno simmetrica e crebbe rapidamente; l'energia liberata dalla transizione di fase produsse le particelle massive-massicce: ciò potrebbe essere classificato come l'inizio del Big-bang (che comporta carica elettrica totale nulla e momento della quantità di moto nullo ossia con rotazione angolare nulla) caratterizzato da proprietà favorevoli al cambiamento di fase e crescita successiva con comparsa dell'asimmetria materia-antimateria. Ai più curiosi che si domanderanno perché esista Qualcosa (cioè il nostro Spazio-Tempo n-dim e la Massa-Energia) invece di Nulla, si potrebbe “rispondere” che il “nulla” è massimamente instabile e dunque è necessariamente destinato a decadere (ma pure questa spiegazione non appare soddisfacente, oltre a far decadere il Nulla). Le nostre teorie presentano descrizioni dell'Universo che contemplano temperature che vanno da poco sopra 0 °K a 10(elev 32) °K (la temperatura più bassa prodotta in laboratorio a Helsinki è di 100 pico°K=10(elev -10) °K; le temperature più alte sono circa 10(elev 27) °K a circa 10(elev -35) sec di vita, e 1.4x10(elev 32) °K=140 W°K (dove W è il simbolo per 10(elev 30)) a circa 5x10(elev -44) sec dal Big-bang); densità della materia che variano da 10(elev -300) gr/cm cubo fino a 10(elev 100) gr/cm cubo; ed intervalli temporali che iniziano ben prima di 10(elev -35) sec, e vanno oltre 10(elev 100) anni quando i protoni saranno tutti decaduti ed anche i buchi neri più massicci saranno evaporati. Nel nostro passato ci fu un calore insopportabile, e nel nostro futuro ci sarà un freddo implacabile, oppure, se l'evoluzione fosse ciclica ed all'espansione seguisse la contrazione, ci sarà ancora un calore insopportabile: il miracolo di una “temperatura giusta” (diciamo da -50 °C a +50 °C, ossia da 223 °K a 323 °K) ci fa pensare di essere molto speciali in questo universo, forse anche troppo speciali per sperare di poterlo completamente risolvere col pensiero matematico, però aggiungiamo che l'uomo, nonostante la sua limitatissima e delicata condizione termodinamica, sembra appunto dotato di mezzi mentali per comprendere matematicamente anche ciò che è lontanissimo dalla sua realtà fisica umana ma pur sempre simile nella sua struttura razionale-logica-matematica. Queste idee cosmologiche erano però già dell'astronomo e poeta persiano del X sec Omar Khayyam ('Umar Khayyam ossia Ghiyath ad-Din Abu'l-Fath 'Umar ibn Ibrahim al-Khayyam Nishapuri, Nishapur 1048, Nishapur 1131, matematico, astronomo, poeta e filosofo persiano) nel cui poema “Rubaiyat” (“Rub'ayyat” o “Quartine”) leggiamo: “con il primo fango della terra fecero l'impasto dell'ultimo uomo, e poi gettarono il seme dell'ultima messe: sì, il primo giorno della creazione scrisse ciò che l'ultima alba del giorno del giudizio leggerà” (ma versi delle famose Quartine di Khayyam li possiamo trovare citati e riportati ad esempio in Francesco Guccini (canzone Via Paolo Fabbri 43), Fabrizio De André (canzone La collina dall'album Non al denaro, non all'amore né al cielo), Gabriele D'Annunzio (nel Notturno del 1921, in cui il senatore Giacomo Boni riguardo la condizione dei soldati italiani sulle Alpi e sul Carso, riporta “O allodola, ai tuoi trilli non basta il giorno intero”), G. K. Chesterton (in Eretici dove è trattata la filosofia di 'Umar Khayyam), inoltre Una poesia di Khayyam è stata scelta quale incipit per il gioco Prince of Persia: Le sabbie dimenticate (per la console Wii di Nintendo), poi nel 1920 Guido Colucci espose a Firenze una serie di incisioni colorate a mano ed ispirate all'opera di Khayyam, e poi molti intellettuali (in Italia ad esempio Vittorio Sgarbi) sono legati alle Quartine di Khayyam). 


Anche Poincarè si occupò di teoria dei quanti e di teoria della relatività, poi anche delle onde hertziane, dei raggi X, ecc., ed a lui si deve pure il famoso modello di geometria lobacevskijana sviluppato con l'aiuto della geometria euclidea, in cui valgono 4 postulati di Euclide ma non il postulato 5 sulle rette parallele. Più aperto alla matematica del XX sec fu il matematico tedesco David Hilbert (1862-1943). Nella sua opera del 1899 “I fondamenti della geometria”, Hilbert definì la geometria come la scienza delle conseguenze puramente logiche deducibili da un insieme di assiomi od ipotesi, molto più articolato del sistema di assiomi euclideo, concernente certe relazioni di carattere astratto che intercorrono tra un insieme di non meglio identificate entità geometriche, ma comunque chiamate punti, rette e piani (puramente astratti e concettuali). Al congresso di matematica di Parigi del 1900, Hilbert presentò una relazione (era l'8ago1900, nella sua conferenza del Congresso Internazionale dei Matematici) in cui era elaborato un programma di ricerca per cui, in base allo stato ancora glorioso e non disilluso della matematica della fine dell'800, egli volle prevedere gli indirizzi degli sviluppi e dei progressi futuri. “Se vogliamo farci un'idea del probabile sviluppo della conoscenza matematica dell'immediato futuro”, affermava Hilbert in quell'occasione “dobbiamo passare in rassegna davanti alla nostra mente le questioni irrisolte e guardare ai problemi che la scienza moderna ha di fronte e la cui soluzione ci aspettiamo dal futuro”. Il suo programma era strutturato in due sezioni: 1) formalizzazione di tutte le teorie matematiche allo stato già sufficientemente sviluppate, 2) analisi di queste formalizzazioni allo scopo precipuo di mostrarne l'intrinseca non contraddittorietà. 


Dato che le teorie matematiche formalizzate sono insiemi di proposizioni di per sé prive di significato, il criterio ed il requisito di non contraddittorietà costituisce la vera discriminante per la loro accettabilità. Dei 23 problemi da risolvere presentati in quel programma abbiamo trattato altrove e lì rimandiamo il lettore. Il programma di Hilbert era uno studio di coerenza e di riduzione, se vogliamo seguire la critica G. Kreisel (Georg Kreisel, Graz in Stiria 1923, Salzburg 2015, matematico e logico australiano che ha lavorato anche in GB e USA). La formalizzazione di Hilbert conduce ad una concezione della matematica in cui la dimensione linguistica e sintattica diventa fondamentale. Le varie teorie sono riscritte in linguaggi matematici formalizzati, meno duttili è vero del linguaggio non formalizzato, ma studiabili con metodi matematici. Anche se ci possono essere delle perplessità, però con la trasformazione delle teorie matematiche intuitive in teorie formali, il loro linguaggio diventa un settore della matematica. La metamatematica, o teoria della dimostrazione, è creata da Hilbert per studiarne le proprietà formali, ed il modo in cui si effettua la dimostrazione. Questo programma è stato la soluzione proposta da Hilbert, al problema dei fondamenti della matematica apertosi proprio all'inizio del '900 con la scoperta del paradosso o dell'antinomia di B. Russell nella teoria delle classi (o teoria degli insiemi; era il 16giu1902, quando Russell, dopo aver già pubblicato il 1° volume dei Principi dell'aritmetica, scriveva al logico G. Frege una lettera in cui lo informava di come aveva scoperto un'antinomia legata agli argomenti di interesse per entrambi, in cui il punto più critico del tentativo di fondazione della matematica sulla logica dei logicisti (e punto critico della teoria degli insiemi di Cantor) era l'assioma detto “assioma di astrazione” per il quale ogni proprietà che individua l'insieme degli oggetti che la soddisfano, definisce un insieme che ha la proprietà di non appartenere a sé stesso od insieme dalle caratteristiche contraddittorie; “L'insieme di tutti gli insiemi che non appartengono a sé stessi appartiene a sé stesso se e solo se non appartiene a sé stesso”; oppure più figurativamente “In un villaggio vi è un solo barbiere, un uomo ben sbarbato, che rade tutti e solo gli uomini del villaggio che non si radono da soli. Chi rade il barbiere?”): una volta ridotte le teorie matematiche a teorie formali, diventava compito della metamatematica la dimostrazione della loro coerenza (assicurandosi così contro la comparsa di nuove antinomie). La metamatematica identifica i suoi metodi ed i suoi concetti con quelli dell'aritmetica ricorsiva primitiva, una teoria che all'evidenza si presenta soddisfacentemente priva di antinomie. Tale aspetto del programma hilbertiano detto della coerenza fu bloccato nel 1931 dai due teoremi di Godel che individuavano una classe di importanti teorie matematiche di cui non risulta provabile la coerenza della metamatematica di Hilbert. Legato al precedente, esiste poi l'aspetto detto di riduzione: ossia se la metamatematica M dimostra la coerenza della teoria T, ciò permette di ridurre ogni possibile contenuto intuitivo di T al contenuto intuitivo di M. Allora il programma di riduzione consiste nel dimostrare che tutta la costruzione matematica è riconducibile ai concetti utilizzati dalla metamatematica, e poiché questi ultimi sono stati scelti per la loro semplicità si tratta di una riduzione epistemologica significativa. E' possibile dimostrare che l'aspetto di coerenza e l'aspetto di riduzione del programma di Hilbert sono equivalenti (una volta portati a termine avrebbero necessariamente dimostrato che il problema di una fondazione razionale della matematica era definitivamente risolto), ed allora l'impostazione hilbertiana, sia riguardo la coerenza che riguardo la riduzione, si rivelò fallace a seguito della scoperta di Godel, che bloccò ed invalidò entrambi. 


Il formalismo è una concezione della matematica secondo la quale una teoria (matematica) è soprattutto il complesso linguistico che la descrive, organizzato in un sistema assiomatico formale, per garantire, con l'esclusione di ogni ricorso all'intuizione, il massimo rigore nella deduzione. Stabilito ciò, si può poi andare da un formalismo estremo o strumentalista, secondo il quale la matematica è esclusivamente e solamente un insieme di sistemi formali che si rivelano poi “utilmente applicabili all'esperienza”, ad un formalismo di tipo metodologico secondo il quale la raggiunta capacità di costruzione di opportuni sistemi formali è il frutto soprattutto di un particolare momento storico dello sviluppo della matematica che, anche se non riesce a risolverli completamente, è comunque l'unica via razionale che permetta di oggettivare le teorie matematiche al fine di scoprirne intrinseche proprietà e relazioni. In quel programma, Hilbert propose 23 problemi all'attenzione dei matematici d'inizio secolo. Ammetteva che l'aritmetizzazione del continuo da parte di Bolzano e di Cantor fino a Weierstrass era stato uno dei due settori della matematica di maggior successo dell'800; l'altro era costituito dallo sviluppo delle geometrie non euclidee con i lavori C. F. Gauss, J. Bòlyai, N. I. Lobacevskij e G. F. B. Riemann. Il 1° problema sul continuo e sui numeri reali era così composto: 1) esiste un numero trasfinito compreso tra il numero di un insieme infinito numerabile (ossia il numero degli insiemi induttivi) e la potenza del continuo (il numero dei numeri reali), ossia compreso tra αo e 2(elev αo)?;  2) il continuo dei numeri reali può  essere considerato un insieme ben ordinato? (ossia tale insieme può essere ordinato in modo che ogni sottoinsieme parziale possegga un primo elemento?). Sappiamo che la 2) del 1° problema è strettamente legata all'assioma della scelta (della teoria degli insiemi) od assioma di Zermelo del 1904, che approssimativamente afferma che dato un insieme qualsiasi, o classe, di insiemi disgiunti e non vuoti, esiste almeno un insieme che contiene uno ed un solo elemento in comune con ciascuno degli insiemi non vuoti (ossia esiste almeno un insieme che contiene esattamente un elemento “scelto” da ogni insieme di quella classe). L'assioma di Zermelo è equivalente al teorema che asserisce la possibilità di imporre un buon ordinamento a qualsiasi insieme o classe (ivi compreso l'insieme di tutti i numeri reali r con r tra 0 e 1 compresi), ed è indipendente dagli altri assiomi della teoria degli insiemi. Arriviamo così al 1940 quando K. Godel (1906-1978) dimostrò, che l'assioma di scelta è compatibile con gli altri assiomi di teoria degli insiemi; ma nel 1963 P. Cohen (Paul Joseph Cohen, Long Branch 1934, Palo Alto 2007, matematico statunitense, noto per i suoi contributi in logica e analisi matematica) dimostrò che l'assioma della scelta, e quindi l'ipotesi del continuo, è indipendente dagli altri assiomi in un certo sistema della teoria degli insiemi, ossia che l'assioma di Zermelo non può essere dimostrato all'interno di questo sistema. Il primo e più importante apporto metodologico di Godel, enunciato nel 1930, è la dimostrazione della completezza semantica della logica dei predicati. Il secondo maggior risultato di Godel è la dimostrazione, nel 1930-31, del teorema d'incompletezza, secondo il quale all'intero di ogni sistema formale contenente la teoria dei numeri esistono proposizioni che il sistema non riesce a decidere (ossia non riesce a dimostrare né vere né false), e tale risultato costituisce un fatto fortemente limitativo circa la possibilità di una completa formalizzazione delle teorie matematiche (come scritto Cohen tolse poi ogni possibilità di soluzione al 1° problema del programma hilbertiano). Inoltre Godel scoprì che tra le proposizioni che un sistema formale contenente l'aritmetica non riusciva a decidere c'era quella che, in termini numerici, esprime la non contraddittorietà del sistema, portando così al fallimento di tutto il formalismo di Hilbert. Il 2° problema del programma chiedeva se fosse possibile dimostrare che gli assiomi dell'aritmetica sono compatibili (od anche non mutuamente contraddittori), ovvero che partendo da essi, e seguendo un percorso con un numero finito di passaggi logici non si arrivi mai ad una contraddizione. Sappiamo che di lì a poco sarebbe uscita l'opera “I principi della matematica” di Russell e Whitehead (come detto il più elaborato e sistematico tentativo di fondare coerentemente ed assiomaticamente tutta la matematica partendo dalla logica, facendo uso degli assiomi di Peano, sul cammino di Boole e Frege; lavoro che incontrò grande favore tra i logici ed un poco meno tra i matematici). I Principia lasciavano senza risposta il 2° problema di Hilbert, ma gli sforzi messi in atto per risolvere la questione portarono al risultato di K. Godel, il quale, come già detto, dimostrò che all'interno di un sistema rigidamente logico, come il logicismo sviluppato da Russell-Whitehead e fondato sull'aritmetica, è possibile formulare proposizioni od enunciati indecidibili con gli assiomi del sistema, ossia proposizioni-enunciati indimostrabili ovvero né veri né falsi. Per ciò di cui parliamo non sappiamo con certezza se gli assiomi dell'aritmetica, all'interno del logicismo, siano veramente esenti da contraddizioni. 


Il teorema di Godel ha avuto nella logica matematica del XX sec, lo stesso ruolo avuto dalla scoperta degli incommensurabili di Ippaso, e sembra precludere con amarezza ogni speranza, senza lo sviluppo di metodi logico-matematici molto diversi, di giungere alla certezza di ogni proposizione della matematica, e ciò costituisce pure un duro colpo per coloro che sostengono l'ideale della scienza, ossia quello della presa di coscienza della problematicità della costruzione di un sistema assiomatico (poche e primitive proposizioni evidenti e sicure) da cui poi dedurre tutto il resto, anche nei riguardi delle matematiche applicate ottenute da insiemi di variabili dal campo opportunamente ristretto... e ciò ha grande implicazioni sull'intera visione del mondo. E' il sogno infranto di Hilbert e della scuola formalista, più ancora di Russell e della scuola logicista (anche se entrambi i programmi di fondazione vengono comunque compromessi). Nonostante ciò il programma hilbertiano è stato ripreso (soprattutto per merito di Kreisel con diverse proposte di ampliamento dei metodi metamatematici), e gran parte dei metodi inaugurati da Hilbert sono ancora utilizzati in ricerche di logica-matematica, perché si ritiene interessante avere una prova di coerenza di una teoria, se si ritiene che questa prova abbia lo scopo di ridurre i concetti della teoria stessa a quelli della metamatematica. Ogni prova di coerenza per T, ottenuta con metodi che si ritengono costruttivi in opposizione ai metodi infinitistici della teoria insiemistica, fornisce in modo più o meno mediato una semantica costruttiva per T. Si è operato un ampliamento dei metodi con cui operare sugli oggetti della metamatematica in un caso; oppure anche un ampliamento del piano degli oggetti descritti dalla metamatematica. Pensiamo di passare dall'aritmetica ricorsiva primitiva, i cui oggetti sono i numeri naturali ed i cui metodi dimostrativi si riducono al ragionamento per induzione (0, n, n+1), nel primo caso ad una teoria i cui oggetti sono ancora i numeri naturali sui quali però ora si può ragionare facendo induzione su certi ordinali trasfiniti, nel secondo caso ad una teoria i cui oggetti sono naturali, funzioni da numeri naturali a naturali, funzioni di funzioni, e così via, ma dove i metodi dimostrativi (o metodi che definiscono tali funzionali) consistono nella usuale induzione sui numeri naturali. Otteniamo anche l'equivalenza delle diverse semantiche costruttive, estratte da prove di coerenza diverse, per la stessa teoria. Affermiamo che la metamatematica, o teoria della dimostrazione, è l'analisi delle dimostrazioni eseguibili nelle teorie matematiche formalizzabili, condotta all'interno di una metateoria nella quale si faccia ricorso solamente ad una parte costruttiva della matematica. Come detto, nel programma di Hilbert, tale teoria della dimostrazione avrebbe dovuto garantire la non contraddittorietà della matematica sviluppata. Oggi sappiamo che la teoria della dimostrazione si è sviluppata in altre direzioni, come ad esempio verso la teoria della misurazione delle capacità dimostrative nelle varie teorie matematiche formali. Anche Gerhard Gentzen (Gerhard Karl Erich Gentzen, Greifswald 1909, Praga 1945, matematico e logico tedesco) riprese la tematica della teoria della dimostrazione di Hilbert, caratterizzando la struttura delle dimostrazioni nei termini di una serie di passi deduttivi atomici il più possibile aderenti all'effettivo procedimento di argomentazione matematico. La dimostrazione (dimostrazione di coerenza del 1938) assume una caratteristica forma ramificata ad albero che consente di evidenziare le assunzioni implicate. 


La metamatematica non si occupa di simboli e delle operazioni dell'aritmetica, ma dell'interpretazione di questi simboli e delle regole utilizzate. Se l'aritmetica non è in grado di liberarsi dalle contraddizioni, forse la metamatematica, lavorando all'esterno della teoria, può offrire altre possibilità ed altri mezzi, come l'induzione trasfinita. Definiamo l'induzione, la semplice induzione (dal latino inductio, induco, in-ducere, o “portar dentro”, “chiamare a sé”, “trarre a sé”, dal greco antico epagoghé), una forma di ragionamento che, dalla constatazione che alcuni elementi di una data classe godono di una proprietà P, giunge alla conclusione generale che tutti gli elementi di quella classe godono della proprietà P.  Oggi sappiamo che nessuna regola empirica o naturale ha la capacità di definire una legge generale o matematica, ovvero non è possibile trovare una legge matematica partendo da un numero finito di casi particolari. Il compito della logica induttiva è dunque l'identificazione dei canoni di ragionamento metodologici atti a determinare il grado di conferma o di fiducia che un'evidenza  empirica può fornire ad una legge generale (ossia un canone per mezzo del quale poter affermare (o no, o non ancora) che tutti i corvi sono neri dal momento che nessun etologo e nessun individuo al mondo ha mai osservato o notato un corvo bianco o d'altro colore). In questo modo, ed in questo dominio, le ricerche di logica induttiva si sposano strettamente ai fondamenti di teoria delle probabilità o ad una particolare definizione di probabilità. L'induzione matematica, lo riscriviamo, è il principio che permette di inferire che una certa proprietà P vale per ogni numero naturale una volta che sia stato dimostrato che: 1) P vale per lo 0 (base dell'induzione); 2) se P vale per n, vale anche per il suo successore n+1 (passo dell'induzione). L'induzione matematica, od induzione completa, si applica, come ben già asserito, alle successioni dei numeri naturali (finiti) e a tutti gli insiemi ordinabili nello stesso modo. 


L'induzione trasfinita sarebbe una generalizzazione dell'induzione matematica, fondamentale in teoria degli insiemi ed in analisi matematica, applicabile agli insiemi ben ordinati, e tramite il teorema del buon ordinamento, applicabile pure ad ogni insieme infinito in generale. Ritornando alla teoria della dimostrazione, alcuni matematici vorrebbero almeno sperare di trovare un metodo per poter decidere se una data proposizione è vera o falsa (od anche se è indecidibile). Il problema 7 del programma di Hilbert chiede se il numero x(elev y) sia un numero irrazionale trascendente, dove x è un numero algebrico (diverso da 0 e da 1) e y è un numero irrazionale algebrico, ovvero equivalentemente se, in un triangolo isoscele, il rapporto tra la base ed un lato sia irrazionale trascendente, quando il rapporto tra l'angolo al vertice e gli angoli alla base sia irrazionale algebrico.  La questione fu risolta nel 1934 con il teorema di Gelfond (Aleksandr Osipovic Gel'fond, San Pietroburgo 1906, Mosca 1968, matematico sovietico, il quale lavorò con Edmund Landau, Carl Ludwig Siegel e David Hilbert e fu professore di matematica all'università di Mosca, e nel corso di WWII Gelfond fu a capo del servizio di crittografia della Marina militare sovietica), il quale afferma che x(elev y) è trascendente quando x e y siano come sopra precisato (ovvero Gelfond nel 1929 da studente, ed in modo completo nel 1934, dimostrò che α(elev β) è trascendente, quando α e β sono algebrici, con α diverso da 0 e da 1, β non “reale razionale”; lo stesso teorema fu dimostrato indipendentemente da Theodor Schneider per cui a volte è denominato teorema di Gelfond-Schneider, così che da allora la classe dei numeri irrazionali trascendenti venne ampliata in maniera illimitata, rispetto ai pochi numeri irrazionali trascendenti conosciuti precedentemente; poi nel 1929 Gelfond propose un'estensione del teorema nota come “ipotesi di Gelfond” che fu provata da Alan Baker nel 1966). Ricordiamo Theodor Schneider (Frankfurt am Main 1911, Freiburg im Breisgau 1988, matematico tedesco, noto appunto per il teorema Gelfond-Schneider), ed Alan Baker (London 1939, Cambridge 2018, matematico inglese, noto per i suoi lavori in teoria dei numeri). Però non sappiamo ancora se x(elev y) è un numero irrazionale trascendente quando x e y siano pure irrazionali trascendenti; non sappiamo se e(elev e), π(elev π), π(elev e), o γ di Eulero, siano irrazionali trascendenti. Sappiamo però che e(elev π) è irrazionale trascendente (la sua espansione in frazione continua è [23, 7, 9, 3, 1, 1, 591, 2, 9, 1, 2, 34, 1, 16, 1, 30, 1, 1, 4, 1, 2, 108, ...], mentre il suo valore decimale è pari a 23.1406926327792690057290...) ed è noto come costante di Gelfond. Il problema 8 di Hilbert riguarda l'esigenza di dimostrare la congettura di Riemann, secondo cui gli zeri della funzione zeta di Riemann hanno tutti parte reale uguale a 1/2, poiché Hilbert era convinto che tale dimostrazione avrebbe poi portato alla dimostrazione di un'altra ipotesi secondo la quale i numeri primi accoppiati (o gemelli, i quali primi sono a distanza minima tra loro, tranne la sola coppia 2,3) sono di numero infinito (ipotesi del numero infinito dei primi gemelli, p e p+2, ancora oggi indimostrata; i primi gemelli sono: (3, 5), (5, 7), (11, 13), (17, 19), (29, 31), (41, 43), (59, 61), (71, 73), (101, 103), (107, 109), (137, 139), (149, 151), (179, 181), (191, 193), (197, 199), (227, 229), (239, 241), (269, 271), (281, 283), (311, 313), (347, 349), (419, 421), (431, 433), (461, 463), (521, 523), (569, 571), (599, 601), (617, 619), (641, 643), (659, 661), (809, 811), (821, 823), (827, 829), (857, 859), (881, 883), ecc; e la coppia di valore maggiore (che possiede 388342 cifre ciascun numero) trovata nel 2016 da Tom Greer col programma di calcolo distribuito PrimeGrid è 2996863034895x2(elev 1290000) +/- 1. Gli altri problemi proposti da Hilbert riguardavano la topologia, le equazioni differenziali, il calcolo delle variazioni, ecc. (in parte riportati altrove col numero di quelli ancora irrisolti; ma aggiungiamo che i problemi 3, 7, 10, 11, 13, 14, 17, 18, 19, 20 hanno una dimostrazione accettata con consenso universale; i problemi 1, 2, 5, 9, 15, 21, 22 hanno una soluzione non accettata da tutti i matematici o hanno una soluzione che non tutti ritengono adeguata al problema (per esempio problema 1); i problemi 8 (ipotesi di Riemann) e 12 sono irrisolti; i problemi 4, 6, 16, 23 sono formulati troppo vagamente per poter avere una soluzione; anche il “problema 24”, non presentato da Hilbert ma escluso da lui stesso, riguardante criteri di semplicità e metodo generale, avrebbe una formulazione vaga). 


A distanza di circa 120 anni, molti di quei problemi non sono risolti o non lo sono in modo soddisfacente, ma come sosteneva lo stesso Hilbert “fin tanto che una disciplina scientifica presenta un gran numero di problemi, essa continua ad essere viva”. Dobbiamo invece rilevare come lo sviluppo della matematica del XX sec abbia imboccato e percorso vie non previste nell'anno 1900 nemmeno dal grande matematico Hilbert. Verso la fine della presentazione del suo programma, Hilbert sottolineava che con lo sviluppo “essenzialmente esponenziale” della matematica si affinavano le tecniche e si semplificavano i metodi (chissà se pure esponenzialmente), nel qual caso aumentando in “quantità” ed in “qualità” i problemi da risolvere e nella stessa misura aumentando gli strumenti ed i mezzi per la relativa soluzione, i matematici di oggi, come i matematici di ogni tempo, si trovano di fronte sempre la stessa mole di lavoro. Sembra che esista una legge la quale stabilisca il tasso o percentuale di miglioramento della cifra di merito (individuale o parziale e sociale o totale di una civiltà), in modo tale che, in ogni tempo, l'uomo veda davanti a sé né una minor né una maggior quantità di problemi rispetto a quelli che può ragionevolmente sperare di risolvere (quelli da tempo risolti, infatti, non lo assillano né interessano più essendo già felicemente entrati nella sua vita e nella sua visione del mondo, mentre quelli che vanno molto oltre le sue capacità di risoluzione sembrano non aver ancora oltrepassato l'orizzonte delle sue occupazioni e preoccupazioni). Ritornando alla sua piccola opera del 1899 “Grundlagen der Geometrie”, Hilbert volle tentare di dare anche alla geometria, come già detto, un'impostazione totalmente formale ed assiomatica, come è stato fatto da tempo nell'algebra astratta ed in analisi, per cui è riconosciuto come il principale esponente della “scuola assiomatica” del pensiero matematico. Egli assunse 3 indefinibili (punto, retta, piano) e 6 relazioni indefinibili (“essere su”, “essere in”, “trovarsi tra”, “essere congruente con”, “essere parallelo a”, “essere continuo”). 


Laddove Euclide aveva assunto 5 nozioni comuni ossia 5 assiomi ossia 5 postulati, Hilbert prese un insieme di 21 assunzioni, detti assiomi di Hilbert (8 riguardano l'incidenza, 4 si riferiscono all'ordinamento, 5 concernono la congruenza, 3 la continuità, 1 assioma riguarda le parallele ed è essenzialmente analogo al 5° postulato degli Elementi di Euclide). Durante il '900 anche altri matematici hanno stabilito un insieme di assiomi, diverso da quello di Hilbert, per giungere ad una fondazione formale, assiomatica e deduttiva delle geometria. In origine, tra i geometri greci, per assioma si intendeva ogni verità matematica accettata, senza alcuna dimostrazione, per la sua estrema evidenza agli occhi di tutti. I postulati erano invece le proposizioni primitive, postulate dall'autore e poste accanto agli assiomi, per effettuare le deduzioni della propria teoria (la deduzione ha carattere puramente formale, prescinde dal contenuto, e la verità delle conclusioni o tesi è garantita dalla verità delle premesse od ipotesi), ovvero i postulati erano scelti dal “maestro” o docente per la grande generalità ed accettati senza dimostrazione dai discenti o studenti. In seguito allo sviluppo delle nuove geometrie o geometrie non euclidee, il requisito di autoevidenza degli assiomi (valido ancora fino a Kant) è stato lasciato cadere e definitivamente abbandonato, per cui oggi il termine assioma (sinonimo pure di postulato) indica le proposizioni od enunciati iniziali di una teoria dai quali ricavare per deduzione i teoremi, attraverso regole specificate che hanno i loro fondamenti nella logica. I Fondamenti della geometria si aprivano invocando Kant anche se la geometria di Hilbert (e del XX sec) volgeva da tempo le spalle al filosofo trascendentale tedesco. I termini non definiti dovevano assumere il solo significato attribuito loro dai postulati, abbandonando un'abitudine empirico-intuitiva del procedere (sorretta anche dalla geometria sintetica ed aiutata dalla rappresentazione nel piano e nello spazio), e si dovevano concepire punti, rette e piani come elementi di una classe assegnata. Dopo la teoria dei gruppi, dunque anche la teoria degli insiemi veniva messa al “servizio” della geometria. Attraverso  la geometria analitica, la geometria assiomatica ossia la trattazione formale della geometria, veniva collegata all'algebra assiomatica, per costituire una teoria di livello più astratto. Abbiamo già scritto dell'introduzione e della definizione dello spazio astratto vettoriale di Hilbert, elaborato dopo che Peano aveva già enunciato il concetto di spazio vettoriale esteso sul campo dei numeri reali R, e dopo le idee di Hamilton (William Rowan Hamilton, Dublino 1805, Dublino 1865, matematico, fisico, astronomo irlandese) e Grassmann (Hermann Gunther Grassmann, Stettino 1809, Stettino 1877, matematico tedesco) del quale ricordiamo “Teoria dell'estensione”. Si chiama spazio di Hilbert H uno spazio vettoriale (in generale spazio complesso), dotato di prodotto interno tra vettori, completo rispetto alla metrica indotta dalla norma. Nello spazio di Hilbert gli elementi non sono i punti dello spazio euclideo, ma le successioni (infinite) di numeri complessi x1, x2, …, di cui la somma dei quadrati è definita. Stefan Banach (Cracovia 1892, Leopoli 1945, matematico polacco) introdusse gli spazi astratti vettoriali, detti spazi vettoriali di Banach, di cui gli spazi vettoriali di Hilbert ne sono un caso particolare, e precisamente quegli spazi di Banach nei quali la definizione di norma è dedotta da una precedente definizione di prodotto scalare. 


Uno spazio vettoriale X (lineare), normato (ossia dotato di una funzione che ad ogni vettore x associa univocamente un numero reale mai negativo) e completo (ossia completo nella metrica definita dalla norma della differenza tra vettori x-y, per cui la norma di un vettore x, ||x||, viene a coincidere con la distanza dal vettore nullo 0, ossia con l'origine delle coordinate, ovvero la norma coincide con la lunghezza o modulo del vettore), i cui elementi non hanno bisogno di essere definiti rispetto al campo dei numeri complessi (come in Hilbert), è detto spazio di Banach (in cui hanno importanza le successioni fondamentali o di Cauchy). Esso è uno strumento prezioso della teoria degli spazi astratti e per le numerose applicazioni, per la geometria differenziale, per la meccanica e per la fisica. Gli spazi di Hilbert poi sono gli spazi di Banach che indubbiamente hanno riscosso il maggior successo, per la loro importanza in analisi funzionale e nelle applicazioni: in particolare nella teoria spettrale degli operatori lineari dovuta a Hilbert e a von Neumann che rappresenta un valido strumento per la fisica teorica (come in meccanica quantistica MQ). Uno spazio di pre-Hilbert viene originato con l'introduzione in uno spazio vettoriale X della norma data dalla legge del parallelogramma, laddove viene detto di Hilbert se esso è completo, in cui è definito un prodotto interno, assumendo allora la struttura di spazio euclideo usualmente a n-infinite dimensioni. Con l'introduzione in X del prodotto scalare tra vettori, si aprono grandi possibilità dal punto di vista matematico, e gli spazi hilbertiani sono gli spazi euclidei ad infinite dimensioni, ossia sono l'ambiente naturale per l'analisi dei sistemi ad infiniti gradi di libertà come la teoria delle equazioni differenziali alle derivate parziali EDDP, la teoria delle equazioni integrali EI, mentre dal punto di vista fisico permette l'introduzione dei concetti di potenza, energia, lavoro.  W. Sierpinski (Waclaw Franciszek Sierpinski, Varsavia 1882, Varsavia 1969, matematico polacco di cui ricordiamo “L'ipotesi del continuo”, tra i maggiori matematici polacchi insieme a Stefan Banach e Kazimierz Kuratowsk), diede importanti contributi alla teoria degli insiemi, alla teoria dei numeri, ed alla topologia. Ricordiamo ancora Hilbert per i suoi numerosi interessi matematici, tra i quali: la teoria degli invarianti algebrici, la teoria dei numeri, la logica matematica, la teoria delle equazioni differenziali, il problema dei 3 corpi, alcuni aspetti della fisica matematica, nonché quale autore di una famosa e semplice curva patologica che riempie lo spazio cubico (o nel piano, che riempie la superficie quadrata), analoga ad altre curve patologiche proposte nel '900. Mentre Hilbert, ammiratore della teoria degli insiemi di Cantor, presentava nel 1900 a Parigi il suo programma, Poincarè, che riteneva la matematica di Cantor quanto di più lontano vi fosse dalla sua posizione sui fondamenti empirico-intuizionistici (giudizio che doveva evidentemente coinvolgere anche la teoria degli spazi astratti di Hilbert), al medesimo Congresso dei matematici a Parigi leggeva una relazione in cui definiva i ruoli della logica e dell'intuizione nella matematica del tempo. Si raggrupparono da allora i matematici in 2-3 indirizzi di pensiero riguardo la concezione adottata sui fondamenti della matematica. 


I sostenitori delle idee di Poincarè formavano la scuola degli intuizionisti. Attorno a Hilbert si raggruppò l'indirizzo dei formalisti, ed alcuni di questi matematici giunse alla posizione estrema, come abbiamo già scritto, dello strumentalismo per i quali matematici la matematica non è che un gioco, seguendo regole prefissate ma arbitrarie, con simboli o contrassegni privi non solo di contenuto ma pure di significato. Opponendosi a C. S. Peirce ma in sintonia con Frege, un gruppo genericamente formalista che rifiutava però la natura interamente arbitraria dei simboli e delle regole della matematica, veniva descritto come appartenente alla scuola logicista. Accomunando i sostenitori del logicismo con gli oppositori del formalismo hilbertiano, Brouwer (Luitzen Egbertus Jan Brouwer, Overschie 1881, Blaricum 1966, matematico olandese, professore all'Università di Amsterdam, noto quale fondatore della “scuola intuizionistica” (i cui principi sono già abbozzati in “Life, Art and Mysticism”), e pure per i suoi contributi alla topologia ed alla teoria dei rapporti logica-matematica), promosse un indirizzo che rivendicava agli assiomi ed alle regole matematiche una definizione meno arbitraria. Fin dall'inizio della sua attività, incominciata nel 1907, rifiutò la fondazione logica dell'aritmetica e dell'analisi matematica, fondando la scuola intuizionista-intuizionistica, come oggi è nota. Secondo tale concezione la matematica ha i suoi fondamenti non nella logica e neppure nel linguaggio, bensì nell'intuizione che ci presenta immediatamente evidenti i suoi concetti (se esiste un oggetto, allora esiste anche un metodo riconosciuto che permette di trovare o di costruire quell'oggetto seguendo un numero finito di passi); allora, ad esempio, non è valida la dimostrazione indiretta, cui spesso ricorre l'aritmetica trasfinita. Sappiamo che nel sillogismo categorico di Aristotele erano enunciate le 3 leggi della logica:  1) A=A (legge di identità; PI, LI);  2) A non uguale a B ed a nonB (legge di non contraddizione PNC, LNC);  3) A=B o A=nonB (legge del terzo escluso PTE, LTE, ovvero senza terza alternativa). Brouwer riteneva non valida appunto la legge del terzo escluso PTE, facendo cadere tutti i risultati dipendenti da essa. Egli chiedeva ai formalisti se una data successione di cifre, come 1234567890, compare in qualche posizione della rappresentazione decimale di un numero irrazionale non periodico (tipo π), e dato che non vi è un mezzo per calcolarla o per decidere in merito, e nemmeno alcuno lo ha mai empiricamente mostrato almeno una volta, qui non si può applicare la legge del terzo escluso PTE, e non si può dunque affermare né che la proposizione è vera né che è falsa (mentre la maggior parte dei logicisti, e la maggior parte degli individui è portata comunque a credere che accada una o l'altra cosa senza altre possibilità seppure non si possa sapere quale, come pure diciamo che il 15 aprile del 2178 non potendo calcolare se sarà una giornata di sole o di pioggia (supponendo ovviamente che in meteorologia possa esserci solo sole o solo pioggia o facendo rientrare il tempo meteorologico in questi due soli stati) non si dovrebbe affermare che il 15apr2178 ci sarà il Sole o ci sarà la pioggia). Potremmo anche chiedere: “Esiste intorno ad una stella delle galassia di Andromeda un pianeta simile alla Terra?” (non è ovviamente possibile rispondere se non vi è una legge dell'astrofisica da cui si ricava od un telescopio il cui ingrandimento ce lo abbia mostrato, essendovi implicata l'esistenza di un oggetto); però queste sono ben diverse da: “Dato il nostro pianeta Terra (A), attorno ad una stella della galassia di Andromeda o esiste un pianeta uguale alla Terra (B) o non esiste un pianeta uguale alla Terra (nonB)”, ma per l'intuizionista Brouwer semplicemente e “costruttivamente” non si può affermare che la proposizione o è vera o è falsa. Hermann Weyl (1885-1955) fu allievo di Hilbert ed uno dei matematici più importanti usciti dall'Università di Gottingen nella Bassa Sassonia, collega di A. Einstein nel 1913 al Politecnico di Zurigo, e poi egli stesso successore di Hilbert nel 1930 sulla cattedra di matematica a Gottinga; nel 1918 aderì alla corrente intuizionista. Egli affermò che i formalisti, con l'aritmetizzazione dell'analisi, avevano costruito l'edificio matematico nel quale una parte essenziale delle fondamenta affondava nella sabbia disgregata. Hilbert replicò sia a Brouwer che a Weyl, nella polemica paragonandoli a Kronecker contro Cantor.  Hermann Weyl diede contributi importanti e fondamentali a molti settori della matematica, e poi (com'era costume nei decenni tra l'800 ed il '900 per via degli stretti rapporti tra teoria matematica e fisica teorica), anche alla meccanica quantistica con l'applicazione della teoria dei gruppi; ed in anni ancora precedenti, facendosi sostenitore  della teoria della relatività di Einstein, diede contributi pure a RG. 


L'apertura del '900, come abbiamo detto, ha assistito alla nascita di numerosi ed imbarazzanti paradossi nella teoria degli insiemi e delle classi. Alcuni erano già conosciuti da tempo, come il paradosso del barbiere: “il barbiere fa la barba a tutti e solo quelli che non si fan la barba da soli” (il barbiere è incluso (od escluso) nella classe di tutti quelli che si fan la barba da soli?). Il paradosso di Russel (la classe di tutte le classi che non sono membri di se stesse, è membro di se stessa?), che fu enunciato nel 1902, gettò disorientamento tra gli studiosi di logica matematica, e come già scritto, ha sollevato seri dubbi sulla riuscita del programma di Russell-Whitehead, cui si cercò di porre rimedio con la teoria dei tipi. Al suo paradosso Russell è giunto nel tentativo di conciliare la dimostrazione di Cantor sulla impossibilità dell'esistenza del cardinale massimo, con la supposizione, del tutto plausibile, che la classe di tutti i termini (che è essenziale per tutte le implicazioni formali) ha necessariamente il maggior numero di termini. La contraddizione si può porre in termini di concetto-classe dato che esso può essere o meno un termine della propria estensione, oppure può essere posta in termini di classi dato che una classe come uno può essere membro di se stessa come molti (ossia come aggregato o collezione) ottenendo risultati paradossali (od antinomie) anche più straordinari. E' possibile dimostrare un risultato simile, che peraltro non porta a contraddizioni, per quel che riguarda una relazione qualsiasi. La ragione per la quale emerge in tutti questi casi la contraddizione risiede nel fatto che abbiamo assunto come assioma che una funzione proposizionale contenente solo una variabile equivale all'affermazione dell'appartenenza ad una classe definita dalla funzione proposizionale. O questo assioma, od il principio che ogni classe può essere presa come un unico termine, è palesemente inaccettabile (o falso), e non esisterebbe alcuna obiezione fondamentale all'eliminazione di entrambi. Una volta però abbandonato il primo, sorge il problema: quali funzioni proposizionali definiscono le classi che sono termini singoli od anche molti, e quali no?  E con questo problema cominciano le difficoltà, poiché qualsiasi metodo con il quale tentiamo di stabilire una correlazione uno-uno tra tutti i termini e tutte le funzioni proposizionali deve omettere almeno una funzione proposizionale. Esistono più funzioni proposizionali che termini, il che costituisce un risultato semplicemente impossibile. La chiave della spiegazione di tutto il mistero risiede nella distinzione e gerarchizzazione dei tipi logici. Altri modi possibili di evitare la contraddizione risultano non desiderabili perché distruggerebbero un numero troppo grande di tipi di proposizioni necessarie; questo scriveva Russell. Le relazioni dei termini con se stessi non si possono evitare; in generale l'identità entra in modo molto simile nell'implicazione formale. 


Un'ipotesi naturale per sfuggire alla contraddizione potrebbe essere quella di rifiutare la nozione di tutti i termini o di tutte le classi. Si potrebbe ad esempio dire che non è concepibile alcuna somma logica totale di questo genere. Ma sappiamo che mantenendo questo punto di vista per “qualsiasi” termine, sarebbero impossibili tutte le verità formali, e la matematica, la cui caratteristica fondamentale proprio è l'affermazione di verità valide per “qualsiasi” termine, andrebbe “tutta” a picco. Infatti la corretta affermazione di verità formali richiede la nozione di “qualsiasi” termine o di “ogni” termine, anche se non la nozione collettiva di “tutti” i termini. Ogni funzione proposizionale, così si afferma, possiede, oltre ad un decorso di valori di verità, pure un decorso di valori di significatività, e cioè un insieme di valori entro cui deve cadere x se vogliamo che la funzione proposizionale risulti in ogni caso una proposizione, vera o falsa: questo costituisce il primo punto della teoria dei tipi. Il secondo punto è che i decorsi dei valori di significatività formano dei tipi, e cioè, se x appartiene al decorso dei valori di significatività della funzione, allora esiste una classe di oggetti, i tipi di x, che deve anch'essa appartenere al decorso dei valori di significatività della funzione proposizionale. Il secondo punto è meno preciso del primo, ed il caso dei numeri può introdurre delle difficoltà, Qualsiasi oggetto che non sia un decorso di valori è un termine semplice od un individuo. Questo forma il tipo più basso di oggetto ossia il livello logico inferiore dei tipi (come un punto, un istante, Socrate, Nausica, quel tulipano, ecc.), e se un oggetto compare in una proposizione è sempre possibile sostituirgli un qualsiasi altro individuo-oggetto senza che la proposizione perda significato. Il tipo successivo consiste dei decorsi o classi di individui; il tipo che segue le classi di individui consiste di classi di individui, quindi di classi di classi di individui, e così via. Vi sarà una progressione di tipi dal livello più basso in su, dato che un decorso può essere formato di oggetti di un tipo qualsiasi, e ne risulta un decorso di tipo superiore ai suoi elementi. Una nuova serie di tipi ha inizio dalla coppia con verso; un decorso appartenente a questa serie di tipi è ciò che costituisce, per la logica simbolica, una relazione: è questo il punto di vista estensionale delle relazioni. 


Allora possiamo formare decorsi di relazioni, o relazioni di relazioni, o relazioni di coppie (come la separazione in geometria proiettiva), o relazioni di individui con coppie; terne o coppie di terne, terne di terne, coppie formate da una terna ed un individuo, ecc., ecc. In questo modo otteniamo non semplicemente una sola progressione, ma una serie infinita di progressioni, un'immensa gerarchia di tipi, forse di numero αo. Volendo riassumere diremo che il paradosso od antinomia di Russell appare risolto dalla teoria dei tipi logici, ma esiste almeno una contraddizione strettamente analoga ad esso che probabilmente non è risolvibile adottando una teoria dei tipi. La totalità di tutti gli oggetti logici, o di tutte le proposizioni, comporta, a quanto pare, una seria difficoltà logica fondamentale... ed è difficile scoprire dove possa portare la completa soluzione di questa difficoltà connessa ai fondamenti stessi del pensiero logico (e questo problema fondamentale potrebbe porre serie limitazioni al valore di LogK della nostra civiltà fondata su idrogeno-carbonio-ferro-silicio-ecc. e Pensiero matematico). L'opera di Frege “Die Grundlagen der Arithmetik” (“Leggi fondamentali dell'aritmetica”), il cui primo volume uscì nel 1893 ed il secondo nel 1903, affronta argomenti teorici simili a quelli contenuti nei Principi della matematica. L'opera di Frege abbonda di sottili distinzioni, ed evita gli errori in cui solitamente cadono i logici. Il suo simbolismo, anche se così complicato per l'uso, si basa su un'analisi delle nozioni logiche più profonda di quella del simbolismo di Peano, e dunque ne è filosoficamente e logicamente decisamente superiore. Notiamo però che egli non vede nessuna contraddizione nei concetti che non possono essere resi soggetti logici; ritiene che se un termine a compare in una proposizione, la proposizione possa essere sempre scomposta in a ed in una affermazione su a. E soprattutto Frege non si è affatto reso contro della contraddizione insita nel concetto di classe di tutte le classi (a cui è legata la lettera di Russell del 1902). Gli argomenti principali su cui si articola la teoria di Frege sono: 1) significato ed indicazione, 2) valori di verità e di giudizio, 3) Begriff e Gegestand, 4) classi, 5) implicazione e logica simbolica, 6) la definizione dei numeri interi e il principio di astrazione, 7) l'induzione matematica e la teoria delle progressioni. La distinzione di Frege tra significato ed indicazione è circa equivalente a quella di Russell tra concetto come tale e ciò che esso denota (il denotare), anche se la teoria dell'indicazione è più radicale di quella contenuta nei Principia, poiché suppone che ogni nome (e non solo i nomi propri che derivino da concetti) significhi e indichi. 


La posizione di Frege è più profonda di quella di Russell, in valori di verità e di giudizio (che comporta però difficoltà con dannosa infiltrazione di elementi psicologici), ossia nella distinzione delle proposizioni affermate con le proposizioni che affermano, comportando un'analisi del giudizio più radicale. La sua teoria delle classi (considerate più o meno come uno) è molto difficile ed è data molto intensionalmente, mentre quella corretta (e meno problematica) dovrebbe essere la più estensionale possibile. La relazione che Frege adopera come relazione fondamentale della logica delle proposizioni, non è esattamente l'implicazione, ma una relazione che sussiste tra p e q quando q è vero oppure p non è vero; l'implicazione dei Principia è invece una relazione tra p e q quando p e q sono proposizioni e q è vero oppure p è falso. Ossia l'”implicazione” di Frege sussiste quando p non è affatto una proposizione, qualunque cosa possa essere q, e presenta dunque il vantaggio formale di evitare la necessità di un'ipotesi della forma “p e q sono proposizioni”, ma ha lo svantaggio di non condurre ad una definizione di proposizione e di negazione; in Frege la negazione è un indefinibile e la proposizione viene da lui introdotta per mezzo della nozione indefinibile di un valore di verità. Inoltre ricordiamo che la notazione logica di Frege ha un vantaggio su quella di Peano, anche se è eccessivamente complicata. Frege non dà la medesima definizione di numeri cardinali data da Russell, se identifichiamo il decorso dei valori con la classe, ma seguendo la sua teoria intensionale delle classi, egli considera il numero come una proprietà del concetto-classe e non una proprietà della classe in estensione: se u è un decorso di valori, il numero di u è il decorso di valori del concetto “decorso di valori simili ad u”. 


Le opere di Frege contengono una critica molto efficace dell'interpretazione psicologica della logica ed anche della teoria formalistica della matematica. Nel secondo volume è contenuta un'interessante discussione della contraddizione. Lo spirito dei logici e dei matematici, nonché la posizione di Frege all'uscita nel 1903 del suo 2° volume delle “Leggi fondamentali dell'aritmetica” è ben espresso dall'appendice al 2° vol., nella quale descrive la situazione in cui venne a trovarsi a seguito della lettera inviatagli da Russell e contenente il famoso paradosso, proprio mentre si stava completando la stampa (riportiamo il testo della lettera di Russell a Frege: “Caro collega, da un anno e mezzo sono venuto a conoscenza dei suoi Grundgesetze der Arithmetik, ma solo ora mi è stato possibile trovare il tempo per uno studio completo dell'opera come avevo intenzione di fare. Mi trovo completamente d'accordo con lei su tutti i punti essenziali, in modo particolare col suo rifiuto di ogni elemento psicologico nella logica e col fatto di attribuire un grande valore all'ideografia per quel che riguarda i fondamenti della matematica e della logica formale, che, per inciso, si distinguono difficilmente tra loro. Riguardo a molti problemi particolari trovo nella sua opera discussioni, distinzioni e definizioni che si cercano invano nelle opere di altri logici. Specialmente per quel che riguarda le funzioni (cap. 9 del suo Begriffsschrift), sono giunto per mio conto a concezioni identiche, perfino nei dettagli. C'è solo un punto in cui ho trovato una difficoltà. Lei afferma (p. 17) che anche una funzione può comportarsi come l'elemento indeterminato. 


Questo è ciò che io credevo prima, ma ora tale opinione mi pare dubbia a causa della seguente contraddizione. Sia w il predicato ""essere un predicato che non può predicarsi di se stesso"". w può essere predicato di se stesso? Da ciascuna risposta segue l'opposto. Quindi dobbiamo concludere che w non è un predicato. Analogamente non esiste alcuna classe (concepita come totalità) formata da quelle classi che, pensate ognuna come totalità, non appartengono a se stesse. Concludo da questo che in certe situazioni una collezione definibile non costituisce una totalità. Sto finendo un libro sui principi della matematica e in esso vorrei discutere la sua opera in tutti i dettagli. Ho già i suoi libri o li acquisterò presto, ma Le sarei molto grato se mi potesse inviare gli estratti degli articoli usciti su riviste. Nel caso non sia possibile, comunque, potrò averli da una biblioteca. La trattazione rigorosa della logica nelle questioni fondamentali, dove i simboli non sono sufficienti, è rimasta molto indietro; nella sua opera ho trovato la migliore elaborazione del nostro tempo, e mi sono quindi permesso di esprimerle il mio profondo rispetto. Sono spiacente che Lei non abbia ancora pubblicato il secondo volume dei suoi Grundgesetze: spero tuttavia che ciò avvenga. Molto rispettosamente suo Bertrand Russell (Ho scritto a Peano di questo fatto, ma non ho ancora ricevuto risposta.)”). Non solo si incrinò un pilastro dell'edificio di Frege, ma pure di tutti i sistemi facenti uso dei concetti di insieme e di classe di tutte le classi (come ad esempio anche il sistema di Dedekind). 


Intanto la matematica, lungo tutto il '900, abbandonava progressivamente lo spirito e la condotta della disputa filosofica e della polemica tra le varie correnti la cui differenziazione diveniva tra l'altro sempre più sfumata, per lasciare maggior spazio alla diffusione della matematica soprattutto riguardo la tecnica matematica e le applicazioni della matematica. Nel campo dell'analisi riveste particolare importanza il lavoro rivoluzionario svolto da Henri Lebesgie (Henri Léon Lebesgue, Beauvais 1875, Parigi 1941, matematico francese, divenuto noto per i suoi contributi alla moderna teoria dell'integrazione pubblicata per la prima volta nella sua tesi “Intégrale, longueur, aire” (“Integrale, lunghezza, area”) all'Università di Nancy nel 1902), che si occupò di teoria della misura, di teoria delle funzioni e di teoria degli integrali. Studiò una teoria nuova, inizialmente contrastata, che sviluppava e generalizzava ulteriormente i metodi di integrazione. Allora dominava la teoria e la tecnica di integrazione secondo Riemann. Negli ultimi decenni dell'800 con gli studi sulle serie e la teoria degli insiemi, a partire dalla “Teoria degli insiemi (o degli aggregati)” di Cantor, si era andato facendo strada un concetto di funzione come rappresentazione-applicazione, ossia un concetto più vicino alla corrispondenza “punto-punto” tra gli elementi di due insiemi I e J (o applicazione o trasformazione tra I e J), invece del concetto di “linea continua in continua variazione”. Cantor aveva cercato di dare una corretta definizione di misura di un insieme misurabile. Emile Borel (Félix Edouard Justin Émile Borel, Saint-Affrique 1871, Parigi 1956, matematico e politico francese, di cui conosciamo l'omonimo teorema e la somma integrale di serie divergenti (quando l'integrale esiste), si occupò, prima di Lebesgue, di teoria della misura. Conosciamo in realtà 3 teoremi affini, il teorema di Heine del 1872, il teorema di Borel come nuova enunciazione (esteso anche da Pincherle), ed infine il teorema di Heine-Borel. Ricordiamo i matematici Heinrich Eduard Heine (Berlino 1821, Halle 1881, matematico tedesco, noto soprattutto per i suoi contributi alla teoria delle funzioni continue oltre al concetto di continuità uniforme), e Pincherle (Salvatore Pincherle, Trieste 1853, Bologna 1936, matematico ed accademico italiano, tra i padri, assieme a Vito Volterra, dell'analisi funzionale). Il teorema di Borel afferma che una famiglia di intervalli aperti la cui unione logica contiene l'intervallo chiuso e limitato, tra a e b compresi, possiede una sottofamiglia finita dotata della medesima proprietà. 


La teoria di Borel è pure legata agli insiemi che si possono ottenere da insiemi chiusi o aperti (sulla retta numerica reale) per ripetute applicazioni delle operazioni logiche di unione ed intersezione ad infinità numerabili di insiemi. Affermiamo dunque che qualsiasi insieme di Borel, è un insieme misurabile secondo il teorema dato. Su uno spazio topologico separato localmente compatto E, la misura di Borel è una misura definita dalla σ-algebra di tutti gli insiemi di Borel di E, ossia è la più piccola σ-algebra fra quelle che contengono tutti gli aperti di E. Dopo il lavoro di Borel, Lebesgue osservò che la definizione di integrale di Riemann aveva una validità ancora troppo limitata riguardo al numero di punti di discontinuità della funzione. Invece di suddividere il campo della variabile indipendente x come fecero Cauchy e Riemann, Lebesgue volle suddividere l'intervallo Δf della funzione f in sottointervalli Δyi, considerando per ogni intervallo l'estremo inferiore e l'estremo superiore associati ai sottoinsiemi Ai (finiti di numero od infinitamente numerabili) in cui è stato suddiviso l'insieme A; costruendo poi le serie somma integrale inferiore e somma integrale superiore, di cui il valore comune dell'estremo superiore della somma integrale inferiore e dell'estremo inferiore della somma integrale superiore è il valore dell'integrale secondo Lebesgue: se ciò è possibile nell'insieme A misurabile, allora la funzione f si dice sommabile od integrabile secondo Lebesgue (o L-integrabile), e se l'insieme è illimitato si dice che f è localmente sommabile o L-integrabile in A. Approssimativamente i matematici precedenti effettuavano l'integrazione sommando indivisibili od “indivisibili”, mentre Lebesgue raggruppava insieme indivisibili dimensionalmente comparabili prima di sommarli, ossia costruiva la sommatoria dei prodotti dei valori della funzione (fi) moltiplicati per la misura di Ai, m(Ai). 


La definizione di integrale di Lebesgue, non solo è più generale ed applicabile ad una classe più ampia di funzioni rispetto a quella di Riemann e naturalmente a quella di Cauchy, ma anche la relazione tra derivazione ed integrazione secondo Lebesgue è affetta da un minor numero di eccezioni. Il concetto di misura di un insieme A è diventato molto generale ed importante in matematica ed è oggetto di teoria della misura. La nozione di misura era già nota nell'antichità, tratta dalla diretta intuizione spaziale delle applicazioni in agrimensura-architettura-manufatti-ecc., sotto  forma di lunghezza (unidimensionale) dei segmenti, delle spezzate, dei perimetri dei poligoni, della circonferenza del cerchio, degli archi, ecc., nonché sotto forma della nozione di area (bidimensionale) di alcune superfici poligonali (di triangolo, quadrato, parallelogramma e quadrilateri, poligoni regolari di n lati, cerchio, lunule, ecc.). La nozione di misura è stata poi estesa ai trapezoidi con la definizione di integrale di y=f(x), ossia di area “trapezoidale” sotto la curva f(x). Tale nozione dà origine a varie definizioni di misura (bidimensionale) per gli insiemi piani: particolarmente espressiva per la sua aderenza ancora all'intuizione geometrica è la definizione data da Peano-Jordan P-J, mentre di grande portata concettuale e di vasto impiego in molti campi è la successiva definizione di Lebesgue L. Possiamo dire che la misura m di un insieme A, m(A), è semplicemente il valore (mai negativo, ossia positivo o nullo) del rapporto di una grandezza rispetto ad una grandezza assunta come grandezza campione (unità di misura, intendendo la quantità o funzione mai negativa della grandezza in questione, definita con gli integrali precedenti), cui si richiede di verificare alcune proprietà formali, in particolare la proprietà di additività già conforme alla nozione intuitiva degli antichi secondo cui la misura del tutto deve essere uguale alla somma delle misure delle sue parti componenti, senza intervalli vuoti e senza sovrapposizioni. La nozione di misura (una funzione mai negativa) di un insieme o di un campo A sarà poi estesa ad enti più generali. Definiamo la misura esterna di A, me(A), la misura interna di A, mi(A), e l'insieme-campo A è allora misurabile se me(A)=mi(A) ossia quando sia nulla la misura della sua frontiera. La misura secondo Lebesgue gode dell'additività e dell'additività in senso esteso, diversamente dalla misura secondo Peano-Jordan. Affinchè l'insieme A sia misurabile secondo P-J è necessario e sufficiente che la misura della frontiera di A, F(A), sia nulla, nel qual caso A è  misurabile pure secondo L e le due misure sono uguali. La teoria della misura, nel senso stabilito da Lebesgue, è fondamentale negli sviluppi della matematica moderna: le idee su cui si fonda conducono, in modo naturale, alla nozione di misura ponderata o misura secondo Lebesgue-Stieljes, consentendo, tra l'altro, di scoprire delle profonde affinità in argomenti diversi e lontani, come la teoria dell'integrazione e la teoria della probabilità. 


Ricordiamo il matematico Thomas Joannes Stieltjes (Zwolle 1856, Tolosa 1894, matematico olandese, noto per i suoi studi sulle frazioni continue e soprattutto per avere contribuito alla definizione dell'integrale di Riemann-Stieltjes). Le nozioni di teoria della misura si estendono al caso di insiemi numerici non limitati e di insiemi dello spazio euclideo n-dimensionale, ed ulteriormente generalizzate nell'ambito della teoria astratta della misura, e trattate in modo totalmente assiomatico, definendo inizialmente il concetto di spazio misurabile, e quindi definendo misura una funzione a valori reali definita su una σ-algebra e dotata della proprietà di additività numerabile. Con tali nozioni è possibile definire la base per una teoria assiomatica dell'integrazione. Le funzioni continue sono misurabili e sono misurabili somme, prodotti, quozienti, e limiti di successioni (convergenti in misura) di funzioni misurabili nell'insieme misurabile A. Successivamente, seguendo la via aperta da Riemann ed allargata da Lebesgue, altri matematici realizzarono sviluppi e generalizzazioni del concetto di integrale, tra cui ricordiamo l'integrale di Arnaud Denjoy (Arnaud Denjoy, Auch 1884, Parigi 1974, matematico francese, noto per i suoi lavori in analisi armonica, sulle equazioni differenziali, in particolare per il suo integrale che permette di rendere integrabili tutte le derivate), l'integrale dovuto ad Alfrèd Haar (Budapest 1885, Seghedino 1933, matematico ungherese, conosciuto per i contributi in analisi matematica e di teoria dei gruppi topologici), nonché l'integrale di Lebesgue-Stieljes, facendo percorrere alla storia dell'integrazione matematica, dal vecchio e preciso metodo di esaustione di Archimede fino alle teorie di integrazione formalizzate del XX sec, una lunga strada. 


Un ampliamento dell'analisi matematica (analisi generale) si deve a M. R. Frèchet (Maurice René Fréchet, Maligny 1878, Parigi 1973, matematico francese, che diede importanti contributi in topologia, negli spazi astratti, in analisi funzionale e generale e nell'integrazione), il quale dimostrò che la teoria delle funzioni non poteva più fare a meno della teoria degli insiemi, dove gli insiemi qui erano costituiti da elementi arbitrari e generici, oltre che da punti come spesso era accaduto nel passato. Egli definì un calcolo funzionale in cui un'operazione funzionale viene definita in un insieme E (indipendentemente dalla natura dei suoi elementi), quando a ciascun elemento A di E corrisponde un determinato valore numerico U(A). In questo ambito le definizioni di limite e di derivata sono ampliate e generalizzate, come è avvenuto per il concetto di integrale. Le due più importanti generalizzazioni di teorie matematiche necessarie per lo sviluppo dell'analisi funzionale sono dovute a M. Frèchet ed a D. Hilbert, ed attengono alla generalizzazione degli insiemi più astratti di elementi ed alla generalizzazione degli spazi astratti. Hilbert si era inizialmente occupato delle equazioni integrali, soprattutto ricorrendo all'opera di I. Fredholm (Erik Ivar Fredholm, Stoccolma 1866, Stoccolma 1927, matematico svedese, noto soprattutto per i suoi lavori nei campi delle equazioni integrali e della teoria degli operatori), il quale formulò una particolare equazione integrale di 1° specie. Un'equazione integrale, è un'equazione in cui la funzione incognita compare sotto il simbolo di integrale: si dice di 1° specie se compare solo sotto il segno di integrazione, altrimenti si dice di 2° specie. La teoria delle equazioni differenziali ha come punto centrale il teorema di esistenza ed unicità del problema di Cauchy per i sistemi in forma normale. Da questo fondamentale teorema, la dimostrazione data da Peano-Picard consiste nel tradurre il problema medesimo in un'equazione integrale di Volterra (Vito Volterra, Ancona 1860, Roma 1940, matematico, fisico, politico, ed antifascista italiano, tra i principali fondatori dell'analisi funzionale e della connessa teoria delle equazioni integrali) e nel risolvere questa con un metodo di approssimazioni successive. Ricordiamo anche il matematico Charles Émile Picard (Parigi 1856, Parigi 1941, matematico ed accademico francese). Fanno così il loro ingresso nell'analisi matematica le equazioni integrali, che hanno grande importanza costituendo uno degli strumenti analitici più importanti per lo studio dei problemi sulle equazioni differenziali ordinarie EDO ed alle derivare parziali EDDP . Sappiamo che molte equazioni descriventi sistemi dinamici fisici (ma anche biologici, sociali, ambientali, economici, ecc.) sono equazioni integrali le quali, in un certo senso, “integrano” la storia del processo che rappresentano (rappresentazione in grande), mentre un'equazione differenziale comporterebbe piuttosto una relazione locale (per esempio tra le grandezze nelle immediate vicinanze di xyzt); nonostante l'apparenza e la “completezza” sono però molto più diffuse e hanno ottenuto ben maggior successo le equazioni differenziali EDDP nella rappresentazione di innumerevoli fenomeni fisici e processi tecnici. La teoria delle equazioni integrali inizia tra '800 e '900. Una delle applicazioni di tali equazioni integrali si ha nell'analisi delle serie temporali (di dati concernenti l'economia, l'ingegneria (per esempio la teoria del filtraggio dei segnali), la sociologia, ecc.), di cui N. Wiener (Norbert Wiener, Columbia 1894, Stoccolma 1964, matematico e statistico statunitense, divenuto noto soprattutto per la teoria della probabilità, la teoria dell'informazione e la cibernetica moderna (controlli automatici di sistemi continui e discreti, e studio del cervello umano, del sistema nervoso e flusso di informazione), di cui ricordiamo il processo di Wiener, il filtro di Wiener, il teorema di Wiener-Khinchin, l'indice di Shannon-Wiener, lo spazio di Wiener, il teorema di Paley-Wiener, l'equazione di Wiener-Hopf), e A. N. Kolmogorov (Andrej Nikolaevic Kolmogorov, Tambov 1903, Mosca 1987, matematico sovietico, che ha dato notevoli contributi in teoria delle probabilità, topologia, la turbolenza, la meccanica classica MC e la teoria della complessità computazionale, amico del matematico e compagno di una vita Pavel Aleksandrov) sono gli autori. 


Le equazioni integrali più conosciute e studiate sono le equazioni di Fredholm di 1° e 2° specie, e le equazioni di Volterra di 1° e 2° specie. L'equazione di Fredholm di 1° specie è data da integrale tra a e b, di K(s,t)x(t)dt=f(s), dove x(t) è la funzione incognita, f(s) e K(s,t) sono delle funzioni assegnate, e K è detto il nucleo dell'equazione. Nel caso di nucleo degenere la soluzione si riduce a quella di un sistema di equazioni algebriche lineari. Un'equazione integrale potrebbe essere considerata come l'”estensione infinita” da un sistema di n equazioni in n incognite ad un sistema di infinite equazioni in infinite incognite (la sommatoria finita diviene sommatoria infinita ossia diviene integrale). In tal caso von Koch (Helge von Koch, Stoccolma 1870, Danderyd 1924, matematico svedese, noto soprattutto per aver dato il nome al famoso frattale noto come curva di Koch, e per i contributi in teoria dei numeri) aveva già studiato le proprietà dei determinanti di dimensioni infinite. Quando Hilbert si occupò delle equazioni integrali nel periodo 1904-10, non aveva ancora introdotto esplicitamente gli spazi ad infinite dimensioni, però aveva già sviluppato il concetto di continuità di una funzione di infinite variabili. Vediamo dunque che le idee essenziali per lo sviluppo degli spazi astratti di Hilbert erano già presenti nel corso delle ricerche sulle equazioni integrali. Nel frattempo, nel 1906, Frèchet iniziò a generalizzare i metodi usati dal suo professore J. Hadamard (Jacques Solomon Hadamard, Versailles 1865, Parigi 1963, matematico francese, conosciuto soprattutto per la dimostrazione del teorema dei numeri primi) nello studio sul calcolo delle variazioni: generalizzazione che Frèchet denominò calcolo funzionale. Sul calcolo delle variazioni abbiamo già scritto a sufficienza, ma ancora ripetiamo che esso tratta i problemi di determinazione di estremanti, minimi e massimi, di funzionali definiti su assegnati spazi di funzioni, dove l'esempio più classico è quello inerente ai problemi isoperimetrici e di aree e volumi minimi. L'analisi funzionale è quell'importante settore della matematica che studia gli enti ottenuti generalizzando gli enti fondamentali dell'analisi matematica (o, per ragioni storiche, magari ancora denominata analisi infinitesimale), ed affonda le sue radici storiche nello studio delle trasformate (in particolare la trasformata di Fourier FT) e nello studio delle equazioni differenziali ed equazioni integrali. Si considerano allora spazi funzionali ossia gli spazi di funzioni, i “punti” dei quali sono funzioni. Altri enti fondamentali sono il limite con generale definizione topologica; l'integrale come teoria astratta della misura; il differenziale e la derivata di Frèchet, ecc. In tale ambito più generale si ottengono risultati di interesse in molti campi applicativi, come nella teoria delle equazioni differenziali a derivate parziali EDDP, in fisica matematica, in meccanica quantistica MQ, nel calcolo della probabilità, nello studio degli spazi di Fréchet e di altri spazi vettoriali topologici non dotati di una norma, poi nell'uso di metodi numerici automatici per la risoluzione di equazioni differenziali (tipo metodo di Galerkin per la risoluzione (debole) delle equazioni differenziali), ecc. Inoltre a volte è possibile ricondurre ad un solo problema di analisi funzionale, numerosi problemi di analisi infinitesimale o di natura diversa. Viene definito il funzionale (così denominato per distinguerlo dalle ordinarie funzioni numeriche di punto, il cui nome viene dal calcolo delle variazioni (per indicare una funzione il cui argomento è pure una funzione, forse da Vito Volterra), il quale funzionale è un'applicazione di uno spazio vettoriale E nel relativo campo base K; vengono definiti gli operatori lineari continui su spazi di Banach e su spazi di Hilbert (e si usano le varie algebre degli operatori). L'analisi funzionale moderna è lo studio di spazi astratti normati completi sul campo dei reali R e dei complessi C, ossia lo studio degli spazi di Banach (in particolare gli spazi di Hilbert in cui la norma è indotta dal prodotto interno, ossia col teorema di Pitagora); gli spazi di Hilbert possono essere completamente trattati e classificati (esiste un unico spazio di Hilbert a meno di isomorfismi), gli spazi di Hilbert n-dim, con n finito, sono oggetto dell'algebra lineare, gli spazi H αo-dim sono studiati in analisi funzionale; gli spazi di Banach generali sono molto più complicati degli spazi H, ma ad esempio per ogni numero reale p maggior-uguale 1, un esempio di spazio di Banach è dato da “tutte le funzioni misurabili secondo Lebesgue o p-integrabili in Lp=L(elev p), (la potenza p-esima del valore assoluto delle funzioni ha integrale finito)”; negli spazi di Banach la maggior parte dello studio riguarda lo spazio duale ossia lo spazio di tutti i funzionali lineari continui, inoltre la derivata è estesa a funzioni arbitrarie fra spazi di Banach (la derivata di una funzione in un determinato punto è una mappa lineare continua); i principi fondamentali che stanno alla base di analisi funzionale sarebbero: il teorema di Hahn-Banach (relativo all'estensione di funzionali da un sottospazio all'intero spazio mantenendo la norma, per ben sviluppare la teoria dello spazio duale topologico di uno spazio di Banach X e dunque lo spazio dei funzionali lineari e continui su X); il teorema della categoria di Baire; il principio dell'uniforme limitatezza o teorema di Banach-Steinhaus; il teorema dell'applicazione aperta; il teorema del grafico chiuso; la teoria degli operatori lineari continui fra spazi di Banach e di Hilbert. In uno spazio di Hilbert H, come già abbiamo scritto, i funzionali lineari continui si possono rappresentare mediante il prodotto interno: per ogni funzionale in H esiste un unico elemento a tale che f(x)=(a,x), per tutti gli x dello spazio, e questo vale per il teorema di rappresentazione di F. Riesz (Frigyes Riesz, Gyor 1880, Budapest 1956, matematico ungherese). 


Si denomina spazio duale algebrico dello spazio E l'insieme di tutti i funzionali lineari su E, dotato di addizione e moltiplicazione scalare. In tale spazio è possibile introdurre una topologia in vari modi: la topologia forte (ed allora lo spazio duale di E è uno spazio di Banach), e la topologia debole associata agli intorni dello 0. Ricordiamo che i funzionali F sono casi particolari di operatori lineari T i quali sono un'applicazione di uno spazio vettoriale X in uno spazio vettoriale Y entrambi sullo stesso campo base K, per cui risulta T(x+y)=Tx+Ty, T(ax)=aTx, per tutti i punti x e y di X e per ogni scalare a; se lo spazio Y è il campo base K, allora l'operatore T è un funzionale F. Tra i contributi di Frèchet, il più noto è quello di derivata che porta il suo nome, la F-derivata. Se un operatore è F-derivavile, si può estendere ad esso il noto concetto di differenziale, esso è F-differenziabile, quale generalizzazione del differenziale totale. Una generalizzazione del concetto di derivata direzionale, è la derivata di Gateaux di un operatore, o G-derivata, od anche derivata debole. Ricordiamo René Eugène Gateaux (Vitry-le-François 1889, Rouvroy 1914, morto durante WWI, matematico francese, noto appunto per la derivata di Gateaux). Pure il concetto di gradiente viene generalizzato ai funzionali f (non a tutti gli operatori generici), dando anche definizioni di gradiente in forma lineare ed in forma quadratica. Come si vede in analisi funzionale sono molto importanti gli sviluppi, le definizioni ed i concetti di topologia, disciplina e teoria fiorita rigogliosamente nel XX sec come topologia algebrica, in luogo della vecchia “topologia geometrica” con poca algebra e senza metrica, che molti ritengono sia iniziata con l'”Analysis situs” di Poincarè, altri invece, per i suoi teoremi di invarianza topologica enunciati nel 1911, iniziata con Brouwer. Weyl teneva lezioni sulle superfici di Riemann mettendone in risalto le proprietà astratte, e denominandole bi-varietà: tale concezione verrà formulata sistematicamente (e diverrà classica) in Felix Hausdorff (Felix Hausdorff, Breslavia 1868, Bonn 1942, matematico tedesco, noto per i suoi importanti contributi alla topologia). In matematica, la nozione di varietà è originata dalla generalizzazione del concetto di curva e di superficie euclidea, ossia dalla generalizzazione del concetto di funzione di n variabili. 


Nel 1941 Hausdorff pubblicava l'opera “Caratteristiche fondamentali della teoria degli insiemi”, consistente in una esposizione sistematica degli aspetti caratteristici della teoria degli insiemi in cui erano posti in primo piano le relazioni tra gli elementi (prescindendo dalla loro natura o specificazione). In tale opera si trova una precisa definizione ed elaborazione di spazio topologico ottenuta partendo dagli assiomi di Hausdorff, da cui è possibile dedurre le proprietà di alcuni spazi come il piano euclideo. Diverse sono le definizioni date di varietà, ma quasi tutti i tipi di varietà hanno in comune una struttura minima di natura topologica. Abbiamo le varietà topologiche date da uno spazio topologico S connesso e separato tale che ogni suo punto ammetta un intorno U omeomorfo ad un intorno dello spazio euclideo R n-dimensionale, ossia S ha localmente una struttura simile a quella di R n-dim=R(elev n). Ed abbiamo pure le varietà algebriche, ossia un insieme V di punti di uno spazio proiettivo complesso le cui coordinate proiettive soddisfano un sistema di equazioni algebriche. Per esempio la conica è una varietà algebrica di dimensione d=1 (d è la dimensione di V) e di ordine 2. Con Hausdorff giunge a maturazione e diviene disciplina indipendente la teoria degli insiemi di punti (come topologia di insiemi di elementi più generali ed astratti, in cui di punti geometrici e di numeri aritmetici c'è ormai solo il ricordo), ricerca iniziata sotto la spinta dell'aritmetizzazione dell'analisi come teoria degli aggregati di Cantor. Dalla metà del '900 la topologia, con la sua struttura fondamentale e basilare, si pone al di sopra di molti settori ed indirizzi della matematica odierna, a causa della sua grande generalità, della sua capacità di connettere e del suo potere unificante. Durante il '900 e soprattutto nei decenni intermedi l'algebra raggiunge nuove vette d'astrazione. Nell'opera di Diofanto troviamo delle semplici abbreviazioni simboliche quali simboli meno vincolati all'ente intuitivo-geometrico (è già lontano Euclide ed il logismos dei greci inteso come rapporto tra numeri e proprietà geometriche delle figure, ossia una primitiva forma di astrazione (o di rapporto ed analogia) del logos del puro pensiero dalla concretezza della figura disegnata, e nel suo termine arithmos forse si faceva già strada un barlume di “numero indeterminato”, “numero variabile” o “pseudoincognita”, anche se certo non ancora la x di Cartesio). In al-Khuwarizmi non troviamo equazioni o formule se non esposte verbalmente, inducendo però i matematici medioevali a pensare così in termini numerici ciò che nei secoli precedenti era stato pensiero di enti geometrici, di lati di quadrati e rettangoli, di aree, di figure. Questa evoluzione del concetto numerico avrebbe portato alle conquiste di Viète, come l'avvento della formula algebrica contenente il simbolo o specie (la cui opera è essenzialmente il matrimonio di Pappo e Diofanto), ed alle conquiste algebriche ed “infinitesimali” di Newton. La curva della generalizzazione inizia però a salire rapidamente solo nell'800 con G. Peacock, A. Cayley e lo studio dei determinanti e delle matrici, J. J. Sylvester con la teoria delle forme e la teoria delle matrici, G. Boole con la nuova algebra della logica, e poi con altri matematici ed altre teorie. Possiamo confrontare l'algebra letterale di Viète (forse questo è il primo vero passo di un lungo processo storico verso le vette della generalità e dell'astrazione), con un moderno manuale di algebra astratta per farne un confronto e stabilire un rapporto. Nel '500 gli algebristi e cossisti chiamavano “cosa” (res, coss) l'incognita x; oggi, in senso hegeliano ed in senso più matematico, potremmo chiamare cosa l'oggetto universale per eccellenza delle proposizioni, delle relazioni e delle equazioni algebriche (“cosa” può rappresentare numeri, punti, figure, famiglie di coniche, di curve o di funzioni, o polinomi, o matrici, o permutazioni, ecc.). Come oramai sappiamo, possiamo dividere l'algebra in algebra classica che affronta i problemi del calcolo letterale e ha una particolare predilezione per la teoria delle equazioni (algebriche) dove le operazioni assunte sono le 4 operazioni aritmetiche; ed in algebra moderna (cui oggi ci riferiamo fondamentalmente quando utilizziamo il termine algebra senz'altro attributo) la quale studia le strutture algebriche, definite assiomaticamente, che possiamo introdurre in un insieme A (ed esistono 3 tipi di struttura: topologica, d'ordine, algebrica), ed è algebra lineare quando l'insieme A è dotato di un'operazione per gli elementi di un campo K in modo che risulti uno spazio vettoriale su K stesso. Anche la teoria dei gruppi ha raggiunto notevoli risultati: infatti sono stati classificati tutti i gruppi finiti semplici. I mattoni da costruzione basilari per tutti i gruppi sono i gruppi semplici (semplici in quanto sono i componenti dei gruppi composti, dato che come struttura sono altrettanto complessi quanto gli altri gruppi), che si legano reciprocamente (come gli atomi semplici si legano in molecole complesse) per generare strutture a gruppi con numero di elementi sempre maggiore. 


Molti gruppi hanno un numero infinito di elementi o membri: anche in questo caso il sistema dei numeri offre una buona esemplificazione dato che non c'è limite alla dimensione dei numeri che si possono sommare. Le regole di composizione degli elementi di un gruppo sono però soddisfatte anche da molti sistemi di dimensioni finite: questi sono detti i gruppi finiti. Per esempio le ore segnate da un orologio possono essere sommate come i numeri, ma il risultato viene espresso come orario compreso fra 1 e 12 compresi (tramite l'aritmetica modulare). La dimostrazione del teorema di classificazione dei gruppi semplici, ha richiesto 15 mila pagine di mezzo migliaio di articoli sparsi su molte riviste specializzate, e tale dimostrazione è dovuta allo sforzo di un centinaio di matematici (soprattutto americani, inglesi, tedeschi, australiani, canadesi e giapponesi) con in aggiunta solo pochi calcoli automatici eseguiti da calcolatori. La classificazione dei gruppi semplici finiti è un episodio abbastanza singolare negli annali della matematica, non solo per la straordinaria lunghezza della dimostrazione, ma anche per la natura sorprendente della soluzione. Sono state scoperte 18 famiglie infinite di gruppi regolari semplici e poi dei gruppi semplici sporadici che non trovano posto in nessuna delle 18 famiglie. I primi 5 di tali gruppi sporadici sono stati identificati da E. Mathieu (Émile Léonard Mathieu, Metz 1835, Nancy 1890, matematico francese, il quale completò in solo 18 mesi l'intero corso di studi all’Ecole Politechnique a Parigi (quindi dando 1 esame ogni 18-20 giorni (!), se il piano fosse più o meno come oggi (!)), poi dopo un dottorato in scienze con una tesi sulle funzioni transitive, divenne noto per il lavoro sui gruppi sporadici semplici) negli anni 1860-1869; il più piccolo gruppo irregolare comprende esattamente 8x9x10x11=7920 elementi; il 6° gruppo sporadico, scoperto da Z. Janko (Zvonimir Janko, Bjelovar 1932, matematico croato che ha dato il nome ai gruppi di Janko), è composto da 175560 elementi. Nel 1982 Robert Griess costruì un gruppo finito denominato “mostro” (gruppo mostro M o IM o gruppo di Fischer-Griess) che possiede  2(elev 46)x3(elev 20)x5(elev 9)x7(elev 6)x11(elev 2)x13(elev 3)x17x19x23x29x31x41x47x59x71=


808.017.424.794.512.875.886.459.904.961.710.757.005.754.368.000.000.000, ossia circa 8(elev 53) elementi, ma dato che presenta numerose simmetrie è stato ribattezzato “l'amichevole gigante”. Non solo sono stati trovati dei gruppi semplici, ma è stato dimostrato di averli identificati tutti. Questo afferma il teorema di classificazione (che risulta in verità la somma logica di un centinaio di teoremi distinti): l'universo dei gruppi semplici finiti (componenti tutti i gruppi composti) è costituito da 18 famiglie infinite regolari e da 26 gruppi sporadici od irregolari. La 1° famiglia è composta dai gruppi ciclici di periodo primo p, ed essendo i numeri primi infiniti la 1° famiglia è infinita. I risultati di tale teorema (la cui enunciazione potrà e dovrà essere migliorata, resa più elegante e ridotta a qualche centinaio di pagine), sono già stati applicati a disparati settori della matematica, come la logica matematica, la teoria degli algoritmi, la teoria dei numeri, mentre il gruppo M presenta collegamenti anche con la teoria delle funzioni ellittiche. Nel '900 giunge a maturazione anche la teoria della probabilità (sia come disciplina a sé che applicata alle scienze), anche tramite il contributo di settori della matematica maggiormente sviluppatesi nel frattempo, come la teoria della misura e la teoria degli insiemi.  J. W. Gibbs (Josiah Willard Gibbs, New Haven 1839, New Haven 1903, ingegnere, chimico e fisico USA, noto per aver contribuito allo sviluppo dei fondamenti teorici della termodinamica, oltre che tra i fondatori dell'analisi vettoriale), creatore della Biometrika, diede basilari contributi nell'applicazione della statistica nel mondo delle discipline scientifiche introducendovi il concetto di metodo scientifico.  


E. S. Pearson (Egon Sharpe Pearson, Hampstead 1895, Midhurst 1980, statistico britannico, figlio del più celebre statistico Karl Pearson), e J. Neyman (Jerzy Neyman, Tighina 1894, Berkeley 1981, statistico polacco, che diede contributi alla statistica) fondarono la moderna teoria dei test statistici su basi di logica matematica.  F. Galton (Sir Francis Galton, Sparkbrook 1822, Haslemere 1911, esploratore, antropologo, climatologo britannico e patrocinatore dell'eugenetica) si occupava anche di statistica e studiava i fenomeni di regressione. Borel (1871-1956) usciva nel 1909 con i suoi “Elementi di teoria della probabilità”. Il vecchio P. L. Cebysev (1821-1894) aveva lasciato a continuare il lavoro l'allievo A. A. Markov (Andrej Andreevic Markov, Rjazan' 1856, San Pietroburgo 1922, matematico e statistico russo, con contributi in teoria dei numeri, all'analisi matematica, al calcolo infinitesimale, alla teoria della probabilità e alla statistica, ma soprattutto noto per il processo stocastico senza memoria detto processo markoviano o catena di Markov), il quale Markov studiava le catene di eventi collegati, mentre nel 1931 A. N. Kolmogorov sviluppava ulteriormente i processi markoviani e che ricordiamo soprattutto per la fondazione assiomatica della teoria della probabilità facendo uso di teoria della misura e dell'integrazione secondo Lebesgue. Qui vogliamo ora delineare rapidamente la teoria della probabilità. Il concetto di probabilità (ossia di valutazione p attribuita al verificarsi di un evento) è andato precisandosi e meglio definendo nel tempo a partire dagli inizi dell'800, e pur non trovandosi attualmente un'interpretazione universale, purtuttavia si sono radicati 3 approcci od interpretazioni della probabilità ed istituite di conseguenza tre diverse forme della teoria. Secondo la definizione classica, ossia la definizione di P. S. Laplace, la probabilità di un evento E è il rapporto tra il numero dei casi favorevoli al suo verificarsi ed il numero dei casi possibili purché equiprobabili. Essa è basata sul principio d'indifferenza od anche di ragion sufficiente, in base al quale in mancanza di ragioni per assegnare valori differenti ad eventi mutuamente esclusivi, questi vanno considerati ugualmente possibili. Questa definizione di probabilità non risulta convincente, non risulta esauriente (quando non sia possibile ritenere i casi ugualmente possibili), e risulta pure circolare (l'espressione “ugualmente possibili” è la medesima di “ugualmente probabili”). Da tali critiche nasce la teoria frequentista (definizione che introduce il limite della frequenza relativa dell'evento E per il numero N delle prove tendente ad infinito) di R. von Mises (Richard von Mises, Leopoli 1883, Boston 1953, matematico, ingegnere ed accademico austriaco naturalizzato USA, il quale ha dato importanti contributi nel campo della meccanica dei fluidi, della aerodinamica, della aeronautica, della statistica e di teoria della probabilità, nonché in filosofia della scienza quale seguace di Ernst Mach e sostenitore del positivismo logico; all'avvento del nazismo dal 1939 fu professore di matematica applicata ed aerodinamica all'Università di Harvard). La teoria di von Mises può essere messa in crisi dall'impossibilità della ripetizione comunque numerosa delle prove, o della loro problematica ripetizione nelle medesime condizioni, per la determinazione della frequenza relativa. Il tentativo di eliminare tale difetto ha portato alla definizione soggettivistica di Ramsey (Frank Plumpton Ramsey, Cambridge 1903, Londra 1930, matematico, logico, statistico ed economista inglese, che diede importanti contributi nel campo della filosofia, della logica matematica, dell'economia e della probabilità) e di B. De Finetti (Bruno de Finetti, Innsbruck 1906, Roma 1985, matematico e statistico italiano, noto soprattutto per la formulazione della definizione soggettiva operazionale della probabilità): la probabilità di un evento E è il grado di fiducia che un individuo, sulla base delle conoscenze di cui dispone in un dato momento, nutre nel verificarsi dell'evento in questione. 


Tale definizione si differenzia da quella classica e da quella frequentista, in quanto non riconosce al concetto di probabilità di un evento alcun contenuto oggettivo e per tale motivo non dovrebbe entrare nelle teorie di matematica applicata. Infine si deve a Kolmogorov una definizione assiomatica in termini di insiemi e di teoria della misura in modo tale da formalizzare la teoria della probabilità potendo prescindere dal significato attribuibile al termine probabilità p. Si introduce allora il concetto di spazio base S degli eventi elementari, inteso come l'insieme dei possibili risultati di un esperimento. Si consideri ora la classe Z dei sottoinsiemi di S, caratterizzata dalle seguenti proprietà:  1) lo spazio S appartiene a Z; 2) l'insieme vuoto appartiene a Z; 3) qualunque combinazione (unione, intersezione) di un numero finito od infinito numerabile di sottoinsiemi di S appartenenti a Z appartiene a Z; 4) la differenza di due sottoinsiemi appartenenti a Z appartiene a Z. Se si definisce un evento casuale un sottoinsieme di S appartenente a Z, ad ogni evento casuale A è possibile associare un numero reale P(A) chiamato probabilità, compreso tra 0 e 1 compresi, dove P(S) =1, e la probabilità della somma di eventi è la somma delle singole probabilità. Da ciò ricaviamo la teoria della probabilità di cui abbiamo già accennato. La statistica, invece, è l'analisi quantitativa effettuata coi metodi matematici basati sul calcolo delle probabilità, delle osservazioni di un qualsivoglia fenomeno variabile (di un insieme di numerosi elementi, o collettivo o di massa), ossia l'osservazione e l'analisi di una variabile (fisica, biologica, sociale, economica, ecc.) le cui soluzione sono già note, descrivendone le caratteristiche salienti ed individuandone le leggi del loro manifestarsi; ossia la statistica è una disciplina matematica non deterministica che ha per oggetto di studio qualitativo-quantitativo particolare fenomeni collettivi in condizioni di incertezza. Storicamente il termine statistica (da status (stato politico) o magari da status rerum (stato delle cose)) fu introdotto nel '700 per designare quella branca della scienza politica che si occupava della descrizione e dell'andamento delle cose e degli affari di stato; ma se vogliamo la statistica antica è nata in Egitto con la I dinastia. La parte concernente la costruzione e l'analisi delle tavole numeriche, originariamente riguardanti aspetti e dati economici e demografici, si è andata poi via via estendendo ad altri campi d'indagine, e la necessità di far fronte a nuovi problemi, portò ad ampliare l'insieme dei procedimenti e delle analisi della statistica moderna. La statistica per le sue specifiche operazioni necessita della teoria della probabilità, ossia di teoria degli insiemi, della definizione di spazio di probabilità, spazio dei campioni, ecc. Numerose sono le applicazioni nelle indagini sulle popolazioni, nella demografia, nell'affidabilità dei sistemi, nel controllo di qualità, nella pratica delle misure, ecc., ecc.  


A volte la rilevazione statistica è finalizzata non tanto alla conoscenza della caratteristica di un fenomeno, quanto alla scelta di un'azione da compiere sulla base di tale conoscenza. La disciplina che studia il processo logico-formale di scelta del comportamento ottimale in presenza di informazioni incomplete (cioè in condizioni di incertezza), prende il nome di teoria delle decisioni e può essere intesa come un settore della statistica induttiva. Le statistiche fisiche sono invece metodi usati per trattare sistemi costituiti da un gran numero di particelle (spesso pari al numero di Avogadro). In meccanica statistica è sufficiente conoscere soltanto il comportamento medio delle molecole (od atomi) ed il problema essenziale consiste nel collegare tale comportamento medio microscopico con i parametri macroscopici del processo (si è visto ciò anche nell'esempio sul moto browniano). Come già scritto, a tale scopo si introduce uno spazio 6-dimensionale nel quale un punto rappresenta una molecola con posizione e quantità di moto deterministicamente definiti. L'ipotesi fondamentale della meccanica statistica è che il punto rappresentante la particella  in una popolazione con un numero di elementi dell'ordine di Na d'Avogadro e trattabile solo statisticamente, possa cadere con uguale probabilità in ogni posizione di tale spazio, e per un sistema all'equilibrio, la distribuzione degli N punti è quella che ha la massima probabilità di realizzarsi, sotto la condizione che l'energia totale resti costante: questa condizione porta alla legge di distribuzione classica, ossia alla legge di Boltzmann. In molti problemi di meccanica statistica, poi, non si deve dimenticare che le particelle (fermioni) sono pure enti quantistici per i quali (oltre al principio di esclusione di Pauli) vale il principio di indeterminazione di Heisenberg. Inoltre poiché le particelle quantistiche sono indistinguibili, due stati microscopici che differissero solo per lo scambio di due particelle sarebbero identici. Eseguendo allora la stessa operazione di massimizzazione delle probabilità che si effettua nel caso classico, si ottiene la distribuzione di Bose-Einstein. Poi, come accennato, se alle particelle quantomeccaniche si applica il principio di esclusione di Pauli, allora in ogni cella dello spazio sopraddetto trova posto una sola particella ed in tal caso la funzione di distribuzione è quella di Fermi-Dirac. 


L'analisi matematica fino all'800 trattava prevalentemente funzioni continue, mentre sappiamo che la teoria della probabilità ha spesso a che fare con funzioni discrete ed impulsive, e dato che fa uso di teoria della misura e dell'integrazione, così Laurent Schwartz (Parigi 1915, Parigi 2002, matematico francese, noto per i suoi lavori sulle distribuzioni) diede un valido contributo in tale campo, come pure in analisi. Ricordiamo che L. Schwartz non va confuso col ben più vecchio matematico Hermann Schwartz (Karl Hermann Amandus Schwarz, Hermsdorf 1843, Berlino 1921, matematico tedesco, noto per i suoi contributi all'analisi matematica complessa) che invece conosciamo, oltre che per la disuguaglianza di Schwartz, anche per il teorema di Schwartz o teorema dell'invertibilità dell'ordine di derivazione secondo il quale se le due derivate seconde miste della funzione z=z(x,y) in due variabili x,y, sono continue nel punto (x,y), sono ivi uguali. Nella fisica già da tempo si utilizzavano, per necessità, le funzioni non derivabili, e L. Schwartz generalizzò il concetto di differenziazione (sfruttando la teoria degli spazi astratti vettoriali), per poter derivare sempre e comunque, ed eliminare così i problemi che sorgono quando in un'equazione differenziale si presentano soluzioni singolari (come, in un esempio elettrico, nel caso dell'equazione differenziale di un circuito elettrico risolto nel dominio del tempo, in cui si presenta una funzione a gradino u(t), (che non ha derivata ordinaria), per simulare l'accensione, all'istante t, del generatore di forma d'onda f(t), ossia u(t)f(t)). La teoria delle distribuzioni, iniziata nel 1935-36 da S. Sobolev (Sergej L'vovic Sobolev, San Pietroburgo 1908, Mosca 1989, matematico sovietico, noto soprattutto per gli spazi che portano il suo nome e per l'introduzione delle funzioni generalizzate o distribuzioni con notevoli contributi in analisi funzionale e nelle equazioni alle derivate parziali), ha ricevuto piena formulazione e sviluppi essenziali, così da divenire uno dei capitoli più importanti di analisi funzionale, ad opera di L. Schwartz nel 1947. Uno dei risultati più brillanti di questa teoria concerne l'operazione di derivazione, la quale, come detto, nell'ambito delle distribuzioni (derivata distribuzionale o debole), è possibile senza eccezioni, può essere iterata indefinitamente, ed è sempre continua. Così possiamo estendere le operazioni tipiche dell'analisi, alle funzioni impulsive, che in verità risultano delle distribuzioni. Tali funzioni, pur mancando di una sufficiente base teorica, erano già state introdotte ed utilizzate da tempo (almeno dal 1920), sia in teoria elettromagnetica per opera di O. Heaviside (Oliver Heaviside, Londra 1850, Torquay 1925, matematico, fisico ed ingegnere britannico, noto per aver utilizzato l'algebra complessa ed i numeri complessi nello studio ed analisi dei circuiti elettrici con l'introduzione in essi della trasformata di Laplace LT, oltre alla riformulazione delle equazioni di Maxwell in termini di forze magnetiche ed elettriche e di flusso, scritte in 20 equazioni in 20 variabili (tra cui le variabili vettoriali B, E, J, e scalare ρ), ma noto anche per la sua funzione gradino di Heaviside (1893) usata in particolare nello studio dei circuiti, funzione la cui derivata è la famosa funzione impulso o delta di Dirac, e per la formulazione dell'equazione dei telegrafi; egli ha coniato i seguenti termini circuitali: admittance, ammettenza, reciproco dell'impedenza, dic1887; elastance, elastanza, reciproco della permittance e della capacità, 1886; conductance, conduttanza, parte reale dell'ammettenza, reciproco della resistenza, set1885; electret, elettrete, analogo elettrico del magnete; impedance, impedenza, lug1886; inductance, induttanza, feb1886; permeability, permeabilità, set1885; permittance e permittivity, permittività, giu1887; reluctance, riluttanza, mag1888; susceptance, suscettanza, parte immaginaria dell'ammettenza, reciproco della reattanza, 1887), che per opera di G. Giorgi (Giovanni Giorgi, Lucca 1871, Castiglioncello 1950, ingegnere elettrotecnico, fisico ed accademico italiano, noto soprattutto per il sistema di unità di misura Giorgi introdotto nel 1901), sia in meccanica quantistica dal 1920 da parte di Dirac. Si capisce dunque come la teoria delle distribuzioni, proprio per aver individuato e ben definito il dominio naturale dell'operazione di derivazione, eserciti una notevole influenza sugli sviluppi moderni delle teorie delle equazioni differenziali ordinarie EDO ed alle derivate parziali EDDP, della trasformazione di Fourier FT, e della trasformazione di Laplace LT. 


La distribuzione è quindi il concetto che generalizza la funzione dell'analisi infinitesimale ossia le distribuzioni sono funzioni generalizzate, distribuzione costruita a partire da uno spazio D=D(R) delle funzioni complesse φ(t), ossia funzioni a valori complessi, dette funzioni fondamentali, indefinitamente derivabili su R (definite nell'insieme dei numeri reali R) ed a supporto compatto (nulle al di fuori di un dato intervallo finito); ovvero una distribuzione T è un funzionale lineare continuo nello spazio base D. Tutte le funzioni ordinarie possono pure essere trattate come distribuzioni, ossia ogni funzione f : U va in R, localmente integrabile secondo Lebesgue genera un funzionale lineare e continuo su D(U), denotato con Tf (T pedice f), il cui valore sulla funzione di prova φ è dato dall'integrale di Lebesgue ⟨Tf,φ⟩= integrale su U di fφdx. Nello spazio delle distribuzioni sono poi inclusi tutti gli usuali spazi funzionali, dalle funzioni continue fino a quelle integrabili secondo Lebesgue ed altro. Abbiamo distribuzioni regolari e singolari, ed un esempio di distribuzione singolare è proprio la distribuzione di Dirac, o delta di Dirac (misura di Dirac) la quale associa ad ogni funzione complessa φ di D il valore da essa assunto nell'origine Tφ(t)=φ(0). Sotto opportune ipotesi si definiscono varie operazioni, che sono generalizzazioni delle corrispondenti operazioni sulle funzioni ordinarie, come la derivazione (ogni derivata di una distribuzione è sempre una distribuzione), l'integrazione e la trasformata di Fourier FT. Come detto, la teoria delle distribuzioni ammette importanti applicazioni alla teoria delle equazioni differenziali, ed in campo fisico-matematico ed in campo ingegneristico, alla teoria dei circuiti elettrici e delle onde elettromagnetiche. Dalla metà del '900 la teoria delle distribuzioni e l'analisi funzionale sono due tra i principali campi di ricerca in matematica moderna. Ma ritorniamo a scrivere della teoria delle equazioni differenziali in analisi matematica. Si chiama equazione differenziale alle derivate parziali EDDP di ordine n, ogni equazione F uguagliata a 0, che lega m variabili indipendenti, una funzione incognita u, ed alcune (o tutte) delle sue derivate parziali prime rispetto alle m variabili, e delle sue derivate parziali seconde, …, ed almeno una delle sue derivate parziali di ordine n rispetto alle m variabili. Una soluzione u che, sostituita insieme alle sue derivate parziali renda l'equazione soddisfatta, è detta integrale o soluzione dell'equazione differenziale a derivate parziali. La totalità degli integrali, esclusi al più alcuni integrali di particolare natura (detti integrali singolari), si chiama l'integrale generale dell'equazione data. Per esempio, la soluzione dell'equazione data dalla derivata parziale seconda di una funzione u(x1,x2) fatta rispetto a x1 ed a x2, uguagliata a 0, è costituita dalla somma di due funzioni arbitrarie qualunque f e g dipendenti la prima solo da x1, f(x1), e la seconda solo da x2, f(x2). 


La soluzione dell'equazione di Cauchy-Riemann è data da tutte le funzioni analitiche w=f(z)=f(x,y) di variabile complessa z=x+iy. Affermiamo che l'integrale generale dipende da tante funzioni quant'è l'ordine n dell'equazione (come per le equazioni differenziali ordinarie EDO l'integrale generale dipende da tante costanti quant'è l'ordine n dell'equazione): l'integrale generale di un'equazione differenziale a derivate parziali EDDP di ordine n dipende da n funzioni arbitrarie. Mentre per determinare un integrale particolare di un'equazione differenziale ordinaria EDO di ordine n si devono fissare ad arbitrio n costanti, C1, C2, …, Cn, per determinare un integrale particolare di un'equazione differenziale a derivate parziali EDDP occorre assegnare n funzioni arbitrarie, f1, f2, …, fn, ossia opportune condizioni che possono essere della più varia natura, e ad ogni insieme di tali condizioni corrisponde un ben determinato problema. Particolare importanza ha il problema di Cauchy o dei valori iniziali (problema centrale, che risolto da Cauchy nel campo analitico col metodo delle funzioni maggioranti può porsi anche in ipotesi di non analiticità ma non con la generalità del caso ordinario), il problema ai limiti (ancora oggi oggetto di abbondante ricerca), ed il problema di propagazione. Nella consueta schematizzazione dei fenomeni fisici, le grandezze variabili che in tali fenomeni intervengono sono rappresentate da funzioni (dello spazio xyz, del tempo t, o di coordinate più generali q1,q2,...,qn, o x1,x2,...,xn), mentre le leggi che governano i fenomeni stessi si traducono, in termini di modelli matematici e loro equazioni, nella grande maggioranza dei casi, in equazioni differenziali EDO-EDDP (alle derivate parziali EDDP se le derivate rispetto alle variabili indipendenti sono più di una), od equazioni integrali (cui abbiamo accennato). E' quindi possibile intuire la fondamentale importanza che riveste la teoria delle equazioni differenziali a derivate parziali (capitolo centrale di analisi matematica e capitolo centrale di fisica-matematica) in innumerevoli campi delle scienze matematiche pure ed applicate; anzi essenzialmente, lo studio di un fenomeno fisico equivale allo studio di un'equazione differenziale a derivate parziali (la EDDP di quel fenomeno fisico o di quel processo ingegneristico). L'integrazione di equazioni differenziali alle derivate parziali permette, di conseguenza, tenendo conto di opportune condizioni supplementari che interpretano vincoli del corrispondente problema fisico, di determinare le grandezze che intervengono nel fenomeno considerato. I problemi di fisica matematica sono problemi di soluzione delle equazioni differenziali a derivate parziali EDDP. La maggior parte delle leggi fisiche si esprimono imponendo l'equilibrio di forze, di azioni e reazioni, di forze perdute, ecc., oppure imponendo la conservazione di una o più grandezze estensive del sistema sotto studio (i molti principi di conservazione altrove riportati): la teoria delle equazioni differenziali alle derivate parziali EDDP fornisce il modello matematico generale. 


Tipiche equazioni differenziali a derivate parziali sono le equazioni della corda vibrante (equazione di d'Alembert, che descrive il classicissimo problema della propagazione delle onde sonore, delle onde elettromagnetiche, della corrente su una linea (per esempio la linea bifilare (tipo il doppino telefonico od il cavo microfonico), o la linea coassiale (tipo il cavo coassiale tv), o le guide d'onda (come la tipica guida rettangolare)) ossia l'equazione dei telegrafi); della verga, della membrana e della lastra vibranti; le equazioni di Laplace e di Poisson (dei fenomeni e processi stazionari) cui soddisfano il potenziale elettrostatico ed il campo termico senza e con sorgenti rispettivamente, e le cui soluzioni sono le funzioni armoniche (notissimo è il problema di Dirichlet per l'equazione di Laplace in 3 dimensioni per determinare la temperatura di regime in un corpo xyz nota la temperatura T sulla frontiera, o della stessa del problema di Neumann); le (4) equazioni di Maxwell del campo elettromagnetico; l'equazione del calore di Fourier (classico problema di propagazione consistente nel determinare la T nei punti interni ad un dominio D, in ogni istante maggiore di to, nota la temperatura iniziale in tutti i punti del dominio D stesso e la legge con cui T varia sulla frontiera); l'equazione di Schrodinger della meccanica ondulatoria (formalmente molto simile all'equazione di Fourier ma di ben diversa interpretazione della funzione, oltre a possedere per soluzione una funzione complessa); le equazioni di Einstein della teoria della relatività generale RG. Al pari di quanto avviene per le equazioni ordinarie, qui in EDDP sono molto numerosi i contributi all'analisi ed alla risoluzione di problemi caratteristici dell'ingegneria, oltre a tutte le scienze matematiche. Dipendono dalla teoria delle equazioni EDDP: la teoria dell'elasticità, dell'idrodinamica, dell'aerodinamica, della propagazione di segnali su linee elettriche e su cavi oppure di onde in guide d'onda od in fibra ottica, la teoria della radiazione elettromagnetica, ecc., ecc. Occorre poi dire che fenomeni fisici e processi molto diversi possono far capo ed essere descritti dalla medesima equazione differenziale a derivate parziali EDDP (ossia possedere il medesimo modello matematico col solo differente significato delle grandezze fisiche-tecniche): un ruolo in tal senso singolare, spetta alle equazioni di Laplace e di Poisson (quali equazioni di sistemi statici-stazionari, sistemi ellittici). L'integrazione di un'equazione differenziale a derivate parziali del 1° ordine (sono questi tutti problemi “ben posti”) si riconduce, in ogni caso, all'integrazione di un sistema di equazioni differenziali ordinarie (o sistema caratteristico), coi procedimenti di Cauchy, Lagrange e Charpit. 


Il teorema di Cauchy-Kowalewski teorema di grande generalità e con ruolo primario nella teoria, estende alle equazioni differenziali alle derivate parziali la ben nota proprietà che sussiste per le equazioni differenziali ordinarie EDO, ossia tale teorema C-K riguarda l'esistenza e l'unicità (locale ma non in tutto il campo di definizione) di soluzioni di equazioni differenziali alle derivate parziali EDDP con coefficienti analitici associate a problemi di Cauchy (questo teorema è dovuto a Augustin Cauchy (1842) in un caso particolare, ed a Sofia Kovalevskaya (1875) nel caso generale). Ma pur nella sua generalità tale teorema si riferisce alla soluzione di un particolare problema di Cauchy limitatamente al campo analitico (esiste una ed una sola soluzione analitica in un intorno del punto considerato). Si noti però che anche dei problemi che non sian ben posti (come forse altrove già scritto, un problema si dice ben posto se per ogni dato (appartenete al suo domino D) esiste una ed una sola soluzione del problema (appartenente questa al suo domino X), poi se la soluzione dipende con continuità dai dati ossa se per il dato d′ che tende illimitatamente a d (secondo la specifica topologia di D) la corrispondente soluzione x′ tende illimitatamente a x (secondo la specifica topologia di X)), possono comunque avere interesse ed importanza in fisica-matematica. Verrebbe qui l'idea di cercare di generalizzare il teorema C-K assegnando le condizioni iniziali su ipersuperfici generiche e supponendo che i dati siano meno regolari, poiché i dati spesso non sono rappresentabili mediante funzioni analitiche, ma purtroppo una siffatta generalizzazione non è possibile. Però nel 1983 si è comunque ottenuto il teorema di Cauchy-Kowalevski-Kashiwara C-K-K, il quale fornisce una generalizzazione per sistemi lineari di equazioni alle derivate parziali, che si deve a Kashiwara (1983), ed inoltre tale risultato include una formulazione coomologica presentata attraverso il linguaggio dei D-moduli. Ricordiamo anche i matematici Paul Charpit de Villecourt (matematico francese morto nel 1784 senza aver allora ancora pubblicato i suoi lavori), Sof'ja Vasil'evna Kovalevskaja (Sonya Kowalevski, Mosca 1850, Stoccolma 1891, matematica, attivista rivoluzionaria e scrittrice russa, ricordata anche perché fu la prima donna russa matematico e fisico, dopo aver studiato (a volte ufficiosamente per via della non ammissione di studentesse) in alcune università ed a Gottingen, ed anche la prima donna nel Nord Europa ad ottenere una cattedra universitaria (nel 1889 in Svezia); divenuta nota però per il famoso teorema di Cauchy-Kovalevski pubblicato nel 1875 (col quale ottenne il dottorato in matematica, il primo dottorato conferito ad una donna in Europa) di cui ricordiamo solo l'opera Kowalevski Sophie (1875) “Zur Theorie der partiellen Differentialgleichung” (una delle sue 4 tesi universitarie che fecero molto impressione tra i matematici)), e Masaki Kashiwara (Yuki Ibaraki Japan 1947, matematico giapponese, studente di Mikio Sato ad University of Tokyo, divenuto noto per algebraic analysis, microlocal analysis, D-module theory, Hodge theory, sheaf theory, representation theory; inoltre Kashiwara e Sato "established the foundations of the theory of systems of linear partial differential equations with analytic coefficients, introducing a cohomological approach that follows the spirit of Grothendieck's theory of schemes"). 


Per ottenere teoremi validi per dati meno regolari è necessario eseguire una classificazione delle equazioni EDDP (normalmente legata alla comprensione ed allo studio dei vari problemi che si pongono per le equazioni considerate, e soprattutto strettamente legata alla natura dei fenomeni fisici espressi da tali equazioni), che permetta di meglio precisare le particolarità delle singole equazioni EDDP nonché le proprietà delle loro soluzioni; infatti abbiamo detto che lo studio come pure la risoluzione delle EDDP sono sempre molto legati al tipo di equazione ed al fenomeno fisico o processo cui si riferiscono. Normalmente si studia il sistema quasi-lineare di n equazioni del 1° ordine in n incognite funzioni di due variabili indipendenti x,y. E' conveniente fornire una classificazione delle equazioni differenziali a derivate parziali EDDP del 2° ordine (caso particolare del precedente), in due variabili indipendenti, di speciale interesse applicativo oltre che in fisica-matematica. Rispetto al suo determinante (dato da un'equazione algebrica di 2° grado), l'equazione differenziale EDDP del 2° ordine si dirà rispettivamente di tipo iperbolico, di tipo parabolico, di tipo ellittico, a seconda che il discriminante del determinante sia maggiore, uguale, minore di 0. Ad esempio l'equazione della corda vibrante è di tipo iperbolico, l'equazione del calore di Fourier è di tipo parabolico, l'equazione di Laplace (e di Poisson) è di tipo ellittico. Questi 3 esempi certamente non li abbiamo scelti a caso: osserviamo infatti che a ciascuna equazione è associato un fenomeno fisico di natura essenzialmente diversa. Le equazioni della corda vibrante e del calore rappresentano infatti fenomeni di evoluzione, ossia di propagazione ondosa la prima (tipo iperbolico), di diffusione la seconda (tipo parabolico); l'equazione di Poisson governa invece fenomeni stazionari nel tempo o configurazioni di equilibrio (tipo ellittico). 


Tale circostanza risulta del tutto generale, trovandosi che ad equazioni di tipo iperbolico e parabolico (nelle quali una delle variabili indipendenti x,y rappresenti il tempo t) si associano sempre fenomeni di evoluzione come propagazione ondosa o diffusione in fluidi, mentre le equazioni di tipo ellittico descrivono fenomeni o processi stazionari come il moto stazionario di un fluido o la distribuzione stazionaria della temperatura. Le condizioni che poi si associano alle equazioni (generalmente assegnando valori dell'incognita e/o di alcune sue derivate sulla frontiera di un dominio, ovvero nell'assegnare valori iniziali) dipendono dal tipo di equazione. Mentre in qualche caso (equazioni quasi-lineari del 1° ordine, sistemi di equazioni del 1° ordine nel campo analitico, sistemi quasi-lineari iperbolici in senso stretto), ci sono metodi risolutivi generali che permettono la riduzione ad un sistema di equazioni differenziali ordinarie, ossia al sistema caratteristico, per le equazioni del 2° ordine si danno altri metodi risolutivi, come lo sviluppo in serie di Fourier (per esempio per l'equazione del calore), la trasformata di Fourier FT e la trasformata di Laplace LT (con copiose applicazioni in teoria dei circuiti elettrici e delle reti elettriche), la separazione delle variabili (equazione della membrana rettangolare, seguito poi dallo sviluppo in serie doppia di Fourier; anche l'equazione di Schrodinger si risolve col metodo della separazione delle variabili), le differenze finite, ecc. I metodi delle differenze finite sono tra i procedimenti più importanti per il calcolo numerico (approssimato) delle soluzioni di equazioni differenziali a derivate parziali EDDP. Da un punto di vista formale i metodi delle differenze finite consistono nel discretizzare le equazioni, sostituendo alle derivate i corrispondenti rapporti incrementali (ossia sostituire la derivata di ordine n col rapporto incrementale di grado n) e trasformandole così in sistemi di equazioni algebriche, tenendo conto delle condizioni iniziali, al contorno, o di Dirichlet; abbiamo riportato altrove alcuni esempi come nel caso di trasformazione dell'equazione del sistema semplice di controllo automatico generale continuo PID (proporzionale-integrale-derivativo) nel relativo sistema semplice di controllo automatico generale discreto PID (implementabile, ad esempio, sulla scheda del sistema Arduino... magari dopo aver letto qualche libro in merito, per esempio il manuale Arduino La guida ufficiale (in ita) di Michael Siloh e Massimo Banzi). 


Osserviamo che la costruzione di una soluzione approssimata tramite sostituzioni di derivate coi relativi rapporti incrementali, non presenta, in generale, difficoltà rilevanti; il punto cruciale sta invece nella dimostrazione della convergenza del metodo, ossia nel fatto che, facendo tendere a 0 gli incrementi delle variabili indipendenti che compaiono nei rapporti incrementali, le corrispondenti soluzioni approssimate tendono verso una effettiva soluzione. Abbiamo già illustrato tale metodo nella risoluzione dell'equazione di Laplace, consistente nel sostituire il campo della definizione delle variabili indipendenti con un reticolo a maglie rettangolari o quadrate e sostituendo i rapporti incrementali primi e secondi nelle equazioni differenziali alle rispettive derivate di 1° e 2° ordine (per le eq. diff. del 2° ord.). Il metodo di risoluzione alle differenze finite è particolarmente adatto ad essere implementato in un programma software di calcolo automatico su calcolatore elettronico. Si possono dare soluzioni generalizzate per le equazioni differenziali alle derivate parziali EDDP in modo tale che abbiano sempre soluzione anche quando per problemi ben posti non avrebbero soluzioni nell'ambito della definizione classica (in tal caso tutti gli integrali sono intesi nel senso di Lebesgue). Una definizione di soluzione debole trova una naturale interpretazione nell'ambito della teoria delle distribuzioni. Sorge il problema di vedere fino a che punto si possa, o sia opportuno, generalizzare il concetto di soluzione, Osserviamo che, riducendo le condizioni di regolarità imposte alla soluzione, ossia generalizzando la soluzione stessa, può venire ad un certo punto a mancare l'unicità; non ha quindi interesse, né teorico né applicativo, operare in tali casi ulteriori generalizzazioni in quanto, non sussistendo più un teorema di unicità, il problema non risulta più ben posto. Un esempio significativo, sappiamo che è fornito dalle equazioni fondamentali dell'idrodinamica, che governano il moto dei fluidi viscosi, dette equazioni di Navier-Stokes; per tali equazioni una soluzione classica rappresenta un moto regolare del fluido, mentre le soluzioni generalizzate corrispondono a regimi più o meno turbolenti. E' facile dimostrare che, se esiste una soluzione classica, essa è pure unica, ovvero che vi è eventualmente un solo regime di moto regolare corrispondente a certe condizioni assegnate; d'altra parte non è sicuro che una tale soluzione classica esista in grande, ossia quando si consideri un certo intervallo di tempo fissato. Per ottenere un teorema di esistenza in grande è necessario introdurre soluzioni generalizzate, ossia considerare moti che possano eventualmente essere turbolenti; per tali soluzioni può però mancare un teorema di unicità, ossia può esistere (almeno, come qui, nella schematizzazione-modellizzazione dei fenomeni dell'idrodinamica legati all'equazione di Navier-Stokes) più di un regime turbolento relativo a certe date condizioni (e dunque non esisterebbe soluzione, non solo praticamente). Osserviamo che le varie soluzioni generalizzate godono della proprietà di essere ambientate in spazi di Hilbert H; per esempio per l'equazione di Poisson, la soluzione quasi-ovunque appartiene a H2=H(elev 2) (ossia H apice 2), la soluzione debole appartiene a H1=H(elev 1), la soluzione debolissima a L2=L(elev 2). 


Si possono poi definire altre soluzioni generalizzate “intermedie” appartenenti a spazi Hs=H(elev s) con s compreso tra 0 e 2 esclusi, oppure si potrebbero volere soluzioni ancora più regolari di quella quasi-ovunque appartenenti a spazi Hs=H(elev s) con s maggiore di 2 (quindi per s opportunamente grande anche soluzioni più regolari della soluzione classica stessa). Ripetiamo che la rappresentazione delle soluzioni delle equazioni differenziali a derivate parziali EDDP negli spazi H è la più adatta per trattare problemi di fisica-matematica, ciò dovuto alla grande importanza goduta dai concetti di forza, di forza generalizzata, di lavoro (per il quale è necessaria la nozione di prodotto scalare), di energia, e gli spazi H sono caratterizzati dal fatto che in essi è definito un funzionale che gode delle medesime proprietà del prodotto scalare negli spazi euclidei R n-dim. Avendo scritto degli operatori T, è opportuno mostrare l'importanza operativa di tale nozione, ed allo scopo si possono introdurre le equazioni agli operatori. Si incontra spesso nelle applicazioni il problema per cui è data un'equazione del tipo Fx=y, dove F è un generico operatore tale che D contenuto-uguale a X va in Y, e y è un vettore fissato di Y. Si dice allora soluzione ogni vettore x* appartenente a D tale che Fx*=y. In generale non è detto che tale equazione abbia soluzione, e se esiste neppure che sia unica. La formulazione di criteri per l'esistenza di soluzioni e per la loro unicità, e poi la ricerca dei metodi per la loro effettiva determinazione, è uno dei più grandi problemi di analisi funzionale (ossia determinare le soluzioni delle equazioni agli operatori T). Se F è biiettivo è garantita l'esistenza e l'unicità della soluzione, se F è iniettivo è assicurata solo l'unicità della soluzione (se esiste). Si definiscono operatori monotoni, coercitivi, fortemente monotoni, funzionali convessi, strettamente convessi, uniformemente convessi; si definisce l'operatore F gradiente del funzionale f o potenziale f. E' possibile considerare l'equazione di stato, che gioca, come scritto, un ruolo importante in teoria dei sistemi, derivata temporale x=f(u,x(u)), dove derivata di x è spesso indicata come x(punto), anche dal punto di vista dell'analisi funzionale. Definendo opportunamente l'operatore derivazione D, possiamo riscriverla Dx=f(u,x(u)), ed applicando l'operatore inverso D(elev -1) ad ambo i membri otteniamo  D(elev -1)Dx=D(elev -1)f(u,x(u)) ossia x=D(elev -1)F(u,x(u)); possiamo ora riguardare la funzione f come un operatore agente su x e scrivere x=Tx: ci siamo così ricondotti ad un'equazione di punto fisso, cioè ad un'equazione le cui soluzioni (se esistono) sono i punti fissi dell'operatore T, cioè i punti x che l'operatore T trasforma in se stessi. 


Per avere criteri di esistenza ed unicità della soluzione occorre studiare le caratteristiche dell'operatore T (tra cui dimostrare teoremi di punto fisso). Riassumendo aggiungiamo alcuni concetti di analisi funzionale. Si introduce in uno spazio normato X la successione di Cauchy e si dimostra che ogni successione convergente è una successione di Cauchy, mentre non è in generale vero l'inverso, ossia non è detto che ogni successioni di Cauchy in X sia convergente. Uno spazio normato X in cui tutte le successioni di Cauchy siano convergenti si dice completo; uno spazio normato completo si dice uno spazio di Banach; uno spazio di Banach si dice poi uno spazio di Hilbert se la norma è indotta da un prodotto interno. Gli spazi di Hilbert H più usati in analisi funzionale sono: lo spazio C(D) di tutte le funzioni continue in D, ed esso risulta uno spazio di Banach con la norma data dal massimo di |x(t)| per t appartenente  a D. Lo spazio C può essere ristretto introducendo gli spazi C(elev n)D, dove n per le funzioni in questi spazi è simbolo di derivazione, delle funzioni derivabili n volte con continuità, e perché questi risultino pure spazi di Banach è necessario “rinforzare” la norma. Lo spazio L2(D) (ossia L, pedice 2, D), o spazio di Hilbert classico H, è lo spazio di tutte le funzioni x tali che D contenuto-uguale a C(elev n) si trasforma o va in C (o R(elev n) va in R) che abbiano il quadrato del modulo integrabile secondo Lebesgue: esso risulta uno spazio di Hilbert H con la norma data dal prodotto interno, ossia radice quadrata di (x|x), ovvero radice quadrata dell'integrale esteso a D, di |x(t)|(elev 2) in dD. Affini a L2(D) sono gli spazi Lp(D) costituiti dalle funzioni che hanno la p-esima potenza del modulo (con p maggior-uguale a 1) integrabile secondo Lebesgue: essi risultano spazi di Banach introducendo la norma data dalla radice p-esima dell'integrale esteso a D, di |x(t)|(elev p)dD. Però non si definisce, per p diverso da 2, un prodotto interno o scalare. Nello spazio delle funzioni f assolutamente continue, dove la loro derivata f' appartiene L1 (ossia L pedice 1), si definiscono gli operatori di derivazione Df(t) e di integrazione If(t). Quanto scritto è necessario per lo studio dell'equazione di stato cui abbiamo accennato. 


Per un approfondimento delle parti fondamentali di analisi funzionale è necessario ricorrere a testi sull'argomento, o magari andare su Internet, o per una breve panoramica magari al mio scritto maggiore, nel quale è riporto anche un esempio applicativo dell'uso degli operatori in analisi funzionale, relativo ad una rete elettrica di b lati e nt nodi costituita da soli bipoli, puramente resistiva, passiva e non lineare (in formulazione di lato serie v=Fi+e o formulazione di lato parallela i=Gv+a (dove v è il vettore delle tensioni di lato, i è il vettore delle correnti di lato, e è il vettore delle tensioni dei generatori indipendenti di tensione, a è il vettore delle correnti dei generatori indipendenti di corrente, F è un operatore matriciale diagonale con soli elementi sulla diagonale principale legati ai parametri dei lati, G è l'operatore duale di F), introducendo gli operatori impedenza Z, ammettenza Y, ecc., e trovando la soluzione Bv=0, in cui B è la matrice di incidenza lato-maglia delle maglie fondamentali (si trova anche minimizzando il funzionale legato al vettore correnti di maglia ic (o correnti di coalbero) che ha il significato della sommatoria dei prodotti di corrente di maglia per tensione E=-Be, ed e qui è il vettore tensioni di nodo della rete), in cui l'operatore Z trasforma uno spazio R(elev l) in uno spazio R(elev l), dove R è lo spazio euclideo delle soluzioni e l la dimensione del vettore delle correnti di maglia, in cui Z è potenziale dato che pure F (simmetrico) è potenziale). I metodi noti per la ricerca della soluzione sono: il metodo di Newton, il metodo di discesa, il metodo di Eulero, il metodo dei trapezi, ed il metodo di Runge-Kutta, alcuni facilmente implementabili su calcolatori, invitando i lettori interessati a leggere qualcosa su Internet. 


Una importante innovazione tecnologica del nostro tempo, ossia lo sviluppo e l'introduzione dei calcolatori elettronici, ha permesso in parte di rivoluzionare anche le tecniche di calcolo numerico (per esempio la risoluzione numerica delle equazioni differenziali), sfruttando la loro grande capacità di memoria e la loro elevata velocità di elaborazione. Conosciamo già i tentativi fatti da Pascal (con la sua invenzione, la pascalina) e da Leibniz nel campo delle macchine calcolatrici automatiche, oltre che da G. Poleni (Giovanni Poleni, Venezia 1683, Padova 1761, matematico, fisico ed ingegnere italiano), da C. X. Thomas de Colmar (Charles Xavier Thomas de Colmar, Colmar 1785, Paris 1870, matematico ed inventore francese, noto per l'Arithmometer), e da altri. Possiamo però ritenere C. Babbage il vero promotore delle macchine per il calcolo automatico; egli ideò e costruì un calcolatore meccanico detto macchina analitica, in grado di calcolare e stampare tavole matematiche; ideò pure nel 1833, ma senza giungere alla realizzazione, una “macchina delle differenze” od “analizzatrice” che potremmo chiamare calcolatore numerico meccanico, capace di contenere ed aggiornare istruzioni nel corso del programma, di eseguire le 4 operazioni in ordine variabile e paragonare tra loro dei numeri, ed inoltre dotata di una memoria per contenere tabelle e funzioni matematiche. Nei tempi moderni l'era dei calcolatori meccanici inizia nel 1925 al MIT, dove fu costruito da V. Bush (Vannevar Bush, Everett 1890, Belmont 1974, ingegnere e tecnologo statunitense, conosciuto come inventore e come coordinatore delle attività di ricerca scientifica in USA durante WWII, nonché sostenitore delle attività di ricerca scientifica in generale) un grosso calcolatore analogico elettromeccanico, denominato “analizzatore differenziale meccanico”, azionato da molti motori elettrici, in grado di integrare le equazioni differenziali ordinarie. 


Nel 1933, H. H. Aiken (Howard Hathaway Aiken, Hoboken 1900, Saint Louis 1973, matematico statunitense, il quale pensò a metodi di risoluzione numerica di equazioni differenziali complesse altrimenti non risolvibili) di Harvard University, e G. R. Stibitz (George Robert Stibitz, York Pennsylvania 1904, Hanover New Hampshire 1995, noto per aver implementato nel 1930-40 l'algebra di Boole con l'uso di relays elettromeccanici ed elementi di switching) dei Bell Laboratories, progettarono e costruirono alcuni calcolatori elettromeccanici automatici, utilizzando i relè quali loro principali componenti. Il calcolatore Mark 1, una macchina elettromeccanica automatica progettata sulla linea di Babbage, ed iniziata a costruire nel 1939 da International Business Machines Corporation IBM, era già invecchiata prima della sua realizzazione completa nel 1944 rispetto al calcolatore ENIAC  (Electronic Numerical Integrator and Calculator o Electronic Numerical Integrator And Computer, macchina elettronica per compiere integrazioni numeriche e calcoli) dovuto agli studi di J. P. Eckert (John Adam Presper "Pres" Eckert Jr., Philadelphia 1919, Bryn Mawr Pennsylvania 1995, ingegnere elettrico, noto, insieme al collega Mauchly, quale progettista di ENIAC e di UNIVAC I) e J. W. Mauchly (John William Mauchly, Cincinnati Ohio 1907, Ambler Pennsylvania 1980, fisico americano che ebbe il ruolo di progettista nei calcolatori ENIAC, EDVAC, BINAC e UNIVAC I), e costruito con la tecnologia dei tubi termoionici (circa 18-19 mila tubi a vuoto come elementi attivi) sotto la spinta di esigenze applicative balistiche per soddisfare necessità militari americane. I sui sistemi elettronici erano in grado di compiere sequenze specifiche di operazioni corrispondenti a sequenze di calcoli, anche se era assai poco flessibile richiedendo interi giorni per la (ri)programmazione. 


Nella progettazione di ENIAC c'era anche J. von Neumann, eletto nel 1933, assieme ad Einstein, quale membro permanente di Institute for Advanced Studies di Princeton; Neumann, venuto egli a conoscenza del progetto dell'ENIAC ed interessato alle prospettive applicative che tale macchina rendeva possibili, iniziò a sviluppare uno schema logico di un elaboratore in grado di eseguire diversi programmi di calcolo in esso memorizzati. Sappiamo che l'interesse di von Neumann era anche dovuto alla circostanza per la quale egli era tra i consulenti del gruppo di scienziati assegnati a Manhattan Project con l'obiettivo della realizzazione dell'arma nucleare, il quale programma militare esigeva la risoluzione di problemi con pesanti calcoli numerici (anche se una macchina di questo tipo avrebbe dato contributi comunque modesti). Nel 1945-46, von Neumann ed i suoi collaboratori svilupparono, in una serie di rapporti fondamentali (First Draft of a Report on the Edvac; EDVAC (Electronic Discrete Variables Automatic Computer)), la base teorica, logica e l'architettura dei moderni calcolatori numerici (funzionanti in base ad un flessibile programma immagazzinato nella loro memoria interna, nonché sulla linea della macchina di Turing TM), idee che si concretizzarono nel calcolatore EDVAC (come Eniac pure realizzato per il Ballistic Research Laboratory (ex centro di ricerca dell'esercito USA situato ad Aberdeen Proving Ground, a Aberdeen nel Maryland) dalla Moore School of Electrical Engineering (una ex scuola universitaria dell'Università della Pennsylvania)). Nel 1949 entrò in funzione il primo calcolatore completamente programmabile. Nel 1950 era pronto il calcolatore UNIVAC 1 (UNIVersal Automatic Calculator) realizzato da Sperry Rand Corporation, per essere adibito a scopi commerciali, e progettato da Eckert e Mauchly. Nel 1952, Neumann e collaboratori realizzarono MANIAC I, cui seguì nel 1957 MANIAC II, tra i calcolatori con maggior potenza di calcolo del tempo (da Wikipedia “The MANIAC I (Mathematical Analyzer Numerical Integrator and Automatic Computer Model I) was an early computer built under the direction of Nicholas Metropolis at the Los Alamos Scientific Laboratory. It was based on the von Neumann architecture of the IAS, developed by John von Neumann. As with almost all computers of its era, it was a one-of-a-kind machine that could not exchange programs with other computers (even the several other machines based on the IAS). Metropolis chose the name MANIAC in the hope of stopping the rash of silly acronyms for machine names, although von Neumann may have suggested the name to him. The MANIAC weighed about 1,000 pounds (0.50 short tons; 0.45 t). The first task assigned to the Los Alamos Maniac was to perform more precise and extensive calculations of the thermonuclear process. In 1953, the MANIAC obtained the first equation of state calculated by modified Monte Carlo integration over configuration space. In 1956, MANIAC I became the first computer to defeat a human being in a chess-like game. The chess variant, called Los Alamos chess, was developed for a 6x6 chessboard (no bishops) due to the limited amount of memory and computing power of the machine. The MANIAC ran successfully in March 1952 and was shut down on July 15, 1958. However, it was transferred to the University of New Mexico in bad condition, and was restored to full operation by Dale Sparks, PhD. It was featured in at least two UNM Maniac programming dissertations from 1963. It remained in operation until it was retired in 1965. It was succeeded by MANIAC II in 1957. A third version MANIAC III was built at the Institute for Computer Research at the University of Chicago in 1964.”). 


Esistono 3 tipi fondamentali di calcolatori elettronici: i calcolatori analogici CA, i calcolatori numerici (attualmente tutti calcolatori numerici digitali CD), ed i calcolatori ibridi CI. Quando parliamo e scriviamo di calcolatori, salvo che non si specifici espressamente, ci riferiamo sempre a quelli numerici, data la loro grande preponderanza in tutte le applicazioni. Il calcolatore analogico CA rappresenta le costanti e le variabili che intervengono nei calcoli analogicamente attraverso quantità fisiche (normalmente sono le tensioni ai capi di condensatori C, le correnti negli induttori L (molto raramente), e le tensioni d'ingresso e d'uscita dei numerosi amplificatori operazionali Op-Amp). Nel 1876 Lord Kelvin diede la prima descrizione completa del metodo analogico per l'integrazione di un'equazione differenziale ordinaria generale; è appunto questo il campo di interesse per i calcolatori analogici (abbiamo già accennato all'analizzatore differenziale meccanico di Bush del MIT). La soluzione di un problema di natura matematica, o di origine fisica od ingegneristica, è ottenuta mettendo a punto qualcosa di analogo alle equazioni matematiche che descrivono il fenomeno fisico che viene analogicamente rappresentato, utilizzando appositi circuiti in grado di sommare-sottrarre-moltiplicare-dividere-derivare-integrare-ecc.: l'uscita di tali calcolatori (in tempo reale, od in tempo differito ossia fuori linea) è dunque l'uscita continua (una forma d'onda) di un amplificatore operazionale. Il principale impiego di un elaboratore analogico è nella simulazione delle equazioni differenziali di molti fenomeni fisici, tramite l'analogia elettrica dei suoi coefficienti (ossia parametri concentrati R, L, C, che in varia combinazione sono appunto i coefficienti della funzione dell'equazione e delle sue derivate, con significato però analogo per altri fenomeni fisici), data infatti la notevole facilità con la quale l'utilizzatore può intervenire sui valori iniziali, sulle costanti di proporzionalità e sulle costanti di tempo ottenendo l'immediata osservabilità della forma d'onda d'uscita. Il calcolatore ibrido viene (o meglio veniva) utilizzato quando si hanno (si avevano) esigenze di accuratezza e di velocità, ed un tipico esempio è nei tracciacurve (per esempio nel tracciamento sullo schermo o sui tabulati delle curve d'uscita dei semiconduttori, ossia dei diodi Si-Schottky-Zener-ecc. e dei transistori Bjt-Mos-ecc., utilizzati in elettronica) per produrre delle famiglie di curve ognuna corrispondente ad un valore numerico del parametro (per esempio delle curve della corrente di collettore Ic in funzione della tensione collettore-emettitore Vce di un transistore bipolare BJT, con parametro la corrente di base Ib presa ad intervalli regolari), e mentre l'apparecchiatura digitale calcola dalle equazioni i valori dei parametri, la parte analogica traccia analogicamente sullo schermo (CRT, LCD, LED), una dopo l'altra, le curve continue ad una velocità sufficiente per poterle vedere contemporaneamente rappresentate sullo schermo. L'elaboratore elettronico riceve i dati in ingresso, li memorizza nella memoria in cui risiedono anche i programmi del sistema operativo attualmente necessari all'elaborazione in corso, li elabora in forma numerica e li invia in uscita; è una macchina automatica di impiego universale (general purpose) nel senso che, a differenza delle macchine automatiche predisposte ad una sola e particolare funzione (progettate in logica cablata), può operare in base a qualsiasi programma oggetto-applicativo caricatovi. Di ogni elaboratore si distingue la parte fisica (o hardware) ed i programmi sia applicativi che di sistema (la parte software): c'è un livello di complessità hardware rispetto alla complessità software (dipendente delle varie fasi e tempi di evoluzione dei calcolatori nei decenni), oggetti questi di ingegneria hard-software, che rende ottimale l'elaborazione e le prestazioni generali della macchina. Il loro uso costituisce l'”electronic data processing” o EDP (che traduciamo “elaborazione elettronica dei dati”). 


L'architettura di un elaboratore è composta da un'unità centrale UC che comprende l'unità di elaborazione, l'unità aritmetico-logica UAL e la memoria di lavoro; poi dalla memoria di massa (banche dati ed archivi magnetici), nonché dalle unità periferiche UP, o terminali, ossia le unità di input/output I/O dei dati, prossimi o remoti (collegati questi tramite le reti di telecomunicazione, tra cui ricordiamo la rete telefonica integrata, la rete Internet, e la rete generale modello di riferimento ISO-OSI): lettori e scrittori di nastri e di dischi, lettori ottici, stampanti, plotter, tastiere, monitor video, e tutte le varie periferiche più specializzate soprattutto nei calcolatori in linea. In un sistema di elaborazione basato su microelaboratore, uno dei moduli è master, ed allora dobbiamo precisare le informazioni scambiate tra il modulo master e gli altri moduli, in base al funzionamento del microelaboratore stesso. Tale microelaboratore (dagli anni '90 in poi denominato solo microprocessore) è conveniente definirlo come unità programmabile, capace di eseguire sequenze comunque lunghe o complesse di operazioni (scelte nell'insieme delle istruzioni che gli è caratteristico e registrate in una memoria di programma) su operandi provenienti dall'esterno (attraverso le unità I/O) o da registri di memoria, di fornire i risultati a registri di memoria od al mondo esterno, e capace inoltre di coordinare (sincronizzandole) le funzioni di tutte le altre unità, ossia degli altri moduli. Il microelaboratore, considerato astrattamente, comunica con registri generalizzati, contraddistinti ognuno da un proprio indirizzo e con i quali scambia informazioni: concettualmente non ci sarebbe differenza tra una parola di una ROM, o di una RAM, o di una periferica I/O o addirittura di una unità funzionale complessa quanto si voglia o quanto sia necessario, però definita slave, a cui il modulo master invia gli operandi e riceve i risultati. Da tale punto di vista, il microelaboratore è visto come un sistema di moduli (di cui uno solo è master) comunicanti tramite il bus standard (composto da bus-dati, bus-indirizzi, bus-controllo). Il microelaboratore trasferisce sul bus-indirizzi l'indirizzo del registro generalizzato (ricordando che la più piccola unità di informazione trasferibile è il record che può essere contenuto in un registro) cui vuol accedere: tale parola è composta da un indirizzo di un modulo slave o di una periferica, dai dati e dai segnali di servizio (per esempio, la direzione-verso in cui deve avvenire la trasmissione); il registro indirizzato accede ai bus, ricevendo informazione dal bus dati (se il master effettua un'operazione di scrittura), od immettendovela (se il master effettua un'operazione di lettura), e fornisce sul bus di controllo i relativi segnali. 


Queste informazioni sono del tutto indipendenti dal significato di informazione-dati che transita sul bus dati; sarà compito del microelaboratore distinguere la natura dell'informazione, in base alle istruzioni precedentemente eseguite ed allo stato in cui si trova, e di conseguenza utilizzare in modo opportuno l'informazione stessa. Infatti il microelaboratore, abbiamo visto, è una rete sequenziale sincrona, le cui operazioni sono scandite da un segnale (o da un insieme di segnali) fornito da un generatore di sincronismo (si tratta di un'onda sinusoidale squadrata di un oscillatore a cristallo di quarzo XTal, oppure ottenuta reazionando positivamente due porte nand o nor comprendenti un cristallo di quarzo XTal, la cui frequenza può essere compresa tra 10 MHz e 3 GHz circa (per le frequenze più alte si ricorre alla moltiplicazione della frequenza fondamentale del quarzo che per ragioni di precisione e stabilità termica ed invecchiamento è bene non superi i 100 MHz circa)), e che evolve fra i propri stati alternando fasi di lettura delle istruzioni del microprogramma, di interpretazione e di esecuzione delle istruzioni stesse (in tale fase avvengono eventualmente i trasferimenti di operandi e risultati). L'insieme di istruzioni e l'insieme dei segnali variano da microelaboratore a microelaboratore. Un modulo di memoria ha per esempio un insieme di ingressi di indirizzamento a1, a2, …, an, con capacità dunque di 2(elev n) byte o parole di un certo numero di bit (4, 8, 16, 32, 64, …); un ingresso di selezione CE, oppure un insieme di ingressi di selezione cE1, cE2, …, cEk: solo quando a tali ingressi è presente una configurazione prefissata per quel modulo, la memoria è abilitata ai trasferimenti (lettura/scrittura); un insieme di linee dati D1, D2, …, Dm, il cui numero dipende dalla lunghezza del byte o parola (m=4, 8, 16, 32, 64, ecc.); un ingresso di comando dell'operazione che segnala al modulo l'istante dal quale l'informazione presente su Di è utile; un ingresso riguardante il tipo di operazione da eseguire (lettura o scrittura); eventualmente un'uscita di risposta che segnala l'avvenuta lettura o scrittura. Interessa però massimamente che il sistema di elaborazione basato di microelaboratore sia di tipo modulare standard, in cui i moduli sottosistemi (indipendentemente dalla loro organizzazione logica interna, dalla loro tecnologia costruttiva e dalla Casa costruttrice) si presentino esternamente ai loro terminali ossia al collegamento sul bus standard, con un insieme di segnali di dati, di controllo e di servizio (oltre ovviamente alla tensione di alimentazione, ad esempio Vdd-massa), di livello, organizzazione e significato assolutamente standard (secondo un codice e secondo fissate caratteristiche elettriche dei segnali). In tal modo sarà possibile modificare (si dice anche aggiornare od eseguire upgrade hardware) il sistema (cambiare moduli o schede, al limite cambiare lo stesso microprocessore) od aggiungere schede ai connettori del bus, senza doverlo riprogettare e ricostruire interamente; oppure inserire moduli nuovi od anche moduli che svolgono le medesime funzioni ma con alcune caratteristiche più avanzate-evolute. 


Un tipico modulo microprocessore può avere 16 ingressi indirizzi (65536 diversi indirizzi sono ridondanti per la gran parte delle applicazioni di un microprocessore); 8 linee per gli 8 bit dati (il byte è normalmente di 8, 16, 32, ecc., bit); oltre poi ai terminali per le tensioni di alimentazione (ad esempio +24 V, +12 V, +9 V, -9 V per i circuiti TTL, Mos o CMos, e massa), gli altri morsetti sono tutti per i segnali di controllo (richiesta di accedere alla memoria, richiesta di accedere alle periferiche, read/write per lettura/scrittura, segnale di interlocutore libero/non disponibile, segnale di controllo della velocità di trasferimento con moduli realizzati tramite tecnologie a differente velocità, ecc.). Ricordiamo che tutte le operazioni comandate dal master, essendo questi una macchina sequenziale programmata, avvengono fondamentalmente in sequenza, anche se il meccanismo dell'interrupt (il quale non rende però ancora parallelo il funzionamento del sistema; per i sistemi ad alto parallelismo, come pure per le CPU multi-core o multi-processore, bisognerà attendere altri anni) permette ai moduli non master (per esempio ad una periferica) di interrompere l'esecuzione del microprogramma (solo dove è a priori permesso) per passare all'esecuzione di un programma di servizio dell'interruzione anche del tutto indipendente dal primo. Si può realizzare una struttura di elaborazione basata su bus standard in cui più unità hanno funzione master, ottenendo così un certo livello di parallelismo, purché si impedisca a due o più unità di entrare in conflitto (per questo sono necessari altri due segnali di controllo, il primo che chiede al master di sospendere l'accesso al bus e l'altro col quale esso risponde di eseguire la sospensione di accesso al bus). L'insieme dei segnali di controllo è più o meno grande, e tra gli altri comprende anche il reset fornito al microelaboratore da un generatore esterno che lo porta in uno stato iniziale definito (col contatore di programma o Program Counter PC azzerato per iniziare dall'inizio il conteggio delle istruzioni), ed il segnale di FETCH che viene ricavato dall'informazione presente ai terminali del microelaboratore quando questo sta effettuando la lettura di un'istruzione (il ciclo di fetch-execute è inerente al funzionamento di un microelaboratore-microprocessore poiché esso esegue iterativamente le operazioni 1) prelievo (fetch) di un'istruzione dalla memoria primaria, 2) decodifica (decode) con interpretazione dell'istruzione, 3) esecuzione (execute) dell'istruzione in relazione ai dati relativi all'istruzione stessa, ossia esegue il suo ciclo di processo e thread). Nella progettazione della struttura dell'elaborazione, si dovrà porre attenzione, per realizzare una buona cifra di merito (per esempio per minimizzare il rapporto costo/velocità di esecuzione), alla più vantaggiosa suddivisione nello svolgimento delle varie funzioni a carico dell'hardware e del software, sapendo che, nello sforzo progettuale, “caricando massimamente sull'hardware” si ottiene riduzione di ridondanza, minor flessibilità e maggior specificità di impiego (ossia si realizza un sistema dedicato), mentre “caricando maggiormente sul software” si ottiene maggior modularità, maggior flessibilità e maggior universalità d'impiego (ossia si realizza un sistema universale). Riguardo i personal computer PC, dagli anni '80 ad oggi le loro tipiche caratteristiche erano-sono: frequenza di clock da 533 MHz a 2-3 GHz, RAM da 64 MB a 4-8 GB, memoria di massa dei dischi fissi interni da 4 GB a 1-2 TB, VGA da 256 MB a 4 GB, ecc. 


L'unità di controllo UC del sistema può essere pensata come una complessa rete sequenziale (ossia un automa a stati finiti) che evolve nel tempo fornendo in uscita opportune sequenze di bit in funzione delle parole operative e di condizioni esterne. Lo stato (o insieme o vettore di stato) di questo sistema (automa) dinamico è determinato da un certo numero di bistabili F-F il cui valore specifica in quale fase dell'istruzione si sta lavorando. L'UC può essere realizzata in due modi: 1) sintetizzando la rete sequenziale (dunque massimamente a livello hardware, quale sistema più specifico e più veloce), 2) per grandi vettori di stato, con la tecnica della microprogrammazione (dunque massimamente a livello software facendo uso di un opportuno microprocessore nella cui ROM caricare il microprogramma della macchina, quale sistema più universale e più lento). Se ad esempio esistono p comandi, dovrebbero esistere p uscite da UC, ma quando alcune uscite che accedono al bus possono essere abilitate solo alternativamente od almeno non contemporaneamente (situazione molto tipica), per esempio anziché prelevare da UC 8 uscite, è più opportuno prelevare 3 uscite (segnale codificato, 2(elev 3)=8) seguite da un decodificatore (a 3 ingressi e 8 uscite, ossia da 3 linee a 8 linee con linea d'uscita selezionata in base al codice d'ingresso) che abilita una sola linea d'uscita alla volta secondo il comando da emettere. Abbiamo scritto che l'UC può essere realizzata come una macchina microprogrammata, in cui la descrizione delle singole operazioni elementari è esprimibile mediante una sequenza di microistruzioni (le quali, sotto forma di configurazioni d'uscita della ROM di UC, provocano la chiusura (apertura) di determinate porte logiche specificamente determinate da ognuna di esse): esiste quindi un'analogia con la programmazione in linguaggio macchina (direttamente in parole o byte di cifre 0-1); tale analogia però è parziale in quanto le microistruzioni non fanno mai riferimento a dati in memoria. L'UC è dunque pensabile come un piccolo elaboratore a programma cablato o microprogramma non modificabile (o macchina sequenziale in logica cablata), che gestisce tutte le unità, o sottosistemi hardware, dell'elaboratore durante l'esecuzione di un'istruzione. La struttura base di un'unità microprogrammata è costituita da: 1) un decodificatore che serve a selezionare quella linea orizzontale ri il cui indirizzo è contenuto nel registro delle istruzioni ed alla quale dunque giungerà  il successivo impulso di sincronismo; 2) da 2 matrici di codifica P e Q: dalla matrice P escono i comandi pv per l'esecuzione delle singole microistruzioni, mentre dalla matrice Q esce l'indirizzo qv della prossima microistruzione del microprogramma da eseguire. Dal punto di vista realizzativo, per esempio ed essenzialmente, le matrici P e Q di codifica sono costituite da r fili orizzontali uscenti dal decodificatore e da p fili verticali (linee comandi, per P(r,p)) e q fili verticali (linee indirizzi, per Q(r,q)), ed in corrispondenza di alcuni punti di intersezione tra linee orizzontali ri e linee verticali pj e qj, sono collegati dei diodi Dij che trasferiscono l'impulso da una riga (ri) ad una colonna p (pj) e q (qj); nulla ovviamente impedisce di utilizzare transistori (ad esempio Mos) invece di diodi, per una realizzazione di UC meno semplici ma più efficienti. Vediamo allora come l'unità centrale CPU, sia costituita dall'unità di controllo UC, dall'unità aritmetico-logica ALU, dal registro delle istruzioni, dal contatore di programma PC, e da alcuni registri di servizio o di lavoro. 


Nel corso del tempo si è assistito ad un'evoluzione della struttura dell'elaboratore di von Neumann, già con la multiprogrammazione, il time sharing; il parallelismo a livello di UC: strutture pipeline e gli array di processori; ovvero parallelismo a livello di processori, ossia strutture multiprocessore con diversi gradi di accoppiamento. Si sono sviluppati i livelli gerarchici di memoria (memorie cache (con trasferimento dati a blocchi od a pagine) ossia memoria nascosta di piccole dimensioni ma velocissima interposta tra CPU e la memoria principale di lavoro RAM, memoria scratch-pad (con trasferimento dati a parole), e memoria buffer); per esempio abbiamo il modello della memoria principale e della memoria cache, od i metodi delle mappe di memoria, nonché l'uso della memoria virtuale, per cui occorre studiare le tecniche di ottimizzazione delle memorie. Conosciamo diversi supporti e tecnologie di memorizzazione: memorie magnetiche costituite da nuclei magnetici, od a nastri, a dischi, a semiconduttori bipolari e Mos, memorie ottiche, e memorie cartacee (schede e nastri perforati) da tempo in disuso. Le tecniche e le metodologie che meglio consentono di realizzare strutture digitali avanzate sono basate su tecnologia VLSI, come i dispositivi integrati che svolgono funzioni specifiche e sofisticate, ed inoltre garantiscono buone caratteristiche di correttezza e di diagnosticabilità. Come già scritto, si sono andate diffondendo le soluzioni di rete ed i modelli di comunicazione distribuiti, ossia le reti di calcolatori di varie topologie (e le reti multifunzioni: rete telefonica, rete di calcolatori): le reti locali con protocollo CSMA e protocolli per reti ad anello (poco usati), reti a stella (collegamento tra un utente ed una molteplicità di utenti come il teletext, mentre il videotext è un servizio ad interrogazione), tecniche di polling, tecniche a contesa su bus e protocolli per rete ad alta velocità; reti punto-punto (tecniche di routing); le reti a lunga distanza o reti geografiche (abbiamo già citato il modello OSI ed il modello INTERNET), le reti broadcast geografiche via satellite, le reti geografiche a commutazione di circuito che collegano un utente a qualsiasi altro (come le reti telefoniche coi loro problemi di traffico e di affidabilità che richiedono analisi di teoria delle code e delle file di attesa, formule di Erlang (Agner Krarup Erlang, Lonborg 1878, Copenaghen 1929, matematico e statistico danese, noto per i suoi studi sulla teoria delle code sviluppati nell'ambito della telefonia, ad esempio la grandezza casuale Erlanghiana usata nell'ambito della teoria del traffico telefonico per il dimensionamento degli impianti e del numero di commutatori ad ogni stadio come abbiamo visto altrove (su proposta di David George Kendall una l'unità di misura del traffico telefonico porta il suo nome)), ecc.), le reti geografiche a commutazione di pacchetto (protocolli di trasmissione dati: Datagram, Virtual Circuit; il segnale telefonico a commutazione di pacchetto); le reti integrate (con problemi di integrazione segnali voce-dati), e le reti ed i sistemi a larga banda, le quali tutte comportano problemi di dimensionamento fisico dei mezzi di supporto alle trasmissioni e problemi logici (per esempio l'utilizzo di teoria delle code, code con priorità, protocolli di trasmissione (protocolli di livello 2: Stop-and-Wait, Go-Back-N, HDLC; protocolli di livello 3: meccanismo di controllo a finestra, tecniche d'instradamento deterministico, dinamico, centralizzato e distribuito), capacità dei canali, flussi; scelta dei codici di linea, metodi di modulazione; tecniche di trasmissione (tipo modulazione PCM), problemi di equalizzazione adattativa delle linee). 


Ricordiamo anche le reti locali LAN, i sistemi ESS e della linea UT; i sistemi ISDN (rete integrata con tecnica PCM che connette reti già esistenti commutate e dedicate); gli autocommutatori privati (PABX) ed i sistemi privati a larga banda. Riguardo i più recenti calcolatori elettronici, i supercalcolatori adibiti al supercalcolo, i nuovi personal computer PC desktop-portatili-tablet ed i relativi processori multi-core, le reti ADSL su linee in rame od in fibra ottica, rimandiamo il lettore al altre parti de libro. E con la diffusione dell'uso dei calcolatori si è sviluppata anche l'informatica, la quale studia l'informazione nei suoi aspetti generali (teoria della computabilità, teoria dell'informazione ed anche cibernetica), con particolare riferimento all'elaborazione automatica basata sull'elaboratore elettronico. In tale disciplina hanno trovato adeguata sistematizzazione i concetti legati ai principi formali del calcolo (come algoritmi, dimostrazioni di teoremi, funzioni ricorsive e loro equivalenze) e le metodologie per la risoluzione dei problemi tecnici ed organizzativi nati con l'introduzione degli elaboratori (modi di utilizzazione, problemi di codifica e di affidabilità, trasmissione dati), oltre ai problemi legati all'interazione dell'uomo con i mezzi hardware e software del mondo dell'elaborazione automatica dell'informazione EDP (o poi anche di telematica, di multimedialità e di reti sociali). Oggetto dell'informatica è lo studio delle tecniche hardware (la macchina), firmware (sostanzialmente le tecniche di microprogrammazione), e software (di base o sistema operativo, sistema di gestione di banche dati ed archivi e software applicativo). Vi si studiano gli algoritmi, le strutture dei dati, la funzionalità dell'hardware a supporto del sistema operativo e dei programmi oggetto, il sistema di gestione di banche dati, i file systems, la struttura astratta o teorica dei sottoprogrammi e dei programmi, nonché le tecniche di programmazione, l'ingegneria software, le sue tecniche e lo studio (e la progettazione) dei traduttori, dei compilatori, dei collegatori, degli interpreti, e soprattutto dei linguaggi di programmazione. Vogliamo qui solo accennare ai più noti tipi di linguaggi di programmazione. Ogni elaboratore ha un determinato insieme di istruzioni che possono essere eseguite; e le istruzioni direttamente compatibili ed eseguite dalla CPU sono quelle del linguaggio macchina (ed il più comune linguaggio macchina è il linguaggio o “linguaggio” binario). Per superare parte delle difficoltà che si incontrano nell'uso del linguaggio macchina (complessità di scrittura per l'uso di solo sequenze di 0-1, grande ripetitività, estrema ed insuperabile facilità d'errore) sono stati ideati i linguaggi assemblatori, che per primi hanno introdotto espressioni simboliche elementari per designare le istruzioni corrispondenti ad un insieme di byte (una istruzione in assembler viene tradotta da circa 2 a circa 10 parole macchina). 


I linguaggi assemblatori consentono una utilizzazione completa delle risorse hardware e software, essendo la loro struttura la più aderente alla struttura logica dell'elaboratore, la quale miglior utilizzazione però è ottenuta a spese della comprensione e facilità di programmazione, perché la struttura dell'assemblatore, oltre a comportare che il programmatore si occupi e preoccupi eccessivamente del funzionamento della memoria interna e della CPU, dei trasferimenti dati fra registri, ecc., è pure molto lontana dal problema da risolvere (coloro che hanno programmato con un (vecchio) linguaggio assembler sapranno che, più che ai calcoli del problema da risolvere, si è continuamente impegnati a scrivere istruzioni di trasferimenti tra registri e con l'accumulatore, designazione di registri di memoria o di transito, ecc.). Per ovviare a tale ulteriore inconveniente sono stati ideati linguaggi di programmazione meno dipendenti e meno vincolati alla struttura hardware e software dell'elaboratore, ovvero linguaggi strutturati e formulati ad un livello più vicino al livello del linguaggio naturale, ossia linguaggi di più alto livello, ovvero linguaggi simbolici. Un linguaggio simbolico è un linguaggio formalizzato ma composto di frasi simili a quelle del linguaggio comune, od istruzioni più facilmente comprensibili e soprattutto più facilmente memorizzabili perché ispirate al linguaggio naturale od al linguaggio formale della matematica (con regole sintattiche ben definite e precise) e che rendono possibile l'utilizzo del calcolatore ad ogni utente (ricordiamo che il calcolatore ENIAC era praticamente utilizzabile, e programmabile e riprogrammabile per un'altra funzione da svolgere, solo dai loro progettisti e dalle Eniac Girls); ossia i linguaggi di alto livello sono linguaggi formalizzati, simbolici, memorizzabili perchè composti con istruzioni dalla forma mnemonica, e dunque linguaggi informatici facilmente utilizzabili nonostante siano matematicamente precisi. Il programma in linguaggio simbolico è detto programma in linguaggio sorgente eseguibile dall'elaboratore solo dopo assere stato tradotto in un linguaggio oggetto: ossia dopo la sua interpretazione o dopo la sua compilazione che così lo renda comprensibile e compatibile con la logica hardware della macchina. 


Il programma compilatore (che dipende sia dal linguaggio simbolico di alto livello, sia dal tipo di macchina hardware), traduce il programma sorgente in una forma eseguibile, ed esso può esser poi eseguito un numero illimitato di volte. Un programma interprete (però meno utilizzato) è invece un traduttore che esegue il programma sorgente passo dopo passo durante la traduzione stessa, ed il risultato è l'effettiva esecuzione delle istruzioni ed elaborazioni indicate dal programma. In generale l'esecuzione di un programma compilato (ed ottimizzato) è più efficiente dell'esecuzione di un programma solo interpretato (ma eseguito una sola volta). 


Tra i linguaggi di alto livello abbiamo innanzi tutto i linguaggi per applicazioni tecnico-scientifiche, come il FORTRAN (FORmula TRANslator o TRANslation) sviluppato dal 1954 in IBM da un gruppo guidato da John Backus, che fu il primo linguaggio di successo utilizzato da non specialisti (il primo manuale d'utilizzo del 1956 sarebbe “The FORTRAN automatic coding system for the IBM 704 EPDM”, scritto dallo stesso Backus; il compilatore fu pubblicato nel 1957), il quale nelle numerose versioni ha goduto di una notevolissima diffusione in ambienti tecnici e scientifici per trattare problemi comportanti lunghi e pesanti calcoli matematici, ciò contrapposto ad una minor complessità e specificità nel trattamento dei dati e dei file (ha influenzato lo sviluppo di successivi linguaggi quali ALGOL 58, BASIC, C, PL/I, MUMPS, Ratfor; sopravvissuto negli anni seppure ormai pochissimo usato, anche se, al momento in cui scriviamo, l'ultima versione è Fortran 2018 (ISO/IEC 1539-1:2018)/28 Novembre 2018); uno dei primi programmi in Fortran, scritto da Backus, riportato nel manuale per il programmatore, è un piccolo programma che legge N numeri e ne calcola il massimo (il simbolo / qui indica “riga a capo” e va omesso dal programma): DIMENSION A(999)  /  FREQUENCY 30 (2,1,10), 5(100)  /  READ 1, N, (A(I), I = 1,N)  /  1 FORMAT (I3/(12F6.2))  /  BIGA = A(1)  /  5 DO 20 I = 2,N  /  30 IF (BIGA-A(I)) 10,20,20  /  10 BIGA = A(I)  /  20 CONTINUE  /  PRINT 2, N, BIGA  /  2 FORMAT (22H1THE LARGEST OF THESE NUMBERS IS F7.2)  /  STOP 77777.   L'ALGOL (ALGOrithmic Language od ALGOrithmic Oriented Language), sviluppato dal 1958 dal gruppo di studiosi composto da Backus, Bauer, Naur, Perlis e Wijngoorden, è adatto alla programmazione di problemi tecnico-scientifici ed alla strutturazione degli algoritmi; nato agli inizi anni '60 (Algol 60) per essere una sorta di linguaggio universale, non ha avuto lo stesso successo del FORTRAN, ma ha comunque permesso lo sviluppo di linguaggi successivi più moderni (infatti ha influenzato lo sviluppo di Simula, C, CPL, Pascal); esempio di programma in Algol (ALGOL 60) (ancora il simbolo / significa a capo e va omesso):  procedure Absmax(a) Size:(n, m) Result:(y) Subscripts:(i, k);   /   value n, m; array a; integer n, m, i, k; real y;   /    comment The absolute greatest element of the matrix a, of size n by m is transferred to y, and the subscripts of this element to i and k;   /   begin integer p, q;   /    y := 0; i := k := 1;   /    for p:=1 step 1 until n do   /    for q:=1 step 1 until m do   /     if abs(a[p, q]) > y then   /     begin y := abs(a[p, q]);   /     i := p; k := q   /     end   /   end Absmax.   Tra i linguaggi per applicazioni gestionali e commerciali, il più noto è certamente il COBOL (COmmon Business Oriented Language), il linguaggio più diffuso dopo il FORTRAN influenzato da FLOW-MATIC, COMTRAN e FACT, ideato nel 1959 e nato ufficialmente nel 1961 per opera di Grace Murray Hopper, William Selden, Gertrude Tierney, Howard Bromberg, Howard Discount, Vernon Reeves, Jean E. Samm, composto dalle sue 4 Division (IDENTIFICATION DIVISION (vengono incluse informazioni generiche come il nome del programma, la data di stesura, il nome del calcolatore utilizzato ed altre informazioni), ENVIRONMENT DIVISION (indica i file che vengono usati all'interno del programma sorgente), DATA DIVISION (contiene la definizione di file, archivi, variabili e costanti), PROCEDURE DIVISION (qui viene definito il procedimento elaborativo da applicare ai dati)), adatto ad elaborazioni relativamente poco complesse e con pochi calcoli matematici, ma su enormi quantità di dati, cioè particolarmente indicato per il trattamento o gestione dei file soprattutto in ambito aziendale, notoriamente molto stabile ed affidabile usato fino al 2013 nel software dei Bancomat ed operativo in molte Banche ed Assicurazioni, ma ha subito vari aggiornamenti in particolare in Italia il 31dic1998 per gestire il passaggio dalla lira all'euro, e poi il 31dic1999 per evitare il pericolo del millennium bug di cui abbiamo scritto; esempio di programmino in Cobol per il test e la visualizzazione di “Hello, world!”: 000001 IDENTIFICATION DIVISION.   /   000002 PROGRAM-ID.     HELLOWORLD.   /   000003 ENVIRONMENT DIVISION.   /   000004 CONFIGURATION SECTION.   /   000005 DATA DIVISION.   /   000006 PROCEDURE DIVISION.   /   000007   /   000008     DISPLAY 'HELLO, WORLD.'.   /   000009     STOP RUN.  Il primo linguaggio algoritmico generale fu il PL/1 (Programming Language One) nato in IBM all'interno del progetto degli IBM System/360 (S/360) nel 1964, che doveva riunire i vantaggi dell'ALGOL e del COBOL per un vero linguaggio universale (fu influenzato da COBOL, Fortran, ALGOL, e ha influenzato CMS-2, SP/k, B, REXX, AS/400 Control Language), ricordando che il sistema operativo Multics utilizzava PL/I, ed una sua tarda versione XPL fu utilizzata nel software HAL/S del progetto spaziale Space Shuttle; fu poi seguito da PL/2; esempio di programma in PL/I ossia “Hello, world!” che stampa il testo "Hello world!" (si tratta dell'esempio universale in uso di presentazione ed introduzione nel nuovo mondo del nuovo linguaggio di programmazione):  Test: procedure options(main);   /   declare My_String char(20) varying initialize('Hello, world!');   /    put skip list(My_String);   /   end Test; . Altro linguaggio algoritmico generale è il PASCAL, influenzato da Algol, nato nel 1970 da Niklaus Wirth allo scopo di realizzare un valido strumento didattico per l'insegnamento delle tecniche di programmazione (il Basic del 1964, pure adatto per molti versi, non era però dotato di strutture dati avanzate), e per i suoi notevoli pregi quale linguaggio generale che ne hanno decretato il successo, ha avuto una larga diffusione in varie versioni, sia in ambiente universitario (ben utilizzato anche per l'insegnamento, e sappiamo che molte Università hanno sviluppato una loro versione privata del Pascal) che in altri ambienti (pure in ambito industriale), tanto da generare molti altri linguaggi più moderni; il programmino d'esempio per stampare a video “Hello, world!” scritto in Pascal:  "Hello world":  program hello;   /   uses crt;  <----non obbligatoria   /   begin   /    clrscr;  <----non obbligatoria   /    writeln('Hello World');   /    readln;   /   end.  Della stessa natura sono SIMULA I (1960, sviluppato a Norwegian Computing Center di Oslo principalmente da parte di Ole-Johan Dahl e Kristen Nygaard) e SIMULA 67 (1967, quale primo linguaggio di programmazione orientato agli oggetti (OOP), da cui sono derivati lo Smalltalk ed il noto C++, anche se il linguaggio Java (linguaggio di programmazione orientato agli oggetti) ricorda maggiormente il Simula; esempio di programma di stampa “Hello world” in Simula:  Begin   /    OutText ("Hello World!");   /    Outimage;   /   End;),  e l'ALGOL 68.  


Aggiungiamo che la programmazione ad oggetti è basata su una evoluzione del concetto di tipo di dato astratto caratterizzata da incapsulamento-ereditarietà-polimorfismo, onde, oltre a Smalltalk e Java, elenchiamo in ordine alfabetico i più noti linguaggi moderni comunque incorporanti concetti di programmazione ad oggetti: Ada95,  Attack, BETA, Clarion, CLOS, C++, C(cancelletto), D, DataFlex, Delphi, Eiffel, Fortran 2003, Java, Linden Scripting Language, Modula-3, mShell, Objective C, Ocaml, OpenGenera, PHP, Python, PowerBuilder, REALbasic, REBOL, Ruby, Scala, Scriptol, Simula, Smalltalk, Visual Basic, Visual Basic .NET.   Ricordiamo il più moderno MODULA-2 (linguaggio di programmazione general-purpose creato da Niklaus Wirth quale diretto successore di Pascal, che corregge alcuni suoi problemi ed ambiguità, comprendente il concetto di modulo (quale unità logica incapsulante dati e procedure e limitandone la visibilità all'esterno, verso una miglior organizzazione del programma e verso una programmazione modulare); esempio in Modula-2 del programma “Hello World!”:  MODULE Hello;   /   FROM InOut IMPORT   /    /    WriteString, WriteLn;   /   BEGIN   /    WriteString("Hello World!");   /    WriteLn;   /   END Hello). Il PROLOG (PROgramming in LOGic) è stato ideato nel 1972 da Robert Kowalski, Marten Van Emdem e Alain Colmerauer, sfruttando alcuni principi per la dimostrazione automatica di teoremi; molto usato nell'insegnamento della logica e nelle ricerche di intelligenza artificiale AI, possiede legami coi metodi per la risoluzione automatica di problemi ed in particolare per la dimostrazione automatica dei teoremi, infatti l'esecuzione di un programma Prolog è comparabile alla dimostrazione di un teorema mediante le regole di inferenza detta risoluzione (introdotta da Robinson nel 1965) in cui i concetti fondamentali sono l'unificazione, la ricorsione (in coda) ed il backtracking; da Prolog sono derivati linguaggi come Datalog e AnsProlog. Tra i linguaggi per algoritmi non numerici ricordiamo il FORMAC (FORmula MAnipulation Compiler) basato sul FORTRAN e sviluppato da Jean E. Sammet, per la manipolazione delle formule ossia il primo programma per sistemi algebrici (supported computation, manipulation, and use of symbolic expressions). Il LISP (LISt Processing o LISp Processor), ideato nel 1958 da John McCarthy quale linguaggio formale interpretativo, in genere utilizzato per lo sviluppo e la modifica di linguaggi di programmazione ad alto livello e l'elaborazione di dati strutturati a liste, o per studiare la calcolabilità di funzioni ricorsive (nel senso di Skolem) su espressioni simboliche; usato molto nel campo di AI; influenzato da IPL, ha a sua volta influenzato CLIPS, CLU, COWSEL, Dylan, Falcon, Forth, Haskell, Io, Ioke, JavaScript, Julia, Logo, Lua, Mathematica, ML, Nu, OPS5, Perl, POP-2/11, Python, Qi, R, Shen, Rebol, Ruby, Smalltalk, Tcl, ecc.; una volta fornito solo su grandi calcolatori e disponibile oggi anche in versione per personal computer. Citiamo anche SNOBOL (StriNg Oriented and symBOlic Language) ideato nel 1962 da David J. Farber, Ralph E. Griswold, Ivan P. Polonsky in AT&T Bell Labs, per la manipolazione di sequenze di caratteri; influenzato da FORTRAN II e COMIT, ha influenzato Icon, Lua, SL5; esempio del programma per visualizzare "Hello World":  output = "Hello world"   /   end.  


Tra i linguaggi speciali, ossia special purpose, ideati per risolvere problemi particolari o per applicazioni speciali, ricordiamo l'ATP (Automatically Programmed Tools) usato per la programmazione di macchine utensili a controllo numerico CNC (Computer Numerical Control), programma che fa uso di due tipi di frasi: 1) frasi geometriche con definizione di punto, linea, cerchio, piano, cilindro, ecc.; 2) frasi di posizionamento di utensile, frasi di movimento, ecc. Lo STRESS (STRuctural Engineering System Solver) specifico per lo studio delle strutture articolate in cui occorre specificare se il problema è 2-dim o 3-dim, il numero dei nodi con le loro coordinate, il numero delle aste, i carichi, i tipi di vincolo di ogni nodo, ecc., e la richiesta di calcolo di reazioni, sforzi, ecc. (calcoli che abbiamo citato altrove quando abbiamo scritto di teoria di scienza delle costruzioni). Tra i linguaggi di programmazione orientati agli oggetti ricordiamo il CLOS (Common Lisp Object System) ispirato dal primo Lisp e potente programma dinamico OOP. Il C sviluppato nel 1972 da Dennis Ritchie al tempo di UNIX, è un linguaggio di programmazione imperativo di natura procedurale (contenente espressioni matematiche ed istruzioni imperative raggruppate in procedure parametrizzate in grado di manipolare vari tipi di dati), snello e performante, con numerose librerie tra cui la libreria standard di C. Il C++ (o C con classi), quale ottimo linguaggio di programmazione ad alto livello orientato agli oggetti con tipizzazione statica, sviluppato nel 1983 da Bjarne Stroustrup ai Bell Labs per migliorare il più semplice linguaggio C tramite l'introduzione del paradigma ossia modello esemplare di riferimento di programmazione a oggetti, funzioni virtuali, overloading degli operatori, ereditarietà multipla, template, ecc., standardizzato nel 1998 (ISO/IEC 14882:1998, Programming Languages C++), aggiornato più volte di cui l'ultima versione dello standard (C++17) è stata pubblicata nel 2017.  Eiffel sviluppato nel 1986 da Bertrand Meyer e Eiffel Software, quale linguaggio di programmazione object-oriented che enfatizza la scrittura di programmi “robusti”, uno dei primi linguaggi ad oggetti compilati e pensati per l'utilizzo in ambito industriale (la sua sintassi ricorda quella di ALGOL, Pascal ed Ada), con tipizzazione forte statica ed una gestione automatica ed affidabile della memoria, che non ha raggiunto la grande diffusione di altri linguaggi OOP come C++ ma che gode di ottima valutazione tra i suoi utilizzatori; è stato influenzato da Ada, Simula, Z, ed a sua volta ha influenzato i linguaggi Ada 2012, C(cancelletto), D, Java, Lisaac, Racket, Ruby, Sather, Scala. Ed inoltre il linguaggio a regole OPSV, ed il linguaggio funzionale FP del 1977 di John Backus. 


Il linguaggio assai evoluto ADA prende il nome da Augusta Ada Lovelace figlia di Byron e collaboratrice informatica di Babbage. Il linguaggio ADA, molto evoluto, potente ed articolato, è stato sviluppato nel 1980 da Jean Ichbiah che lavorava presso CII Honeywell Bull (ada 83) e S. Tucker Taft (Ada 95, Ada 2005, Ada 2012), per realizzare affidabili applicazioni di controllo di processi ma nella sintassi e nella sicurezza del codice rivela la sua origine militare (ADA è stato adottato come standard dal Dipartimento della Difesa DOD USA, ed è usato spesso nei software richiedenti un corretto funzionamento come in campo astronautico, avionico, controllo traffico aereo, finanza ed apparecchiature elettromedicali); influenzato dai linguaggi ALGOL 68 (Ada 83), Pascal (Ada 83), C++ (Ada 95), Smalltalk (Ada 95), Java (Ada 2005), ha a sua volta influenzato i linguaggi C++, Eiffel, PL/SQL, VHDL, Ruby, Java, Seed; il programma di visualizzazione “Hello, world!” in Ada è:  with Ada.Text_IO; use Ada.Text_IO;   /   procedure Hello is   /   begin   /    Put_Line("Hello, world!");   /   end Hello; .  Ricordiamo anche il vecchio linguaggio COMIT, quale primo string processing language (analogo a SNOBOL, TRAC, Perl) sviluppato su IBM 700/7000 series da Victor Yngve e collaboratori al MIT nel 1957-65, allora particolarmente usato per le traduzioni automatiche, ricerche di informazioni, ricerche linguistiche, ricerche filologiche, e per machine translation for natural language processing; lo sviluppo di SNOBOL deve molto a COMIT. Rammentiamo anche il linguaggio LOGO ideato nel 1967 da Wally Feurzeig, Seymour Papert e Cynthia Solomon nell'Azienda Bolt Beranek and Newman (ma vi è implicato anche Marvin Minsky al tempo della fondazione del laboratorio di intelligenza artificiale AI del MIT di Boston), come un dialetto Lisp multi-paradigma, a scopi didattici-pedagogici-educativi, per insegnare semplici tecniche di programmazione anche ai bambini, il cui elemento caratteristico “grafico-logico” introdotto nel 1969 è la “tartaruga” mobile su segmenti rettilinei orientabili (infatti sembra che prima del “topo” sui computer fosse allora in attività la “tartaruga”). I linguaggi di simulazione sono stati ideati per simulare i sistemi dinamici, tra cui ricordiamo il GPSS (General Purpose Simulation Sustem), un linguaggio autonomo di limitata flessibilità ma di facile uso. Poi il SIMSCRIPT (parzialmente basato sul FORTRAN) sviluppato verso il 1960-62 presso Rand Corporation, in cui il sistema simulato è rappresentato attraverso la descrizione istantanea del suo stato e gli istanti di cambiamento di stato (lo stato del sistema simulato è definito in termini di entità, attributi di entità ed insiemi di entità (contiene 3 tipi di variabili), e questo viene fatto utilizzando un particolare foglio di programmazione ossia il Simscript Definition Form), ricordando che sia Simscript che Simula che GPSS simulano sistemi discreti. 


Tra i linguaggi interattivi e conversazionali i quali, oltre ad essere versatili e potenti, si differenziano da tutti gli altri linguaggi perché sono bidirezionali, cioè rispondono tramite il terminale in tempo reale all'operatore (e quindi sono adatti per generare, provare, modificare, e mettere dinamicamente a punto i programmi, oltre al calcolo scientifico, alla progettazione automatica in cui il progettista fornisce inizialmente i dati di un circuito elettrico o di un oggetto che successivamente modifica o modella operando deformazioni o modificando valori di parametri, all'insegnamento assistito dal calcolatore ponendo domande e valutando le risposte, alla documentazione automatica quali prenotazioni di posti aerei o servizi di conto corrente bancario e tutti i servizi commerciali dove si devono esaminare richieste e fornire risposte), di tali programmi interattivi (sviluppati quando i PC non erano molto diffusi), dicevamo, citiamo il primo nato, l'APL (A Programming Language, quale linguaggio di programmazione ideato nel 1962 da Kenneth Iverson; sviluppato in realtà solo come metodo di notazione per algoritmi ma molto potente nel calcolo con vettori e matrici); il LISP; ed il più noto e diffuso di essi ossia il linguaggio BASIC (Beginner's All-purpose Symbolic Instruction Code, quale linguaggio di programmazione ad alto livello sviluppato nel 1964 presso l'Università di Dartmouth su calcolatore GE-225 (la GE-200 era una seria di calcolatori mainframe di General Electric GE del 1960 (macchina realizzata con circa 10 mila transistori discreti e circa 20 mila diodi, e memoria a nuclei magnetici di 8 Kword), ed il più diffuso calcolatore era appunto il GE-225 del 1961) da John George Kemeny e Thomas Eugene Kurtz, influenzato da FORTRAN, FORTRAN II, JOSS e ALGOL e che a sua volta ha portato allo sviluppo di Visual Basic), il quale risulta di più facile apprendimento, essendo abbastanza simile alla lingua parlata, e particolarmente adatto agli home computer HC e poi ai personal computer PC (era inizialmente usato su minicalcolatori piuttosto costosi e dunque sistema operativo poco diffuso (il primo programma in Basic venne eseguito alla data 1mag1964 esattamente alle ore 4:00 a.m.), ma nel 1975 sbarcò sul mercato il computer MITS Altair 8800 venduto in Kit da autocostruire al prezzo abbastanza popolare di 439 $ per cui in pochi mesi se ne vendettero circa 5 mila ed il BASIC iniziò la sua ascesa (l'interprete Basic su Altair 8800 BASIC del 1975 richiedeva solo 4 KB di memoria (poi negli anni tra '70 e '80 e successivamente si svilupperanno versioni di BASIC di 8-16-32 KB) ed era stato scritto direttamente da Bill Gates e Paul Allen, con una percentuale di copie pirata stimate intorno al 90 % già allora, il qual fatto contribuì molto alla sua diffusione ed alla straordinaria fortuna di Microsoft (e di Bill Gates... padre e figlio della vera Silicon Valley ed ottimista globale di questo mondo terrestre)), quindi giungiamo alla data storica del 12ago1981 quando IBM presentò il PC IBM 5150 al prezzo di 1565 $, con microprocessore Intel 8080 a 4.77 MHz, RAM di 16 KB (espandibile fino a 256 KB) e due driver FDD per floppy da 160 KB, equipaggiato con sistema operativo realizzato da Microsoft che fornì diversi interpreti BASIC; il programma di visualizzazione “Hello World” in Basic si scriverebbe:  1 PRINT "Hello World"   /   2 END; invece nel linguaggio di programmazione di Arduino per far stampare la stringa “Hello World”su monitor seriale si potrebbe scrivere:  Serial.println(F("Hello World"))  preferibile a scrivere  Serial.println("Hello World")  poiché in questo secondo caso la stringa Hello World verrà immagazzinata sia nella memoria di programma (memoria flash) che nella memoria RAM (qui usualmente scarsa anche di solo 2 KB) anche se il contenuto della RAM va perso ogni volta che Arduino viene resettato o si toglie alimentazione laddove la memoria di programma (memoria flash) è permanente indipendentemente dalla presenza della tensione di alimentazione). Ricordiamo anche il successore Visual Basic, riprogettazione del Basic nato alla metà degli anni '90 in Microsoft all'interno di Microsoft Visual Studio, e più adatto ai sistemi operativi con interfaccia grafica specialmente nei personal computer PC, quali Windows 95, 98, NT, 2000 e XP, derivanti da MS-DOS, con attività multiprocesso, basati sul multitasking ed interfaccia con vari livelli di menù e finestre a video, e Linux derivato da Unix e Minix per personal computer. Negli ultimi 20-30 anni, con lo sviluppo di calcolatori di gran lunga più potenti nell'elaborazione delle informazioni e più veloci nella loro esecuzione, oltre alla diffusione capillare dei personal computer con caratteristiche più avanzate e sistemi operativi più potenti quali Windows 2000, Windows XP, Windows Vista e Linux, ed allo sviluppo delle reti di calcolatori (in particolare di Internet iniziato dalla DARPA e dallo Stanford Research Institute californiano con l'evoluzione di ARPAnet, principalmente per esigenze del Dipartimento della Difesa e delle Università), nacquero e proliferarono nuovi linguaggi simbolici di programmazione di alto livello fino a raggiungere nel 2010 il numero di quasi 3000, anche se la preponderanza nel loro utilizzo per la scrittura dei programmi di sistema e di programmi applicativi ed oggetto è sempre a vantaggio del linguaggio C (nato dal preesistente linguaggio B), dalla sintassi semplice, versatile e leggibile e dalla struttura procedurale (molto adatto alla creazione dei sistemi operativi), nato nel 1972 ai Bell Laboratories dal lavoro di Dennis Ritchie per portare a termine la scrittura del sistema operativo potente e multiutente UNIX per i grandi centri di elaborazione, ed ancora a vantaggio del linguaggio C++, o C con classi nato da C, sviluppato alla AT&T nel 1983, linguaggio piuttosto difficile, e, come detto, orientato agli oggetti che deriva dal Simula il concetto di classe o modulo (come pure il Visual C++) e particolarmente adatto al parallelismo ed alla scrittura di programmi che devono girare molto velocemente. 


Continua a far la parte del leone tra i linguaggi procedurali di grande potenza elaborativa e di elevata affidabilità il linguaggio ADA, derivato dal Pascal alla fine degli anni '70 ma riprogettato per divenire multiprocesso, multioperatore e con semiotica superiore. Nel 1987 nacque il linguaggio di scripting  Perl adatto alla realizzazione di utility per gestire file e molto usato in ambiente Unix; nel 1991 nacque il Python; nel 1993 il Ruby; e nel 1995 il Delphi creato da Borland ed adatto ad applicazioni di media complessità e gestionali. Sempre nel 1995 venne sviluppato da Sun Microsystems il linguaggio Java, linguaggio multipiattaforma ed interpretato, che deriva dal C++ la programmazione ad oggetti ed è di utilizzo più semplice ed universale, per la condivisione di codice eseguibile e servizi server i cui programmi possono accedere ad oggetti per mezzo di indirizzi Internet URL (Uniform Resource Locator, ossia tutti gli indirizzi dei computer interconnessi, delle directory e di tutte le subdirectory nelle quali si trovano i documenti nella rete), particolarmente adatto per le applicazioni Web (World Wide Web, da cui il noto www, sistema di librerie o pagine di tutte le risorse mondiali disponibili nella rete), per la realizzazione di siti Internet ad alto livello di interattività-interconnessione, e per la navigazione sulla rete globale informatica e telematica.  Nel frattempo veniva creato il Postscript Adobe di Adobe per la gestione delle comunicazioni con sistemi di stampa e di visualizzazione; il linguaggio SQL per l'interrogazione dei database dei server; il linguaggio HTML caratterizzato dal formato per documenti ipertestuali con testo, file non testuali quali file audio e video, link per collegamenti ad altri innumerevoli documenti ipertestuali, particolarmente adatto alla realizzazione delle pagine Web ed all'interscambio di informazione multimediale mediante l'uso di appositi programmi Web Browser capaci di connettersi ad Internet; e quindi vari programmi browser per la navigazione in rete telematica quali Microsoft Internet Explorer e Netscape Navigator. Con caratteristiche in parte simili al Java ed in parte simili al C++ è stato poi sviluppato nel 2000 il C Sharp, nativo in Windows ma usato poi anche in Linux. 


Vogliamo qui fornire un elenco parziale in ordine alfabetico dei molti linguaggi di programmazione tra i più noti ed usati nel corso degli anni: A,  A+, A++, A(cancelletto).NET, A(cancelletto) (Axiom), A-0 System, ABAP, ABC, ABC ALGOL, Abel, ABLE, ABSET, ABSYS, Abundance, ACC, ActForex, Action!, ActionScript,ACT-III, ACUCOBOL-GT, Ada, Adenine, Afnix, Agda, Agena, Agora, AIS Balise, Aikido, Alef, ALF, ALGOL, Alice, Alma-0, Ambi, Amiga E, AMOS, AMPL, Apex, APL, AppleScript, Arc, Arexx, Argus, Asp, Assembly, Atari BASIC, ATS, AutoHotkey, AutoIt, Averest, Awk, Axum, Ateji PX, B, Bash, BASIC, BC, BCPL, BeanShell, Batch (Windows/Dos), Bertrand, BETA, Bigwig, Bistro, BitC, BLISS, Blitz Basic, Blue, BlueJ, Bon, Boo, Boomerang, Bourne shell, BPEL, BUGSYS, BuildProfessional, C, C--, C++ - ISO/IEC 14882, C(cancelletto) - ISO/IEC 23270, C/AL, Caché ObjectScript, CAML, Cat, Cayenne, Cecil, Cel, Cesil, Ceylon, CFML, Cg, Chapel, CHAIN, Charity, Chef, CHILL, CHIP-8, chomski, CHR, Chrome, ChucK, CICS, CIL, Cilk, CL (Honeywell), CL (IBM), Claire, Clarion, Clean, Clipper, CLIST, Clojure, CLU, CMS-2, COBOL - ISO/IEC 1989, CobolScript, Cobra, CODE, Col, Cola, ColdC, ColdFusion, Cool, COMAL, Common Lisp o CL, COMPASS, Component Pascal, COMIT, Converge, Coral 66, Corn, CorVision, Coq, COWSEL, CPL, csh, CSP, Csound, Curl, Curry, Cyclone, D, D(cancelletto), DART, DASL, DataFlex, DATATRIEVE, dBase, DCL, Deesel (o G), Delphi, Dialect, DinkC, Dialog, Manager, DIBOL, DL/I, DM, DotLisp, Dylan, Dynace, DYNAMO, E, Ease, EASY, Easy PL/I, Easycoder, EASYTRIEVE PLUS, eC (Ecere C), ECMAScript, Ecol, eDeveloper, Edinburgh IMP, EGL, Eiffel, Einstein, ELAN, elastiC, Elena, Elf, Elixir, Emacs Lisp, Emerald, Englesi, Epigram, Erlang, Escapade, Escher, ESPOL, Esterel, Etoys, Euclid, Euler, Euphoria, CMS EXEC, EXEC 2, F, F(casncelletto), Factor, Falcon, Fancy, Fantom, Felix, Ferite, FFP, FILETAB, Fjolnir, FL, Flavors, Flex, FLOW-MATIC, Fly, FOCAL, FOCUS, FOIL, FORMAC, FormWare, @Formula, Forth, Fortran - ISO/IEC 1539, Fortress, FoxPro 2, FP, Franz Lisp, Frink, F-Script, Fuxi, Gambas, GameMonkey Script, GML, GAMS, GAP, G-code, GDL, Gibiane, GJ, GLSL, GM, GML, Go, Go!, GOAL, Godel, Godiva, GOM, Goo, GOTRAN, GPSS, GraphTalk, GRASS, Green, Groovy, GSL Shell, HAL/S, Handel-C Celoxica, Harbour, IBM HAScript, Haskell, Haxe, High Level Assembly, HLSL, HolyC, Hop, Hope, Hugo, Hume, HyperTalk, I, IBAL, IBM Basic assembly language, IBM Informix-4GL, IBM RPG, ICI, Icon, Id, IDL, Idle, IMP, Inform, Io, Ioke, IPL, IPTSCRAE, IronPython, ISPF, ISWIM, Ivy, J, J(cancelletto), J++, JADE, JAGEX, JAGADISH, Jako, JAL, Janus, JASS, Java, JavaScript, JCL, JEAN, Join Java, JOSS, Joule, JOVIAL, Joy, Julia, Jscript, Jython, JSP, JavaFX Script, K, Kaleidoscope, Karel, Karel++, Kaya, KEE, Kiev, KIF, Kite, Kogut, Kotlin, KRC, KRYPTON, ksh, KUKA, L, L(cancelletto).NET, L++.NET, LabVIEW, Ladder, Lagoona, LANSA, Lasso, LaTeX, Lava, Lazarus (Pascal), Leadwerks Script, Leda, Legoscript, Leola, Limbo, Limnor, LINC, Lingo, Linoleum, LIS, LISA, Lisaac, Lisp - ISO/IEC 13816, Lite C, Lithe, Little b, LLL, Locomotive BASIC, Logix, Logo, Logtalk, LOTUS, LPC, LSE, LSL, Lua, Lucid, Lush, Lustre, LyaPAS, Lynx, M, M2001, M4, MAD, MAD/I, Magik, Magma, MapBasic, Maple, MAPPER, MARK-IV, Mary, 


MASM Microsoft Assembly x86, Mathematica, MATLAB, Maxima, Macsyma, MaxScript internal language 3D Studio Max, Maya (MEL), MDL, MelloCOMPLEX, Mercury, Mesa, Mesham, MetaL, Metalua, Microcode, MicroScript, MIIS, MillScript, MIMIC, Mirah, Miranda, MIVA Script, ML, Moby, Model 204, Modula, Modula-2, Modula-3, Mohol, MOLSF, Mondrian, MOO, Mortran, Moto, Mouse, MQL - Metatrader 3 programming language, MQ4 - Metatrader 4 programming language, MQ5 - Metatrader 5 programming language, MPD, MSIL (CIL), MSL, MSX BASIC, MUMPS, Murphy Language, Mythryl, nanDECK, Napier88, NATURAL, NEAT chipset, Neko, Nemerle, NESL, Net.Data, NetLogo, NewLISP, NEWP, NewtonScript, NGL, Nial, Nice, Nickle, Nomad2, Nosica, NPL, NQC, NSIS, Nu, Nusa, NXC, o:XML, Oak, Oberon, Object Lisp, ObjectLOGO, Object Rexx, Object Pascal, Objective C, Objective Caml, Objective-J, Obliq, Obol, Occam, Occam-π, Octave, OmniMark, Onyx, Opal, OpenEdge ABL, OPL, OPS5, OptimJ, Oracle, Orc, ORCA/Modula-2, Orwell, Oxygene, Oz, PARI/GP, Paradox, Pascal - ISO 7185, Pawn, PCASTL, PCF, PEARL, Perl, PDL, PHP, Phrogram, Picat, Pico, Pict, Piet, Pike, PIKT, PILOT, Pizza, PL-11, PL-6, PL/0, PL/B, PL/C, PL/I - ISO 6160, PL/M, PL/P, PL/SQL, PL360, PLANC, Plankalkul (quale 1° linguaggio di programmazione se escludiamo il linguaggio di Ada Lovelace mai usato), PLEX, PLEXIL, Pliant, Plus, POP-11, Poplog, PortablE, PowerHouse, PowerBuilder, PowerScript, PPL, Processing, Prograph, PROIV, Prolog, Visual Prolog, Turbo Prolog, PROMELA, Protel, Proteus, ProvideX, Pure, Python, Q, Qi, QML, QtScript, QBASIC, QuakeC, QPL, R, R++, Racket, RAPID, Rapira, Ratfiv, Ratfor, RBScript, rbx.Lua, rc, REBOL, Redcode, Refal, Reia, Revolution, rex, REXX, Rlab, ROOP, RPG, RPL, RSL, RTL, Ruby, RapidBATCH, S, S2, S3, S-Lang, S-PLUS, SA-C, SabreTalk, SAC, SAIL, SALSA, SAM76, SAS, SASL, Sather, Sawzall, SBL, Scala, Scheme, Scilab, Scratch, Script.NET, Sculptor 4GL, Sed, Seed7, Self, SenseTalk, Serpent, SETL, Shakespeare, Shift Script, Siddh, SiMPLE, SIMPOL, Simscape, SIMSCRIPT, Simula, Simulink, SISAL, Slate, SLEEP, SLIP, SMALL, Smalltalk, SML, SNAP!, SNOBOL (SPITBOL), Snow, Snowball, SNUSP, SOAP, SOL, Solidity, Span, SPARK, Spice, SPIN, SP/k, SPS, Squeak, Squirrel, SR, S/SL, Strand, Stateflow, Subtext, Suneido, SuperCollider, SuperTalk, SYMPL, SyncCharts, SystemVerilog, T, TACL, TACPOL, TADS, TAL, Tcl, Tea, TELON (Mainframe Online IMS/COBOL Generator), TECO, TELCOMP, gt-Telon, TenCORE, TeX, 


TEX, TIE, thinBasic, Timber, Tiny, Tom, TOM, Topspeed, TPU, Trac, T-SQL, TTCN, Turing, Turtle, TUTOR, TXL, Ubercode, Unicon, Uniface, uniPaaS, UNITY, Unix shell, Unlambda, UnrealScript, USE (Regency Systems), Vala, VBA, VBScript, Verilog, VHDL, Visual Basic, Visual Basic .NET, Visual C++, Visual C++ .Net, Visual DataFlex, Visual DialogScript, Visual FoxPro, Visual J++, Visual Objects, Vvvv, Valkyria, WATFIV, WATFOR, WebQL, Winbatch, WSFN, X++, X10, XBL, XC (exploits XMOS architecture), XCODE, xHarbour, XL, XOTcl, XPL, XPL0, Xquery, XSLT (Xpath), XML, Y, Yorick, YAL, YQL, Yoix, Zeno, Zonnon, ZOPL, ZPL, ZZT-oop. 


Aggiungiamo anche i principali linguaggi di programmazione (in ordine di Anno uscita, Nome, Autori, Predecessore): 1837 circa, Analytical Engine order code, Charles Babbage e Ada Lovelace, -; 1943-45, Plankalkul (teorico), Konrad Zuse, -; 1943-46, ENIAC coding system, John von Neumann, John Mauchly, J. Presper Eckert, Herman Goldstine (secondo Alan Turing), -; 1946, ENIAC Short Code, Richard Clippinger, John von Neumann (secondo Alan Turing), ENIAC coding system; 1946, Von Neumann e Goldstine graphing system (notazione), John von Neumann e Herman Goldstine, ENIAC coding system; 1947, ARC Assembly, Kathleen Booth, ENIAC coding system; 1948, CPC Coding scheme, Howard H. Aiken, Analytical Engine order code; 1948, Curry notation system, Haskell Curry, ENIAC coding system; 1949, Brief Code, John Mauchly e William F. Schmitt, ENIAC Short Code; 1949, C-10, Betty Holberton, ENIAC Short Code; 1949, Seeber coding scheme (teorico), Robert Seeber, CPC Coding scheme; 1950, Short Code, William F Schmidt, A.B. Tonik, J.R. Logan, Brief Code; 1950, Birkbeck Assembler, Kathleen Booth, ARC; 1951, Superplan, Heinz Rutishauser, Plankalkul; 1951, ALGAE, Edward A Voorhees e Karl Balke, -; 1951, Intermediate, Arthur Burks, Short Code; 1951, Regional Assembly Language, Maurice Wilkes, EDSAC; 1951, Boehm unnamed coding system, Corrado Bohm, Aiken CPC system; 1951, Klammerausdrucke, Konrad Zuse, Plankalkul; 1951, OMNIBAC Symbolic Assembler, Charles Katz, Short Code; 1951, Stanislaus (notazione), Fritz Bauer, -; 1951, Whirlwind assembler, Charles Adams e Jack Gilmore al MIT Project Whirlwind, EDSAC; 1951, Rochester assembler, Nat Rochester, EDSAC; 1951, Sort Merge Generator, Betty Holberton, -; 1952, A-0, Grace Hopper, C-10 e Short Code; 1952, Autocode, Alick Glennie (secondo A. Turing), Aiken CPC; 1952, Editing Generator, Milly Koss, SORT/MERGE; 1952, COMPOOL RAND/SDC, -; 


1953, Speedcoding, John W. Backus, -; 1953, READ/PRINT, Don Harroff, James Fishman, George Ryckman, -; 1954, Laning e Zierler system, Laning, Zierler, Adams per MIT Project Whirlwind, -; 1954, Mark I Autocode, Tony Brooker, Glennie Autocode; 1954-1955, Fortran (teorico), Team condotto da John W. Backus in IBM, Speedcoding; 1954, ARITH-MATIC, Team condotto da Grace Hopper UNIVAC, A-0; 1954, MATH-MATIC, Team condotto da Charles Katz, A-0; 1954, MATRIX MATH, H G Kahrimanian, -; 1954, IPL I (teorico), Allen Newell, Cliff Shaw, Herbert Simon, -; 1955, FLOW-MATIC, Team condotto da Grace Hopper ad UNIVAC, A-0; 1955, BACAIC, M. Grems e R. Porter, -; 1955, PACT I, SHARE, FORTRAN, A-2; 1955-6, Sequentielle, Formelubersetzung, Fritz Bauer e Karl Samelson, Boehm; 1955-6, IT, Team condotto da Alan Perlis, Laning e Zerler; 1955, PRINT, IBM, -; 1958, IPL II (implementazione), Allen Newell, Cliff Shaw, Herbert Simon, IPL I; 1956-1958, Lisp (teorico), John McCarthy, IPL; 1957, COMTRAN, Bob Bemer, FLOW-MATIC; 1957, FORTRAN "I" (implementazione), John W. Backus ad IBM, FORTRAN 0; 1957-1958, UNICODE, Remington Rand UNIVAC, MATH-MATIC; 1957, COMIT (teorico), -, -; 1958, FORTRAN II, Team condotto da John W. Backus IBM, FORTRAN I; 1958, ALGOL 58 (IAL), ACM/GAMM, FORTRAN, IT e Sequentielle Formelubersetzung; 1958, IPL V, Allen Newell, Cliff Shaw, Herbert Simon, IPL II; 1959, FACT, Fletcher R. Jones, Roy Nutt, Robert L. Patrick, -; 1959, COBOL (teorico), The CODASYL Committee, FLOW-MATIC, COMTRAN, FACT; 1959, JOVIAL, Jules Schwartz a SDC, ALGOL 58; 1959, Lisp (implementazione), John McCarthy, IPL; 1959, TRAC (teorico), Mooers, -; 1960, ALGOL 60, -, ALGOL 58; 1960, COBOL 61 (implementazione), The CODASYL Committee, FLOW-MATIC, COMTRAN; 1961, COMIT (implementazione), -, -; 1962, FORTRAN IV, ., FORTRAN II; 1962, APL (concetto), Iverson, -; 1962, MAD, Arden, ecc., ALGOL 58; 1962, Simula (teorico), -, ALGOL 60; 1962, SNOBOL, Griswold ed altri, FORTRAN II, COMIT; 1963, CPL, Barron, Strachey, ecc., ALGOL 60; 1963, SNOBOL3, Griswold, ecc., SNOBOL; 1963, ALGOL 68 (teorico), van Wijngaarden e altri, ALGOL 60; 1963, JOSS I, Cliff Shaw, RAND, ALGOL 58; 1964, MIMIC, H. E. Petersen ed altri, MIDAS; 1964, COWSEL, Burstall, Popplestone, CPL, Lisp; 1964, PL/I (teorico), IBM, ALGOL 60, COBOL, FORTRAN; 1964, BASIC, Kemeny e Kurtz, FORTRAN II, JOSS; 1964, IBM RPG, IBM, FARGO; 1964, Mark-IV, Informatics, -; 1964, Speakeasy-2, Stanley Cohen ad Argonne National Laboratory, Speakeasy; 1964, TRAC (implementazione), Mooers, -; 1964?, IITRAN, -, -; 1965, TELCOMP, BBN, JOSS; 1966, JOSS II, Chuck Baker, RAND, JOSS I; 1966, ALGOL W, Niklaus Wirth, C. A. R. Hoare, ALGOL 60; 1966, FORTRAN 66, FORTRAN IV; 1966, ISWIM, Landin, Lisp; 1966, CORAL66, -, ALGOL 60; 1967, BCPL, Richards, CPL; 1967, MUMPS, Massachusetts General Hospital, FORTRAN, TELCOMP; 1967, APL (implementazione), Iverson, -; 1967, SIMULA 67 (implementazione), Dahl, Myhrhaug e Nygaard a Norsk Regnesentral, ALGOL 60; 1967, Interlisp, D.G. Bobrow e D.L. Murphy, Lisp; 1967, SNOBOL4, Griswold ed altri, SNOBOL3; 1967, XPL, W. M. McKeeman ed altri a Università California Santa Cruz. J. J. Horning ed altri a Stanford University, PL/I; 1968, ALGOL 68 (UNESCO/IFIP standard), A. van Wijngaarden, B.J. Mailloux, J.E.L. Peck, Cornelis H. A. Koster ed altri, ALGOL 60; 1968, POP-1, Burstall, Popplestone, COWSEL; 1968, DIBOL-8, DEC, DIBOL; 1968, FORTH (teorico), Moore, -; 1968, LOGO, Papert, Lisp; 1968, MAPPER, Unisys, CRT RPS; 1968, Refal (implementazione), Valentin Turchin, -; 1969, PL/I (implementazione), IBM, ALGOL 60, COBOL, FORTRAN; 1969, B, Ken Thompson con contributo di Dennis Ritchie, BCPL; 1969, PPL, Thomas A. Standish a Harvard University, -; 1969, SETL, Jack Schwartz a Courant Institute of Mathematical Sciences, -; 1969, TUTOR, Università di Illinois a Urbana-Champaign, -; 1970?, FORTH (implementazione), Moore, -; 1970, POP-2, -, POP-1; 1970, Pascal, Wirth, Jensen, ALGOL 60, ALGOL W; 1971, Sue, Holt ed altri all'Università di Toronto, Pascal, XPL; 1972, Smalltalk, Xerox PARC, SIMULA 67; 1972, PL/M, Kildall al Digital Research, PL/I, ALGOL, XPL; 1972, C, Dennis Ritchie, B, BCPL, ALGOL 68; 1972, INTERCAL, Don Woods e James M. Lyon, -; 1972, Prolog, Colmerauer, 2-level W-Grammar; 1973, COMAL, Christensen, Lofstedt, Pascal, BASIC; 1973, ML, Robin Milner. -; 1973, LIS, Ichbiah ed altri a CII Honeywell Bull, Pascal, Sue; 1973, Speakeasy-3, Stanley Cohen, Steven Pieper ad Argonne National Laboratory, Speakeasy-2; 1974, GRASS, DeFanti, BASIC; 1974, BASIC FOUR, MAI BASIC Four Inc., Business BASIC; 1975, ABC, Leo Geurts e Lambert Meertens, SETL; 1975, Scheme, Sussman, Steele, Lisp; 1975, Altair BASIC, Gates, Allen, BASIC; 1975, CS-4, Miller, Brosgol ed altri a Intermetrics, ALGOL 68, BLISS, ECL, HAL; 1975, Modula, Wirth, Pascal; 1976, Smalltalk-76, Xerox PARC, Smalltalk-72; 1976, Ratfor, Kernighan, C, FORTRAN; 1976, S, John Chambers a Bell Labs, APL, PPL, Scheme; 1977, FP John Backus, -; 1977, Bourne shell (sh), Bourne, -; 1977, IDL, David Stern of Research Systems Inc, Fortran; 1977, Standard MUMPS. -, MUMPS; 1977, Icon (concetto), Griswold, SNOBOL; 1977, Green, Ichbiah ed altri a CII Honeywell Bull per US Dept of Defense, ALGOL 68, LIS; 1977, Red, Brosgol ed altri a Intermetrics, ALGOL 68, CS-4; 1977, Blue, Goodenough ed altri a SofTech per US Dept of Defense, ALGOL 68; 1977, Yellow, Spitzen ed altri a SRI International per US Dept of Defense, ALGOL 68; 1978?, MATLAB, Moler all'Università di New Mexico, -; 1978?, SMALL, Brownlee all'Università di Auckland, Algol60; 1978, SQL aka structured query language, IBM, Ingres; 1978, VisiCalc, Bricklin, Frankston marketed by VisiCorp, -; 1979, Modula-2, Wirth, Modula, -; 1979, REXX, Cowlishaw, PL/I, BASIC, EXEC 2; 1979, Awk, Aho, Weinberger, Kernighan, C, SNOBOL; 1979, Icon (implementazione), Griswold, SNOBOL; 1979, Vulcan dBase-II, Ratliff, -;1980, C with classes, Stroustrup, C, SIMULA 67; 1980-81, CBASIC, Gordon Eubanks, BASIC, Compiler Systems, Digital Research, -; 1982?, Speakeasy-IV, Stanley Cohen ed altri al Speakeasy Computing Corporation, Speakeasy-3; 1982, Objective-C, -, Brad Cox, Smalltalk, C; 1983, GW-BASIC, Microsoft, IBM BASICA; 1983, Ada, CII Honeywell Bull, Green; 1983, C++, Stroustrup, C with Classes; 1983, True BASIC, Kemeny, Kurtz a Dartmouth College, BASIC; 1983, occam, David May, EPL; 1983?, ABAP, SAP AG, COBOL; 1984?, Korn shell (ksh), David Korn, sh; 1984, RPL, Hewlett-Packard, Forth, Lisp; 1984, Standard ML, -, ML; 1984, PIPPER, Nantucket, dBase; 1984, Common Lisp, Guy L. Steele, Jr. ed altri, Lisp; 1984, Recode, Alexander Dewdney e D.G. Jones, -; 1985, Object Pascal, Apple Computer, Pascal; 1985, PARROT, Borland, dBase; 1985, PostScript, Warnock, InterPress; 1985, QuickBASIC, Microsoft, BASIC; 1986, GFA BASIC, Frank Ostrowski, BASIC; 1986, Migranda, David Turner ad Università del Kent, -; 1986, LabVIEW, National Instruments, -; 1986, Eiffel, Meyer, SIMULA 67; 1986, Informix-4GL, Informix, -; 1986, PROMAL, -, C; 1986, CorVision, Cortex, INFORM; 1987, Self (teorico), Sun Microsystems Inc., Smalltalk; 1987, occam 2, David May e INMOS, occam; 1987, HyperTalk, Apple, -; 1987, Perl, Wall, C, sed, awk, sh; 1987, Oberon, Wirth, Modula-2; 1987, Erlang, Joe Armstrong e altri in Ericsson, Prolog; 1987, Mathematica, Wolfram Research, -; 1987, Turbo Basic, Robert 'Bob' Zale, BASIC/Z; 1988, Octave, -, MATLAB; 1988, Tcl, Ousterhout, Awk, Lisp; 1988, STOS BASIC, François Lionet e Constantin Sotiropoulos, BASIC; 1988, Object REXX, Simon C. Nash, REXX; 1988, SPARK, Bernard A. Carré, Ada; 1988, A+, Arthur Whitney, APL; 1989, Turbo Pascal OOP, Hejlsberg a Borland, Turbo Pascal, Object Pascal; 1989, Modula-3, Cardeli ed altri al DEC e Olivetti, Modula-2; 1989, PowerBASIC, Robert 'Bob' Zale, Turbo Basic; 1989, VisSim, Peter Darnell, Visual Solutions, -; 1990, AMOS BASIC, François Lionet e Constantin Sotiropoulos, STOS BASIC; 1990, Object Oberon, H Mossenbock, J Templ, R Griesemer, Oberon; 1990, J, Iverson, R. Hui a Iverson Software, APL, FP; 1990, Haskell, -, Miranda; 1990, EuLisp, -, Common Lisp, Scheme; 1991, Oberon-2, Hanspeter Mossenbock, Wirth, Object Oberon; 1991, Python, Van Rossum, ABC, ALGOL 68, Icon, Modula-3; 1991, Oz, Gert Smolka e studenti, Prolog; 1991, Q, Albert Graf, -; 1991, Visual Basic, Alan Cooper Microsoft, QuickBASIC; 1992, Borland Pascal, -, Turbo Pascal OOP; 1992, Dylan, in Apple Computer, Common Lisp, Scheme; 1993?, Z shell (zsh), -, ksh; 1993?, Self (implementazione), Sun Microsystems Inc., Smalltalk; 1993, Brainfuck, Urban Muller, -; 1993, FALSE, Wouter van Oortmerssen, Forth; 1993, Revolution Transcript, -, HyperTalk; 1993, AppleScript, Apple, HyperTalk; 1993, K, Arthur Whitney, APL, Lisp; 1993, Ruby, Yukihiro Matsumoto, Smalltalk, Perl; 1993, Lua, Roberto Ierusalimschy ed altri a Tecgraf, PUC-Rio, Lua; 1993, ZPL, Chamberlain ed altri all'Università di Washington, C; 1993, NewtonScript, Walter Smith, Self, Dylan; 1994, ANSI Common Lisp, -, Common Lisp; 1994, PHP, Rasmus Lerdorf, Perl; 1994, Pike, Fredrik Hubinette e Università di Linkoping, LPC, C, µLPC; 1994, ANS Forth, Elizabeth Rather ed altri, Forth; 1995, Borland Delphi, Anders Hejlsberg a Borland, Borland Pascal; 1995, ColdFusion (CFML), Allaire, -; 1995, Java, James Gosling a Sun Microsystems, C, SIMULA67 OR C++, Smalltalk, Ada 83, Objective-C; 1995, LiveScript, Brendan Eich a Netscape, Self, C; 1995, SQL, Michael Widenius e David Axmark, C, C++; 1995, Ada 95, Tucker Taft, Ada 83; 1996, Curl, David Kranz, Steve Ward, Chris Terman al MIT, Lisp, C++, Tcl/Tk, TeX, HTML; 1996, JavaScript, Brendan Eich a Netscape, LiveScript; 1996, Perl Data Language (PDL), Karl Glazebrook, Jarle Brinchmann, Tuomas Lukka, e Christian Soeller, APL, Perl; 1996, R, Robert Gentleman e Ross Ihaka, S; 1996, NetRexx, Cowlishaw 	REXX, -; 1996, Lasso, Blue World Communication, -; 1996, SuperCollider, James McCartney, -; 1997, Component Pascal, Oberon Microsystems Inc, Oberon-2; 1997, E, Mark S. Miller, Joule, Original-E; 1997, Pico, Free Università di Brussels, Scheme; 1997, Squeak Smalltalk, Alan Kay ed altri a Apple Computer, Smalltalk-80, Self; 1997, ECMAScript, ECMA TC39-TG1, JavaScript; 1997, F-Script, Philippe Mougin, Smalltalk, APL, Objective-C; 1997, ISLISP, ISO Standard ISLISP, Common Lisp; 1997, Tea, Jorge Nunes, Java, Scheme, Tcl; 1997, REBOL, Carl Sassenrath, Rebol Technologies, Self, Forth, Lisp, Logo; 1998, Standard C++, ANSI/ISO Standard C++, C++, Standard C; 1998, Open Source Erlang, Ericsson, Erlang; 1998, PIKT, Robert Osterlund (Università di Chicago), AWK, Perl, Unix shell; 1999, XSLT (+ Xpath), W3C, James Clark, DSSSL; 1999, Game Maker Language (GML), Mark Overmars, Game Maker; 2000, Join Java, G Stewart von Itzstein, Java; 2000, Joy, von Thun, FP, Forth; 2000, D, Walter Bright a Digital Mars, C, C++, C(cancelletto) Java; 2000, XL, Christophe de Dinechin, Ada, C++, Lisp; 2000, C(cancelletto), Anders Hejlsberg Microsoft (ECMA), C, C++, Java, Delphi, Modula-2; 2000, Ferite, Chris Ross, C, C++, Java, PHP, Python, Ruby, Scheme; 2001, AspectJ, Xerox PARC, Java; 2001, Visual Basic.NET, Microsoft, Visual Basic; 2002, Io, Steve Dekorte, Self, NewtonScript; 2003, Nemerle, Università di Breslavia, C(cancelletto), ML, MetaHaskell; 2003, Factor, Slava Pestov, Joy, Forth, Lisp; 2003, Scala, Martin Odersky, Smalltalk, Java, Haskell, Standard ML, Ocaml; 2003, Squirrel, Alberto Demichelis, Lua; 2004, Subtext, Jonathan Edwards, -; 2004, Boo, Rodrigo B. de Oliveira, Python, C(cancelletto); 2004, Groovy, James Strachan, Java; 2005, F(cancelletto), Don Syme a Microsoft Research, Objective Caml, C(cancelletto), Haskell; 2005, Seed7, Thomas Mertes, -; 2006, Links, Philip Wadler Università Edinburgh, Haskell; 2006, Kite, Mooneer Salem, -; 2006, Windows PowerShell, Microsoft, C(cancelletto), ksh, Perl, CL, DCL, SQL; 2007, Fan, Brian Frank, Andy Frank, C(cancelletto), Scala, Ruby, Erlang; 2007, Vala, GNOME, C(cancelletto); 2007, Clojure, Rich Hickey, Lisp, ML, Haskell, Erlang; 2007, Oberon-07, Wirth, Oberon; 2007, Ada 2005, Ada Rapporteur Group, Ada 95; 2008, Nimrod, Andreas Rumpf, Lisp, Python, C; 2009, Go, Google, C, Oberon, Limbo; 2010, Chapel, Cray Inc, HPF, ZPL; 2011, Ceylon 	Gavin King ed altri per Red Hat, Java; 2011, DART, Google, Java, JavaScript; 2011, Elm, Evan Czaplicki, Haskell, Standard ML, OCaml, F(cancelletto); 2011, Kotlin, JetBrains, Java, Scala, Groovy, C(cancelletto), Gosu; 2011, C++11, C++ ISO/IEC 14882:2011, C++, Standard C, C; 2011, Red, Nenad Rakocevic, Rebol, Scala, Lua; 2012, Rust, Graydon Hoare e Rust Project Developers per Mozilla Foundation, Alef, C++, Camlp4, Common Lisp, Erlang, Hermes, Limbo, Napier, Napier88, Newsqueak, NIL, Sather, Standard ML; 2012, Elixir, José Valim, Erlang, Ruby, Clojure; 2012, TypeScript, Anders Hejlsberg Microsoft, JavaScript, CoffeeScript; 2012, Julia, Jeff Bezanson, Stefan Karpinski, Viral Shah, Alan Edelman, MIT, MATLAB, Lisp, C, Fortran, Mathematica, Python, Perl, R, Ruby, Lua; 2012, Ada 2012, ARA e Ada Europe, Ada 2005; 2014, Hack, Facebook, PHP; 2014, Swift, Apple Inc, Objective-C, Rust, Haskell, Ruby, Python, C(cancelletto), CLU; 2014, C++14, C++ ISO/IEC 14882:2014 	C++, Standard C, C.; ecc., ecc. 


I lettori, anche volendolo, non cerchino di studiarli tutti (!), ma magari solo di imparare il C++ od il Delphi od altro, seppure oggi sia molto più utile conoscere i programmi software (sia freeware che commerciali, molti dei quali sono elencati in altra sezione del libro) per le varie applicazioni in ogni possibile campo, piuttosto che cimentarsi nella loro realizzazione diretta e personale, la quale realizzazione se non appositamente controllata, testata, corretta, ed ottimizzata non potrà comunque risultare di grande qualità od anche solo reggere il confronto. Molti dei più recenti linguaggi di programmazione verranno usati ancora per molto tempo, assieme a linguaggi nuovi ed a linguaggi speciali dedicati a limitati settori del mondo del lavoro (sia per applicazioni numeriche che non numeriche). Diverranno sempre più flessibili, di più alto livello, ed estendibili (l'esempio classico di linguaggio estensibile, modificabile ed aggiornabile è stato il Pascal data la relativa facilità con la quale il linguaggio base poteva e può essere adattato per affrontare particolari classi di problemi). Le prime applicazioni di elaboratori elettronici hanno riguardato il calcolo scientifico, presso le Università nelle quali in parte sono nati, per la risoluzione di equazioni matematiche, per il calcolo delle probabilità, per la simulazione dei fenomeni fisici, per i calcoli nei vari ambiti tecnici, ecc. Ancora oggi le applicazioni scientifiche e tecniche presso le Università, i centri di ricerca e le società pubbliche e private hanno notevole importanza, ma l'enorme diffusione degli elaboratori ed in particolare dei personal computer, sia entro le Aziende che in mano ai privati, è dovuta alle applicazioni amministrative e gestionali (dall'acquisizione degli ordini, alla fatturazione, alla contabilità del personale, dei clienti, dei magazzini, alla gestione delle scorte, alla programmazione ed al controllo della produzione) nonché al controllo dei processi produttivi in linea in imprese manifatturiere e non, ed alla grande diffusione della multimedialità. Le funzioni svolte ed i servizi assicurati in tempo reale si sono molto evoluti negli ultimi 40-50 anni nel mondo della produzione (nella produzione e distribuzione dell'energia elettrica, negli impianti di produzione automobilistica, meccanica, chimica, elettrica, elettronica, ecc., ecc.), e nel mondo creditizio e bancario. Dalla fine del '900 almeno è da segnalare la grande diffusione dei calcolatori elettronici (nella forma di computer desktop, notebook, laptop, tablet) per la gestione di servizi privati e domestici, come pure all'altro estremo di complessità per la gestione dei grandi servizi pubblici su scala nazionale od internazionale, in entrambi i casi via via sempre più connessi in rete tramite l'uso delle reti di comunicazione-telecomunicazione elettrica dando vita alla telematica. Sappiamo, inoltre che dagli anni '80 del '900, il calcolatore, dal più piccolo microprocessore, al mini-calcolatore, al grande mainframe, caratterizzati da continui incrementi di maggior potenza e velocità di calcolo e maggior memoria di lavoro e di massa, è entrato nella concezione, nella progettazione, nella costruzione, nell'utilizzo e nella gestione di innumerevoli sistemi, apparati ed apparecchiature (migliorando le loro cifre di merito di funzionamento, elevando il livello delle loro funzioni ossia ampliandole estendendole rendendole più flessibili programmabili ed intelligenti), come l'automobile, la casa, gli ascensori, gli elettrodomestici, gli impianti di trasmissione e ricezione radiofonica e televisiva, la rete di telefonia mobile, ecc., ecc. La realizzazione di macchine ed impianti per l'elaborazione dell'informazione, dai mini ai main-frame, di costo sempre più basso e di prestazioni sempre migliori (a parità di altri parametri, la capacità di memoria di lavoro è aumentata di 3 ordini di grandezza ed il tempo di esecuzione di un'istruzione è diminuito di circa 3 ordini di grandezza, mentre ulteriori miglioramenti sono possibili aumentando ancora l'impacchettamento ossia la densità dei dispositivi elettronici Mos diffusi per unità di area di superficie della piastrina di Si (nel 2017 la dimensione minima di canale Mos sarà di 10-20 nanometri) e sostituendo il Si con l'arseniuro di gallio GaAs o col carburo di silicio SiC per diminuire il tempo di transito di lacune ed elettroni attraverso le giunzioni ed attraverso il canale aumentando così le frequenze di taglio e diminuendo i tempi di commutazione; oppure inizialmente integrando, e poi passando ad ogni livello, a tecnologie ottiche ed a superconduttori a temperature vicine a quella ambiente; oltre a studiare architetture di CPU molto più avanzate di quelle von Neumann e Harvard e con esteso parallelismo), assieme all'estensione delle reti di trasmissione e collegamento, ha favorito (e favorirà) un'informatica distribuita, ossia l'automazione e l'informatizzazione generale e di massa (ossia l'ingegnerizzazione) di molti aspetti della vita individuale e sociale, ad iniziare dai servizi fondamentali. L'utilizzazione dei metodi informatici ha indotto varie modificazioni nelle metodologie dei settori della scienza e della tecnica (oltre che delle attività economiche, sociali e umane), permettendo la risoluzione di problemi scientifici (di natura fisica, chimica, biologica) e matematici, utilizzando le tecniche del calcolo numerico ed il ricorso a svariati algoritmi numerici. 


Oggi un grande calcolatore può invertire una matrice di dimensioni notevoli che nel passato non era possibile calcolare, oppure l'analisi in tempo reale permette negli esperimenti di fisica delle alte energie, ossia in esperimenti di collisione di particelle elementari, di controllare direttamente l'andamento dell'esperimento e di pilotare la strumentazione per la relativa misurazione. Nelle imprese spaziali l'uso del calcolatore in linea è necessario ed essenziale per calcolare e controllare la messa in orbita dei satelliti artificiali, monitorare i parametri richiesti ed elaborare i dati raccolti; ed ovviamente è divenuto necessario per eseguire le missioni spaziali con equipaggio unano (ricordiamo che il primo sistema computerizzato a bordo per la guida ed il controllo di volo è stato installato sulle capsule Gemini (e su Gemini 11 in missione il 12-15set1966 con gli astronauti Conrad e Gordon l'accensione dei retrorazzi frenanti e il rientro nell'atmosfera terrestre avvenne per la prima volta in modo completamente automatico seppure Gemini 11 atterrò a circa 4.6 chilometri dal punto di atterraggio prestabilito (il sistema di pilotaggio e guida delle capsule Mercury non aveva il calcolatore digitale a bordo ed in gran parte le operazioni avvenivano pure manualmente); il calcolatore digitale di Gemini costruito da IBM il 19apr1962 col primo prototipo del 31ago63 (dal peso di 27 Kgr, sistemato in 48x36.8x32.4 cm, col minimo utilizzo di componenti “fragili” come i tubi termoionici ma con più transistori al Ge e Si (e meno circuiti integrati IC di Fairchild, anche se giù in uso sui missili Minuteman), cablato in gran parte sotto vuoto contro la presenza di microparticelle contaminanti, al costo di circa 26 milioni di dollari, in funzione su 12 missioni Gemini con problemi solo su Gemini 4 per mancata riprogrammazione), svolgeva 6 funzioni-programmi (pre-lancio (controlli di self-check ed un'ora prima del lancio memorizzazione dei parametri di volo), ascesa (controllare velocità e rotta in parallelo al calcolatore di guida del vettore Titan), inserimento, avvicinamento, rendez-vous (le operazioni di appuntamento, qui col razzo Agena, devono essere seguite con la guida del calcolatore di bordo, senza affidarsi alle comunicazioni da Terra), rientro); il calcolatore di Gemini 11 aveva 3 sistemi d’interfaccia (i controlli del computer stesso, poi Manual Data Insertion Unit MDIU, e poi Incremental Velocity Indicator IVI, coi controlli selezionati da un deviatore a 7 posizioni per scegliere il tipo di programma in memoria, un tasto di start, una spia di guasto, una spia di attività, un interruttore di reset; MDIU era costituita da una tastiera-tastierino numerico a 10 tasti ed un registro con display a 7 cifre (le prime 2 cifre servivano ad indicare la locazione di memoria (tra  99 posizioni) mentre le ultime 5 cifre indicavano il dato); IVI mostrava gli incrementi-decrementi di velocità richiesti o risultanti per una manovra di accelerazione nella direzione dei 3 assi di movimento (in piedi/sec) con display a 3 cifre; il tempo di ciclo/istruzione di addizione era di 140 millisec, circa 450 ms per una moltiplicazione, circa 1 sec per una divisione, con tutta l’aritmetica in virgola fissa; la memoria principale era realizzata con nuclei di ferrite, disposti in 39 piani composti di una matrice di nuclei 64x64 (dunque 4096 celle di memoria (4K) da 39 bit ognuna), la parola di 39 bit era suddivisa in 3 parti (sillabe) di 13 bit, e tutto il piano di memoria in 18 “settori”; le istruzioni erano composte da 13 bit, i dati dai rimanenti 13+13=26 bit; la gran parte del calcolatore era costituito dalle schede circuitali del sistema aritmetico-logico; dalla missione Gemini 8 per ragioni di memoria e programmi di guida-controllo venne aggiunto un ulteriore sistema di memorizzazione su nastro magnetico di IBM con capacità di 1170000 bit (ossia 30 K di 39 bit) ossia con tecnica di accesso seriale lenta in quanto il caricamento dei programmi presenti su nastro richiedeva circa 6 minuti, ma con bassa probabilità di errore di circa 1 ppG (per i sistemi di lettura del tempo il tasso di errore era di circa 10 ppM) ricorrendo alla tripla lettura dei dati; il software utilizzato presso il Centro di Controllo di Houston (circa 150 KB, abbastanza modulare, e con varie successive versioni) era derivato dal software di SAGE (Semi-Automatic Ground Environment) a sua volta derivato dal sistema operativo di IBM 360,  per il calcolatore di Gemini (ri)scritto in assembler (il FORTRAN era più ingombrante e non ottimizzato) anche con l'uso di un apposito ridotto set di 16 istruzioni; le versioni erano denominate “Gemini Math Flow” e Math Flow One includeva le procedure (i programmini) di ascesa, avvicinamento, rendez-vous e rientro a terra, la versione Math Flow Two inserì anche navigazione orbitale (ma non l'inizializzazione per il rientro a causa del superamento della capacità di memoria), la versione Math Flow Four aggiunse inizializzazione per il rientro (arrivando a 12150 parole delle 12288 parole disponibili) su Gemini 4 (ma poi si optò per un angolo di rientro costante durante la discesa anziché variabile proporzionale, richiedendo minor numero di istruzioni), la versione Math Flow Five incorporò tale modifica (ma sempre per eccesso di memoria fu sostituito da Math Flow Three modificato su Gemini 3-4), la versione finale Math Flow Seven (che poteva disporre anche della memoria a nastro magnetico, e composta di 6 sottoprogrammi con 9 modalità operative ossia Executor, Prelaunch, Ascent, Catch-Up, Rendezvous e Re-entry, ben collaudati sia in assembler che in Fortran), era poi utilizzata con successo da Gemini 8 a Gemini 12)). 


Le tecniche di simulazione del comportamento di modelli deterministici e statistici-stocastici di grandi dimensioni, hanno permesso la sperimentazione di fenomeni non attuabili, non ripetibili, o di eccessivo costo di attività di laboratorio. Quando la risoluzione di un problema fa uso di un programma su calcolatore, è possibile indagare dettagli più fini ossia con maggior risoluzione, fare confronti con altri risultati sperimentali, ed interpretare meglio le implicazioni più significative. Nei settori nei quali non è ancora possibile applicare il formalismo matematico, l'informatica ed i sistemi esperti (le tecniche per l'apprendimento e la rappresentazione della conoscenza, gli algoritmi per i motori inferenziali, le metodologie di progettazione di sistemi esperti), hanno spesso fornito i metodi e gli strumenti adatti per la descrizione dei fenomeni, dei processi nonché della loro ottimizzazione. L'utilizzazione dei metodi informatici ha permesso pure nuovi approcci alla risoluzione di problemi tradizionali, ha consentito nuove analisi, una conseguente revisione critica delle conoscenze e ha favorito lo sviluppo di nuovi modi di pensare (in piccolo od in grande, con approccio ben definito e finalizzato alla risoluzione di un determinato e limitato problema oppure con notevole generalità). Tali metodologie hanno trovato vasta applicazione nell'amministrazione pubblica e privata, nella gestione dei complessi ospedalieri e nella diagnostica informatizzata (vari tipi di analisi compresa la TAC (o tomografia assiale computerizzata ossia radiografia (con tubo a raggi X fornito di sistema di collimazione del fascio, rivelatore di radiazioni a scintillazione (normalmente un cristallo di ioduro di sodio), ed un elaboratore elettronico per la ricostruzione dell'immagine), permettendo di ricavare immagini di sezioni del corpo parallele a piani assiali, coronali e sagittali), che insieme alla raccolta di banche dati avviano al passaggio da una politica medica curativa ad una politica della salute pubblica preventiva). 


Negli studi economici ed econometrici, l'uso degli elaboratori ha consentito lo sviluppo della programmazione economica. Strumenti forniti da teoria dei sistemi, dalla cibernetica, dalla teoria della regolazione e dei controlli automatici, da ricerca operativa, dalla programmazione matematica, hanno consentito la pianificazione, la ricerca e lo sviluppo di nuove metodologie e nuove tecniche di progettazione, automazione, ed informatizzazione (come il CAD ed il CAM) dei processi produttivi industriali. Le metodologie informatiche hanno permesso un salto di qualità anche nell'affrontare e risolvere problemi di programmazione di attività non ripetitive e non supportate da precedenti esperienze (per esempio nell'esplorazione spaziale, nel trasferimento di industrie, nella realizzazione di autostrade in regioni e territori mai studiati prima) ed in attività più creative. In tali ricerche si usano particolari metodi e modelli informatici, quali le tecniche reticolari, ed il PERT (Program or Project Evaluation and Review Technique, ossia una tecnica di project management per la valutazione di programmi e task complessi usata in ricerca operativa, ossia uno strumento statistico, il cui primo sviluppo è dovuto a United States Navy nel 1950 (U.S. Navy Special Projects Office in 1957 to support the U.S. Navy's Polaris nuclear submarine project), usualmente utilizzato in collegamento con critical path method CPM, poi con notevoli applicazioni nel mondo industriale, nel coordinamento delle attività missilistiche USA e nelle attività spaziali, mentre uno dei primi esempi riguarda le Olimpiadi invernali di Grenoble del 1968 che applicarono PERT dal 1965 fino all'apertura dei Giochi del 1968). La capacità dell'informatica a fornire strumenti per estendere le facoltà intellettuali dell'uomo racchiude in sé un potenziale di notevole portata, giustificato pure dai migliori successi già realizzati nei vari settori. 


L'informatica è entrata nella vita di ogni giorno (si scrive anche apertamente di Rivoluzione informatica) e la sua influenza è destinata a crescere imponendo modelli, metodi, procedure e tecniche di soluzione per vari problemi, e sospingendo la sfera della creatività a livelli molto più alti. Gran parte della comunicazione interpersonale sia privata che pubblica sarà maggiormente codificata e verrà trasmessa in modo più formale. Sappiamo che nel passaggio da una forma di comunicazione ad un'altra forma, si perdono le peculiarità della prima per acquisire quelle della nuova forma di comunicazione, ed insieme una nuova “visione del mondo” sostituisce pian pano, insensibilmente, la vecchia, come è già successo molte volte nella storia, per esempio nel passaggio dalla “tecnica della penna d'oca” alla tecnica della macchina per scrivere, e da questa alla “stazione di lavoro computerizzata”; mentre le reti d'interconnessione per lo scambio d'informazione ed il sistema multifunzionale integrato di comunicazione personale (attualmente basato solo sullo scambio di informazione vocale e di dati tramite l'uso dei telefoni cellulari), potrà sviluppare una nuova “cultura della comunicazione”. 


Possiamo al riguardo, solo per portare un esempio di quanto appena scritto (esempio piuttosto lungo (notando che in campo ingegneristico ed industriale gli esempi od “esempi”, od “ipostasi”, o per altre correnti filosofiche “entelechie”, occupano da una sola frase ed una sola riga a pagine e pagine fin quando c'è carta o ci sono byte disponibili o fin quando c'è “petrolio-Sole-energia-potenza” sufficiente... quindi no problem... abituandosi dunque il lettore a leggere una riga come a leggere un “miliardo” di pagine... altrimenti non comprenderebbe neppure il sotto-fenomeno Internet...), ma inserito qui con intento applicativo (oltre che storico), scritto molto sinteticamente nel modo più “compatto” e ”compresso” possibile, ad alta “densità” informativa I (speriamo però informazione significativa ed utile), senza troppo ed inutile spreco e rispetto di grammatica-punteggiatura-stile-retorica-oratoria-ampollosità-ecc. le quali non solo non migliorano cifre di merito ma intralciano anche l'espressione del contenuto (è incontestabile che tale sezione risulterà pure di più difficile lettura (il presente libro, infatti, è sostanzialmente composto di due sezioni, di cui la prima scritta antecedentemente in modo assai più leggibile con una macchina Olivetti ET 116 (dunque con testo difficilmente modificabile, dato che come tutte le macchine per scrivere del tempo era stata realizzata col microprocessore Z80 per la CPU e Z80 I/O per la periferica (con memoria al silicio appena sufficiente per contenere paragrafo dopo paragrafo ossia qualche pagina A4 al massimo) oltre ad integrati IC prodotti da SGS-Texas), e la seconda sezione più espositiva-didascalica scritta successivamente e continuamente aggiornata ovviamente su un personal computer del 2003-4), ma non sarebbe possibile altrimenti integrare una notevole quantità di argomenti ed informazione più o meno utili dove s'è presentata l'occasione anche dentro livelli di parentesi incapsulate-nidificate, per cui diverrà necessario ritornare pazientemente indietro più volte nella lettura del testo superando anche parentesi e contenuti di parentesi già lette (tutte parentesi tonde qui, differentemente da tonde-quadrate-graffe di antica memoria scolastica e di più facile individuazione seppure in tal caso non permettendo più di 3 livelli (o “strati o coordinate o piani geometrici x-y-z” di pensiero compiuto sintatticamente autonomo o di pause più o meno lunghe tra i pensieri... espressione del pensiero “lineare” come a volte si dice (od al massimo pensiero 3D, limitatamente 3-dimensionale”) come certamente avrà notato il lettore in quei libri (specialmente di narrativa) dove il filo del discorso sembra quasi seguire una linea sulla sabbia del deserto non sapendo da dove parte e non indovinando-indovinando dove va (si dice espressione lineare mentre invece segue una linea più o meno contorta non affatto lineare (in questo libro lineare significa invece che è una retta y=kx con variabili x e y tra loro legate linearmente k) seppure sia comunque una linea) invece di una vera foresta con ogni tipo di ramificazione, ossia un pensiero scolastico-liceale dove bastano pochi neuroni per volta (“ce ne vogliono almeno 3 poiché 2 non sono sufficienti”), e possiamo affermare che se anche nel mondo della produzione industriale avessero adottato questo tipo di pensiero certamente avremmo molta estetica-retorica-eleganza-teatro(con numerosi e grandi testi ma per la gran parte caratterizzati da un argomentare-sparlare continuo)-ecc. ma non avremmo telefono-radio-televisione-computer-informatica-ecc.) oltre al fatto che non possiamo restare sempre alla scuola elementare e nel Paleolitico superiore o magari scrivere di fisica quantistica o di cibernetica con le “regole di Aristotele”); ossia in tale sezione del libro secondo la tecnica del “volo d'uccello non radiocomandato” o del “volo libero”, od in ordine più o meno sparso (cioè secondo la logica “rompete le righe”) ossia nel senso del moto oscillatorio avanti-indietro del pendolo e magari pure secondo la logica della filosofia occulta con cui è stato scritto Il Pendolo di Foucault di U. Eco (ovvero dove una domanda presentata a pagina 50 trova una risposta a pagina 530 e dove una domanda posta a pagina 720 ha già avuto una risposta a pagina 68), per cui coloro che vogliono libri scritti con rigoroso metodo ben suddivisi in elenchi voci capitoli e paragrafi (in questa sezione il nostro Metodo sarebbe invece una tendenza alla superficiale esaustività od “esaustività” di argomenti matematici-fisici-ingegneristici e potendo anche altro) è meglio che vadano a leggere la Treccani (qui si “rompono piuttosto le colonne”... se arriviamo a trovare 60-80 volumi a 5 mila euro) così “impareranno anche la radio di Guglielmo Marconi” (che tutti sanno fu appunto presidente dell'Istituto Treccani nel passato) oltre alla matematica), e che potrebbe pure risultare un poco utile a tutti coloro che fanno uso del personal computer (ossia delle macchine che discendono da Programma P101 (di Olivetti del 1965 ossia di Pier Giorgio Perotto, Giuliano Gaiti, Giovanni De Sandre, Gastone Garziera, Giancarlo Toppi, dal costo di 3200 dollari, Italia), da Micral-N (di Réalisation d'Études Électroniques (R2E), su Intel 8008, a 1750 dollari, del 1973, Francia), 


e da Altair 8800 (di  MITS, del 1975 presentato in Kit (a 397 dollariUS) su Popular Electronics di gen75, USA)), e fanno uso del telefono cellulare e desiderano conoscere qualcosa riguardo queste apparecchiature, sia a livello hardware-circuitale che soprattutto sul piano software, senza possedere alcuna formazione fisica, ingegneristica, elettronica, circuitale ed informatica specifica (in tale specifico campo elettronico sono definiti i piani conoscitivi-epistemologici di discesa finita secondo filosofia della matematica e filosofia della fisica, ingegneria, ingegneria elettronica, tecnica elettronica, elettronica, tecnica circuitale, tecnologia elettronica, costruzione-montaggio-riparazione e vendita), laddove, precisiamo, alcune informazioni risulteranno chiare e dettagliate mentre altre saranno più sommarie o solo indicative e per gli utenti (di PC, apparecchi multimediali e telefonini) con maggior dimestichezza od esperienza), ovvero di come una nuova forma di comunicazione prende lentamente piede e si diffonde oscurando insensibilmente le forme alternative o quelle più tradizionali (della fase di sviluppo precedente... ma aggiungiamo per curiosità, secondo i miti greci sembra che la prima forma di comunicazione andando indietro nella storia risalga ad una “lettera d'argilla” di Bellerofonte), molto brevemente tratteggiare lo sviluppo tecnologico nell’informatica soprattutto applicata, nella telematica (o teleinformatica, nata alla fine degli anni ‘70 dall’integrazione dell’informatica con le comunicazioni e telecomunicazioni elettriche ed elettroottiche quali metodi e tecniche di comunicazione coi relativi mezzi trasmissivi ed infrastrutture sviluppati all’uopo dall’ingegneria elettrotecnica-elettronica, ed oggi molto incrementata sia quale settore industriale sia a supporto del mondo della lavoro che della vita privata, di cui potremmo citare forse il primo sistema telematico americano, chiamato ZT-1 di Zenith Radio Corporation, collegato alla rete telefonica per accedere a banche dati, usufruire di servizi postali elettronici, per effettuare trasferimento di fondi, ecc., composto dal lato utente di tastiera e schermo ZVM121 a 675 dollari del 1981), e nei sistemi di comunicazione interpersonale (per quanto e per come è possibile fare in un libro che tratta piuttosto la storia del pensiero matematico ad un livello abbastanza divulgativo, ripetendo ancora che questo è pur sempre l'argomento del presente libro di cui calcolatori-multimedialità-informatica-ingegneria ne costituiscono solo un cospicuo esempio ossia ne costituiscono delle realizzazioni applicative ovvero come detto altrove scherzando delle “ipostasi”), soprattutto negli ultimi anni, basato sull’applicazione della microelettronica (la microelettronica è la vera nuova rivoluzione tecnologica industriale degli ultimi 50-60 anni molto favorita (insieme al complesso del mondo scientifico-tecnico-tecnologico-ingegneristico) dall'attività militare e soprattutto spaziale (portando alla realizzazione integrata di migliaia e miglia e migliaia di circuiti elettronici (analogici e poi sempre più digitali con tecnologia RTL-DTL-TTL-ECL-MOS-CMOS) inizialmente general purpose (dopo il primo IC di Kilby del 6feb1958) e poi, dopo general purpose, molto di più special purpose il cui costo mentre aumenta il numero di dispositivi attivi inclusi è in costante discesa grazie all'altissimo livello di automazione di produzione e nel 2010-20 gli IC hanno costi medi di 0.2-10 dollari tranne alcuni complessi processori, mentre IBM dal 2007 ha già iniziato pure a riciclare il silicio drogato degli IC obsoleti che hanno terminato la loro vita attiva ad esempio per vantaggiosamente riutilizzarlo nella struttura dei pannelli fotovoltaici), con la corsa alla conquista della Luna culminata il 21 luglio 1969 secondo le intenzioni americane col progetto Gemini-Apollo (e russe col progetto Luna) e le previsioni dell'allora presidente John F. Kennedy durante un Congresso USA del 25mag1961 il quale affermò “...Ritengo che questa nazione debba impegnarsi a realizzare l'obiettivo, prima che finisca questo decennio, di far atterrare un uomo sulla Luna e farlo tornare sano e salvo sulla Terra. 


Non c'è mai stato nessun progetto spaziale più impressionante per l'umanità, o più importante per l'esplorazione dello spazio, e nessuno è stato così difficile e costoso da realizzare…”), nei calcolatori personali (o PC) e nei sistemi multimediali ed ipermediali (tale rivoluzione elettronica-microelettronica, infatti, si portò dietro anche la rivoluzione informatica, telematica, delle comunicazioni e della gestione-controllo di innumerevoli processi), sempre più diffusi a livello locale e globale, e nel contempo mostrare e sottolineare la profonda interrelazione intercorrente fra ingegneria, tecnica, tecnologia e comunicazione interpersonale e sociale, le loro metodologie ed il loro impatto sulla realtà della società tutta e della vita quotidiana di ognuno di noi. Ossia il lettore è avvertito che in questa sezione del libro la lettura sarà più difficile, non solo per il suo contenuto forse eccessivamente un pò troppo tecnico, ma soprattutto per la stessa tecnica di scrittura che fa molto uso di parentesi, parentesi tonde annidate, e del punto e virgola (segni di punteggiatura ed interpunzione, del gruppo dei paragrafemi, generalmente poco usati da altri scrittori e di cui nessuno conosce l'origine e soprattutto nessuno conosce il vero significato, a partire dai Moabiti e passando poi per gli amanuensi medioevali, in particolare del puntoevirgola (“;”) che sarà, immaginiamo, una “via di mezzo” tra il punto e la virgola ma certamente più vicino al punto di interruzione che alla virgola di separazione (i greci lo scrivevano come punto esclamativo! evidentemente perché pure per loro era concetto sconosciuto), oltre a mostrare una certa incertezza nell'uso dei 7 modi verbali coi loro tempi (t) in particolare i tempi presente, imperfetto, passato prossimo, trapassato prossimo, passato remoto, trapassato remoto, futuro anteriore (che viene dopo il presente ma prima del futuro semplice, come dire “futuro proattivo”, ossia nel modo indicativo del tipo “io avrò amato”, che viene dopo “io amo” e prima di “io amerò”), ma quando possibile abbiamo specialmente evitato l'uso del congiuntivo (coi tempi presente, passato, imperfetto, trapassato (gli ultimi due i più pericolosi, del tipo “che io amassi”, “che io avessi amato” rispettivamente, per l'infinito amare)) che sappiamo produce numerosi disastri (coloro che volessero leggere qualcosa su pregi, difetti, difficoltà e bellezza del congiuntivo, dato che scrivere e parlare col modo verbale congiuntivo sarebbe ritenuto scrivere e parlare in modo elegante, potrebbero ad esempio ricorrere a La congiuntura del congiuntivo di Andrea De Benedetti), sebbene abbiamo abbondato coll'uso del participio presente (del tipo “amante” per l'infinito amare) che permette di risparmiare una subordinata), e che ricorre ad una “complessa” costruzione sintattica della frase con una proposizione principale e fino ad una decina di subordinate (lavoro che si può fare solo con programmi di videoscrittura al computer) portando a volte il lettore su un territorio di sabbie mobili ed alcune volte “verso l'insabbiamento totale con difficili possibilità e vie d'uscita”, per cui bisognerebbe leggere con calma e maggior attenzione, e magari ritornare pazientemente indietro e seguire nuovamente le fila del discorso; ciò capita in particolare con la lingua italiana, ma qui gli argomenti trattati “più o meno a volo libero” possedendo una validità globale-internazionale-universale non rispettano molto le bandiere-flags nazionali, e noi non temiamo oltraggi alle grammatiche nazionali (Mi dichi. Dichi lei; Facci pure. Ma facci lei!... quasi un attacco epidemico di congiuntivite italiana (da non vederci più), come immagino ci saranno pure altre “epidemie grammaticali” in altre nazioni), non temiamo oltraggi alle sintassi e non temiamo oltraggi alle bandiere (ma io ho pure letto che gli italiani non sanno scrivere e non sanno leggere, per cui non ci sono problemi di grammatica-sintassi-bandiere, sia per eccesso di “ignoranza” che per eccesso di “eleganza” (inoltre in tale libro ci sono pure le istruzioni per non capire un caxxxo di niente trattando infatti qui “praticamente di tutto”)...; riguardo in particolare il punto esclamativo (!) da Wikipedia “Il punto esclamativo, noto in passato anche come punto ammirativo, è uno dei diversi segni di interpunzione adoperati nella scrittura ed indica una pausa simile a quella del normale punto fermo (.). Viene posto dopo un'interiezione o esclamazione per segnalare un tono enfatizzante di sorpresa, di forti sensazioni o di grida. Molto spesso caratterizza la fine di una frase come, ad esempio: "Attenzione!". Può essere combinato con un punto interrogativo per indicare pure una domanda come, ad esempio: "Dove stai andando!?" per indicare che c'è curiosità ma anche sorpresa non sapendo se più l'una o l'altra. In termini di Programmazione per computer, il punto esclamativo è anche chiamato "bang" e "shriek". Graficamente è costituito da un punto fermo (.) sormontato da un segmento (|). Tale forma di rappresentazione grafica nacque nel medioevo, in epoca più o meno contemporanea alla nascita del punto interrogativo. I copisti medievali infatti, per indicare la sorpresa o la gioia in una frase, scrivevano alla fine di essa la parola latina io, che significava "evviva". Nel corso del tempo la ı si spostò al di sopra della o divenendo così l'asta del punto esclamativo, mentre il punto stesso si formò grazie al rimpicciolimento della vocale o. Il corrispondente carattere tipografico è stato introdotto nella stampa fra il XVI e il XVII secolo, arrivando «molto lentamente a distinguersi dal punto interrogativo e a imporsi nell'uso». Aldo Manuzio lo descrisse chiaramente nel suo trattato di grammatica: (LA) «Et quoniam tam in distinctione finali, quam in Periodo, interrogatio etiam, aut affectus quispiam esse posset, ut indignatio, admiratio, commiseratio, et huiusmodi variis id distinctionibus ostendemus, puncto scilicet ad imam literam, supra posita linea, si interrogatio fuerit, retorta, si affectus, recta»; (IT) «E poiché tanto nello stacco finale come nel periodo può esserci anche un'interrogazione od un qualche sentimento, come l'indignazione, l'ammirazione, la compassione, così similmente lo mostreremo con segnalazioni diverse, vale a dire con un punto accanto all'ultima lettera con sovrapposta una linea ritorta nel caso dell'interrogazione, retta nel caso del sentimento.»”, e sembrerebbe che tale punto esclamativo sia nato nel 1360 circa nella città di Urbisaglia nella valle del Fiastra dallo scrittore e poeta Iacopo Apoleio nella sua opera “De ratione punctandi” (il “punctus admirativus” o “puntus exlamativus” tra gli otto segni da lui codificati rivendicandone l’invenzione, ma poi usato da Coluccio Salutati; dunque il segno ! (presente più nei fumetti che nella letteratura) indicherebbe incredulità, esasperazione, sorpresa, meraviglia, stupore, gioia, entusiasmo, dolore, minaccia, enfasi del contenuto di una frase o del suo contrario o di una frase incisiva); inoltre l'autore principale di tale scritto (che poi è rimasto fin dall'inizio l'unico) è un italiano di nazionalità ma un tipo direi assai poco italiano, dato che per lui sarebbero accettabili solo le osservazioni numero 4 e numero 8 della graduatoria seguente tratta da siti Internet riguardo le cose che gli italiani amano fare o fanno più spesso in ordine discendente, secondo il parere degli altri popoli: Parlano contemporaneamente con la bocca con le mani e col corpo; Giurano con le mani; Odiano con tutto il cuore la pizza con l’ananas ma ritengono passabili le altre circa diecimila versioni e varianti di pizze (per curiosità, gli alimenti più consumati al mondo nell'ordine sono: riso, pizza, pasta, ecc., e la pizza (l'etimologia del nome è assai incerta, forse dal greco ed italiano pita, o dal germanico pizzo (morso-pane-focaccia), od improbabilmente da pizzu (punta, come Pizzo Calabro)) sarebbe attestata nel 997 d.C. a Gaeta od inizio XIII sec.)); 4, Quando parlano inglese dimenticano sempre la “h”, quindi non si sa mai se hanno fame o sono arrabbiati, oppure se odiano o stanno mangiando; Bevono il caffè dopo cena; Non bevono mai il cappuccino dopo le 11 di mattina; Battono le mani quando atterra l’aereo (soprattutto nel Sud Italia) anche quando il carrello non si è aperto; 8, Se ognuno parla il proprio dialetto non si capiscono nemmeno fra di loro; Imprecano contro la gente che mangia spaghetti con il ketchup; Detestano il vino francese e lo champagne; Quando visitano un paese straniero si lamentano in continuazione per il cibo; Discutono cercando di capire se è meglio il Grana Padano od il Parmigiano Reggiano (sono esclusi robiola, pecorino, caciocavallo, caciotta, taleggio ed asiago; aggiungiamo qui per curiosità, la graduatoria dei migliori formaggi al mondo secondo World Cheese Awards 2018 (in ordine: Formaggio, Voto, Indirizzo): Fanaost, 71, Ostegarden ostegaarden.no, Norway; Agour Pur Brebis AOP Ossau Iraty, 65, QST International France; Helfeit, Brun Geitost Tinntradisjon, 65, Stordalen Gardsbruk, Norway; Almnas Tegel, 64, Almnas Bruk almnas.com, Sweden; Riserva del Fondatore, 63, Caseificio Il Fiorino caseificioilfiorino.it, Italy; Baffalo Blu, 61, Caseificio Defendi Luigi Srl formaggidefendi.com, Italy; Lihmskov, 61, Grand Fromage grand-fromage.dk, Denmark; Taupinette Jousseaume, 61, Jousseaume Earl goat-and-cheese.com, France; Caciocavallo, 60, Azienda Agricola E Zootecnica Posticchia Sabelli posticchiasabelli.com, Italy; Majorero PDO Maxorata Semicured with Paprika, 59, Grupo Ganaderos de Fuerteventura maxorata.es, Spain; Kilembe, 58, Belnori Boutique Cheesery belnori.co.za, South Africa; Golden Cross, 56, Golden Cross Cheese goldencrosscheese.co.uk, UK; La Reserva Mixed Milk Cheese Aged, 56, Queserias Entrepinares entrepinares.es, Spain; Formatge Madurat, 54, Formatges Mas El Garet formatgesmaselgaret.com, Spain; Pecorino Gran Riserva del Passatore, 54, Romagna Terre romagnaterre.it, Italy; Maayan Harod, 53, Shirat Roim shiratroim.co.il, Israel..., ma a parere di maggioranza in Italia è ritenuto migliore il Parmigiano reggiano mentre dei formaggi norvegesi qui non si sa molto ma certamente un poco di più dei formaggi francesi); Si arrabbiano se pronunci male arancino, tagliatelle o fettuccine; Dicono sempre: “Dai, vieni a farti una pausa”; Fanno tutto con il cuore, che siano automobili, pizza, vino, formaggio o pasta (!, forse sarebbe meglio dire che fanno tutto con minor serietà (rispetto a tedeschi, inglesi, statunitensi, francesi) piuttosto che col cuore); Conoscono il nome esatto di ogni tipo di pasta; Fumano di rabbia ogni volta che Tasty pubblica su Facebook una ricetta dedicata al cibo italiano (ma pure su YouTube, Twitter, Instagram, Pinterest, Vine, Apple Store; Tasty and Easy ossia da ago2015 un'idea di BuzzFeed (quale sito di informazione Web con articoli tratti dalla rete) ovvero piatti da chef alla portata di tutti; Tasty and Easy Ricette - Le Cose Semplici Sono Più Buone, Cucinare non è mai stato cosi semplice, con molti video (più di 65 miliardi di visualizzazioni fino a lug2018), in tutte le lingue, di cui ad esempio costruire e ricevere un libro personalizzato con le molte ricette culinarie per una cucina americana e più internazionale); Odiano le squadre tedesche di calcio; Amano molte cose americane USA, ma ne detestano il cibo soprattutto al fast food; Amano la famiglia e per loro la nonna e la mamma sono sacre; Quando i nipoti vanno all’estero le nonne gli danno sempre pasta e una bottiglia di sugo; Durante Natale e Pasqua le nonne ingozzano i loro nipoti; In Italia meridionale non esiste una cena di Natale con meno di venti persone; Discutono sempre su quale sia il tiramisù migliore; Litigano su cosa vada nella carbonara ossia pancetta o guanciale; O ami il Pandoro oppure il Panettone poichè non ci sono vie di mezzo (nemmeno tipo il panforte), il terzo Elemento gastronomico è escluso...; ma io ne aggiungo anche un'altra ossia notoriamente Gli italiani hanno più santi sul calendario ed insieme più criminali nella storia (seppure questi santi non siano dei grandissimi santi (!) ed i criminali non siano dei grandissimi criminali (!) dato che in entrambi i casi manca quella necessaria serietà per essere l'uno o per essere l'altro od almeno più per l'uno che per l'altro); e riguardo l'Italia, ad esempio Albert Einstein alla domanda “Cosa gli piacesse di più dell'Italia” aveva risposto “Gli spaghetti e Levi-Civita” ossia la cucina italiana (non lo spaghetto preso allo stadio od al concerto od in un locale pubblico quando esplode una bomba terroristica e neppure lo spaghetto western italiano ad imitazione del western americano), ed il calcolo differenziale assoluto con coordinate, o calcolo tensoriale su varietà n-dimensionali (varietà riemanniane o spazi astratti a norma riemanniana) come diverrà poi noto, sviluppato da Tullio Levi-Civita e Gregorio Ricci Curbastro dopo i lavori di Elwin Christoffel e dello stesso Ricci, notando come l'analisi tensoriale sia per il 60-80 % circa di origine italiana), per cui questo libro potrebbe anche essere vantaggiosamente tradotto in altre lingue nazionali, seppure contenendo mediamente più riferimenti all'Italia il suo testo andrebbe adeguatamente integrato con riferimenti relativi alle altre nazioni (ovviamente i nomi dei grandi scienziati e dei matematici, delle maggiori invenzioni scientifiche e delle maggiori Aziende tecnologiche superando i limiti delle rispettive nazionalità sono comunque presenti, ma i nomi minori di scienziati non di altissimo livello come pure le Aziende non di primo piano sono più spesso italiani che non tedeschi o spagnoli o polacchi o giapponesi o norvegesi o svedesi o ungheresi o cecoslovacchi o messicani o kenyoti o angolani o uruguayani o francesi (per la Francia, ad esempio, noi ci potremmo mettere solo Monica Bellucci e Carla Bruni! (sperando di non provocare una completa Franxit ma al limite neppure il ritiro dei rispettivi ambasciatori; nel passato anche Maria dei Medici e Virginia Elisabetta Luisa Carlotta Antonietta Teresa Maria Oldoini Verasis Asinari contessa di Castiglione inviata in “missione” da Cavour presso Napoleone III) ma potendo andrebbe bene anche BB! (se abbiamo fatto la storia del cinema manca però ancora la storia della matematica!) notando come i francesi qui sono presenti in misura un poco minore di quanto meriterebbero rispetto pariteticamente a inglesi-tedeschi-ecc. anche perché essendo più sciovinisti-nazionalisti di questi popoli e potendolo hanno realizzato da soli molte opere in tutti i maggiori settori industriali (ad esempio il programma nucleare sia in campo civile che militare, il programma missilistico a supporto delle necessità militari ma poi anche a favore delle attività spaziali di satellizzazione civile-commerciale, il programma aeronautico coi jet supersonici come il Concorde, il programma informatico (anche nel campo dei personal computer col 1° PC commerciale francese del 1973 progettato dall'Istituto INRA col microprocessore Intel 8080 per opera di Gernelle, Lacombe, Benchetrit, Beckmann, laddove in Italia solo nel 1975 presso lo CSELT di Torino si realizzerà il 1° microcomputer-PC italiano MD 800 (dotato di processore Intel 8080, memoria RAM di 8 KB, memoria EPROM di 4 KB, Monitor monocromatico BN con 25 righe da 80 caratteri, Tastiera con 52 tasti alfanumerici 12 tasti numerici e 18 tasti di funzione, Interfaccia per doppio floppy 8 pollici da 256 KB, Interfaccia per lettore-perforatore di nastri, Interfaccia seriale, Interfaccia per stampante, sistema operativo Assembler 8080 (con gestione file compatibile a Digital PDP-11) commercializzato poi dal 1977 dalla società DMD), il progetto televisivo a colori SECAM, ecc., tutti programmi con caratteristiche spesso spiccatamente francesi) mentre la nazione qui maggiormente presente in uomini, invenzioni, programmi, progetti, Aziende, ecc., è la nazione USA, seppure tale libro eventualmente potrebbe ben essere giudicato o criticato troppo eurocentrico non solo in America ma soprattutto in altri paesi non europei-americani; per dare un solo esempio di eurocentrismo in UK-Germania-Francia-Italia-altri paesi UE parliamo della nota legge di induzione elettromagnetica di Faraday (qui indicata come legge M3 od anche differenziale MD3 od integrale MI3), ma un professore ed un tecnico europei che parlassero in USA della legge di Faraday senza precisare che stanno parlando delle legge di induzione elettromagnetica non verrebbero ben compresi poiché in USA ed in America tale legge d'induzione elettromagnetica si denomina legge di Henry (non legge di William Henry il chimico inglese, ma di Joseph Henry (Albany 1797, Washington 1878) il fisico statunitense), laddove in Russia od in India od in Indonesia od in Marocco od in Egitto od in Cina potrebbe avere altre denominazioni, e dunque nella traduzione di testi di fisica-ingegneria dall'americano USA all'inglese UK od al francese FR od all'italiano IT od allo spagnolo SP, ecc., non basta tradurre feet in metro, libbre in newton ed once in litri, ma pure ben altre leggi e teoremi (in questo nostro libro la nota legge di induzione elettromagnetica secondo i nostri costumi è propriamente detta legge di Faraday (M3, MD3, MI3) ma qualche volta l'abbiamo anche detta legge di Faraday-Henry-Neumann-Lenz per citarli (quasi) tutti)), ecc.). 


Inoltre, in questa sezione (assieme ad altre parti del libro), il lettore potrà abbastanza bene notare come non sia un mistero o “mistero” matematico-scientifico-tecnico che l'integrazione su base matematica e la sinergia tra logica-matematica, algebra booleana di commutazione, teoria dell'informazione, fisica, elettromagnetismo, elettronica, teoria dei circuiti elettrici, ingegneria hard-software e comunicazioni elettriche hanno prodotto e sviluppato il mondo dei computer, dell'informatica, della telematica e della multimedialità. Quindi in questa sezione si tratta di matematica soprattutto nella sua applicazione in campo ingegneristico e fisico, in particolare in campo elettronico e dei calcolatori, e secondo la filosofia di questo libro se il lettore dovesse credere che questi non siano teorie ed argomenti (squisitamente) di matematica provi a sostituire tutte le lettere di tutte le grandezze con x,y,z,t,X,Y,Z,ecc.,alfa,beta,ecc. per vedere come la differenza tra le teorie matematiche più astratte ed alcune di queste teorie matematiche sia solo una questione di postulati delle teorie stesse (e non una vera differenza “logica-ontologica” tra gli insegnamenti della facoltà di Matematica e quelli delle facoltà di Fisica, Ingegneria, Economia, ecc.), detto ciò una volta per tutte anche se su questa questione non si è mai venuti e non si viene mai a capo. 


Premettiamo “anticipatamente” che prima di effettuare una delle numerose operazioni, configurazioni o  modifiche al loro sistema (sia esso sistema Windows (ossia con nome italiano Finestre-Schermi-Finestre elettroniche), Linux, o MacOS) riportate nelle pagine seguenti, per i lettori e gli utenti generici e meno esperti di PC (ossia i meno nerd dei calcolatori, dove nerd dovrebbe significare fanatico dei PC o predisposto alla tecnologia e pure amante solitario della matematica (lo stesso Bill Gates sarebbe stato definito nerd, però questa è una delle definizioni migliori... mi sto riferendo ovviamente al grande imprenditore dell'informatica e non ad esempio ad altri omonimi Bill Gates come ad esempio al deejay Bill Gates di Radio Brisbane in Australia ben conosciuto dai fratelli Barry, Robin e Maurice Gibb in arte la band musicale B. G's ossia Bee Gees), ma pure in senso generale nerd significa secchione, sfigato, asociale, ecc., termine forse nato nel libro del Dr Seuss If I Ran the Zoo pubblicato nel 1950, od una versione del nome del pupazzo da ventriloqui Mortimer Snerd di Edgar Bergen, oppure l'acronimo di Northern Electric Research and Development N.E.R.D, azienda in cui gli impiegati avevano dei pocket protector od astucci da tasca onde proteggere camicia-pantaloni da macchie d'inchiostro; i lettori interessati al fenomeno (artificiale) potrebbero ad esempio leggere Storia naturale dei nerd di Benjamin Nugent scritto nel migliore spirito della new-non fiction (quale generazione-tribù internazionale che ha sostituito quella dei “figli dei fiori” anni '60 (!) o magari dei “figli di papà” anni '60-80 (!) e negli esempi migliori e più riusciti ha conquistato i vertici della cultura pop mondiale, individui pure fondatori di società collocate in ottime posizioni in campo economico-commerciale-tecnologico-industriale-informatico-multimediale, ricordando i nomi altisonanti di Bill Gates, George Lucas, Steve Jobs, Steven Spielberg, Mark Zuckerberg, ecc. (creatori di Microsoft, Google, Facebook, ecc.) ossia nerd miliardari in dollari incontestabilmente very cool (a volte dei veri “pezzi di nerd” quali protagonisti della “nerditudine”) ovvero quelle nuove-moderne figure di nerd che hanno cambiato il modo di vivere, che hanno contribuito a forgiare le nuove mode, le nuove tendenze, i nuovi gusti nel mondo della società occidentale (come il fenomeno della globalizzazione, della connessione globale in tempo reale, della grande rete Internet, delle reti sociali, dei sistemi di intelligenza artificiale AI, e pure creatori delle influencer (chiedete qualcosa a Chiara Ferragni e ad Instagram))), sarebbe massimamente opportuno installare un disco fisso esterno indipendente (per esempio su porta USB, o Wi-Fi, o magari un disco multimediale) su cui salvare ed archiviare i backup completi ossia le clonazioni delle partizioni o dell'intero disco fisso contenente i sistemi operativi interessati dalle modifiche stesse (clonazioni effettuate con programmi che saranno citati più avanti, tipo Acronis True Image (anche fuori linea con Acronis BootCD che i “pirati” od i più volonterosi mettono a disposizione gratuitamente sulla rete il cui file iso si rintraccia in 30 secondi con Bit Che per scaricarlo con uTorrent-qBittorrent-Deluge-ecc., oppure scaricando il file di setup di Acronis True Image 20xx completo ossia Programma installare+CDBoot per poi masterizzare solo la Iso di CDBoot), Paragon Hard Disk Manager o Macrium Reflect Free, o ricorrendo alla meno efficiente funzione di backup generale integrata in Windows 7 e 8, od ai tool di backup-ripristino già installati su PC-notebook di vari marchi tipo HP(Recovery)-Samsung-Sony-Acer-ecc.), assicurandosi del loro corretto funzionamento previa verifica dell'integrità dell'archivio immagine appena creato, e da ripristinare in caso di svantaggiose modifiche effettuate a sistema-servizi-applicazioni-ecc., di danni o di errori software non facilmente riparabili (esclusi danni hardware alla macchina specialmente alla scheda madre od al Bios (del quale pure occorre eseguire il backup come sarà detto), aggiungendo, ad esempio nel caso di utilizzo di Acronis TI il quale effettua clonazioni di partizioni e separatamente del Master Boot Record MBR, di ripristinare solo una o più partizioni ma non MBR (poiché nella fase di ripristino vengono ricreate le partizioni insieme al nuovo MBR onde se poi si chiede al programma di ripristinare pure la vecchia MBR di settimane-mesi avanti le cose non andranno bene non riconoscendo ora le nuove partizioni), mentre nel caso di corruzione di MBR senza alcuna modifica-clonazione delle partizioni sarà vantaggioso il ripristino di MBR; questo è l'unico modo per garantirsi la sicurezza di riparazione di qualunque danno software senza ricorrere all'assistenza tecnica (che in ogni caso o per alcuni casi non può comunque fare miracoli), dato pure che l'uso di Ripristino di configurazione di Sistema non può risolvere ogni problema inerente alle configurazioni di sistema da ripristinare e tanto meno altri gravi problemi tipo le infezioni virali), e vogliamo anche far notare che, tra il contenuto delle centinaia di pagine seguenti, per l'utente generico di PC questo è forse l'unico vero suggerimento importante (ossia acquisto di un disco fisso esterno, clonazione periodica del sistema ogni 15-30-90 giorni, ripristino periodico della stessa anche senza danni software e comunque sempre dopo infezioni da virus-malware-spyware o dopo pesanti navigazioni Internet ovviamente dopo aver copiato su chiavetta Usb tutto ciò che è stato prodotto-modificato dopo la data di clonazione). 


Circa 10-15 anni fa, appunto, ossia nell’anno 1995, per l’utilizzo dei personal computer nasceva alla Microsoft (Microsoft Corporation, azienda leader nel settore dell’informatica di Redmond (Washington) fondata nel 1975 (con il nome di Micro-soft, allora in New Mexico) per opera di William H. Gates (Bill Gates, nato nel 1955) e Paul Allen (i quali insieme avevano già fondato la Traf-O-Data per commercializzare software di gestione-monitoraggio dati sul traffico a Seattle) con i proventi ricavati dalla vendita alla MITS (Micro Instrumentation and Telemetry Systems) di una versione del Basic per l’Altair 8800 (uno dei primi home o personal computer della storia, come negli USA alcuni ritengono, equipaggiato con il noto processore 8080 di Intel), con l’intento od “intento” di portare un calcolatore in ogni casa e su ogni scrivania di ogni ufficio, arrivando a fatturare 20 miliardi di euro circa alla fine del secolo, e che nei primi suoi anni si occupò dello sviluppo del linguaggio Basic per varie aziende tra cui Apple Computer e la pionieristica tedesco-inglese Commodore coi suoi Commodore 16 e Commodore 32), il nuovo e più avanzato sistema operativo Windows 95 con migliorata interfaccia grafica GUI, laddove il sistema operativo Windows con interfaccia grafica e basato sul sistema operativo MS-DOS era stato immesso sul mercato nel lontano 1985 (con la prima versione Windows 1.0), il quale, assieme al nuovo sistema operativo iniziato ad elaborare nel 1991, ossia Linux (con la prima versione, appunto, Linux 1.0; l’annuncio su Usenet è di agosto di quell’anno), per i PC compatibili 386 e 486, e distribuito dal 1994, doveva dar inizio ad un lungo cammino per quanto riguarda i computer nel mondo dell’informatica capillarmente diffusa a livello sociale e globalmente distribuita sul pianeta. Ricordiamo l’anno 1985 anche per la prima comparsa dei virus (il primo virus informatico Brain (di lontana origine pakistana) si diffonde nel 1986 circa sui PC IBM, mentre il primo virus innocuo Elk Cloner (presentante un semplice messaggio di saluto su Apple II e compatibili dopo qualche decina di riavvi, nonché diffondentesi tramite floppy disk, aggiungendo che nel corso dei passati decenni comunque le macchine macintosh sono state abbastanza risparmiate dai virus ma dal 2016-17 ciò è meno vero per via della maggior diffusione dei computer di casa Apple rispetto al passato (Get a Mac nel periodo 2006-10 quale slogan in campagne pubblicitarie su territorio statunitense-canadese-australiano-neozelandeso)) è creato nel 1982 dal giovane Rich Skrenta, laddove Morris Worm del 1988 è il prototipo dei virus di rete che si diffondono tramite Internet) che infettano i sistemi informatici (con codice implementato tramite algoritmi matematici in logica binaria ed istruzioni e comandi di programmi software, ossia in linguaggio logico-matematico), esattamente come i virus biologici (con codice implementato tramite molecole di amminoacidi e basi azotate formanti il DNA codificante macromolecole proteiche, ossia in “linguaggio chimico”) contagiano i sistemi e gli organismi della vita, con un tipo di effetto, di riproduzione, di sviluppo ed evoluzione assolutamente analogo anche se in apparenza sul piano più astratto ed immateriale dell’informazione e della codificazione numerica (mentre, infatti, i primi necessitano di supporti elettronici hardware e di programmi software per la loro azione nociva a seguito di replicazione e diffusione, i secondi necessitano analogamente di organismi biologici e di programmi e codici biochimici contenuti nei cromosomi per replicarsi e diffondersi, ma ovviamente prevediamo che nei secoli e nei millenni futuri pure i codici (matematici)genetici abbandoneranno progressivamente il loro supporto chimico-biochimico (sostanzialmente-elementarmente-essenzialmente creato e formato da bio-contenitori di codice genetico (ossia dei Bidoni con gambe, piedi, sensori vari, radici, e magari pure un cervello... ma questo è il meglio della Natura, seppure esistano genomi più riusciti ed altri un poco meno (io possono avere circa 1200 malattie ed il mio gatto circa 13 malattie)), ossia dall'insieme dei fenotipi esistenti ed esistiti, ciò secondo il comando e la “bibbia“ dei geni e dei cromosomi) per passare, attraverso “strutture biorobotiche” e “micro-nano-biorobotiche” (attualmente l'integrazione funzionale di biologia ed ingegneria (dunque, su strutture-organismi basati sul carbonio, su strutture meccaniche basate sui metalli pesanti e su strutture elettroniche basate sul silicio, studiati pure dalla cibernetica e dall'ingegneria dei sistemi e dei controlli automatici con l'uso anche dell'informatica, dell'ingegneria hard-software, di teoria dell'informazione e dell'intelligenza artificiale) è solo ai primissimi passi, ad esempio nello sviluppo primordiale di insetti e coleotteri cyborg (con lunghezza da 1 a più di 100 millimetri) quali macchine volanti (ottenute innestando microscopici elettrodi nel sistema neuromuscolare e nei lobi ottici dell'insetto che inviano opportuni segnali quali impulsi elettrici generati dal circuito elettronico di bordo dotato di microprocessore CPU occupante un minuscolo circuito stampato sui 100 millimetri quadrati (laddove il maggior peso ed ingombro sarebbe attualmente costituito ancora dalla batteria di alimentazione)) ad alta efficienza energetica (differentemente dai micro-nanorobot completamente artificiali (ingegneristico-automatici) di quasi analoghe dimensioni), dotate di radiocontrollo remoto per avviare-arrestare (on-off) il volo del cyborg con regolazione della portanza (portanza data da P=(1/2)ρV(elev 2)SCp, ossia proporzionale a densità aria, velocità al quadrato, area della superficie dell’ala, e suo coefficiente profilo), per aumentare-diminuire la velocità con la frequenza del battito alare (fino a 100 Hz), per virare a destra-sinistra, ed utilizzabili sia per applicazioni civili (potendo penetrare attraverso minuscole aperture in ogni tipo di locale in superficie od ai piani più alti di palazzi-grattacieli), sia in applicazioni “aziendali-industriali” che militari; una delle prime applicazioni militari o paramilitari di tali macchine volanti sembra risalire all'antico Egitto (con insetti ortotteri acrididi, seppure non sia chiaro il tipo di “pilotaggio” allora utilizzato oppure meglio dovuto all'istinto di sopravvivenza spingendo ciò gli insetti alla ricerca di cibo) ed è descritta in Genesi-Bereshit al tempo di Mosè (in molti laboratori di intelligenza artificiale AI e reti neurali ANN si studiano pure i sistemi neurali naturali di insetti come i colibrì e le libellule i quali sistemi risultano molto precisi e rapidissimi nel pilotaggio degli attuatori ed a altissima efficienza energetica e rendimento, dunque una loro emulazione artificiale con apposita rete neurale ANN dovrebbe essere ben adatta ad esempio al pilotaggio dei sistemi missilistici); 


nei secoli futuri si prevede che queste strutture biorobotiche molto più evolute integreranno esseri viventi superiori fino pure all'homo sapiens, onde migliorare le sue capacità e performance ed a incrementare pure il suo tempo medio di vita (oggi, nel 2017, l'essere umano invece col tempo massimo di vita di 146 anni, essendo nato nel 1870, si chiama Mbah Gotho e vive sull’isola di Java, mentre la donna più vecchia del mondo sarebbe la filippina Francisca Susano (Guinness World Records) morta nel 2021 all'età di 124 anni), (in Italia l'uomo più anziano con 114 anni vive a Milano quale città dove vivono ben 682 ultracentenari ossia 1 centenario ogni 2041 abitanti)... del resto è chiaro a tutti il destino del genere homo, dal viaggio dei primi homo che uscirono dalle foreste e savane e lasciarono l'Africa, alle creazioni dei primi utensili da lavoro dell'homo faber dotato di caratteristiche già note a noi moderni fino al viaggio della Discovery (Discovery One 2001 A Space Odyssey, e Star Trek Discovery, e Space Shuttle Discovery), fino alla creazione di una nuova specie, ovvero è già scritto il cammino lungo ma inesorabilmente breve di questa specie biologica-biorobotica), a fasi di evoluzione più astratte nelle quali il codice matematico non avrà più bisogno di supporti o sistemi-organismi così materiali-corporali (in tal senso, è probabile pensare, a posteriori e senza causalità, che giunta dopo milioni di anni alle strutture biorobotiche, sul piano genetico la biologia terrestre avrà così realizzato il suo compito storico ed andrà complessivamente ed inesorabilmente incontro all'estinzione... più o meno, ad esempio, come sul piano “memetico” (istituendo un parallelo tra geni-genoma ed evoluzione genetica, e memi-memoma ed evoluzione culturale, pensando infatti ad un “possibile” pool memetico (quale insieme di miliardi e miliardi di “unità culturali” ossia frasi-concetti utili-compiuti selezionati e sopravvissuti per il loro successo in opere letterarie-scritti-miti-leggende-teorie astratte-parlato quotidiano laddove le singole parole-termini dei vari dizionari pur servendo all'espressione (come gli amminoacidi-basi nei genomi) non hanno però significato autonomo) così come certamente abbiamo un pool genetico (composto da milioni e milioni di geni di successo quali insiemi ben funzionanti di amminoacidi presenti in organismi sia vegetali che animali (quali il “gene dell'insulina”, od il “gene della clorofilla”, ecc., almeno dove è possibile identificare un insieme di geni ben assortito-collaborante per una funzione biochimica-fisiologica-biologica) selezionati durante il corso dell'evoluzione per la loro utilità alla sopravvivenza degli organismi (visti questi come “contenitori di geni nel loro genoma”) e come abbiamo geni non sopravvissuti o comunque recessivi (ad esempio alleli) nei vari genotipi così abbiamo pure memi (al plurale si dice i memi od anche i meme) di scarso successo o non sopravvissuti (i biologi conoscono certamente geni che l'evoluzione ha da tempo abbandonato così come ogni lettore conoscerà memi già abbandonati (tipo la frase “ruzzolare per le scale sbucciandosi le ginocchia”, “contemplare un cielo trapunto di stelle”, “il Sole volge all'occaso (ossia tramonta ad occidente)”, “dall'orto all'occaso (ossia dall'alba al tramonto)”, “mettere i problemi sul tappeto” che da decenni non si sente più mentre è ancora usato il meme “nascondere la spazzatura sotto il tappeto” ed è di grande-”grandissimo” successo il meme “risolvere i problemi” come pure qualche barzelletta o proverbio o canzone o qualche tormentone estivo o qualche slogan pubblicitario o qualche dogma oppure la frase “collegarsi ad Internet” (nel prossimo futuro i più famosi e magari duraturi-premiati memi si leggeranno proprio e soprattutto su Internet e nei social network), e forse diverrà di successo anche il meme “concetto meme”, ma nel lontano futuro quasi tutti i memi avranno comunque significato-espressione matematica)), seppure qui l'espressione “gene-meme di successo o gene-meme non di successo” può significare soltanto che i vari geni-memi hanno durata temporale dato che essendo soluzioni di equazioni matematiche essi sono corretti per definizione e di successo comunque, sebbene non lo saranno in ogni tempo geologico-evolutivo-storico, laddove tra i genomi di successo possiamo citare qualche albero-pino-abete-ecc. o qualche mammifero o magari l'uomo e tra i memomi di successo potremmo citare l'Iliade o l'Odissea o la Città di Dio o la segnaletica stradale od una composizione musicale tipo K622 od un discorso-scritto di Cesare-Augusto-Voltaire-Kennedy-Russell-ecc., o l'Enciclopedia Britannica o Wikipedia, ma in tale libro magari sarebbe meglio parlare di gene-infone e genoma-infonoma, di genetica-infonetica e di pool genetico-infonetico; 


il termine meme (la cui teoria è sviluppata nella memetica) è stato introdotto dal biologo-etologo-divulgatore Richard Dawkins (aderente al neodarwinismo nonché sostenitore di ateismo (egli ha pure scritto L'orologiaio cieco nel 1986 riguardo la formazione del mondo (mentre Newton attribuiva il Mondo ad un Orologiaio intelligente come già riportato altrove (forse in rapporto con Adrian l'orologiaio di via Gluck, ma nel 2068 il mondo sarà già finito prima della realizzazione di questo “progetto urbanistico rivoluzionario”)), e tra posizioni teiste e posizioni ateiste (passando per la posizione agnostica per la quale Dio non è sperimentalmente conoscibile e dunque non si può concludere nulla circa la sua esistenza o non esistenza sospendendo il giudizio) nella concezione del Tutto ha definito una scala probabilistica di 7 gradi ossia da 1: Teista forte (probabilità 1 nella credenza di Dio, tra cui è posto Carl Jung (“Io non credo in Dio, io so”)), … a 4: Neutrale-esattamente 0.5 (completamente agnostico imparziale, non conoscente, dove esistenza-inesistenza di Dio sono equiprobabili ed indifferenti, né dubitante, né negante, né sperante, ossia indifferente)... a 7: Ateista forte (coscienza della non esistenza di Dio, ossia sapere dell'inesistenza come all'opposto Jung sapeva dell'esistenza, laddove al grado precedente 6 dell'ateismo agnostico apparterrebbe ad esempio B. Russell (filosoficamente agnostico e praticamente ateo: si legga il suo libro Perchè non sono cristiano), ed al grado 5 forse apparterrebbe A. Einstein)), repubblicanesimo, diritti umani, eutanasia) nel suo famoso libro Il gene egoista (The Selfish Gene del 1976, per designare l'unità base dell'evoluzione culturale umana (od “unità base di informazione”) sull'analogia genetica per effetti evolutivi di replicazione-imitazione-mutazione-selezione) visto che le culture (con pool memetico-informativo col supporto dei cervelli) si evolvono come si evolvono le popolazioni (con pool genetico col supporto di organismi-ambiente), memi e geni potenzialmente di durata comunque grande seppure sottoposti comunque ad evoluzione “artificiale” i primi e ad evoluzione naturale i secondi, laddove poi nel 1999 Susan Blackmore avrebbe introdotto il concetto di replicatore generalizzato), possiamo pensare sia accaduto alla millenaria civiltà sumera dopo aver realizzato l'invenzione della scrittura e delle prime conoscenze aritmetico-matematiche come già scritto) ed “apparentemente poco matematico-razionali” (anche seguendo la filosofia del presente libro per la quale il Pensiero Matematico pensando veste e dunque realizza le sue implicazioni ed equazioni matematiche, in un senso per cui potremmo anche sostenere che, come sul piano culturale la scrittura fin dalle sue origini non ha strettamente inevitabilmente e privilegiatamente rapporti con l'argilla e lo stilo (sul piano operativo detta “adobe con compasso”) poi con la carta e la penna e poi col silicio e l'elettronica piuttosto che con le forme matematiche, così sul piano genetico-culturale la biologia e la sua evoluzione non avranno inevitabilmente ed esclusivamente rapporti con la chimica-biochimica piuttosto che con le forme matematiche; possiamo portare solo l'ombra dell'ombra di esempio di come funziona il Pensiero matematico PM e come ciò si realizza, ad esempio e rimanendo maggiormente aderenti agli argomenti di questa sezione del libro in ambito elettronico circuitale pensando come oggi gli studenti ed i tecnici simulano i circuiti elettrici ed elettronici (prima della realizzazione di prototipi e circuiti fisici-reali) tramite i programmi software di simulazione (ad esempio MicroCap o Spice o Logic Friday od altri sofisticati programmi di analisi-simulazione delle reti di cui alcuni elencati altrove) ma normalmente essi studenti non arrivano a pensare (come vorrebbe sostenere pure la filosofia di questo libro) che se pure i sensori a monte e gli attuatori a valle vengono simulati dai programmi software allora tramite le interfacce (ad esempio oggi porte Usb 2.0-3.0) prelevanti segnali ed agenti sull'ambiente il circuito simulato diviene esso stesso il vero circuito fisico-reale così che la macchina universale ossia il calcolatore diventa il circuito totale CTot capace di realizzare via software tutte le possibili reti elettriche di grafo G(n,b) e relative funzioni matematiche (reti che tra l'altro esse stesse sono già composte di microprocessori), ma ora non dobbiamo fare altro che simulare “verso l'infinito” tutti i sistemi meccanici-termodinamici-elettromagnetici-ecc-ecc. e tutte le catene causa-effetto che sono a monte dei sensori ed a valle degli attuatori “in tutte le dimensioni R(n-dimensionale) ed in tutte le direzioni” arrivando  ad “inglobare” via via tutto l'universo fisico U avvicinandosi progressivamente alla condizione di Calcolatore Totale CT (di cui abbiamo scritto quale macchina hardware la cui equazione sarebbe costituita dal software), di cui un sottosistema sarebbe anche il mondo biologico dove non solo il codice genetico ma tutte le catene causali ed i sottosistemi a monte ed i sottosistemi a valle vengono simulati-pensati dal Pensiero Matematico ossia in tale ombra di esempio vengono simulati da un Calcolatore Biologico Totale CBT parte logico-matematica-sistematica di CT (ad esempio ogni cellula come pure tutti gli organismi hanno bisogno di nutrienti in ingresso ed agiscono sull'ambiente con le azioni ed i movimenti, ma naturalmente come abbiamo un sistema genetico ed un organismo sotto forma matematica software nulla ci impedisce di rappresentare matematicamente anche cibo-aria-acqua e le varie funzioni ottenute in uscita tramite oggetti esterni nell'ambiente; 


già oggi molti laboratori hanno l'opportunità di valutare e scegliere se per effettuare date ricerche in campo biochimico-biologico sia meglio acquistare costosi macchinari ed impianti magari per milioni di dollari oppure in alternativa un calcolatore da 200 mila dollari soltanto ed alcuni programmi software di simulazione del programma-progetto in studio), sapendo poi che la realizzazione di un Calcolatore Totale CT quale macchina universale totale corrisponderà esattamente al pensiero del Pensiero Matematico PM che l'ha pensata (senza realizzazione dato che il PM è la realizzazione stessa) nella misura in cui sarà via via esente da contraddizioni, aggiungendo che come il Circuito Totale CTot è solo un modo per realizzare tutte le funzioni matematiche dei circuiti reali (anzi proprio questo, in luogo di essere un semplice ausilio alla progettazione nato negli anni '70, alcuni pensano che sia il vero destino, il vero futuro e la vera realizzazione di teoria delle reti elettriche (che ad esempio, in modo ancora molto primitivo, vediamo però già attuarsi nell'utilizzo universale di piattaforme gratuite tipo Arduino (di Ivrea... ma è già pure stato istituito Arduino Day) o Raspberry Pi (di nome Lampone o magari Pernacchia, optando nel 2014 forse per l'installazione della mini-distro Linux OpenWRT per un miglior interfacciamento Internet) per quanto attiene alla componente elettronica-circuitale-informatica di semplici realizzazioni od in grandi sistemi simulati su grandi mainframe tipo Sequoia o Summit-IBM Power System AC922), ed in tal senso il problema dei modelli non sarà tanto quello di costruirne via via di più aderenti alla realtà fisica di dispositivi inventati da inventori vari, ma piuttosto quello di elaborare adeguate funzioni matematiche di rete indipendentemente da altro, come ad esempio succederà nella musica dove la rappresentazione matematica dei sintetizzatori non avrà il compito di realizzare il miglior Stradivari od il miglior brano di Mozart potendo e volendo fare indipendentemente e pure potendo fare molto di meglio (riguardo la sola emulazione di un violino Stradivari ancora nel 2016-17 si afferma che la sintesi musicale elettronica non riesce ad imitare perfettamente il suono, l'atmosfera e a magia di un tale specifico strumento storico, però in tal senso basterebbe campionare lo spettro sonoro di tutte le sue note essendo di numero discreto finito (contenente ognuna la fondamentale e tutte le sue armoniche secondo le rispettive ampiezze e frequenze fino ad almeno 20-25 KHz) memorizzando i campioni quantizzati in una sufficiente memoria per generare poi dai campioni stessi il segnale musicale desiderato nella giusta sequenza e temporizzazione secondo le note della scala armonica e degli spartiti musicali così da riprodurre anche la più piccola sfumatura sonora di quello specifico strumento, ed allora la sola differenza sarebbe di natura psicologica ossia sarebbe quella di suonare od ascoltare un vero violino storico di Antonio Stradivari (1644-1737, famoso liutaio costruttore di numerosi strumenti a corda (violini (fino a 36 cm di lunghezza della cassa armonica e con vernice color miele e tonalità ottica tendente all'arancione), viole (non ne sono sopravvissute molte), viole da gamba, violoncelli, chitarre, arpe (ne è sopravvissuta una sola), bassetti, liuti, tiorbe, mandolini, pochette, di grande perfezione e qualità nella sua bottega artigiana) di Cremona (l'etichetta di uno strumento infatti riporta “Antonius Stradivarius Cremonensis Alumnus Nicolaij Amati, Faciebat Anno 1666”, e sappiamo che la tradizione della liuteria italiana dei secoli XVII-XVIII-XIX ha il suo centro nella città di Cremona, oltre alla tradizione sviluppatasi a Brescia), la cui qualità e superiorità con maggior probabilità potrebbero essere dovuti alla densità di massa del legno utilizzato (ossia acero (Acer pseudoplatanus, della famiglia Aceraceae) dei Balcani (proveniente da Bosnia, Croazia, Romania) per la realizzazione di fondo, fasce e manico (liscio, leggero, elastico, di color bianco-giallino, con densità media, durezza medio-alta, molto apprezzato per la bellezza della sua vistosa marezzatura), ed abete rosso (Picea abies del genere Picea dalla caratteristica corteccia rossastra, che cresce dalla Scandinavia fino alle Alpi italiane fino ad altezze del fusto che raggiungono pure i 40 m) di val di Primiero e val di Fiemme (tra il paesaggio ameno ed incantato delle Dolomiti (nome dato nel 1792 da Théodore-Nicolas De Saussure in onore dell'amico Déodat de Dolomieu geologo e viaggiatore) nel Trentino orientale nel comune di Predazzo in Trentino (tra pareti di caratteristica roccia, con ghiacciai e torbiere, con boschi di abete, boschi di alberi a latifoglie, tra pascoli alpini e praterie, percorsi da rapidi torrenti o con limpidi laghetti, sotto il Sole caldo dell'estate o tra il freddo molto rigido dell'inverno), tagliato nella “foresta dei violini di Paneveggio” dove troviamo il Parco Naturale di Paneveggio Pale di San Martino di Castrozza ed il recinto dei cervi composti dal settore settentrionale occupato dalla Foresta di Paneveggio di 2700 ha di pecceta, dal settore sud orientale con parte della catena dolomitica delle Pale di San Martino di Castrozza, e dal settore occidentale con la parte della catena porfirica del Lagorai, e qui nella radura delle Carigole si svolgono pure i concerti della rassegna musicale I Suoni delle Dolomiti) per la tavola armonica date le sue apprezzate qualità acustiche), dovuti al suo rinforzo con lunga esposizione ad un composto vitreo (fatto di potassa, silice e carbone) che quasi lo “cristallizzava” conferendogli resistenza a parassiti-muffa ed una longevità secolare, al secondo strato isolante (composto con albume, miele, zucchero e gomma arabica) sopra il primo strato precedente e prima della verniciatura, oppure al trattamento chimico del legno stesso, alla specifica formula chimica delle vernici (contenenti ceneri vulcaniche della zona cremonese, oltre ad essere arricchite con cristalli minerali submicroscopici), seppure il tipo di suono con le righe spettrali di ogni nota suonata è piuttosto determinato dalla lunghezza geometrica (frequenza fondamentale ottenuta con corda a vuoto senza appoggio delle dita), dalla densità di massa ed elasticità delle corde (di vario materiale naturale-artificiale) montate con la dovuta tensione meccanica agli estremi, mentre della cassa armonica acustica (sufficientemente solida e pesante da non risuonare per frequenza naturale propria) importano soprattutto la forma, i coefficienti di assorbimento, di riflessione e di trasmissione delle onde sonore alle varie frequenze (differenti per legni molto diversi e soprattutto per lo stato della loro superficie se più morbida (tendente cioè verso la consistenza dei tessuti naturali) o se più dura (tendente verso la consistenza metallica)), il volume (cm cubi), le relative dimensioni geometriche (cm) e dimensioni-area delle aperture ad effe (proprio le cose che dai disegni (e dime) del modello Stradivari non si capisce bene com'erano calcolate, ma è ovvio che l'eccellenza di tali strumenti rispetto al gusto del tempo era ottenuta per continuo accumulo di esperienza secolare maturata sulla scelta di questi parametri geometrico-fisici, e non sarebbe neppure molto importante il materiale di tavola-fondo-cassa armonica ossia se realizzati in legno, metallo od altro, ma allora si ricercava il miglior tipo di legno tenero e morbido (Amati) o più duro (Stradivari (“abete rosso di risonanza”) ed altri legni) e sono questi parametri che fanno sì che in un violino ad esempio il LA=440 Hz (con spettro dato da frequenza fondamentale (corda vuota) e tutte le varie armoniche riprodotte secondo le loro ampiezze e potenze, che sarebbe pure il diapason dei violini come più o meno il diapason dell'orchestra (spesso però a 442 Hz), con le 4 corde accordate nell'ordine Sol3, Re4, La4, Mi5 tramite l'uso di corista, diapason od accordatore elettronico), non solo è assai differente e ben distinguibile dal LA=440 Hz di un oboe o di un pianoforte o di una chitarra o di un organo a canne, ecc., ma pure di un altro violino, e pure di un altro violino dello stesso Stradivari, laddove il materiale della tavola-cassa sia esso di legno-metallo-ceramica-ecc. se però possedesse coefficienti di assorbimento-riflessione-trasmissione alle varie frequenze uguali ai coefficienti di un altro materiale produrrebbe il medesimo spettro acustico ovvero conferirebbe la stessa “personalità” al violino, come avviene anche per il materiale delle corde sia esso metallo-acciaio-acciaio armonio(solo per la corda Mi)-alluminio-tendine-budello animale-budello di pecora-sintetico-plastica-nylon-carbonio-ecc. purché corde tese e tarate sulle rispettive frequenze fondamentali, ma sappiamo che le caratteristiche o “personalità” di uno strumento musicale acustico come appunto di un violino non dipendono solo dai propri materiali e relative dimensioni e dalla propria geometria-fisica ma dipendono pure dalle caratteristiche dell'ambiente in cui viene suonato (come già visto, ossia dimensioni delle sale, aree di superfici pavimento+soffitto+pareti laterali, coefficienti di assorbimento di pavimento-pareti-soffitto alle varie frequenze da 25 Hz a 10 mila Hz e più), esattamente come avviene per le casse acustiche di un impianto musicale che diffondano in un dato ambiente onde sarebbero qui necessari gli equalizzatori elettronici d'ambiente per gli impianti musicali Wi-Fi, ed invece per diffusione naturale un teatro appositamente progettato per le orchestre dato che queste non integrano un “equalizzatore acustico ambientale”... 


e diremmo che per ascoltare il suono di uno specifico violino (con lo spettro acustico di ogni sua nota, coi suoi “pregi” e suoi “difetti”, con maggior-minor piacevolezza secondo i gusti dei tempi) sarebbe magari necessario suonarlo nello stesso laboratorio del liutaio che lo ha fabbricato e provato-tarato, e magari un violino Stradivari sarà stato provato in una piccola sala con molto materiale ligneo e stoffe alle pareti invece di intonaco di cemento e marmo per cui il suono di ogni nota sarà diverso se suonato in un'aula per udienze-congressi od in uno studio televisivo; ma diciamo che se un appassionato intenditore di musica ritiene di aver ascoltato la miglior esecuzione della IX di Beethoven in un dato concerto con una data orchestra potrebbe acquistare su supporto DVD la registrazione di quell'esecuzione e poi riprodurla col suo impianto musicale Hi-Fi con ottime cuffie Hi-Fi (per renderla del tutto indipendente dall'ambiente d'ascolto e dalle sue eventuali variazione dovute ad esempio a tendaggio aperto-chiuso) quindi agire opportunamente-sperimentalmente sull'equalizzatore a bande onde ottenere a suo giudizio il miglior spettro sonoro assai simile a quello altrove udito ed eventualmente registrarlo su un altro DVD così da conservare quell'esecuzione rielaborata della IX di Beethoven da riascoltare con la medesima cuffia senza però mutare i valori dell'equalizzatore da posizioni centrali-medie-neutre), aggiungendo che tra gli strumenti Stradivari conservatesi nel tempo ed oggi suonati da grandi violinisti qui ricordiamo: Massimo Quarta (che suona “Stradivari Conte De Fontana” del 1702), André Rieu (uno Stradivari del 1667 e forse il più antico violino Stradivari oggi conosciuto realizzato dal liutaio a 23 anni, ma precedentemente ne abbiamo citato uno del 1666), Davyd Fedorovyc Ojstrach (con otto Stradivari qui non elencati), Manrico Padovani (Stradivari “Aurea” 1715, e Stradivari “Jupiter” 1722), Leonidas Kavakos (“Stradivari Falmouth” 1692, e “Stradivari Abergavenny” 1724), Edvin Marton (uno Stradivari del 1697 che fu posseduto pure dal violinista-compositore-chitarrista italiano Niccolò Paganini (1782-1840) ritenuto il maggior violinista di tutti i tempi, e “Ammiraglio Kayserinov” 1699), Gil Shaham (“Stradivari Contessa di Polignac” 1699), Guido Rimonda (“Stradivari Jean-Marie Leclair” 1721, appartenuto al violinista francese Jean-Marie Leclair morto nel 1764), Uto Ughi (“Stradivari Van-Houten-Kreutzer” 1701, e “Contessa Fontana” 1702 personale, e “Marsick” 1705 personale), Isabelle Faust (“Bella Addormentata” 1704), David Fedorovic Ojstrach (“Sergei Shakovsky” 1707), Anne-Sophie Mutter (“Stradivari Lord Dunn-Raven Strad” 1710), Vladimir Spivakov (“Stradivari Hrimali” 1712), e ex “Poliakin” 1712, e “Malakov” 1713), Itzhak Perlman (“Stradivari Soil” 1714 appartenuto al violinista Yehudi Menuhin USA-svizzero morto nel 1999, e Stradivari “URSS” 1717 personale), David Garrett (“Stradivari San Lorenzo” 1718), Salvatore Accardo (“Uccello di fuoco” 1718 appartenuto allo scrittore-aviatore Antoine de Saint-Exupery morto nel 1944 colpito da un caccia tedesco sul finire della guerra (più noto come l'autore del romanzo Il piccolo principe tradotto in ben 253 lingue), e “Hart” 1729 appartenuto al violinista francese Zino Francescatti morto nel 1991), Viktoria Mullova (“Stradivari Julius Falk” 1723), Maxim Vengerov (“Stradivari Kreutzer” 1727), Joshua Bell (“Stradivari Gibson” ex “Huberman” 1713), Benjamin Yusupov (Stradivari violino “Youssoupov” 1736), Kolja Blacher (“Tritton” 1730), Matteo Fedeli (20 diversi violini Stradivari ottenuti in prestito da varie collezioni), Janine Jansen (“Stradivari Barrère” 1727 ottenuto in prestito da Elise Mathilde Fund e da Stradivary Society di Chicago), Frank Almond (quale primo violino di Milwaukee Symphony Orchestra, suona “Stradivari Lipinski”... che gli fu pure rubato nel 2014 e recuperato una settimana dopo), Maristella Patuzzi (“Stradivari 1687 ex Bello Marie Law”), Anna Tifu (Stradivari “Maréchal Bertier” 1716), Mstislav Leopol'dovic Rostropovic (violoncello Stradivari Duport 1711 tra i più perfetti strumenti “storici” esistenti al mondo, quale noto musicista nato a Baku nel 1927 e morto a Mosca nel 2007 con circa 50 alte onorificenze concesse da URSS-Russia-USA ed una trentina di lauree honoris causa), poi lo strumento Stradivari Barjansky (dal nome del violoncellista russo Alexandre Barjansky (1883-1946)), Stradivari Bonjour (dal nome del violoncellista parigino Abel Bonjour), Stradivari ex Vaticano (una viola da gamba) realizzata da Nicola Amati (1596-1684, altro noto liutaio della celebre famiglia di liutai di Cremona più vecchio di 48 anni rispetto al “successore” Antonio Stradivari, e tra i cui allievi vi furono sia Stradivari che Andrea Guarneri nonno di Guarneri del Gesù, Alessandro Gagliano e Giovanni Battista Ruggeri) e trasformata in violoncello da Stradivari, Stradivari General Kid ex Stern (violoncello suonato dal violoncellista inglese Leo Stern), Stradivari Cholmondeley (violoncello dal nome del marchese de Cholmondeley, acquistato nel 1988 ad un'asta Sotheby's a Londra per la somma di 682 mila sterline=1.2 milioni di dollari USA del tempo), 


lo Stradivari cosiddetto Tenore toscano TV o Tenore mediceo realizzato per Cosimo III (del 1690, la sua etichetta riporta “Antonius Stradivarius Cremonensis faciebat Anno 1690”, con notevole cassa lunga 47.8 cm (persino “maxi” per la taglia tenorile di una viola) maggiore che nelle viole di Gasparo da Salò ed Andrea Amati e già desueta allora, oggi viola TV esposta nel Museo del Conservatorio di Firenze quale unica viola tenore sopravvissuta della produzione stradivariana nonché con originale montatura tranne bottone e piroli-spine-bischeri d'accordatura trasversali sotto il riccio (chi veramente volesse suonare od ascoltare uno strumento pressochè autenticamente originale Stradivari dovrebbe scegliere il tenore toscano, dato che ha subito solo piccoli interventi come nel restauro del 1823-29 con incollatura di una punta, sostituzione di due corde, riparazione di alcuni danni consistenti in gallerie scavate da tarli e pulitura dello strumento, nel restauro-manutenzione del 1844, poi ancora danni causati da tarli con riparazione della parte inferiore del piano, nuovo incollaggio di una crepa su una fascia, restauro di vecchie stuccature ai fori dei tarli, poi nel 1869 altro lavoro di restauro sulla tavola armonica con incollatura di alcune piccole crepe (ai lati del manico, vicino alla punta inferiore sinistra ed ai lati del capotasto inferiore), riparazione di quattro danni causati da tarli in parte con stuccatura ed in parte con riporto di legno, sostituzione della controfascia in salice inferiore-destra originale con una in abete, lavoro eseguito da Giuseppe Scarampella (per la somma di 180 lire del 1870), poi piccoli ritocchi alla verniciatura per via della riparazione dei danni ma in generale con vernice in buono stato tranne alcuni segni di usura alla base del manico ed in alto sul dorso del riccio, laddove la tastiera mostra solo piccole crepe ad alcuni centimetri dal capotasto dovute all'inserimento della spina a cuneo (cavigliera) con conseguente probabile scollamento compensando i danni tramite riporti di acero, senza interventi al manico a scopo di modernizzazione (ossia allungamento ed inclinazione) solitamente praticati nell'800 sugli strumenti antichi, e senza riduzione delle dimensioni della cassa, ma solo coi modesti interventi di restauro qui appena accennati dato che questa viola essendo piuttosto fuori moda è stata suonata pochissimo in campo nazionale-internazionale; come detto costruita a Cremona nel 1690 le caratteristiche di TV sono Fondo (due pezzi destro-sinistro di acero, marezzatura stretta ed intensa), Fasce (acero, marezzatura discendente verso il fondo sul lato sinistro e ascendente sul destro), Riccio (lungo 50.6 mm e largo 53.3 mm, smusso colorato di nero, originale), Manico (legno di acero con marezzatura perpendicolare ad esso), Tavola armonica o piano superiore (due pezzi di abete, venatura varia, che col fondo fanno una grande cassa armonica dal timbro più grave e pieno rispetto ad altre viole), Vernice (dorata, originale), catena, tastiera, cordiera e ponte originali, lunghezza fondo 47.8 cm, lunghezza corpo 41.4 cm, corda vibrante 41.5 cm, lunghezza totale 75.5 cm, diapason 26.2 cm (abbiamo scritto altrove dell'equazione differenziale della corda vibrante, da cui si ricava la formula principale della frequenza fondamentale di oscillazione od oscillazione libera senza diteggiatura fo=1/To (cicli/sec=Hz) della corda vibrante ideale (unidimensionale o di piccolissimo diametro rispetto a L, perfettamente flessibile quindi senza torsione, con perfetta rigidità e sforzi di taglio nulli rispetto a T, peso nullo od insignificante rispetto a T, o con tali parametri secondari tutti trascurabili, e valori non variabili nel tempo ossia validi per oscillazioni infinitesimali od anche per piccole oscillazioni “reali-pratiche”, differentemente ci saranno pure effetti anarmonici e non solo perfetti effetti armonici) fissata agli estremi di lunghezza L (metri, m) per cui i primi due nodi dell'onda sonora sono gli estremi stessi e gli altri nodi suddividono tale lunghezza secondo numeri interi, tensione T (newton, N) da non confondere coi periodi To e Tn (secondo), densità di massa lineare del materiale μ (Kgrmassa/metro), ossia fo=(1/2πL)(radice quadrata di T/μ), e le frequenze armoniche superiori sono fn=1/Tn=nfo con n=2,3,..., presenti naturalmente nelle soluzioni delle equazioni delle onde (ottenute cioè dallo sviluppo in serie di Fourier) ma con spettro specifico per ogni strumento a corda da conferire il proprio particolare timbro musicale (altrimenti ad esempio il Do3 di un violino produrrebbe un suono assolutamente identico al Do3 di un pianoforte, e nel violino in particolare l'archetto fa oscillare la corda deformandola inizialmente a “triangolo” tra estremi di fissaggio e punto di sfregamento con incremento d'ampiezza e potenza tonale-armonica caratteristica di certe armoniche), dove l'energia totale Etot=Ecin+Epot=(1/2)A(elev 2)μω(elev 2)L (joule), dove ω=2πf, che si vede essere proporzionale al quadrato dell'ampiezza A (m) dell'onda oltre ad essere suddivisa egualmente tra energia cinetica Ecin ed energia potenziale Epot, ma la presenza di attrito abbassa fo e nfo secondo fnattrito=(1/2π)(radice quadrata ((π(elev 2)Tn(elev 2)/L(elev 2)μ)-(β(elev 2)/4), dove β è il coefficiente di attrito, tutto ciò vale per corde eccitate uniformemente per sfregamento (se le corde invece sono pizzicate o percosse, pur mantenendo la stessa fondamentale e le medesime armoniche aumentano certamente le ampiezze delle armoniche superiori dello spettro)), laddove ad esempio per le canne d'organo (o di clarinetto, flauto, tromba, ecc.) aperte ad entrambe le estremità la frequenza fondamentale fo=c/2L e fn=nfo, mentre per le canne semiaperte ossia aperte solo ad un estremo fo=c/4L e fn=(2n+1)fo), dove c è la velocità del suono nell'aria), poi larghezza superiore 21.9 cm, larghezza corpo superiore 18.7 cm, larghezza centrale 15.0 cm, larghezza corpo centrale 13.1 cm, larghezza inferiore 27.2 cm, larghezza corpo inferiore 24.3 cm; 


il Tenore toscano è uno strumento di qualità eccellente e nel 1911 Leto Bargagna (segretario del Regio Istituto Musicale Luigi Cherubini) scriveva “E' uno strumento stupendo, uno dei lavori più perfetti fatti da Stradivari: riempie di meraviglia tutti gli appassionati di liuteria. Io penso che non vedremo mai niente di più splendido. Anche la sua forma esagerata conferisce allo strumento una speciale maestà ed un carattere straordinario. La vernice giallo-oro splende e scintilla con le luci che sembrano scaturire da un essere vivente. Tutto il lavoro è perfetto, il disegno superbo, le proporzioni di ogni singola parte sono armoniosamente combinate...”, “Oh Viola 'oscana, Maremma maiala!... Che suono e che forme!” (solo il primo inciso tra virgolette però è di Bargagna, la seconda frase non saprei di chi), da non usarsi comunque nell'Orchestra della Traviata dove troviamo un certo Alfredo (Alfredo Germont) alle prese con una certa Violetta (Violetta Valery)... ho detto Violetta non Viola; aggiungiamo anche che Leto Bargagna, differentemente da come ci si aspetterebbe, non risulta possedere un titolo nobiliare mentre un secolo prima coloro che ricoprivano tali cariche in società economiche ed in organizzazioni-istituzioni culturali-politiche dovevano essere necessariamente dei nobili come appunto avveniva nell'ancient regime rispetto alla successiva società borghese ottocentesca sostanzialmente non più suddivisa in stati sociali), insieme al Tenore spagnolo; nel giu2011 è stato venduto su un'asta on-line da Nippon Music Foundation lo Stradivari “Lady Blunt” del 1721 al prezzo di circa 9.8 milioni di sterline (oggi esso avrebbe un'età di 296 anni), nel 1998 a Christie's di Londra lo Stradivari “Kreutzer Strad” è stato venduto per la somma di 947500 sterline, nel 2007 lo “Stradivari Seymour Solomon” ex “Lambert” del 1729 è stato venduto all'asta Christie's di NY per la somma 1.5 milioni di dollari USA mentre era stato acquistato nel 1972 per la somma di 30 mila dollari (in 35 anni la sua valutazione dunque è aumentata di 50 volte), nel 2005 ancora all'asta Christie's è stato venduto lo Stradivari Lady Tennant del 1699 appartenuto al violinista Charles Philippe Lafont per la considerevole somma di 2.03 milioni di dollari USA; 


ma coloro che ne volessero vedere uno possono andare a Palacio Real di Madrid al Museo degli strumenti musicali (dove esiste una della più importanti collezioni di strumenti Stradivari appartenente al re di Spagna, come il Violino 1687-89 "Spagnolo II"), oppure alla Biblioteca del Congresso USA (con una collezione di tre violini, una viola ed un violoncello), al Metropolitan Museum of Art NY (col "Gould" violino 1693, "Francesca" violino 1694, e "Antonius" violino 1711), alla Nippon Music Foundation di Tokyo (con una cospicua collezione di strumenti Stradivari, concessi in uso gratuito a noti violinisti di livello internazionale come ad esempio il Joachim-Aranyi 1715), ma essi furono posseduti anche dello zar di Russia Alessandro II (collezione di nove violini), altri si trovano nella collezione del Museo Stradivari a Cremona, nella collezione Cherubini alla Galleria dell'Accademia di Firenze (tre strumenti Stradivari oltre al violino del 1716, la viola medicea e il violoncello del quintetto costruiti nel 1690 per il Gran Principe Ferdinando de' Medici (amante dei piaceri mondani, libertino, ed amante della musica, detto l'Orfeo dei Principi (non si sa di Euridice delle Principesse), che promosse anche l'invenzione del fortepiano o pianoforte storico antico di Bartolomeo Cristofori quale strumento musicale precursore del pianoforte moderno (fortepiano (quasi)tutto in legno ossia un cordofono a percussione con martelletto diffuso nell'ultimo decennio del '700 e nel periodo imperiale napoleonico sul quale composero e suonarono anche Mozart e Beethoven), ma morto nel 1713, prima di divenire Granduca, di sifilide contratta al carnevale di Venezia nel 1696 (è interessante contrarre la sifilide durante il carnevale, sifilide detta “mal francese” in generale e “mal napoletano” dai francesi)) proprio nell'ultimo trentennio “sbagliato” di questa illustre casata fiorentina, che ebbe nel corso del rinascimento italiano ben altra importanza e non espressamente nella musica, lasciando quindi il posto ai Lorena), poi al Museo degli Strumenti Musicali dell'Accademia Nazionale di Santa Cecilia (col violino toscano TV (parte del quintetto mediceo) ma oggi la sua collocazione dovrebbe essere a Library of Congress di Washington coi passaggi di proprietà avvenuti da Granduca di Toscana, Cosimo III de Medici 1690; Norris & Barnes 1793; Bright 1793; Cavalier Giantighazzi Firenze 1803; John Betts 1803; Alexander Glennie; F. de Rougemont; Avery Tyrell 1840-1913; W.E. Hill & Sons 1913; Herbert N. Strauss (e vedova) 1925; W.E. Hill & Sons 1956; Rembert Wurlitzer Inc. 1957; Cameron Baird (Buffalo, NY) 1957-60; Mrs. Cameron Baird 1960; Tuscan Foundation; Library of Congress Washington), allo Smithsonian Institution (col Quartetto Axelrod e violini Stradivari Greffuhle e Ole Bull, la viola Stradivari Axelrod ed il violoncello Stradivari Marylebone, e poi il violoncello Stradivari Servais)), oppure un vero violino di Andrea Guarnieri (invece quegli appassionati di liuteria dotati di buona manualità nel lavorare su legno con sgorbie-pialle-piallette-rasiere-lime-coltellini-taglierini-ecc. (se diversamente dotati ossia con scarse capacità di lavorazione del legno, dotati allora di molta pazienza e tempo a disposizione, ossia ben più delle 220-240 ore=1 mese di lavoro necessarie all'esperto liutaio), che volessero veramente realizzare manualmente da sé un proprio Violino secondo la tradizione artigiana italiana degli strumenti a corda (ossia tradizione Amati, Stradivari, Guarneri del Gesù (secondo U. Ughi con paragone in campo pittorico se Stradivari può essere accostato al classico Tiepolo allora Guarnieri potrebbe essere accostato al più barocco Caravaggio), Gasparo da Salò, Giovanni Paolo Maggini, Giovanni Battista Guadagnini, i Testore, Zanetto Micheli e Pellegrino Micheli, Santo Serafino, Domenico Montagnana, Matteo Gofriller, Francesco Gobetti, Pietro Guarneri, Giovanni Grancino, Pietro Landolfi, i Mantegazza, i Tononi, i Guidanti, i Gabrielli, Alessandro Gagliano, David Tecchler, Michele Plattner, Giovanni Battista Guadagnini, ecc.), ad esempio modello Stradivari (con metodo di Antonio Bagatella (1755-1829), tra arte-scienza-meccanica-ebanistica-musica (elaborata su regole che Bagatella ricavò da strumenti Amati nella grande scuola violinistica padovana Tartini), che parte dalla misura-base cui proporzionare tutte le altre misure), possono reperire appositi manuali in libreria o su Internet dove troveranno forme, dime (per rispettare le esatte misure essendo le dime come le sezioni piane di oggetti nel disegno tecnico con le proporzioni delle varie lunghezze (ed anche aree e volumi) cui applicando un fattore di scala si determinano tutte le volute misure di un simile oggetto reale (più piccolo-medio-più grande), e nella liuteria classica la lunghezza della cassa armonica è di 35.6 cm, ma le dimensioni vanno da 34 a 38 cm, seppure oggi non sono considerazioni di proporzioni (proporzioni geometriche od armoniche, o proporzione e rapporto aureo di assai lontana provenienza in Platone, Euclide, ecc., che in Tommaso d'Aquino è debita  proportio (dovuta proporzione od armonia od equilibrio perfetto (“debita proportio sive consonantia” ovvero rapporti-proporzioni perfetti-integri-consonanti-armonici tra tutte le cose), poi studiato da Piero della Francesca, Leon Battista Alberti e da Leonardo da Vinci, che in Luca Bartolomeo dè Pacioli diviene divina proportio ossia equilibrio matematico perfetto (il suo De Divina Proportione del 1497 con incisioni di Leonardo da Vinci ed applicazioni della sezione aurea piacerà maggiormente ad artisti ed esteti ed al limite pure ad architetti più che a matematici e geometri, ma pure la sua monumentale enciclopedia Summa de arithmetica, geometria, proportioni e proportionalità del 1494 quale bel trattato generale di aritmetica, algebra e calcolo mercantile potrebbe pure piacere ad artisti ed esteti), in Keplero diviene proporzione-rapporto aureo matematico-geometrico, ecc., spostando dunque il concetto dal piano filosofico, al piano estetico (bellezza-armoni estetica) fino al piano logico-matematico (correttezza matematica)) a determinare i rapporti tra le dimensioni geometriche (ma poi pure tra grandezze fisiche-tecniche-ingegneristiche in ogni campo scientifico) bensì le soluzioni di equazioni fisiche e processi di ottimizzazione tecnica basati su minimizzazioni-massimizzazioni di opportuni funzionali (generalmente complicati integrali matematici)), materiali, arnesi di lavoro, istruzioni, iniziando quindi con l'acquisto dei pezzi di legno per cassa-tavola-fondo (bombati ma mai meno di 4 mm per lo spessore perimetrale, essendo lo spessore in tutti i punti molto importante per determinare lo spettro sonoro dello strumento, in particolare lo spessore del legno della tavola armonica che trasmette tramite il ponte il suono alla cassa armonica per la risonanza) e di un pezzo di buon acero di forma parallelepipeda 50x60x250 mm per il manico (i migliori legni per cassa e manico sembra arrivino da val di Fiemme e Balcani), e poi per le 3+3=6 fasce laterali (spessore circa 1.2 mm, usualmente entro 1-1.5 mm) piegate a caldo ed incollate a tavola e fondo con colla a caldo di origine animale rinforzate con piccoli zocchetti di legno dolce dove si congiungono (sono rigide perché piegate e quindi non risuonano naturalmente ma in parte riflettono ed in parte trasmettono il suono prodotto dalle corde ed “amplificato” dalla cassa armonica), e poi per catena-asticella di sostegno sotto le corde gravi, e poi per riccio-chiocciola a volute, e poi per 2+2=4 piroli in ebano, e poi cordiera in ebano-palissandro-bosso-ecc., ecc. (particolare attenzione merita il ponticello in acero, su cui passeranno le 4 corde, con perfetta curvatura di base adatta alla tavola superiore della cassa armonica dato che esso ha il compito non solo di sorreggere le corde ma di portare la loro vibrazione alla tavola superiore e quindi alla cassa di risonanza sottostante ove le onde vengono “amplificate” o fatte risuonare entro il suo volume per poi uscire all'esterno soprattutto dalle due sottili aperture ad effe), oltre a vernice di gommalacca a base alcolica etilica con resine vegetali disciolte e pigmenti coloranti, su fondo di legno preparato con metasilicato sodico o potassico (anche 20-40 mani-passate di vernice consecutive dopo ogni asciugatura della precedente e leggera levigatura, laddove l'ultima mano di vernice va levigata con tampone di olio paglierino contenente polvere abrasiva finissima), 
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